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Preface

Our community remember him not only as an excellent scientist, but also as a very generous,

funny, and curious person, passionately delivering lectures and seminars. When one needed to

brainstorm any new technologies or ideas, he was the person to speak to. He used to state that one of

the luxuries of academia is the ability to learn every day. This volume is dedicated to his memory.

One of the pioneers of computer science recently passed away: William I. Grosky (or Bill for

friends). He received his B.S. degree in Mathematics from MIT in 1965, his M.S. degree in Applied

Mathematics from Brown University in 1968, and his Ph.D. degree from Yale University in 1971.

William I. Grosky served as a Professor and Chair of the Department of Computer and Information

Science at the University of Michigan-Dearborn (UMD). Before joining UMD in 2001, he was the

Professor and Chair of the Department of Computer Science at Wayne State University, as well as

an Assistant Professor of Information and Computer Science at the Georgia Institute of Technology

in Atlanta. His research interests included multimedia information systems, text and image mining,

and the semantic web. He was a founding member of Intelligent Media LLC, a Michigan-based

company, whose interests are in integrating new media into information technologies. He delivered

many short courses in the area of database management for local industries and was invited to

lecture on multimedia information systems worldwide. He served as the Editor-in-Chief of the IEEE

Multimedia magazine, as well as a Member of Editorial Boards of many journals in the field; in

addition, he served as a Member of several Program Committees of conferences focusing on database

and multimedia systems. He published three books and more than 150 papers in international

conferences and journals.

His peers, students and friends, and our community remember him not only as an excellent

scientist, but also as a very generous, funny, and curious person, passionately delivering lectures and

seminars. When one needed to brainstorm any new technologies or ideas, he was the person to speak

to. His impressive knowledge in Computer Science always allowed for constructive and enriching

conversations. He used to state that one of the luxuries of academia is the ability to learn every day.

We, therefore, felt the need and duty to collect a series of papers by his students, friends, and

colleagues, compiled in this volume dedicated to Prof. William I. Grosky, for which we are interested

in article topics addressing a broad scope, thereby paying tribute to his rich scientific curiosity.

In the world of the Internet of Things (IoT), the rapid growth and exponential use of digital

components have led to the emergence of intelligent connected environments, composed of multiple

independent entities such as individuals, organizations, services, software, and applications, sharing

one or several missions, focusing on the interactions and inter-relationships among them. The

application of information technologies has the potential to enable the understanding of how

entities request resources and, ultimately, interact to create benefits and added values, impacting

business practices and knowledge. These technologies can be improved through novel techniques,

models, and methodologies for fields such as big data management, web technologies, networking,

security, human–computer interactions, artificial intelligence, e-services, and self-organizing systems,

supporting the establishment of digital ecosystems and the management of their resources.

Phenomena of collective intelligence in connected environments have emerged where (i) the

diversity and plenitude of shared resources, and (ii) users act both as content consumers and content

providers. How can we make the most out of these vast amounts of easily searchable resources,

capable of inferring new information and knowledge? Recent research advances have stimulated the

development of a series of innovative approaches, algorithms, and tools for concept/topic detection
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or extraction, respectively. In the course of this volume, high-quality research papers were sought in

the following areas:

Digital Ecosystem Infrastructure;

Data and Knowledge Management;

Computational and Collective Intelligence;

Semantic Computing;

Software Ecosystems for Software Engineering;

Big Data;

Services;

Trust, Security, and Privacy;

Software Engineering;

Internet of Things and Intelligent Web;

Cyber Physical Systems;

Social and Collaborative Platforms;

Human–computer Interaction;

Open Source;

Complex Systems and Networks;

Applications.

In the sequel, we briefly introduce the papers that have been accepted for inclusion in this

volume. In particular, this volume contains the following 11 papers.

The paper by Dimitrios Koutsomitropoulos and Ioanna Gogou (University of Patras, Greece)

focuses on object detection models and optimizations. Convolutional Neural Networks (CNNs)

are well studied and commonly used for the problem of object detection thanks to their increased

accuracy. However, high accuracy alone says little about the effective performance of CNN-based

models, especially when real-time detection tasks are involved. There has not been sufficient

evaluation of the available methods in terms of their speed/accuracy trade-off. This work performs

a review and hands-on evaluation of the most fundamental object detection models on the Common

Objects in Context (COCO) dataset with respect to this trade-off, their memory footprint, and

computational and storage costs. The authors review available datasets for medical mask detection

and train YOLOv5 on the Properly Wearing Masked Faces Dataset (PWMFD). Next, they test

and evaluate a set of specific optimization techniques, transfer learning, data augmentations, and

attention mechanisms, and report on their effect for real-time mask detection. Finally, they propose

an optimized model based on YOLOv5s using transfer learning for the detection of correctly and

incorrectly worn medical masks that surpassed more than two times in speed (69 frames/second) the

state-of-the-art model SE-YOLOv3 on the PWMFD while maintaining the same level of mean Average

Precision (67%).

The paper by Thomas Krabokoukis (Nelios EPE, Greece) examines technology tools in

hospitality through bibliometric analysis. This study offers a comprehensive examination of the

literature related to technology and tools in the hospitality industry. A bibliometric analysis was

performed on 709 Scopus-indexed publications from 2000 to January 2023, with a focus on identifying

key players, institutions, research trends, and the co-occurrence of keywords. The results shed

light on the scientific landscape of technology and tools in the hospitality sector, emphasizing the

significance of big data and the customer experience in the sharing economy. The study also presents

the architecture of new software that offers guests the ability to customize their hotel stay, classified

as part of the first cluster in the co-occurrence of keywords analysis. This approach highlights the

growing importance of big data and customer experience, and makes a valuable contribution to the
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field by offering a tool for hotel booking customization. Furthermore, the study underscores the

importance of collaboration between academic institutions and private companies in providing a

mutually beneficial platform that exceeds the expectations of both hotels and guests.

The paper by Najla Fattouch, Imen Ben Lahmar (University of Sfax, Tunisia), Mouna Rekik

(University of Sousse, Tunisia), and Khouloud Boukadi (University of Sfax, Tunisia) proposes a

decision-making approach for an IoRT-aware business process outsourcing. In the context of Industry

4.0, business processes (BPs) aware of Internet of Robotics Things (IoRT) represent an attractive

paradigm to automate the classic BP by using IoRT. Nonetheless, the execution of these processes

within the enterprises may be costly due to the consumed resources, recruitment cost, etc. To bridge

these gaps, the business process outsourcing (BPO) strategy can be applied to outsource a process

to external service suppliers. Despite the various advantages of BPO, it is not trivial to determine

which part of the process should be outsourced and which environment would be selected to deploy

it. This paper deals with the decision-making outsourcing of an IoRT-aware BP to the fog and/or

cloud environments. The fog environment includes devices at the edge of the network which will

ensure the latency requirements of some latency-sensitive applications. However, relying on cloud,

the availability and computational requirements of applications can be met. Toward these objectives,

the authors realized an in-depth analysis of the enterprise requirements, where they identified a set

of relevant criteria that may impact the outsourcing decision. Then, they applied the method based

on the removal effects of criteria (MEREC) to automatically generate the weights of the identified

criteria. Using these weights, they performed the selection of the suitable execution environment by

using the ELECTRE IS method. Finally, they sought help from an expert to estimate the precision,

recall, and F1 score of their approach. The obtained promising results show that this approach is the

most similar to the expert result.

The paper by Ietezaz Ul Hassan, Raja Hashim Ali, Zain Ul Abideen (Ghulam Ishaq Khan

Institute of Engineering Sciences and Technology, Pakistan), Talha Ali Khan, and Rand Kouatly

(University of Europe of Applied Sciences, Germany) examines the significance of machine learning

for the detection of malicious websites. It is hard to trust any data entry on online websites as

some websites may be malicious, and gather data for illegal or unintended use. To make users

aware of the digital safety of websites, the authors have tried to identify and learn the pattern on

a dataset consisting of features of malicious and benign websites. They treated the problem of

differentiation between malicious and benign websites as a classification problem and applied several

ML techniques, such as random forest, decision tree, logistic regression, and support vector machines.

Several evaluation metrics such as accuracy, precision, recall, F1 score, and false positive rate were

used to evaluate the performance of each classification technique. Since the dataset was imbalanced,

the ML models developed a bias during training toward a specific class of websites. Multiple data

balancing techniques, such as undersampling, oversampling, and SMOTE, were applied to balance

the dataset and remove the bias. Their experiments showed that after data balancing, the random

forest algorithm using the oversampling technique showed the best results in all evaluation metrics

for the benign and malicious website feature dataset.

The paper by Utku Demirci and Pinar Karagoz (Middle East Technical University, Turkey)

focuses on explicit and implicit trust modeling for recommendation. Recommendation has become

an inseparable component of many software applications, such as e-commerce, social media,

and gaming platforms. Particularly in collaborative filtering-based recommendation solutions, the

preferences of other users are considered heavily. At this point, trust among the users comes into

the scene as an important concept to improve the recommendation performance. Trust describes the

nature and the strength of ties between individuals and hence provides useful information to improve
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the recommendation accuracy, particularly against data sparsity and cold start problems. The trust

notion helps alleviate the effect of these problems by providing additional reliable relationships

between the users. However, trust information, specifically explicit trust, is not straightforward to

collect and is only scarcely available. Therefore, implicit trust models have been proposed to fill in the

gap. In this work, two specific sub-problems are elaborated on: the relationship between explicit and

implicit trust scores, and the construction of a ML model for explicit trust. For the first sub-problem,

an implicit trust model is devised and the compatibility of implicit trust scores with explicit scores is

analyzed. For the second sub-problem, two different explicit trust models are proposed: explicit trust

modeling through users’ rating behavior and explicit trust modeling as a link prediction problem. The

performances of the prediction models are analyzed on a set of benchmark data sets. It is observed

that explicit and implicit trust models have different natures, and are to be used in a complementary

way for recommendation. Another important result is that the accuracy of the ML models for explicit

trust is promising and depends on the availability of data.

The paper by Sotirios Batsakis (Technical University of Crete, Greece), Marios Adamou

(South West Yorkshire Partnership NHS Foundation Trust, UK), Ilias Tachmazidis (University of

Huddersfield, UK), Sarah Jones (South West Yorkshire Partnership NHS Foundation Trust, UK),

Sofya Titarenko (University of Leeds, UK), Grigoris Antoniou (South West Yorkshire Partnership NHS

Foundation Trust, UK), and Thanasis Kehagias (Aristotle University of Thessaloniki, Greece) focuses

on data-driven decision support for adult autism diagnosis using machine learning. Adult referrals

to specialist autism spectrum disorder diagnostic services have increased in recent years, placing

strain on existing services and illustrating the need for the development of a reliable screening tool,

to identify and prioritize patients most likely to receive an ASD diagnosis. In this work, a detailed

overview of existing approaches is presented and a data-driven analysis using ML is applied on a

dataset of adult autism cases consisting of 192 individuals. The results show initial promise, achieving

a total positive rate (i.e., correctly classified instances to all instances ratio) of up to 88.5%, but also

point to the limitations of currently available data, opening up avenues for further research. The

main direction of this research is the development of a novel autism screening tool for adults (ASTA),

also introduced in this work, and preliminary results indicate that the ASTA is suitable for use as a

screening tool for adult populations in clinical settings.

The paper by Georgios Gkougkoudis (Hellenic Police, Greece), Dimitrios Pissanidis

(Independent Studies of Science and Technology College, Greece), and Konstantinos Demertzis

(Hellenic Open University, Patras) reviews intelligence-led policing and the new technologies

adopted by the Hellenic Police. In the never-ending search by Law Enforcement Agencies (LEAs)

for ways to reduce crime more effectively, the prevention of criminal activity is always considered

the ideal solution. Since the 1990s, intelligence-led Policing (ILP) was implemented in some forms

by many LEAs around the world for crime prevention. Along with ILP, LEAs nowadays more and

more turn to various new surveillance technologies. As a result, there are numerous studies and

reports introducing some compelling results from LEAs that have implemented ILP, offering robust

data around how the future of policing could be. In this context, this paper explores the most recent

research, identifying where ILP stands today in Greece and to what extent it could be a viable,

practical approach to crime prevention. In addition, it is researched to what degree new technologies

have been adopted by the European Union and the Hellenic Police in their “battle” against crime. In

conclusion, most technologies are at the research stage, and studies are underway in many areas.
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The paper by Olanrewaju Sanda, Michalis Pavlidis, and Nikolaos Polatidis (University of

Brighton, UK) proposes a regulatory readiness assessment framework for blockchain adoption in

healthcare. Blockchain is now utilized by a diverse spectrum of applications and is proclaimed

as a technological innovation that transforms the way that data are stored. This technology

has the potential to transform the healthcare sector, especially in view of the prevalent issues of

patient’s data-privacy and fragmented healthcare data. However, there is no evidence-based effort

to develop a readiness assessment framework for blockchain that combines all the different social

and economic factors and involves all stakeholders. Based on a systematic literature review, the

proposed framework is applied to Portugal’s healthcare sector and its applicability is outlined. The

findings show the unique importance of regulators and the government in achieving a globally

acceptable regulatory framework for the adoption of blockchain technology in healthcare and also in

other sectors. The business entities and solution providers are ready to leverage the opportunities of

blockchain, but the absence of a widely acceptable regulatory framework that protects stakeholders’

interests is slowing down the adoption of blockchain. There are several misconceptions regarding

blockchain laws and regulations, which have slowed stakeholder readiness. This paper will be useful

as a guideline and knowledge base to reinforce blockchain adoption.

The paper by Sandesh Pantha, Sumina Shrestha, and Janette Collier (La Trobe University,

Australia) examines the use of Internet technology among older adults in residential aged care

facilities. Internet usage may help promote the physical and mental health of older adults living

in residential aged care facilities (RACFs). There is little evidence of how these older citizens use

Internet services. This systematic review aims to explore the trends and factors contributing to

Internet use among aged care residents. A systematic search has been conducted on nine online

databases: MEDLINE, EMBASE, PsycInfo, CINAHL, AgeLine, ProQuest, Web of Science, Scopus,

and the Cochrane Library. Two reviewers have independently conducted title and abstract screening,

full-text reading, critical appraisal, and data extraction. Any discrepancies have been resolved by

consensus. The methodological risk of bias has been assessed using the Effective Public Health

Practice Project measure and the Joanna Briggs Institute checklist. The authors report a narrative

synthesis of the evidence. Information on factors contributing to Internet use and their strength of

association is reported. A meta-analysis and meta-synthesis is undertaken. This review provides

information on the factors predicting Internet use among older adults in RACFs. The evidence

from this review will help to formulate further research objectives and, potentially, to design an

intervention to trial Internet access for these groups.

The paper by Michael Max Bühler (Konstanz University of Applied Sciences, Germany) et

al. explores the case of unlocking the power of digital commons. Network effects, economies of

scale, and lock-in-effects increasingly lead to a concentration of digital resources and capabilities,

hindering the free and equitable development of digital entrepreneurship, new skills, and jobs,

especially in small communities as well as in small and medium-sized enterprises (SMEs). To ensure

the affordability and accessibility of technologies, promote digital entrepreneurship and community

well-being, and protect digital rights, the authors propose data cooperatives as a vehicle for secure,

trusted, and sovereign data exchange. In post-pandemic times, community/SME-led cooperatives

can play a vital role by ensuring that supply chains to support digital commons are uninterrupted,

resilient, and decentralized. Digital commons and data sovereignty provide communities with

affordable and easy access to information and the ability to collectively negotiate data-related

decisions. Moreover, cooperative commons (i) provide access to the infrastructure that underpins the

modern economy, (ii) preserve property rights, and (iii) ensure that privatization and monopolization

do not further erode self-determination, especially in a world increasingly mediated by AI. Thus,
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governance plays a significant role in accelerating communities’/SMEs’ digital transformation and

addressing their challenges. Cooperatives thrive on digital governance and standards such as

open trusted application programming interfaces (APIs) that increase the efficiency, technological

capabilities, and capacities of participants and, most importantly, integrate, enable, and accelerate

the digital transformation of SMEs in the overall process. This review article analyses an array of

transformative use cases that underline the potential of cooperative data governance. These case

studies exemplify how data and platform cooperatives, through their innovative value creation

mechanisms, can elevate digital commons and value chains to a new dimension of collaboration,

thereby addressing pressing societal issues. Guided by the research aim, the authors propose a

policy framework that supports the practical implementation of digital federation platforms and data

cooperatives. This policy blueprint intends to facilitate sustainable development in both the Global

South and North, fostering equitable and inclusive data governance strategies.

The paper by Vassilios Krassanakis and Loukas-Moysis Misthos (University of West Attica,

Greece) investigates mouse tracking as a method for examining the perception and cognition of digital

maps. This article aims to present the authors’ perspective regarding the challenges and opportunities

of mouse-tracking methodology while performing experimental research, particularly related to the

map-reading process. They briefly describe existing metrics, visualization techniques, and software

tools utilized for the qualitative and quantitative analysis of experimental mouse-movement data

towards the examination of both perceptual and cognitive issues. Moreover, they concisely report

indicative examples of mouse-tracking studies in the field of cartography. The article concludes

with summarizing mouse-tracking strengths/potential and limitations, compared to eye tracking.

In a nutshell, mouse tracking is a straightforward method, particularly suitable for tracking real-life

behaviors in interactive maps, providing the valuable opportunity for remote experimentation; even

though it is not suitable for tracking the actual free-viewing behavior, it can be concurrently utilized

with other state-of-the-art experimental methods.

The paper by Daiju Kato (Nihon Knowledge, Japan) and Hiroshi Ishikawa (Tokyo Metropolitan

University, Japan) examines quality control methods in development and operations. Since the

software quality model was defined as an international standard, many quality assurance teams

have used this quality model for software development in a waterfall model for quality control.

On the other hand, in the case of DevOps, efficient product development is achieved by building a

pipeline in the CI/CD process, placing testing tasks in the pipeline, and promoting the automation of

testing tasks. However, in many DevOps projects, classical quality metrics such as defect rate and test

coverage rate are often used to monitor quality progress, and this approach is development-oriented,

making it difficult to see the quality status. Therefore, by classifying the quality provided by testing in

the CI/CD pipeline by quality characteristics, it is possible to visualize the quality progress required

for the released system and to consider how to manage it with a quality model, as well as to

define software quality targets with quality characteristics before the project starts and to use quality

characteristics as KPIs. To use quality attributes as KPIs, it is necessary to manage the test results

of each pipeline and compare them with the results of previous builds. This paper explains how to

visualize the quality ensured by the CI/CD process, which is essential for DevOps, and the benefits

of using quality characteristics as KPIs, and proposes a method to achieve rapid and high-quality

product development.

This reprint brings together a number of papers from diverse contemporary research domains,

and we expect that a wider audience will find at least one interesting paper to study. In addition, we

hope that the papers will inspire readers to further deepen their research or try to perform innovative

work in some of the research areas presented in these papers. Finally, we are thankful for the hard
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Abstract: Convolutional Neural Networks (CNNs) are well-studied and commonly used for the
problem of object detection thanks to their increased accuracy. However, high accuracy on its own
says little about the effective performance of CNN-based models, especially when real-time detection
tasks are involved. To the best of our knowledge, there has not been sufficient evaluation of the
available methods in terms of their speed/accuracy trade-off. This work performs a review and
hands-on evaluation of the most fundamental object detection models on the Common Objects in
Context (COCO) dataset with respect to this trade-off, their memory footprint, and computational
and storage costs. In addition, we review available datasets for medical mask detection and train
YOLOv5 on the Properly Wearing Masked Faces Dataset (PWMFD). Next, we test and evaluate a set
of specific optimization techniques, transfer learning, data augmentations, and attention mechanisms,
and we report on their effect for real-time mask detection. Based on our findings, we propose
an optimized model based on YOLOv5s using transfer learning for the detection of correctly and
incorrectly worn medical masks that surpassed more than two times in speed (69 frames per second)
the state-of-the-art model SE-YOLOv3 on the PWMFD while maintaining the same level of mean
Average Precision (67%).

Keywords: real-time object detection; medical mask detection; video surveillance; YOLOv5; PWMFD;
COVID-19

1. Introduction

Computer vision has become an integral part of modern systems in transportation,
manufacturing, and healthcare. In the last decade, the task of object detection as a deep
learning problem has accumulated immense scientific interest. Convolutional Neural
Networks (CNN) have shown excellent results in extracting the abstract features of image
data, thanks to their similarities to the biological neural networks of the human brain [1].
Their promising capabilities have motivated scientists toward inventions of new state-
of-the-art object detectors resulting in a continuous increase in accuracy. Nevertheless,
their performance is ambiguous when detection speed is considered, which is usually
sacrificed in favor of accuracy. Conducting accurate object detection in real time is a realistic
requirement of modern systems, especially embedded ones with hardware limitations.
However, the available methods have yet to be fully evaluated as published research [2–5]
tends to overlook the trade-off between accuracy and speed, compares models on different
machine learning frameworks, or excludes newer models, resulting in indefinite results.

This work focuses on giving a solution to this problem by reviewing and evaluating
some of the most fundamental CNN-based object detection models: Faster R-CNN [6]
and Mask R-CNN [7] of the family of Region-based Convolutional Neural Networks (R-
CNN) [8], RetinaNet [9], Single-Shot MultiBox Detector (SSD) [10], and You Only Look
Once (YOLO) [11] and its newer versions [12–15]. The objective is to evaluate and compare
them in terms of GPU memory footprint, computational and storage costs, as well as
their speed/accuracy trade-off. We seek to reach fair conclusions by executing the models

Digital 2023, 3, 172–188. https://doi.org/10.3390/digital3030012 https://www.mdpi.com/journal/digital1



Digital 2023, 3

through a common pipeline, using the same machine learning framework, dataset, and
GPU. At the same time, we ensure that our experiments can be reproduced through our
accompanying open-source code.

In addition, we review and compare available datasets for medical mask detection;
among the models we evaluate, we choose YOLOv5 as a highly efficient one to train for real-
time medical mask detection on a topical and novel dataset that has yet to be extensively
tested, the Properly Wearing Masked Faces Dataset (PWMFD) [16]. In view of the protective
measures put in place during the COVID-19 pandemic, the need for real-time detection
of correctly and incorrectly worn medical masks in data streams has become evident.
According to the World Health Organization (WHO), the use of medical masks combined
with other health measures is recommended for the containment of the virus [17]. In this
context, we propose an optimized real-time detector of correctly and incorrectly worn
medical masks. Next, we review, test, and investigate various optimization techniques used
before in medical mask detection and report on their effect, including transfer learning,
data augmentations, and attention mechanisms. For instance, transfer learning from larger
and more diverse object detection datasets is expected to improve model accuracy.

The main contributions of this work are the following:

• A review and evaluation of state-of-the-art object detectors and an analysis of their
speed/accuracy trade-off, using the same framework, dataset, and GPU. No other
similar study has been published that includes YOLOv5 [15], whose performance has
yet to be extensively tested.

• The accuracy and speed of YOLOv5s are evaluated for the first time on the newly
developed Properly Wearing Masked Faces Dataset (PWMFD) [16]. Furthermore,
the effects of transfer learning, data augmentations, and attention mechanisms are
assessed for medical mask detection.

• A real-time medical mask detection model based on YOLOv5 is proposed that sur-
passed more than 2 times in speed (69 fps) the state-of-the-art model SEYOLOv3 [16]
on the PWMFD while maintaining the same level of the mean Average Precision (mAP)
at 67%. This increase in speed gives room for using the model on embedded devices
with lower hardware capabilities, while still achieving real-time detection.

A preliminary version of this paper has appeared in [18]. In comparison, this article
shows the following:

1. It presents new evaluation results of object detection models in terms of their accuracy
and speed vs. computational performance (GFLOPS).

2. It includes new results demonstrating the (detrimental) effect of augmenting the
model with Transformer Encoder (TE) Attention blocks.

3. It involves a more thorough description of the detection models reviewed and evaluated.
4. It includes a new section on the characteristics, availability, and usage of datasets

suitable for medical mask detection.

All results are reproducible through our open-source code on GitHub (https://github.
com/joangog/object-detection accessed on 1 June 2023) as well as the measurements’
data. The weight file of our medical mask detector is also available on GitHub (https:
//github.com/joangog/object-detection-assets accessed on 1 June 2023) and on Hugging
Face (https://huggingface.co/joangog/pwmfd-yolov5 accessed on 1 June 2023).

The rest of this paper is organized as follows: Section 2 reviews the current state of the
art for object and mask detection and describes models from an architectural point of view.
Section 3 is devoted to the comparative, hands-on evaluation of several object detection
models, employing a uniform evaluation testbed and metrics and discussing observed
tradeoffs. Section 4 presents a qualitative review of datasets that can be leveraged for imple-
menting effective mask detection pipelines. The results of testing various optimizations for
this task on well-performing models are shown in Section 5 along with our final proposed
model. Finally, Section 6 summarizes the lessons learned and the outlook of our work.
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2. Related Work

2.1. Object Detection Models

The development of AlexNet [19] in 2012 paved the way toward the CNN-based
object detection models we know today. Introduced in 2014, R-CNN [8] was the first one
to adopt the idea of region proposals for object detection, produced through a selective
search algorithm. In 2015, its successor, Fast R-CNN [20], increased detection speed by
computing a feature map for the whole image rather than for each proposal. It was
improved further with Faster R-CNN [6] by replacing selective search with a more efficient
fully convolutional region proposal network. In 2017, Mask R-CNN [7] was an extension of
Faster R-CNN for image segmentation. In 2015, the first one-shot model was published,
named YOLO [11]. Two iterations followed, YOLOv2 [12] and YOLOv3 [13], improving its
performance with the addition of anchors, batch normalization, the Darknet-53 backbone,
and three detection heads. In 2020, its development resumed with YOLOv4 [14]. It included
the enhanced CSPDarknet53 backbone, a Spatial Pyramid Pooling (SPP) [21] layer, and a
Path Aggregation Network (PANet) [22]. Shortly after, YOLOv5 [15] was launched with
only small alterations. Its role as the fifth version of YOLO was a controversial subject as no
official publication has been released to this day. Nevertheless, it shows promising results
through consistent updates, which are worth investigating. As of January 2023, YOLOv8
was released. Early results appearing in Github (https://github.com/ultralytics/ultralytics
accessed on 1 June 2023) show a consistent improvement to previous versions, both in
terms of accuracy and speed; however, no scientific paper has been published reporting
and/or comparing the results. Finally, SSD [10] proposed in 2016 and RetinaNet [9] in 2017
are two other notable one-shot models. The latter became known for introducing focal loss
to combat foreground–background imbalance.

2.2. Models Description

The architecture of the models to be evaluated is described below, in terms of their
backbone, number of parameters, and input size. The PyTorch Torchvision package pro-
vides SSD in two variants. The first is a lightweight version of SSD, the SSDlite320, with the
backbone of the MobileNetV3-Large [23], which is optimized for mobile devices with a very
small number of parameters, and an input image size of 320 × 320. The second variant, the
SSD300, has as its backbone the larger VGG16 network with 16 layers of neurons (13 conv
and 3 fc leaving out the 5 pooling layers) and an input size of 300 × 300. The SSD300 has
35.6 million parameters, while the SSDlite320 has about a tenth of them, i.e., 3.4 million.

Implementing RetinaNet in Torchvision uses the backbone ResNet-50 consisting of
50 layers and 34 million parameters. For Faster R-CNN, two variants with different
backbones are provided, one with MobileNetV3-Large and the second with ResNet-50.
For the MobileNet variant, there are two versions with different input sizes, one with
800 × 800 and the other with 320 × 320. Also included is Faster R-CNN’s version for
the segmentation problem, the R-CNN Mask with Resnet-50 backbone, which produces
simultaneously segmentation masks as well as bounding boxes. Mask R-CNN has a few
more parameters than Faster R-CNN due to its additional functionality.

In the PyTorch implementation of G. Jocher’s YOLOv3, the backbone of Darknet53 is
used, as in the original implementation in the Darknet framework. Two further variants are
provided, YOLOv3-tiny and YOLOv3-spp. YOLOv3-tiny is a smaller version of YOLOv3,
which replaces some conv layers of the backbone with pooling layers and removes one
of the three heads of YOLOv3, the one for small objects, to reduce computational costs.
It consists of only 8.8 million parameters compared to YOLOv3 which has 61.9 million.
YOLOv3-spp is virtually the same as YOLOv3, but one of the conv layers has been replaced
by an SPP layer which helps the network to perceive the characteristics of the image at
various levels of resolution, which only slightly increases the number of parameters to
63 million.

For YOLOv4, the PyTorch implementation by T. Xiaomo is used, which employs the
improved backbone of CSPDarknet53, as in the original YOLOv4 implementation of the
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Darknet framework, and in total consists of 64.4 million parameters. Finally, G. Jocher’s
YOLOv5 is distributed in five variants, n, s, m, l, and x, depending on the size of the
network, of which we will consider n, s, m, and l. The number of its parameters ranges
from 1.9 million up to 47 million depending on the variant. YOLOv5 uses a backbone based
on CSPDarknet53 with some modifications in the implementation of the CSP Bottleneck.
All the above implementations of YOLO can accept any input size. However, in order to
ensure the validity of the results, we define the input size as the size of the data with which
the pretrained models we use were trained. This size is 640 × 640 for YOLOv3 and v5, and
608 × 608 for YOLOv4.

2.3. Speed/Accuracy Trade-Off of Object Detection Models

In recent years, several reviews of modern object detection models have been pub-
lished. In 2019, a survey [2] was conducted on the improvements in object detection in the
last 20 years. Nonetheless, the survey merely reported on the performance of the models in
question in the related bibliography. No experiment was performed to measure their accu-
racy and speed. In contrast, another review in the same year [3] included an experimental
evaluation of more than 26 models on the Visual Object Classes (VOC) [24] and Common
Objects in Context (COCO) [25] datasets. Although both accuracy and speed were mea-
sured, the trade-off between the two parameters was not analyzed. Moreover, the tested
models were implemented in different machine learning frameworks and programming
languages, thus obscuring the detection speed.

Two studies published in 2017 [4] and 2018 [5] assessed the speed/accuracy trade-off
of object detection models using the same framework. In [4], the Tensorflow implemen-
tations of Faster R-CNN [6], SSD [10], and Region-based Fully Convolutional Network
(R-FCN) [26] were evaluated on COCO [25] based on their speed/accuracy trade-off while
testing different backbones, image resolutions, and number of region proposals. In [5],
a similar analysis was conducted using the same models with the addition of Mask R-
CNN [7] and SSDlite [27]. The aspect of memory consumption and detection speed on
different devices was investigated as well. Nevertheless, both studies did not take into
account newer models, such as YOLOv5 [15] and RetinaNet [9].

2.4. Medical Mask Detection

Initially, interest in medical mask detection was limited. After the outbreak of
COVID-19, numerous medical mask detection models were proposed to limit infection.

In 2020, the Super-Resolution and Classification Network [28] was designed and
trained using transfer learning. In 2021, RetinaFaceMask [29] was introduced, a one-shot
model based on RetinaNet, using transfer learning from a human face dataset to the Masked
Faces for Face Mask Detection Dataset (MAFA-FMD) made by the authors. In the same year,
a hybrid medical mask recognition model [30] combining ResNet-50 [31] with a Support
Vector Machine (SVM) was proposed, after being trained on both real-world and synthetic
data using transfer learning. Later, in [32], the authors replaced the SVM with YOLOv2 [12].
A medical mask detector published in [33] was based on Inception-v3 [34] and trained on a
synthetic mask dataset using transfer learning from a general object dataset and several
data augmentations.

Despite achieving near-perfect accuracy, the above models were not evaluated on
their detection speed. In view of this, a real-time mask detection model was designed, SE-
YOLOv3 [16] and trained on the novel Properly Wearing Masked Face Detection (PWMFD)
dataset created by the authors. It introduced a Squeeze-and-Excitation (SE) attention
mechanism [35] to YOLOv3, achieving a 66% mAP and 28 fps. However, its performance
was evaluated using a high-end GPU, rendering it unsuitable for lightweight devices.
Moving to YOLOv4, the hybrid mask detection model tiny-YOLOv4-SPP was proposed [36].
It significantly reduced the training time while increasing the accuracy compared to the
original tiny-YOLOv4, but the aspect of real-time detection was not considered.

4



Digital 2023, 3

3. Materials and Methods

3.1. Evaluation Methodology of Object Detection Models

We evaluate the object detection models shown in Table 1 in terms of memory con-
sumption, computational and storage costs, as well as their speed/accuracy trade-off. The
models include Faster R-CNN with two different backbones and image sizes, Mask R-CNN,
RetinaNet, SSD and its memory-efficient version SSDlite, YOLOv3 with its SPP and tiny
variants, YOLOv4, and YOLOv5, including its large, medium, small, and nano variants.
For all models, we utilize the same framework, dataset, and GPU.

Table 1. Models evaluated on the COCO2017 dataset.

Model Backbone Image Size a

Faster R-CNN [6] MobileNetV3-Large [23] 800

Faster R-CNN MobileNetV3-Large 320

Faster R-CNN ResNet-50 [31] 800

Mask R-CNN [7] ResNet-50 800

RetinaNet [9] ResNet-50 800

SSD [10] VGG16 [37] 300

SSDlite [25] MobileNetV3-Large 320

YOLOv3 [13] Darknet53 [13] 640

YOLOv3-spp [13] Darknet53 640

YOLOv3-tiny [13] Darknet53 640

YOLOv4 [14] CSPDarknet53 [14] 608

YOLOv5l [15] Modified CSPDarknet [15] 640

YOLOv5m [15] Modified CSPDarknet 640

YOLOv5s [15] Modified CSPDarknet 640

YOLOv5n [15] Modified CSPDarknet 640
a Given a value of N, the image size in pixels is N × N.

1. Framework: All models are implemented in PyTorch and are offered in the Torchvision
package. The only exceptions are YOLOv3, YOLOv4, and YOLOv5, which are imple-
mented in GitHub repositories (https://github.com/ultralytics/yolov3 accessed on
1 June 2023; https://github.com/Tianxiaomo/pytorch-YOLOv4 accessed on 1 June
2023; https://github.com/ultralytics/yolov5 accessed on 1 June 2023).

2. Dataset: The evaluation is performed on the val subset of the COCO2017 [25] dataset.
COCO appears to be among the de facto standards for measuring accuracy and speed
in modern object detection models as it strikes a balance between manageable size and
adequate image scene density. It contains 118,000 examples for training and 5000 for
validation belonging to 80 classes of everyday objects. In addition, COCO training
has been extensively used in the past as a basis for transfer learning on the specific
problem of medical mask detection. No training phase is performed as all models are
already pretrained on the train subset. The data are loaded with a batch size of 1 to
imitate the stream-like insertion when detecting in real time.

3. Environment: The code for the experiment is organized in two Jupyter notebooks
(coco17 inference.pynb, analysis.pynb) and is executed through the Google Colab
platform. We chose the option of a local runtime, which uses the GPU of our sys-
tem (Nvidia Geforce GTX 960, 4 GB). Every model goes through the same infer-
ence pipeline.

4. Metrics: To estimate the memory usage of each model, we calculate the maximum
GPU memory allocated to our GPU device by CUDA for the program. To quantify
computational costs, Giga Floating Point Operations (GFLOPs) are counted using the
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ptflops (https://github.com/sovrasov/flops-counter.pytorch accessed on 1 June 2023)
Python package. The storage cost is derived from the size of the weight file of each
respective model. We measure detection speed in frames (images) per second (fps).
For accuracy, we use the mean Average Precision (mAP) of all classes. According to
the COCO evaluation standard (https://cocodataset.org/#detection-eval accessed on
1 June 2023), Average Precision (AP) is calculated using 101-point interpolation on the
area under the P-R (Precision–Recall) curve, as follows:

AP101 =
1

101 ∑
R={0,0.01,...,0.99,1}

Pinterp(R) (1)

where
Pinterp(R) = max∼

R:
∼
R≥R

P(
∼
R) (2)

3.2. Memory Footprint

In Figure 1a, the higher the number of parameters and image size, the more GPU
memory the model consumes. Interestingly, YOLOv4 has a 925 MB memory footprint
that is 3 times more than models with roughly the same parameter count and image size,
such as YOLOv3 (301 MB). In contrast, YOLOv3 utilizes approximately three-fourths of the
memory consumed by YOLOv5l, despite having more parameters and the same image size.
SSDlite, having the fewest parameters and smallest image size, uses merely 33 MB.

 
(a) Memory Consumption (b) Computational Cost 

Figure 1. Memory footprint in Megabytes (a) and computational cost in GFLOPs (b) in relation to
parameter count and image size of object detection models evaluated on the COCO2017 [25] dataset.

3.3. Computational Performance and Storage Costs

Firstly, the number of GFLOPs of a model is closely related to its number of parameters
and image size. For instance, in Figure 1b, between the two implementations of Faster
R-CNN with MobileNet-v3 and ResNet-50, the second executes 27 times more GFLOPs
than the first while having just over twice the same number of parameters. In general,
models that use the MobileNet-v3 backbone, i.e., SSDlite and Faster R-CNN, prove to
be the least expensive in GFLOPs. Subsequently, comparing the two versions of Faster
R-CNN with different image sizes, the one with size 800 costs almost 6 times more GFLOPs
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than the one with 320. The sole exception to the rule is RetinaNet and YOLOv3 which,
despite having the same image size and fewer parameters than Faster R-CNN ResNet50
and YOLOv4, respectively, execute more GFLOPs than their counterpart.

According to Figure 2, storage cost increases linearly with the number of parameters
in a model. Nevertheless, YOLOv3 and YOLOv5 cost significantly less storage space than
models with an equivalent number of parameters.

Figure 2. Relationship between storage cost in Megabytes and parameter count of object detection
models evaluated on the COCO2017 [25] dataset.

3.4. Accuracy and Speed

For a fair comparison of the models’ accuracy, it is necessary to evaluate this metric
in terms of speed. There is no point in ranking the models based on their accuracy, if we
do not understand the larger context in which a model manages to provide its degree of
accuracy. This means that if a model achieves high accuracy but at the same time sacrifices
a significant part of its speed for this purpose, then it becomes unsuitable for the problem
of real-time detection. Accordingly, the same is true for the reverse.

Therefore, in Figure 3, we illustrate the trade-off between the speed (fps) and accuracy
(mAP) of all models. An immediate observation is a decrease in speed as the accuracy
of a model increases. On a general note, a favorable model would be one that achieves
both high accuracy and speed. Thus, it would be found in the top right corner of Figure 3.
All variations of YOLOv5 provide the best balance between accuracy and speed, whereas
RetinaNet, SSD, SSDlite, and YOLOv3-tiny rank last.

3.5. Accuracy and Speed vs. Computational Performance

In Figure 4, we demonstrate the relationship between mAP and GFLOPs for each
model. We notice that the higher the count of GFLOPs, the higher the accuracy, forming a
hyperbolic curve of “y = −α/x + β” between the two measures. Ideally, we strive to find a
model that achieves the highest possible mAP for the lowest possible GFLOPs. According
to this, the best performance is attained by the models of the YOLOv5 family, especially the
medium and large variants, with Faster R-CNN MobileNetV3-Large rivaling the smaller
variants. The worst mAP/GFLOPs balance is observed for YOLOv3-tiny, which shows the
lowest mAP in comparison to other models of a similar level of GFLOPs, and RetinaNet,
which executes far more GLOPs than other models of the same order of mAP.
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Figure 3. Speed (fps)/accuracy (mAP) trade-off of object detection models evaluated on the
COCO2017 [25] dataset.

Figure 4. Relationship between mAP and GFLOPs for various object detection models.

Figure 5 illustrates the relationship between inference speed in fps and GFLOPs. We
observe that it is approximated by a hyperbolic curve of the form “y = α/x”. In other
words, as the GFLOPs of a model increase, the fps decrease. Nevertheless, achieving the
highest fps possible with the least amount of GFLOPs is favorable. Thus, we conclude that
the most efficient model in terms of speed is YOLOv5n, with YOLOv3-tiny ranking second.
The implementation of RetinaNet is the least efficient with the largest number of GFLOPs
and the least fps.
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Figure 5. Relationship between fps and GFLOPs for various object detection models.

4. Datasets for Medical Mask Detection

For the problem of medical mask detection, we performed an extensive survey of the
available datasets. The choice of a complex and diverse set is crucial for the development
of a robust model. Although a model may exhibit maximum accuracy in a simplistic set,
this does not necessarily hold in real conditions. The first datasets of medical masks have
been appearing since 2017. However, since the outbreak of the COVID-19 pandemic, they
have multiplied rapidly in number and some of them have already been used in medical
mask detection systems. These datasets are analyzed below.

4.1. MAFA and MAFA-FMD

The Masked Faces (MAFA) dataset [38] was developed in 2017 by S. Ge et al. as the
first dataset of faces with masks. It includes 30,811 non-synthetic images and a total of
35,806 masked faces divided across the number of images. On average, the faces of the set
have a size of 143 × 143 pixels. A distinct characteristic of the dataset lies in the fact that
the annotations of faces, in addition to the bounding box that encloses the face, include
information about the orientation of the face, the degree of mask overlap, and the type of
mask. In terms of orientation, faces are classified as left, left-front, front, right-front, and
right, with the majority (71%) belonging to the front. In terms of degree of overlap, they
are divided into weak, medium, and strong, depending on the number of areas they cover
on the face, with the majority belonging to medium (81%). Finally, regarding the type of
mask, the faces are grouped into simple, complex, body, and hybrid. In essence, “mask” is
considered not only a medical mask but also a garment or part of the body, such as a hand.

In 2019, following the outbreak of COVID-19, the Masked Faces for Face Mask Detec-
tion Dataset (MAFA-FMD) [29] was formed as an improvement on MAFA. In particular, the
labels of the original set were modified with the aim of specializing it in medical conditions,
and the labels of persons who had not already been tagged were added. MAFA-FMD
contains 56,024 identifications of persons who, unlike MAFA, also include faces without a
mask at all. Faces are organized into three groups depending on whether a strictly medical
mask has been placed correctly, wrongly, or not at all. Body parts or clothing used to cover
the face are not considered valid masks and faces are classified as maskless. At the same
time, the dataset was augmented with labels for low-resolution face samples i.e., smaller
than 32 × 32 pixels. One disadvantage of MAFA-FMD is the imbalance of class samples,
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most notably the misplaced mask class with only 1388 samples compared to the other two
classes with 28,233 and 26,463 samples, respectively.

4.2. RMFD and SMRFD

In 2020, a large dataset of medical masks was issued by Z. Wang et al., the Real-
World Masked Face Recognition Dataset (RMFRD) [39]. RMFRD contains 95,000 images
of 525 different public faces in frontal view, of which 5000 contain a face with a medical
mask and 90,000 without. Alongside this set, the Simulated Masked Face Recognition
Dataset (SMFRD) [39] was published. It was used to exploit already existing large-scale
face datasets. For its construction, the creators placed medical masks on each face of such
sets, in an automatic way, after developing the appropriate software. In total, it contains
500,000 images of 10,000 different people with one face in each image. The advantage of
synthetic sets is that they enable the usage of large-scale datasets of common problems in
our own, especially in cases where the problem is new and sufficient data do not yet exist.
However, the introduction of synthetic information requires the researcher to take some
initiatives based on their own perception about what data the problem needs. Thus, there
is a danger that the model will form biases during training. For example, in the SMFRD
set, synthetic masks added to faces are drawn from only one image of a medical mask.
Therefore, if the model is faced with the detection of masks of various colors, shapes, and
textures, it is very likely that it will not be able to generalize sufficiently. In conclusion,
the use of synthetic sets must be accompanied by the use of image sets from real life to
maximize the ability of the model to generalize. Both RMFRD and SMFRD categorize faces
into only two classes, those who wear a mask and those who do not. However, the labels of
the two sets do not include bounding boxes, so the sets are not suitable for detecting masks,
only for recognition.

4.3. MaskedFace-Net

In 2020, MaskedFace-Net [40] was developed by A. Cabani et al., and it is the largest
synthetic dataset of masks differentiating correctly and incorrectly placed medical masks.
The facial images were drawn from the Flickr-Faces-HQ (FFHQ) set comprising faces of high
diversity in terms of age, ethnicity, and environmental conditions. Then, a medical mask
image was automatically added to them with varying degrees of overlap using a machine
learning model to identify the parts of the face to which the mask attaches. MaskedFace-
Net contains a total of 137,016 images and is a synthesis of two subsets developed by the
creators, the Correctly Masked Face Dataset (CMFD) and the Incorrectly Masked Face
Dataset (IMFD), with 67,193 and 69,823 images, respectively. In the IMFD set, faces are
grouped into three subsets which are differentiated according to whether the mask does
not cover the nose (80%), whether it does not cover the chin (10%), and whether it does not
cover the nose and mouth (10%). Unlike the large-scale SMFRD dataset, MaskedFace-Net
can be used for both recognition and detection and provides detailed analysis of faces with
misplaced masks. Of course, like SMFRD, as a synthetic dataset, it is proposed to be used
in conjunction with a non-synthetic set.

4.4. PWMFD

The Properly Wearing Masked Face Detection Dataset (PWMFD) [16] is a dataset of
faces with medical masks developed by X. Jiang et al. in 2021. It includes 9205 non-synthetic
images of faces from multiple sources. Specifically, 3615 were collected from the internet,
2951 from the WIDER FACE dataset, 2581 from MAFA, and 58 from RMFRD. There are
three classes used to classify faces: faces with correct mask placement, with wrong mask
placement, and without a mask. In the maskless class, not only persons who did not wear
a mask were placed but also persons with body parts or objects covering a part of them.
Thus, the set is an important tool to ensure the proper use of medical masks, even in cases
of attempts to deceive the system. Of the 9205 images, a total of 18,532 faces are highlighted:
7695 in the correct placement class, 366 in the wrong placement class, and 10,471 in the
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maskless class. We observe a balance between correct and maskless classes, but the number
of samples in the wrong mask class is relatively incomplete.

For implementing a medical mask detection and recognition system, we select PWMFD
among the datasets reviewed. Initially, due to the nature of the problem, it is necessary
for the dataset chosen to include markings for both the class and the coordinates of each
face. Therefore, sets exclusively specialized in either detection or recognition, such as
RMFRD and SMFRD, are not readily suitable. In addition, it is important that the dataset
contains realistic and diverse images so that the model can generalize with a high degree of
accuracy after training. Synthetic sets have limitations in this respect, such as SMFRD and
MaskedFace-Net sets, which use a single mask format from a particular image to compose
the set. To avoid prolonged training times, we need a balance between the dataset size and
the percentage of realistic vs. synthetic images it contains rather than an arbitrary expansion
with synthetic images. At the same time, PWMFD is also an average solution in terms of
sample count per image, averaging two faces per image. A large count gives the model
the opportunity to train in scenes with dense crowds of people, something that responds
to realistic situations. After all, the PWMFD set is a synthesis of subsets of MAFA and
RMFRD, enriched with additional data. Finally, as already mentioned, PWMFD allows the
detection of misplaced masks as well, a significant advantage in real medical applications.

5. Results of Optimizations for Medical Mask Detection

5.1. Configuration

Dataset: To achieve desirable results, a realistic and diverse dataset for both localization
and recognition of medical masks is required, one that is large enough to ensure high
accuracy but does not exceed our hardware limitations. Therefore, we selected the newly
created PWMFD [16] dataset, using its train and validation subsets to train and evaluate
our model, respectively. It includes 9205 real-life images with 18,532 annotations of faces
belonging to three classes: “with mask”, “incorrect mask”, and “without mask.”

Environment: The code for the experiment was executed through Google Colab and
was organized in three Jupyter notebooks (mask training.pynb, mask inference.pynb,
analysis.pynb). Training was performed using the GPU provided by Colab (Nvidia Tesla
K80, 12 GB) due to its memory facilitating a larger batch size, whereas the evaluation was
performed using our local GPU (Nvidia Geforce GTX 960, 4 GB) because of its higher
detection speed.

Training and Evaluation: During training, a batch size of 32 was used. Training lasted
for 50 epochs, as more resulted in overfitting. The learning rate was updated according
to the OneCycleLR [41] policy, with values in the range of [0.001, 0.01]. As an optimizer,
Stochastic Gradient Descent was employed with a value of 0.937 for momentum and 0.0005
for weight decay. Cross-Entropy was used for classification loss and Complete Intersection
over Union (CIoU) for localization loss. After training, the final weights were selected from
the epoch with the highest mAP. During evaluation, inference was performed with a batch
size of one to mimic the sequential input of data in real time. The COCO mAP and fps were
measured as metrics.

5.2. Implementing Optimizations for Medical Mask Detection

According to our study in Section 3, YOLOv5 [15], and particularly its medium,
small, and nano variants, provided the best balance between accuracy, speed, memory
consumption, and computational and storage costs for real-time object detection. Its
architecture is depicted in Figure 6. To implement our medical mask detector, we chose to
train its small variant, YOLOv5s, on PWMFD [16] with an image size of 320, achieving 33%
mAP and 69 fps. To elevate its performance, we experimented with various optimizations
during training.
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Figure 6. Architecture of YOLOv5 [15] consisting of a CSPDarknet [14] type of backbone, an SPP [21]
layer, a PANet [22] as the neck, and three heads for the detection of objects of different sizes.

5.3. Transfer Learning

Inspired by the success of transfer learning in previous medical mask detectors [28–30,32,33],
we applied weights pretrained on COCO [25] to PWMFD [16]. This technique is known for
significantly decreasing training time and the need for a large dataset [42], both crucial in our case.
We tested various training schemes for YOLOv5s on PWMFD, without transfer learning using
random initial weights (row 1 in Table 2) and with transfer learning using the COCO weights
(rows 2–4 in Table 2), while experimenting with freezing the weights of different layers before
training. The highest mAP (38%) was achieved by freezing the pretrained backbone, that is,
training only the head on PWMFD.

Table 2. Performance of YOLOV5s [15] on PWMFD [16] with various transfer learning (TL) and layer
freezing schemes.

mAP mAP@50 mAP@75

No TL 0.33 0.59 0.33

TL + No Freeze 0.35 0.60 0.39

TL + Freeze Backbone 0.38 0.63 0.43

TL + Freeze All a 0.03 0.10 0.01
a Except output layer.

5.4. Data Augmentations

To prevent overfitting, we utilized the following basic data augmentations: translation,
scaling, flipping, and Hue–Saturation–Value (HSV) transformations. Furthermore, we
assessed the effect of two novel transformations, mosaic and mixup [43]. The first combined
multiple images forming a mosaic, while the second stacked two images on top of one
another with a degree of transparency. The potential benefits of mosaic and mixup for
YOLO were explored in [14,16] for mask detection. We trained YOLOv5s with three
different data augmentation combinations as shown in Table 3. Mosaic nearly doubled the
accuracy (mAP 67%), but the addition of mixup was not beneficial.
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Table 3. Performance of YOLOV5S [15] on PWMFD [16] with various data augmentation combinations.

mAP mAP@50 mAP@75

Basic Transformations a 0.38 0.63 0.43
Basic Trans. + Mosaic 0.67 0.92 0.81

Basic Trans. + Mosaic + Mixup 0.65 0.91 0.78
a Translation, scaling, flipping, and Hue-Saturation-Value.

5.5. Attention Mechanism with Squeeze-and-Excitation (SE) Block

In [16], by introducing two SE blocks to the backbone of YOLOv3 as an attention
mechanism along with mixup and focal loss, the accuracy of YOLOv3 on PWMFD raised
by 8.6%. The SE mechanism applies input-dependent weights to the channels of the
feature map to create a better representation of the image. Focal loss is an improvement
on Cross-Entropy loss that assists the model in focusing on hard misclassified examples
during training. We applied the same strategy to YOLOv5. Our ablation study in Table 4
shows that these optimizations did not affect speed, but they impacted accuracy negatively.
Therefore, they were not used in our final mask detector. Nevertheless, Figure 7 illustrates
higher accuracy for small and medium-sized objects when using SE with mixup.

Table 4. Performance of YOLOV5S [15] on PWMFD [16] with selected optimizations from SE-
YOLOV3 (Squeeze-and-Excitation attention mechanism, mixup, and focal loss).

mAP mAP@50 mAP@75 fps

No SE 0.67 0.92 0.81 69
SE 0.61 0.93 0.74 68

SE + Mixup 0.58 0.90 0.68 69
SE + Focal Loss 0.38 0.63 0.45 71

SE + Mixup + Focal Loss 0.37 0.62 0.43 70

Figure 7. Accuracy of YOLOv5s [15] on PWMFD [16] for 3 object sizes (small: area < 322, medium:
322 < area < 962, large: area > 962 in COCO evaluation metrics) with selected optimizations from
SE-YOLOv3 [16].

5.6. Attention Mechanism with Transformer Encoder (TE) Block

In the TPH-YOLOv5 model [44], the basic architecture of YOLOv5 was enhanced by
adding a Transformer Encoder block as an attention mechanism at the end of the backbone
and the beginning of each head. The purpose of the backbone addition is to enhance
feature maps with information about the general context in which they appear, i.e., their
relationship to neighboring objects. The purpose of the head addition is to improve feature
maps on each output size scale. In addition, by using TE blocks, TPH-YOLOv5 improved
the accuracy of locating small, densely placed objects. Based on the architecture of TPH-
YOLOv5, we evaluated the insertion of TE blocks into YOLOv5s at the end of the backbone
and at the beginning of each head. The structure of the TE block was the one implemented
within the C3TR block in the official code repository of YOLOv5. The new C3TR blocks
replaced the C3 blocks of YOLOv5 located at the end of the backbone and at the beginning
of each head. A C3TR block, like the C3, consists of a CSPNet, except that in the former a
TE block is nested and in the latter a bottleneck block.
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Table 5 shows the influence of using TE blocks on the backbone, heads, and the
architecture as a whole. We note that using TE blocks in each case did not improve accuracy.
In fact, due to the addition of the new units, the speed dropped. Adding three TE blocks to
the heads reduced the speed much more (−13 fps) than adding to the backbone (−1 fps).
The drop in accuracy was not as dramatic (−5%) but still greater than the drop after adding
to the backbone (−1%). The use of TE blocks across the architecture had the greatest
decrease in accuracy (−7%) and speed (−14 fps). For a loose IoU boundary, we observed
that using TE blocks did not affect accuracy as negatively as with a tighter limit, meaning
that the generated bounding boxes with TE blocks are less “tight” around each object. We
also noticed that using TE blocks solely on the backbone or heads improved the detection of
medium objects but negatively affected accuracy on large and especially small objects. We
conclude that for our problem, the use of the attention mechanisms we examined helped
the model for medium objects in terms of accuracy, but not overall, and therefore we did
not use them in the final model.

Table 5. Performance of YOLOV5S [15] on PWMFD [16] with and w/o TE blocks.

mAP mAP@50 mAP@75 fps

No TE Block 0.67 0.92 0.81 69
TE Block (Backbone) 0.66 0.90 0.78 68

TE Block (Heads) 0.62 0.92 0.76 56
TE Block (Backbone + Heads) 0.60 0.88 0.75 55

5.7. Final Optimized Model

Our final mask detector was based on YOLOv5s with transfer learning from COCO to
PWMFD while freezing the backbone and uses mosaic and other basic data augmentations.
According to Table 6, it is twice as accurate as the baseline YOLOv5s while being equal in
speed. At the same time, when compared using PWMFD, it was as accurate and more than
two times faster on our own lower-end GTX 960 GPU than the state-of-the-art SE-YOLOv3
on a GTX 2070. This significant increase in speed gives room for its use in embedded
devices with lower hardware capabilities while still achieving real-time detection. Detection
examples are illustrated in Figure 8.

Table 6. Performance of our optimized YOLOv5s compared to baseline YOLOv5 [15] and SE-YOLOv3 [16].

mAP mAP@50 mAP@75 fps

SE-YOLOv3 a [16] 0.66 0.96 0.79 28
YOLOv5s [15] 0.33 0.59 0.33 69

YOLOv5s + TL + Freeze BB + Mosaic 0.67 0.92 0.81 69
a With image size 320 and a GTX 2070 GPU.

 

Figure 8. Detection examples using our optimized YOLOv5s model.
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6. Discussion

Evaluating object detection models fairly is a task that requires multiple parameters
to be addressed besides accuracy. Our goal is to provide an informative analysis of fun-
damental object detectors that also includes speed, accuracy, memory consumption, and
computational and storage costs. YOLOv5 currently appears to provide the best balance be-
tween these parameters for real-time object detection. For the specific task of medical mask
detection, our review and survey of currently available models and datasets can be useful
for further designing end-to-end systems for public health administration and protection.

We also perform an evaluation of an inspiring set of potential optimizations for the
task at hand. Using our findings, we propose an optimized YOLOv5s-based model for
real-time mask detection to protect public health amidst the COVID-19 pandemic. Our
optimizations led to increased accuracy (mAP 67%) that rivaled that of the state-of-the-art
SE-YOLOv3 on PWMFD while being more than two times faster (69 fps). At the same
time, applying the SE attention mechanism of SEYOLOv3 to YOLOv5s along with mixup
improved the accuracy for small and medium-sized objects but not large ones.

In the future, we would like to research optimizations to combat the side effects on
large objects, thus improving total accuracy. Moreover, our model does not utilize an
important characteristic of data streams, the relationship between consecutive frames.
This could be achieved by exploring object detection models that implement this using
Recurrent Neural Networks. In addition, further optimized models such as YOLOv8 as
well as Transformer-based models (ViTs) have yet to be fully evaluated specifically for the
problem per se. Some of the optimizations we have tested and reported on have now been
incorporated into v8, including mixup, for which we already concluded that it does not
offer overall gains.

After the end of the pandemic, we are hopeful that with the help of our model the
healthcare sector can be better prepared for a similar crisis. Our proposed optimizations
may also be useful for other related problems, such as face detection.
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Article

Technology Tools in Hospitality: Mapping the Landscape
through Bibliometric Analysis and Presentation of a New
Software Solution

Thomas Krabokoukis

Nelios EPE, 10560 Athens, Greece; tkrabokoukis@nelios.com

Abstract: This study offers a comprehensive examination of the literature surrounding technology
and tools in the hospitality industry. A bibliometric analysis was performed on 709 Scopus-indexed
publications from 2000 to January 2023, with a focus on identifying key players, institutions, research
trends, and the co-occurrence of keywords. The results shed light on the scientific landscape of
technology and tools in the hospitality sector, emphasizing the significance of big data and the
customer experience in the sharing economy. The study also presents the architecture of new software
that offers guests the ability to customize their hotel stay, classified as part of the first cluster in the
co-occurrence of keywords analysis. This approach highlights the growing importance of big data
and customer experience and makes a valuable contribution to the field by offering a tool for hotel
booking customization. Furthermore, the study underscores the importance of collaboration between
academic institutions and private companies in providing a mutually beneficial platform that exceeds
the expectations of both hotels and guests.

Keywords: hospitality technology; bibliometric analysis; customer experience; VOSviewer; Gephi;
research trends

1. Introduction

The tourism industry is a complex and multifaceted field of study, with a wide
range of dimensions that have been developed over the years. Scholars have explored
various topics such as metaverse [1], big data and innovation [2], technology and ICT [3,4],
competitiveness [5,6], spatial inequalities [7], seasonality [6], and crisis management [8,9] to
gain a deeper understanding of the factors that shape the tourism industry and its impact
on society. In recent years, the integration of technology and tools into the hospitality
industry has emerged as a rapidly growing area of research [10]. The implementation
of digital solutions such as mobile apps and smart systems has been driven by the need
to enhance the guest experience and improve operational efficiency in hotels and other
accommodation providers [11]. As a result, a growing body of literature has emerged on
the use of technology and tools in the hospitality sector, although this literature is diverse
and dispersed, making it challenging to identify key actors, institutions, and trends in
the field.

To address this challenge, this study employs bibliometric analysis to map the struc-
ture and dynamics of research on technology and tools in the hospitality sector. Bibliometric
analysis is a widely used research method in various fields, including the hospitality indus-
try, for understanding the scientific landscape and key actors, institutions, and research
trends within a specific field of study [12]. This powerful tool enables the creation of a
comprehensive overview of the scientific literature and helps to identify the most relevant
papers, authors, institutions, and trends within a specific field of research [13].

In this study, the literature on technology and tools in the hospitality sector will be
analyzed through a bibliometric lens. The study will focus on the temporal distribution
of relevant publications, citation metrics, and co-authorship patterns. By utilizing various
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metrics such as citation counts and co-citation analysis, this study aims to identify the most
prevalent and highly cited publications, as well as the leading organizations and countries
participating in the co-authoring network. Additionally, this study will seek to identify the
most important keywords and highlight the relationships between them using tools such
as VOSviewer and Gephi.

In addition to the bibliometric analysis, this study presents a proposed software
solution for the hospitality industry. The proposed software focuses on customizing
hotel reservations and aims to improve the overall customer experience. The software
architecture is designed to account for the bibliometric analysis findings and integrates
advanced technologies to provide customized and personalized experiences for guests. This
software solution offers a new and innovative approach to improving the guest experience,
providing a starting point for further research and development in this area.

The hospitality industry is constantly seeking new and innovative ways to improve
the customer experience. This study addresses this need by combining bibliometric analysis
and the development of a proposed software solution. The bibliometric analysis identifies
the main authors and organizations in the field, providing a foundation for future research
and development. The main objectives of this study are, therefore, to identify the key
authors and organizations in the field for potential synergies and to propose a software
solution that meets the identified needs of the hospitality industry.

The structure of the paper is as follows: the Section 2 outlines the bibliometric tech-
niques employed in the study, the Section 3 displays the outcomes of the analysis, the
Section 4 covers the proposed software solution, and the Section 5 summarizes the key
findings and their implications.

2. Materials and Methods

The methodology of this study is based on bibliometric analysis, a widely recognized
and established research method [14–16] that utilizes quantitative measures to analyze
and evaluate the scientific literature in a specific field of study. The purpose is to map and
understand the structure and dynamics of research on technology and tools in the hospi-
tality sector. Bibliometric analysis is mainly helpful in identifying key actors, institutions,
and research trends within a given field and can provide valuable insights into research
gaps and opportunities, as well as the impact of research activities [13,17]. It is crucial to
be aware of the limitations of the bibliometric analysis and to interpret the results with
caution [17,18].

In this study, data were collected from the Scopus database, one of the largest and
most reputable sources of abstracts and citations of research literature, and exported to
VOSviewer and Gephi software. VOSviewer and Gephi are popular in bibliometric analyses
thanks to their user-friendliness, ability to handle large datasets, and production of high-
quality visualizations. VOSviewer is a powerful and user-friendly software tool that is
specifically designed for visualizing and analyzing bibliometric networks. It allows for
the exploration of the underlying structure of a research field and the identification of key
themes, authors, and journals. Gephi is another widely used software tool for visualizing
and analyzing complex networks. It is particularly useful for exploring the topology of the
network and for identifying the most important nodes and communities. While R language,
bibliometrix, or SCImat are also commonly used for bibliometric analysis, this study used
these tools as they offer a more intuitive and efficient way to analyze the data, allowing for
a more comprehensive and accurate understanding of the bibliometric landscape.

VOSviewer uses the co-citation analysis method, which is a method of bibliometric
analysis that uses the co-citation of papers to identify the relationships between manuscripts
in a specific field of research [15–18], and Gephi is a tool used for network visualization and
analysis [19]. The data for this study were extracted for the period spanning from 2010 to
mid-January 2023, as detailed in Table 1, which outlines the specific terms and constraints
used to gather the database of 709 references. Scopus includes over 22,000 academic
journals and other scholarly sources from more than 5000 international publishers and over
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70 million records. Additionally, the enhanced version of Scopus allows for the use of a
data visualization dashboard, which was employed in this study.

Table 1. Data retrieval constraints and parameters for the Scopus database.

Data Constraints and Parameters

Database Scopus
Search field Title, abstract, keywords

Keywords “Hospitality technology tools” OR “hotel experience tools” OR
“guest experience” OR “digital hotel tools”

Open access All
Years 2000–2023

Author name Exclude undefined names
Subject area All

Publication stage All
Document type All

Source title All
Affiliation All

Funding sponsor All
Country All

Source type All
Language All

Search string

(TITLE-ABS-KEY (hospitality AND technology AND tools)) OR
(TITLE-ABS-KEY (digital AND hotel AND tools)) OR

(TITLE-ABS-KEY (hotel AND experience AND tools)) OR
(TITLE-ABS-KEY (“guest experience”)) AND PUBYEAR > 1999

AND PUBYEAR < 2024 AND (EXCLUDE
(PREFNAMEAUID, “Undefined”))

Data extracted 12 January 2023
Number of publications 709

The time frame of 2010 to mid-January 2023 was selected for the bibliometric analysis
in order to capture long-term trends in research and facilitate comparisons across time
periods. This duration provides a more comprehensive overview of the field, allowing for
the identification of key developments over a significant period. The choice of 2023 as the
end point of the data collection ensures that the analysis is current and reflects the most
recent developments in the field. This is particularly important in bibliometric studies, as it
allows for a more accurate assessment of the current state of the field and offers valuable
insights to guide future research.

The data were analyzed in two steps: first, to identify the most highly cited papers in
the field of technology and tools in the hospitality sector, and second, to create a bibliometric
map of the field of technology and tools in the hospitality sector, which was used to identify
critical actors, institutions, and research trends.

2.1. Citation Analysis

Citation analysis is a widely employed technique in bibliometric research that involves
quantifying the number of times a specific paper or author has been cited within other
publications [12,20]. This method allows researchers to evaluate the impact and influence
of a particular paper or author within a specific field of study. Through the examination of
citation patterns, researchers can identify the most highly cited papers and authors within
a field, as well as the main research trends and key actors [12,21,22]. Additionally, citation
analysis can be utilized to assess the performance of academic institutions and journals, as
well as to identify potential research gaps and opportunities within a field [19].

2.2. Co-Authorship Analysis

Co-authorship analysis is a method used in bibliometric research to identify patterns
of collaboration among authors in a specific field of study. This method is particularly

20



Digital 2023, 3

useful in identifying key actors, institutions, and research trends within a given field and
identifying research gaps and opportunities. Co-authorship analysis can be performed
at different levels of analysis, including the individual author, the institution, and the
country [14,20]. In this study, co-authorship analysis was performed at the country level
to identify patterns of collaboration among authors from different countries in the field
of technology and tools in the hospitality sector. The country unit of analysis is particu-
larly useful in identifying international collaborations and in understanding the global
distribution of research activities in a given field [12,17,20]. The results of the co-authorship
analysis at the country level were used to identify the most active countries and institutions
in the field of technology and tools in the hospitality sector, as well as to understand the
dynamics of international collaborations in this field.

2.3. Co-Occurrence of Keywords Analysis

Co-occurrence of keywords analysis is another method of bibliometric analysis used to
identify the relationships between keywords in a specific field of research, the main themes
and subtopics within a research topic, and the key actors and institutions working in that
field. As a result, it is useful in identifying emerging trends and research gaps within the
topic [21]. However, it is important to note that the co-occurrence of keywords analysis
should be used in conjunction with other research methods, such as citation analysis, in
order to provide a comprehensive understanding of the research topic. Additionally, one
must be aware of the limitations of the co-occurrence of keywords analysis, such as the
potential for bias in the selection of keywords, and interpret the results with caution [12,17].
This study involves analyzing the co-occurrence of keywords in a set of publications to
identify the most frequently co-occurring keywords and the patterns of association between
them [12,17].

3. Results

Table 2 provides a breakdown of the different types of documents included in the
dataset used in this study. The majority of the sources were articles and conference papers,
accounting for a total of 62.76% and 20.45% of the dataset, respectively. These two types of
documents are considered to be the most prevalent forms of scholarly communication in
the field of technology and tools in the hospitality sector. The presence of a high proportion
of articles and conference papers in the dataset suggests that this study has captured a
broad and representative sample of the literature in this area. Additionally, it indicates that
the study has captured the most recent and up-to-date research.

Table 2. Distribution of document types in the retrieved sample.

Document Type Total Publications Percentage (%)

Article 445 62.76
Conference paper 145 20.45

Book chapter 70 9.87
Review 24 3.39

Book 11 1.55
Note 10 1.41
Letter 2 0.28

Editorial 2 0.28
Total 709 100

The next most prevalent type of document in the dataset is book chapters, which
make up 9.87% of the sources. This suggests that the study has also captured research
that is disseminated in monographic works. The remaining types of documents, including
reviews, books, notes, letters, and editorials, make up a relatively small percentage of the
dataset, indicating that they are less prevalent forms of scholarly communication in the
field of technology and tools in the hospitality sector. Furthermore, the overwhelming
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majority of studies, approximately 96%, were written in English, while the remaining
studies were authored in various other languages, including Spanish, Portuguese, Russian,
French, German, Italian, and Japanese.

3.1. Results of the Citation Analysis

Figure 1 illustrates the temporal distribution of related publications and their corre-
sponding total citations over the years of examination. The left axis represents the number
of publications, depicted through bars, which exhibits an upward trend in recent years.
The right axis, representing the number of citations through a line graph, also reflects a
similar pattern. It is noteworthy that a slight decline in the number of citations is observed
post-2020, which may indicate a higher rate of publications within this timeframe. Despite
this, there is significant interest in the concepts examined within the tourism industry,
as evidenced by the increasing trend in both publications and citations over the years
of examination.

Figure 1. Temporal distribution of the literature: a comparison of total publication (bars) and citation
counts by year for the period 2000–2023 (lines).

Table 3 presents the citation metrics of the 709 publications analyzed in this study.
The total number of citations for these publications is 10,051, spanning over 12 years. This
results in an average of 837.6 citations per year, or 59.1 citations per paper. The data show
that the average number of citations per author is 63.0 and the average number of authors
per paper is 4.4.

Table 3. Citations metrics.

Metrics Data

Publications 709
Number of citations 10,051

Years 12
Citations per year 837.6

Citations per paper 59.1
Citations per author 63.0
Authors per paper 4.4

Table 4 presents the general citation structure of the publications analyzed in this
study, providing an overview of the distribution of citations among the publications of the
dataset. As shown, 28.07% of the articles received no citations and 65.87% received less

22



Digital 2023, 3

than 52 citations. Moreover, 3.39% of the articles received between 52 and 103 citations,
1.27% received between 104 and 154 citations, 0.71% received between 155 and 205 citations,
0.42% received between 206 and 256 citations, and 0.28% received more than 256 citations.

Table 4. Distribution of citations.

Number of Citations Number of Publications % Accumulated Articles

0 199 28.07
<52 467 65.87

<103 24 3.39
<154 9 1.27
<205 5 0.71
<256 3 0.42
<512 2 0.28
Total 709 100

Table 5 illustrates the top 10 most cited papers in our database. The papers are ranked
based on the number of citations received, with the paper written by Xiang et al. (2015)
receiving the highest number of citations at 510. These cover a wide range of topics
related to the hospitality industry, including big data and text analytics in relation to hotel
guest experience and satisfaction, customer engagement with tourism brands, technological
disruptions in services, and consumer satisfaction in green hotels. The authors of the papers
come from diverse backgrounds and institutions, including universities and research
centers. Overall, the table highlights the importance of understanding the consumer
experience and the role of technology and sustainability in the hospitality industry.

Table 5. Top 10 most cited publications.

No. Authors Title Citations

1 [23] What can big data and text analytics tell us about hotel guest experience and satisfaction? 510

2 [24] Customer Engagement With Tourism Brands: Scale Development and Validation 332

3 [25] Technological disruptions in services: lessons from tourism and hospitality 226

4 [26] Are your satisfied customers loyal? 210

5 [27] Understanding the consumer experience: An exploratory study of luxury hotels 205

6 [28] Differentiating hospitality operations via experiences: Why selling services is not enough 202

7 [29] The accommodation experiences cape: a comparative assessment of hotels and Airbnb 201

8 [30] Improving consumer satisfaction in green hotels: The roles of perceived warmth, perceived
competence, and CSR motive 185

9 [31] Exploring user acceptance of 3D virtual worlds in travel and tourism marketing 169

10 [32] Adoption of voluntary environmental tools for sustainable tourism: Analysing the experience
of Spanish hotels 162

3.2. Results of the Co-Authorship Analysis

Of the 1286 organizations, only 4 meet the threshold of a minimum number of threedoc-
uments, as shown in Table 6. The table presents the top organizations in the co-authorship
of organizations analysis. The first column shows the organization’s name, the second
column shows the number of documents (publications) produced by the organization, and
the third column shows the number of citations received by these documents. Cardiff
Metropolitan University, with 3 documents and 43 citations, is the top organization. The
second organization is Rosen College of Hospitality Management, University of Florida,
with 9 documents and 197 citations. The third organization is the School of Hotel and
Tourism Management, The Hong Kong Polytechnic University, with 4 documents and
160 citations. The fourth organization is Universidade Europeia, Lisbon, with 4 documents

23



Digital 2023, 3

and 47 citations. These organizations have made significant contributions to the topic of
hospitality and tourism management, as evidenced by their high number of publications
and citations.

Table 6. Top organizations in the co-authorship of organizations analysis.

No. Organization Documents Citations

1 Cardiff Metropolitan University, United Kingdom 3 43

2 Rosen College of Hospitality Management, University of Florida, United States of America 9 197

3 School of Hotel and Tourism Management, The Hong Kong Polytechnic University, Hong Kong 4 160

4 Universidade Europeia, Lisbon, Portugal 4 47

Of the 93 countries, 21 meet the threshold of a minimum number of 10 documents, as
shown in Table 7 and Figure 2. The table shows the number of documents and citations
for each country and the total link strength between them. The total link strength is a
measure of the collaboration between countries, where a higher link strength means more
collaboration. The United States of America is at the top of the list, with 177 documents
and 4872 citations. The United Kingdom follows with 62 documents and 1077 citations.
China is in third place, with 47 documents and 458 citations, and other countries on the
list include Australia, India, Malaysia, United Arab Emirates, Hong Kong, New Zealand,
Canada, Italy, South Korea, France, Greece, Spain, Thailand, Turkey, Taiwan, Portugal,
Russian Federation, and Germany. The data suggest that the authors in these countries
have a strong collaboration with each other in terms of co-authorship and citations.

Table 7. Top countries by co-authorship productivity in organizational analysis.

No. Country Documents Citations Total Link Strength

1 United States of America 177 4872 55
2 United Kingdom 62 1077 40
3 China 47 458 31
4 Australia 36 827 20
5 India 59 544 15
6 Malaysia 27 167 11
7 United Arabia Emirates 10 117 11
8 Hong Kong 17 566 9
9 New Zealand 11 99 9

10 Canada 12 283 8
11 Italy 22 265 8
12 South Korea 13 201 8
13 France 12 229 8
14 Greece 20 89 5
15 Spain 39 635 5
16 Thailand 13 60 5
17 Turkey 15 309 4
18 Taiwan 14 207 43
19 Portugal 31 239 2
20 Russian Federation 22 175 2
21 Germany 10 73 1

The co-authorship of countries analysis provides a deeper understanding of the pat-
terns and trends in the co-authorship of countries in the network. The analysis yielded six
clusters, each representing a grouping of countries based on their patterns of collaboration
in the network. This analysis provides a deeper understanding of the patterns and trends
in the co-authorship of countries in the network. The first cluster (red) encompasses France,
Greece, India, South Korea, and Spain, indicating a high degree of collaboration among
these countries. The second cluster (green) includes Italy, Portugal, Turkey, the United Arab
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Emirates, and the United Kingdom. The third cluster (blue) encompasses China, Germany,
Hong Kong, and the United States of America. The fourth cluster (yellow) includes Aus-
tralia, New Zealand, and the Russian Federation. The fifth cluster (purple) encompasses
Canada and Taiwan and the sixth cluster (light blue) includes Malaysia and Thailand, with
both clusters indicating a lower degree of collaboration among these countries.

 

Figure 2. Visualization of the co-authorship of countries analysis.

The analysis of the co-authorship network using Gephi software revealed some inter-
esting insights. The total number of nodes (authors) in the database was 1810 and the total
number of edges (citations) was 1922. Utilizing Gephi’s network visualization capabilities,
an understanding of the overall structure of the network was achieved, patterns in the
connections between authors were identified, and distinct groups within the network
were highlighted, known as modularity classes. These classes represent groups of authors
that are more densely connected than other nodes in the network, providing insight into
potential research interests or collaboration patterns among the authors.

The analysis revealed a high degree of community structure in the network, as indi-
cated by the modularity index of 0.895 [19]. This suggests that the authors in the network
tend to be more connected to other nodes within the same group or cluster than to those
outside of it, potentially indicating similar research interests or collaboration on similar
projects. The modularity classes were used to identify the group of authors that are most
tightly connected, with the highest class (purple color) having a 25.75% representation, as
shown in Figure 3. The elements in this class are the authors and the number of elements,
in this case, 465, represents the number of authors that have been grouped.
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Figure 3. Visualization of the co-authorship of modularity analysis in Gephi.

3.3. Results of the Co-Occurrence Analysis

An analysis of the co-occurrence of keywords in the authors’ papers was conducted
using VOSviewer software. Of the 2069 total author keywords, a threshold of seven appear-
ances was set to identify the most prevalent keywords. This analysis produced six clusters,
with the highest co-occurring keywords being tourism (46), hospitality (46), guest experi-
ence (33), and hotels (29). Table 8 presents a summary of the top 15 keywords, including
their number of occurrences and total link strength, while Figure 4 illustrates the network
mapping of the co-occurrence of keywords analysis. The clusters were then labeled and
analyzed to gain insights into the prevalent themes and patterns in the authors’ research.

Table 8. Top keywords in the co-authorship of organizations analysis.

No. Keyword Occurrences Total Link Strength

1 Hospitality 46 55
2 Guest experience 33 25
3 Hotels 29 22
4 Customer satisfaction 24 26
5 COVID-19 22 20
6 Social media 21 23
7 Hotel industry 21 18
8 Airbnb 20 16
9 Technology 19 30
10 Hospitality industry 19 15
11 Hotel 17 23
12 Service quality 16 16
13 Customer experience 15 15
14 Satisfaction 15 10
15 Sharing economy 13 13

Cluster 1 (red), titled “Big Data and Customer Experience in the Sharing Economy”,
contains keywords related to the use of big data and the customer experience in the context
of the sharing economy, specifically in the context of companies such as Airbnb and TripAd-
visor. The keywords “Airbnb”, “big data”, “customer experience”, “customer satisfaction”,
“guest experience”, “machine learning”, “online reviews”, “sentiment analysis”, “sharing
economy”, and “TripAdvisor” all relate to the use of data and customer experience in the
sharing economy. This cluster highlights the growing importance of utilizing big data
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and advanced technologies such as machine learning in understanding and improving
customer experiences in the sharing economy.

 

Figure 4. Visualization of the co-occurrence of keywords analysis.

Cluster 2 (green), titled “Innovations in Hospitality Management and Sustainability”,
contains keywords related to the topics of hospitality management, innovation, and sus-
tainability. The keywords “experience”, “experience economy”, “hospitality management”,
“hotels”, “innovation”, “satisfaction”, “service quality”, “sustainability”, and “sustainable
development” all relate to the growing importance of sustainability and innovation in
the hospitality industry. This cluster highlights the need for hotels and other hospitality
businesses to focus on sustainable practices and the use of new technologies to improve
customer satisfaction and experience.

Cluster 3 (blue), titled “Sustainable Tourism and Marketing”, contains keywords
related to sustainable tourism and marketing in the context of the hotel industry. The
keywords “hotel”, “marketing”, “sustainable tourism”, “tourism”, and “virtual reality”
all relate to the growing importance of sustainable practices and innovative marketing
strategies in the hotel industry. This cluster highlights the need for hotels to focus on
sustainable practices and the use of new technologies, such as virtual reality, in their
marketing efforts to attract customers.

Cluster 4 (yellow), titled “Technology and the Hotel Industry in the Era of COVID-
19”, contains keywords related to the impact of technology and the ongoing COVID-19
pandemic on the hotel industry. The keywords “artificial intelligence”, “COVID-19”, “hotel
industry”, and “technology” all relate to the ongoing changes and challenges faced by the
hotel industry in the wake of the COVID-19 pandemic and the increasing use of technology
in the industry. This cluster highlights the need for hotels to adapt to the new technological
and health-related challenges posed by the COVID-19 pandemic.

Cluster 5 (purple), titled “Digital Marketing and the Hospitality Industry”, contains
keywords related to digital marketing and the hospitality industry. The keywords “digital
marketing”, “hospitality industry”, “hospitality services”, and “social media” all relate
to the use of digital marketing strategies and the growing importance of social media in
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the hospitality industry. This cluster highlights the need for hotels and other hospitality
businesses to focus on digital marketing and social media in order to attract customers.

Cluster 6 (light blue), titled “Education and ICT in the Hospitality Industry”, contains
keywords related to education and the use of information and communication technology
(ICT) in the hospitality industry. The keywords “education”, “hospitality”, and “ict”
all relate to the importance of education and the use of technology in the hospitality
industry. This cluster highlights the need for hotels and other hospitality businesses to
focus on education and the use of technology in order to improve their operations and
attract customers.

4. Discussion

The analysis performed has led to the identification of distinct groups of tools utilized
in the global hotel industry. The application developed in this work falls within group 1,
titled “Big Data and Customer Experience in the Sharing Economy”, which is concerned
with enhancing the overall experience of hotel guests. To achieve this objective, a cate-
gorization of the booking process into different stages was conducted, as illustrated in
Figure 5 (Nelios, Athens, Greece) and supported by recent studies [33]. This approach
allows the traveler to customize the booking process with a few clicks, resulting in a more
personalized accommodation experience.

   

Figure 5. Stages of guest experience in the hotel industry: before arrival (left), during the stay
(center), and after departure (right).
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The first stage, before arrival, enables the guest to make choices such as early check-in,
airport transportation, meal preferences, minibar contents, and pillow type. The second
stage, during the stay, allows the guest to make reservations at various hotel departments
(e.g., restaurants, spas, and gyms), order room service, and book activities outside the hotel.
Finally, the third stage, after departure, invites the guest to provide feedback on their stay
experience through a questionnaire and to share their thoughts on social media. All of this
information is stored on the platform, allowing to provide a more personalized service
during future stays and supporting actions such as email marketing.

The project structure employed in this study consists of three separate applications,
each serving a specific purpose, with shared code libraries that allow for intercommunica-
tion and code reuse. The entire project is held within a monorepo and written in TypeScript.
One of the applications is a Node.Js server, responsible for serving as a common API and
database access point for the other two React-based applications. The first React app is
designed to be utilized by the hotel for data entry and order management purposes, while
the other app is aimed at providing a convenient interface for clients. Communication
between the Node server and the React apps is established via GraphQL, enabling seamless
data exchange between the different components of the system. The shared code libraries
contain type definitions, which are utilized across all applications and ensure consistency
and compatibility of code. Requests to the Node server are authenticated using JWT,
ensuring in this way secure access to the data stored in the system, as shown in Figure 6.

 

Figure 6. The architecture of the software.

The server-side application of the system is developed using the Nest.JS framework,
which leverages the benefits of dependency injection. The architecture of the Node server is
modular, with each module corresponding to a distinct entity within the system. There are
modules for the three different types of services offered and a module for unifying these
services into common lists. Similarly, there are modules for the orders accepted by each
of the service modules and an additional module for aggregating all orders. The system
also includes modules for managing hotel employees and guests, hotel departments, and
other content entities such as offers and experiences. Finally, there are modules dedicated
to internal functionalities such as authentication and file management.

By utilizing dependency injection, the system allows for flexible modularity, enabling
any individual module to be altered without affecting the rest of the code. Within each
module, the same principles apply, with database access solely managed through repository
classes that are subsequently injected into the rest of the code. Each module exposes
GraphQL resolvers that complement the GraphQL schema and, if necessary, service classes
that can be utilized by other modules.

The architecture of the two React applications is broadly similar and leverages Next.JS
as its underlying framework. Both apps have implemented a similar pattern for authentica-
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tion and context management, following a modular approach. However, in this scenario,
the use of dependency injection is not feasible and a simple folder structure with organized
imports is adopted instead. Each module only exposes the components responsible for
rendering the relevant pages, with other logic and components either being kept within the
module or extracted to libraries if needed by multiple modules.

There is no direct communication between the two React applications at any point.
They only interact with the server app and share a substantial amount of standard code
such as interfaces, helper functions, unstyled components, and constants, which are housed
in separate libraries that both apps can import.

The server app is deployed once for the entire application and functions as a multi-
tenant app, able to accept requests from all hotels through different subdomains. The hotel
ID is included in all requests and is utilized throughout the app to manage and process the
requests. The two React apps are deployed individually for each hotel, utilizing the same
code but with distinct environment variables. This allows for greater customization of the
apps for each hotel, as well as facilitating integration with other hotel services and the use
of different domains.

5. Conclusions

The study provides an overview of the literature on the technology and tools used in
the hospitality sector through a bibliometric analysis. The analysis revealed a growing body
of research in this field, with increasing trends in publications and citations over the years.
The key actors, institutions, and research trends in the field were identified, highlighting
the various ways in which technology and data are being utilized in the hospitality industry
to enhance customer experience, improve operational efficiency, and promote sustainability.
Additionally, a novel application was presented that falls under the umbrella of big data and
the customer experience in the sharing economy. The study also discussed the limitations
of bibliometric research and provided suggestions for future research, including expanding
the range of keywords used in the search process and exploring other academic databases,
such as WoS, to improve the accuracy and comprehensiveness of future research.

5.1. Contribution to the Theory

The results show a growing body of research in this field, with an increasing trend in
both publications and citations over the years of examination. The majority of sources were
articles and conference papers, comprising 62.76% and 20.45% of the dataset, respectively,
suggesting a broad and representative sample of the literature in this field. The study also
identified key actors, institutions, and research trends in the field, including significant
contributions from organizations such as Cardiff Metropolitan University and Rosen Col-
lege of Hospitality Management, and countries such as the United States and the United
Kingdom. The co-authorship analysis revealed patterns of collaboration among countries,
with clusters of countries showing varying degrees of collaboration.

Additionally, the analysis identified six key clusters in the literature on technology and
tools in the hospitality sector, which highlights the various ways in which technology and
data are being utilized in the hospitality industry to enhance customer experience, improve
operational efficiency, and promote sustainability. Cluster 1, “Big Data and Customer
Experience in the Sharing Economy”, highlights the growing importance of utilizing big
data and advanced technologies such as machine learning in understanding and improving
customer experiences in the sharing economy, specifically in the context of companies
such as Airbnb and TripAdvisor. Cluster 2, “Innovations in Hospitality Management and
Sustainability”, emphasizes the need for hotels and other hospitality businesses to focus
on sustainable practices and the use of new technologies to improve customer satisfaction
and experience. Cluster 3, “Sustainable Tourism and Marketing”, highlights the need for
hotels to focus on sustainable practices and the use of new technologies, such as virtual
reality, in their marketing efforts to attract customers. Cluster 4, “Technology and the
Hotel Industry in the Era of COVID-19”, highlights the need for hotels to adapt to the new
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technological and health-related challenges posed by the COVID-19 pandemic. Cluster 5,
“Digital Marketing and the Hospitality Industry”, emphasizes the need for hotels and other
hospitality businesses to focus on digital marketing and social media to attract customers.
Lastly, Cluster 6 “Education and ICT in the Hospitality Industry”, highlights the importance
of education and the use of technology in the hospitality industry to improve operations
and attract customers.

5.2. Contribution to the Management Practice

In Section 4, a novel application was presented that falls under the umbrella of group
1, titled “Big Data and Customer Experience in the Sharing Economy”. The goal of this
application is to provide a cutting-edge platform to the international market and to be
the first integrated Greek platform with advanced capabilities. This analysis significantly
contributes to the identification of key academic players, enabling the identification of
strategic partnerships that emphasize collaboration between academic institutions and
private companies.

It is worth noting that the presented platform is highly customizable by hotels, and the
developers have already identified the next steps to integrate it with other hotel platforms.
The collaboration between the different stakeholders is a critical aspect of this application,
as it highlights the importance of teamwork in creating a platform that meets the needs of
the hotel industry worldwide. The focus is on establishing a mutually beneficial partnership
that leverages the expertise of academic institutions and the resources of private companies
to provide a platform that exceeds the expectations of both hotels and guests.

5.3. Limitations

The limitations of bibliometric research are that it is based on a limited set of data,
such as publications and citations, which may not fully capture the breadth of research
in a field, and that may be subject to biases, such as publication bias, language bias, and
citation bias [20], as can be caused by the “Matthew effect in science”, where researchers
use references from colleagues and friends [34]. To overcome these limitations, it is essential
to use bibliometric research in conjunction with other research methods, such as qualitative
analysis, to gain a comprehensive understanding of the scientific landscape. Utilizing a
wider range of academic databases, such as Web of Science and Scopus, can increase the
number and diversity of sources included in the analysis. While the study focused solely
on Scopus, it is essential to note that no single database is comprehensive or error-free,
and each has its unique strengths and weaknesses. By including a more comprehensive
range of databases in future research, researchers can gain a more complete and nuanced
understanding of the literature in a given field.

Additionally, utilizing advanced features of bibliometric software, such as network
mapping and co-occurrence analysis, can provide a more in-depth understanding of the
relationships and trends within the literature. Overall, incorporating a multi-faceted
approach that includes a wider range of keywords, databases, and software features can
enhance the scope and precision of future research in the field of technology and tools in
the hospitality sector.

5.4. Suggestions for Future Research

This study provides a comprehensive review of the current state of research on hospi-
tality technology and tools and their impact on the hotel guest experience. By identifying
gaps and trends in the literature, future studies can build upon these findings and develop
a deeper understanding of how specific technology tools and strategies can improve the
guest experience. Additionally, the study highlights the need for more research on certain
areas, such as the impact of technology on sustainability in the hospitality industry. This
can serve as a starting point for researchers who wish to address these gaps and expand
the field of knowledge in this area.

31



Digital 2023, 3

To improve the accuracy and comprehensiveness of future research in the field of
technology and tools in the hospitality sector, it is recommended to expand the range of
keywords used in the search process and to explore other academic databases such as WoS.
Utilizing the advanced features of the software used in this study, such as the Boolean
operator “OR” to include synonyms of keywords, can also help to increase the number
of search results. Additionally, it may be beneficial to consider using other bibliometric
tools such as CiteSpace and to perform deeper analysis using software like VOSviewer and
Gephi, which can provide additional insights into the literature.
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Abstract: In the context of Industry 4.0, IoRT-aware BPs represent an attractive paradigm that aims
to automate the classic business process (BP) using the internet of robotics things (IoRT). Nonetheless,
the execution of these processes within the enterprises may be costly due to the consumed resources,
recruitment cost, etc. To bridge these gaps, the business process outsourcing (BPO) strategy can be
applied to outsource partially or totally a process to external service suppliers. Despite the various
advantages of BPO, it is not a trivial task for enterprises to determine which part of the process
should be outsourced and which environment would be selected to deploy it. This paper deals
with the decision-making outsourcing of an IoRT-aware BP to the fog and/or cloud environments.
The fog environment includes devices at the edge of the network which will ensure the latency
requirements of some latency-sensitive applications. However, relying on cloud, the availability and
computational requirements of applications can be met. Toward these objectives, we realized an
in-depth analysis of the enterprise requirements, where we identified a set of relevant criteria that
may impact the outsourcing decision. Then, we applied the method based on the removal effects
of criteria (MEREC) to automatically generate the weights of the identified criteria. Using these
weights, we performed the selection of the suitable execution environment by using the ELECTRE IS
method. As an approach evaluation, we sought help from an expert to estimate the precision, recall,
and F-score of our approach. The obtained results show that our approach is the most similar to the
expert result, and it has acceptable values.

Keywords: IoRT-aware BP; fog; cloud; MEREC; MCDM; ELECTRE IS

1. Introduction

In the last years, the world has seen a trend toward the incorporation of some emerging
technologies, such as the IoT and robotics. In fact, this incorporation gives birth to the
newest technology called the internet of robotic things (IoRT). The IoRT is defined as a
cooperation between IoT and robotic technologies to increase the automation level. This
technology has several advantages, noted as, for example, the machine-to-machine (M2M)
communication. It managed to sweep several fields, such as the business process (BP). Thus,
the business managers try to take advantage of the IoRT via its integration within the classic
BP, which gives a new process generation called IoRT-aware business processes (IoRT-aware
BPs) [1]. This integration will allow business managers to automate their process.

However, the IoRT-aware BPs need costly execution due to the high amount of data
to be transferred in the network. Toward these issues, the enterprises attempt to apply
a variety of process strategies and solutions. The outsourcing of the (BPs) called busi-
ness process outsourcing (BPO) is one among the relevant existing strategies that aim to
save cost, speed up production, and enhance the enterprise performance. This explains
the increasing number of enterprises that have adopted the outsourcing strategy using
different environments.
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Among the externalized environments, the cloud is considered the most adopting
one. According to the National Institute of standards and Technology (NIST) [2], the
cloud is defined as a pay-as-you-go model that allows on-demand network access to a
set of computing resources. It is characterized by its higher storage capacity and avail-
ability [3]. Moreover, it allows the enterprises to scale their services, which are gradually
done, according to customer demand. Therefore, outsourcing processes to the cloud is a
reasonable choice.

Despite its advantages, the cloud is not recommended for latency-sensitive applica-
tions, such as IoT applications (e.g., health care, smart home, and smart agriculture). This
is due to the high latency added by network connections to data centers [4]. Toward this
issue, fog computing emerged as a new paradigm to perform latency-sensitive applica-
tions. As defined by the OpenFog Consortium (OFC) (https://www.iiconsortium.org/pdf/
OpenFog_Reference_Architecture_2_09_17.pdf, accessed on 5 May 2022), fog computing
extends the cloud capabilities at the edge of the network. It includes devices, located in
close proximity to the end devices, which are responsible for intermediate computation
and storage between IoT and the cloud [5]. In the context of outsourcing IoRT-aware BPs,
the fog provides interesting external service suppliers.

During the outsourcing of an IoRT-aware BP to the fog and/or cloud environments,
the business experts must address several issues to correctly choose which parts of the
processes are dedicated to be outsourcing and which adequate environment should be
selected. This explains why the decision-makers within the enterprises spend about 80%
of their time to decide on the suitability process parts that should be outsourced and its
adequate environment [6]. Consequently, to make a properly outsourcing decision, the
business experts must identify a set of criteria related to the outsourcing decision of each
process part.

Our extensive literature exercise revealed that most of the existing approaches deal
mainly with the decision-making of traditional BPs, such as [7–13]. Some recent works
have addressed the decision-making of the BPs that embedded only the IoT technology
(e.g., [14–16]). More research on the outsourcing of IoRT-aware BPs, on the other hand,
is required. In addition, most existing approaches use the task as a unit to make their
decision, which takes more time. Additionally, the literature review shows that most
current approaches use fuzzy as an MCDM method, even though their results could be
better because the fuzzy method relies heavily on inaccurate inputs. Based on the studied
works, we note that in most cases, the approaches do not consider methods to generate
the feature weights. In fact, the automatic generation weights allow the experts and
decision-makers to increase the robustness of their MCDM method results following an
automatic, logical, and systematic weight calculation. Furthermore, most outsourcing
solutions consider the cloud environment to externalize business activities. However, few
of them propose outsourcing the process to the fog environment despite its relevance.

Therefore, to close these gaps, we propose a decision-making approach for the BPs that
integrates both IoT and robots in addition to classic BPs. In our approach, we consider fog
and cloud environments to take advantage of their benefits, especially for the processes that
are sensitive to latency. During this work, we looked at the main parts of BPO and came up
with a list of criteria that must be looked at when an IoRT-aware BP is outsourced. This
identification takes into account process, fog, and cloud requirements. Furthermore, we use
single entry single exit (SESE) (https://eprints.qut.edu.au/70726/7/70726.pdf, accessed
on 7 May 2022), rather than the task, to accelerate the outsourcing decision. Moreover,
we applied the method based on the removal effects of criteria (MEREC) to automatically
generate the identified criteria weights. ELECTRE IS uses the generated weights to select
the adequate environment for the process outsourcing goal.
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The remainder of the paper is organized as follows: Section 2 depicts the related work.
Section 3 details our approach. The implementation, assessment, and result of the proposed
approach are illustrated in Section 4. Section 5 targets the validation and robustness of our
proposal. Finally, Section 6 summarizes our work and highlights its future directions.

2. Related Work

In the BP context, the outsourcing of a process allows business managers to enhance
the performance of their enterprises, speed, and reduce production costs. Consequently,
several researchers seek to outsource the process to external suppliers. We intend, in this
section, to overview some of the existing approaches that deal with the process outsourcing.

To perform the review of the existing approaches, we considered a set of relevant
criteria, as they are detailed in what follows:

• Business type: Presents the type of the outsourced BP. This criterion lets us distinguish
the most considered process type that is used in the outsourcing operation. A process
can be a classic BP or a process that is automated via the embedding of one or more
technologies, such as IoT, robots, and so forth.

• MCDM method: Designates the multi-criteria decision-making method used to
achieve the process-outsourcing decision. This criterion allows us to identify the
most considered method to accomplish the process-outsourcing goal.

• Granularity: Gives the processing granularity (unit) that is considered during the
process outsourcing. Indeed, it can be a task, a SESE (sub-process), and so forth. The
task presents the smallest unit that can be taken into account during the process of
outsourcing, while the SESE presents a set of tasks.

• Externalized environment: Refers to external suppliers that are used to execute such
process task/SESE fragments to allow the enterprises to gain in productivity, costs,
and performance. We are interested in this work in the cloud environment that is
characterized by its storage capacity and availability. Moreover, the fog environment
provides relevant capabilities to execute latency-sensitive applications.

• Weight method: A MCDM aims, generally, to evaluate a set of alternatives regarding
a set of criteria. This evaluation is based on weights which allow the decision-makers
to express their preference in terms of the importance of criteria. This criterion refers
to the methods that are used to generate the weight used for the MCDM methods.

• Used properties: Presents a set of properties that are considered to achieve the process
outsourcing decision. In this work, we realized an in-depth overview of the literature
to identify the most considered proprieties for the outsourcing of a BP. Therefore,
we distinguished the cost, security, availability, and latency proprieties. Indeed,
the cost presents an ascertainment of the cost savings of the business managers.
Security is among the most prominent proprieties that may prohibit enterprises from
outsourcing to an external provider. This is caused by the fact that the supplier’s
service has to control outsourced activities, particularly those that deal with customers’
personal information [6]. The availability propriety designates the time for which the
task/SESE needs to be executed. However, latency is among the considered proprieties
that correspond to the needed time to transfer data from the source to the external
environment execution via the network.

Tables 1 and 2 classify some of the surveyed works that deal with the process out-
sourcing, according to the different identified criteria.
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Table 1. Comparison of the studied approaches based on a set of criteria (Part 1).

Year Paper
Externalized Environment

BP Type MCDM Method Weight Method
Cloud Fog

2019 [7] � - Classic BP - -
2021 [8] � - Classic BP - -
2019 [9] � - Classic BP AHP -
2021 [14] � � IoT-aware BP - -
2019 [15] � � IoT-aware BP - -
2020 [16] � � IoT workflow fuzzy logic -
2021 [17] - - Classic BP - -
2021 [10] - - Classic BP - -
2021 [11] - - Classic BP - -
2021 [18] � - Classic BP - -
2020 [19] � - Classic BP - -
2020 [12] � � Classic BP - -
2019 [13] � - Classic BP - -
2021 [20] � - Classic BP - -
2022 [21] � - Classic BP - -
2021 [22] - - - fuzzy set -
2021 [23] - - - fuzzy set -
2019 [24] - - - fuzzy set -
2022 [25] - - - fuzzy set -
2019 [26] - - - fuzzy set -

Table 2. Comparison of the studied approaches based on a set of criteria (Part 2).

Paper
Used Properties

Granularity
Cost Security Availability Latency

[7] � � � - Task
[8] � - - - Task
[9] � � - - Task
[14] � � - - Task
[15] � - - - Task
[16] - - - - -
[17] � - - - Task
[10] � - - - Task
[11] � - - - Task
[18] � - - - Task
[19] � - - - Task
[12] � - - - -
[13] - - - - Task
[20] - - - - SESE
[21] � - � - Task
[22] � - - - -
[23] � - - - -
[24] � - - - -
[25] � - - - -
[26] - - - - -

Back to Table 1, we note that most of the studied approaches deal with the outsourcing
of the classic BP. Nonetheless, new paradigms, such as IoT and robots, seem to be relevant
for automating the BP via the elimination of human intervention. For example, Refs. [14,15]
propose an architecture to support the outsourcing of the IoT-aware BP. Furthermore, we
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notice, from Table 1, that several of the studied approaches [7–9,13,18,20,21] are limited
to the cloud environment to ensure the outsourcing of the process. However, the cloud is
not recommended for latency-sensitive applications, such as IoT applications (e.g., health
care, smart home, and smart agriculture). This is due to the high latency added by network
connections to data centers [4]. We also notice that there is a lack of approaches that deal
with the MCDM methods, despite their ability to decide on a set of alternatives according
to a set of criteria. Moreover, we notice from this table that in most cases, the approaches
that deal with the MCDM methods [9,15,16] do not take into account the weight generation
method to automatically generate weights.

Back to Table 2, we note that most of the existing approaches (e.g., [7–9,21]) outsource
the BP at the task level. However, in [20], the authors target the process outsourcing
via the outsourcing of a set of sub-process (SESE) fragments rather than a task. Indeed,
outsourcing the BP based on its sub-processes fragments allows, on one hand, to accelerate
the outsourcing operation, and on the other hand, it allows to save the process workflow
between tasks.

In summary, we denote from this comparison that the studied approaches deal mainly
with the outsourcing of the classic BPs. Among these approaches, there are those that are
limited to the cloud environment for outsourcing BPs. Moreover, applying the outsourcing
in the smallest unit, which is the task, may be costly for the outsourcing operation and it
cannot preserve as much of the process workflow between tasks. Furthermore, several
of the studied approaches do not consider the MCDM during the process outsourcing
decision, despite its ability to evaluate a set of alternatives regarding a set of criteria. The
MCDM process can support decision-making by helping to structure the problem and
offering all involved actors a common language for discussing and learning about the
problem [27]. It has also the potential to enhance transparency and the analytic rigor of
decisions regarding other optimization methods. Otherwise, the approaches that deal
with the outsourcing of the BP using the MCDM techniques do not consider methods for
the automatic generation of weights for the used criteria. Indeed, the weights allow the
decision-makers to express their preference in terms of the importance of criteria during
the evaluation of a set of alternatives.

To close the gaps mentioned above, we propose a decision-making approach for
outsourcing the IoRT-aware business process divided into a set of SESE fragments. The
SESE deals with a closed block that groups one or more tasks, and it is characterized by
its properties, inputs, and outputs. It guarantees the speed of the outsourcing operation
and allows the business managers to preserve the process workflow within the process as
much as possible. Furthermore, we seek to benefit from the fog and cloud environments
to outsource these fragments if they are sensitive to latency or require high computing
capacity. During our proposal, we chose ELECTRE IS as a MCDM method to achieve our
goal. It is one of the widespread MCDM selection methods characterized by its ability
to manage the heterogeneity of types of criteria (e.g., cost and latency). Moreover, our
approach is based on the automation of the values of the weights using the MEREC method,
which shows its ability, reliability, and relative effectiveness.

3. Outsourcing of IoRT-Aware Business Process

In this section, we start with the identification of a set of criteria that are useful for
making the right outsourcing decision. After that, we present the used environment to
accomplish the outsourcing goal. Finally, we detail the used method for the proposed
outsourcing approach.

3.1. Outsourcing Criteria

Our approach allows the outsourcing of some parts of the IoRT-aware BP, either to
fog and/or cloud environments as an external supplier. To decompose the process to a set
of parts (sub-processes), we applied the RPST (refined process structure tree) method that
divides a process to a set of fragments named single entry single exit (SESE) fragments,
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preserving as far as possible the workflows of the BP. To properly outsource the SESE
fragments, it is useful to specify their requirements that are considered input for the
outsourcing decision. In this setting, we identified a set of criteria that seem to be relevant
for the BP outsourcing for both fog and cloud. In what follows, we detailed these criteria.

3.1.1. Cost

Saving cost is among the attractive factors that encouraged the enterprises to outsource
their process to external providers. In [6], the authors argued that process outsourcing is
guided mainly by overhead costs, where the processes are selected by ascertaining how
much money they may save. In this setting, we aim to consider the cost of the SESE
fragments that relies on the estimation of process task cost Cost(ai) (see Equation (4)). This
latter is calculated according to its execution cost (EC), storage cost (SC), and transfer cost
(TC) (see Equations (1)–(3)). Equation (7) estimates the cost of a SESE, which is expressed
on percentage. The spec_cost(SESE) represents the business manager’s expected cost for a
SESE. Indeed, Cost1(SESE) presents the cost of SESE tasks that are inserted on a sequence,
parallel (AND), and inclusive (OR) patterns (see Equation (5)). In fact, a sequence pattern
shows the order of flow elements within the process where each element has one input and
one output (https://www.omg.org/spec/BPMN/2.0/PDF, accessed on 13 June 2022). The
parallel pattern is used to synchronize and create parallel flows within a process. However,
the inclusive pattern presents both parallel and alternative paths within the process. These
patterns directly influence the process cost estimation, where we suggest, in our proposal,
to additionally calculate how much those patterns tasks cost. However, Cost2(SESE) gives
the cost of SESE tasks that are inserted on an exclusive (XOR) pattern. This pattern presents
alternative paths within a process flow. For this pattern kind, we consider the minimum
cost to estimate the SESE cost (see Equation (6)).

Ex_Cost(ai) = [EC(Pai )× size(ai)]× loopMax(ai) (1)

St_Cost(ai) = [SC(Pai )× size(ai)]× loopMax(ai) (2)

Tr_Cost(ai) = [TC(Pai )× size(ai)]× loopMax(ai) (3)

Cost(ai) = (Ex_Cost(ai) + St_Cost(ai) + Tr_Cost(ai) (4)

Cost1(SESE) = ∑
ai∈SESE

( ∑
Pattern{seq,
AND,OR}

Cost(ai)) (5)

Cost2(SESE) = ∑
ai∈SESE

(
p=nb_pattern

∑
Pattern{XOR},

p=1

min(
n

∑
k=1

Cost(aipk))) (6)

Cost(SESE) = [(Cost1(SESE) + Cost2(SESE))× 100]/spec_cost(SESE) (7)

3.1.2. Security

Implies the security level which is required for a SESE to accomplish its execution.
According to [6], security is among the most prominent criteria that may prohibit enterprises
from outsourcing to an external provider. This is caused by the fact that the supplier’s
service has to control outsourced activities, particularly those that deal with customers’
personal information. To identify the threats, we used the Cloud Security Alliance (CSA)
that allows the identification of the critical security cloud threats. These threats may also
concern the fog environment. To estimate the security value of a SESE fragment, we start
first at the estimation of the security value for a process task Sec(ai) (see Equation (10)) that
is calculated according to the number of the environment Env protection nb_CorrectedTH
and the number of the threats thr that exist nb_ExistenceTH (see Equations (8) and (9)).
Based on the Sec(ai) of tasks values that constitute a SESE, we proposed Equation (11) to
estimate the SESE security value Sec(SESE), which is expressed in percentage.
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ExistenceTH(thrk, ai) −→ {0, 1} (8)

CorrectedTH(Envj, thrk) −→ {0, 1} (9)

Sec(ai) = (nb_CorrectedTH(ai) ∗ 100)/nb_ExistenceTH(ai) (10)

Sec(SESE) = max(Sec(SESE(ai)) (11)

3.1.3. Availability

Relying on the time for which IoRT-aware BP tasks need to be executed (i.e, Uptime(ai))
and the Downtime(ai) that implies the execution of a task. Several tasks require being
available for a long period, which promotes its outsourcing to an environment that ensures
a higher availability value, such as the cloud. Toward the estimation of the availability value
for a SESE fragment, we start by the estimation of the task availability value Ava(ai) using
its Uptime(ai) and Downtime(ai) (see Equation (12)). Then, we proposed Equation (13) to
achieve the availability value for a SESE Ava(SESE).

Ava(ai) = [Uptime(ai)/(Uptime(ai) + Downtime(ai))]× 100 (12)

Ava(SESE) = max(Ava(SESEai)) (13)

3.1.4. Latency

Latency corresponds to the needed time to transfer data from the source to the external
environment execution, via the network. It is worthy to consider the latency as one among
the IoRT-aware BP outsourcing criteria since this process is constituted by the IoT and
robotic technologies that are sensitive to latency. In this work, we performed a thorough
literature study, where we noticed that the latency of a task Lty(ai) is calculated using its
size size(ai) and the bandwidth (b) value (see Equation (14)). However, to estimate the
latency value for a SESE Lty(SESE), we propose Equation (17). It is based, on one hand, on
the latency value for the SESE tasks that are inserted on a sequence, AND, and OR patterns
(see Equation (15)), and on the other hand, on the latency value of the tasks that are inserted
on a XOR pattern (see Equation (16)).

Lty(ai) = size(ai)/b (14)

Lty1(SESE) = ∑
ai∈SESE

Pattern{seq,
AND,OR}

(Lty(ai)× loopMax(ai)) (15)

Lty2(SESE) =
p=nb_pattern

∑
ai∈SESE

Pattern{XOR},
p=1

min(
n

∑
k=1

Lty(aipk)× loopMax(aipk)) (16)

Lty(SESE) = [(Lty1(SESE) + Lty2(SESE))× 100]/business_lty(SESE) (17)

3.2. Characteristics of Fog and Cloud Environments

To make an appropriate decision for the outsourcing of the IoRT-aware BP, there is a
need for an in-depth analysis of fog and cloud environment characteristics. In this setting,
we carried out a thorough study in the literature to determine the main features of these
environments with respect to the identified criteria. According to [5], we note that the
cloud environment is characterized by its highest availability thanks to its data centers. In
addition, it has a low-security level and high latency due to the far distance between the
end-user devices. The higher latency value can increase the transfer cost which increases the
cost. The fog has a high-security level with the lowest latency value, thanks to its proximity
to the end-user devices compared to the cloud. Hence, the lowest latency makes the process
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cost less expensive. We also noticed, in our study, that the fog has low availability value
due to its dynamicity. Nonetheless, the duality of the fog and cloud environments has
medium security, availability, latency, and cost values. Moreover, it is necessary to note that
during the outsourcing of an IoRT-aware BP, the business managers may choose to keep the
core of their process without outsourcing if the process tasks require a higher security level.

3.3. Outsourcing Decision-Making

We presented in an earlier sub-section, the main criteria for the outsourcing of the
IoRT-aware BP to the fog and/or cloud environments, which are considered an input of our
outsourcing decision-making approach. We present in this sub-section the adopted method
to generate weights for the used criteria and for the outsourcing of decision-dmaking.

3.3.1. Automatic Generation of Weights

Multi-criteria decision-making (MCDM) is a branch of operations research (OR) that
aims, generally, to evaluate a set of alternatives regarding a set of criteria. This evaluation
is based on weights which allow the decision-makers to express their preference in terms of
the importance of criteria. During our proposal, we aim to avail from the MCDM methods
to propose a decision-making approach for the outsourcing of an IoRT-aware BP to the
fog and/or cloud environments. In this setting, we use the method based on the removal
effects of criteria (MEREC) to generate the weights of our identified criteria [28]. This
method helps the experts and decision-makers to raise the robustness of their MCDM
method results following an automatic, logical, and methodical weights calculation [28]. In
addition, MEREC shows its stability, reliability, and relative effectiveness in differentiating
criteria weights compared to other weight-calculation methods, such as CRITIC (criteria
importance through inter-criteria correlation) [28].

3.3.2. Multi Criteria Decision Method

Our approach aims to select for each SESE the suitable execution environment. In
this setting, we avail from the ELECTRE IS method to achieve our goal. It is among the
widespread MCDM selection method which is characterized by its ability to manage the
heterogeneity type of criteria (e.g., cost and latency) [29]. It is qualified by its ability to scale
the criteria heterogeneity, where it does not require data normalization [29]. Moreover,
among the attractive benefits of the ELECTRE IS, we cite its introduced thresholds, which
are respectively the indifference threshold (Q), preference threshold (P), and veto threshold
(V) that aim to improve the selection results regarding other selection methods. These
thresholds respect the condition presented in Equation (18).

V ≥ P ≥ Q (18)

ELECTRE IS is based on the concordance C between alternatives (see Equation (19)),
where k presents the sum of the criteria weights and c presents the local concordance index
for a criterion.

C(a, b) =

{
0, if ∃|gj(bj)− gj(ai) ≥ Vj

∑1≤j≤n kjcj(a, b)/ ∑1≤j≤n kj, otherwise
(19)

4. Implementation, Experimentation and Results

In this section, we intend to implement and experiment with the proposed IoRT-aware
BP outsourcing decision-making method. During the implementation of our approach,
we used the Java environment to develop both the MEREC and ELECTRE IS methods.
However, during the experimentation of our proposal, we used an IoRT-aware BP on
the agriculture field that we developed under the eclipse modeling framework (EMF)
using the BPMN 2.0 modeler plug-in which is an open-source eclipse editor [30]. In what
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follows, we detail our decision-making approach implementation. Afterward, we present
the proposed experimentation.

4.1. Implementation

During the implementation of our decision-making approach, we start with the
weights generation using the MEREC method. The MEREC method is based, initially,
on a decision matrix that shows the scores of each execution environment (alternative)
regarding the identified property as presented in Table 3. For the cost, security, and avail-
ability properties, we use 1, 0.8, 0.5, and 0.1 to express respectively the very high, high,
medium, and low scores. Nonetheless, for the latency property, we use 1, 0.5, 0.2, and
0.1 to designate, respectively, high, medium, low, and not applied scores. To achieve the
MEREC implementation goal, we used the eclipse tool, which is an open-source software
development project. This implementation gives 0.22 as a weight value for the cost property,
0.22 for the security property weight. As well, we obtain 0.22 and 0.34 as weight values,
respectively, for availability and latency properties (see Figure 1).

Table 3. Proposed decision matrix for MEREC method.

Cost Security Availability Latency

Cloud 1 0.1 1 1

Fog 0.5 0.8 0.5 0.2

Cloud&Fog 0.8 0.5 0.8 0.5

Local 0.1 1 0.1 0.1

To select the suitable environment execution for a SESE that has its specific cost,
security, availability, and latency values, we implemented an interface that is depicted
in Figure 1 using the eclipse tool. This interface allows the users to express the SESE
requirements in the intention to select its adopted environment execution.

Figure 1. IoRT-aware BP outsourcing interface using ELECTRE IS.
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4.2. Experimentation and Results

To better test our approach functionality, we conducted two experiments applied to an
IoRT-aware BP in the agriculture field (see Figure 2). The used process presents an example
of an IoRT-aware BP of a smart irrigation management system that intends to boost nutrient
and water-use efficiency. Indeed, the process starts with the capture of temperature and
soil moisture values using two sensors: capture temperature, and capture soil moisture.
The captured values are stored using storage temperature value, and storage soil moisture
value. Afterward, irrigation and grep decision-making is made through make irrigation
and grep decision. In this setting, the process was finished either if there is no need for
irrigation; otherwise, an irrigation request is launched called request launch irrigation,
which activates an actuator to start the irrigation launch irrigation. Simultaneously, request
picking weeds is launched, where it activates the robot to start the picking of weeds with
launch picking weeds.

Figure 2. IoRT-aware business process on agriculture field composed by 14 SESE fragments.

Using the RPST technique, we divided the process into a set of SESE fragments, where
each SESE has its own requirements in terms of cost, availability, security, and latency.

During our work, we dealt with the process presented in Figure 2, where we used it
in two different scenarios that have their specific SESE property values. The first one is
based on the property values that are presented in Table 4, whereas the second is based
on the SESE property values detailed in Table 5. In addition, these tables give an expert
outsourcing result for each SESE. The expert has high expertise that allows it to assess the
outsourcing of the SESE according to its cost, security, availability, and latency values.
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Table 4. Expert results for the outsourcing of each SESE according to cost, security, availability, and
latency values for the first IoRT-aware BP scenario.

SESE Fragments Properties Values Expert Result

SESE1 Cost: 69%, Sec: 24%, Ava: 53%, Lty: 12% Cloud&Fog, Cloud, Fog

SESE2 Cost: 55%, Sec: 21.7%, Ava: 45%, Lty: 19% Cloud&Fog, Cloud, Fog

SESE3 Cost:32%, Sec: 18.7%, Ava: 35%, Lty: 11.8% Cloud&Fog, Cloud, Fog

SESE4 Cost: 50%, Sec: 9%, Ava: 58%, lty: 25% Cloud&Fog, Cloud

SESE5 Cost: 45%, Sec: 25%, Ava: 13.4%, lty: 17.99% Cloud&Fog, Fog

SESE6 Cost: 30.2%, Sec: 13.1%, Ava: 39.8%, Lty: 14% Cloud&Fog, Cloud, Fog

SESE7 Cost: 27.82%, Sec: 55.8%, Ava: 0.002%, Lty : 10.02% Fog

SESE8 Cost: 71%, Sec: 10%, Ava: 72.3%, lty: 44% Cloud

SESE9 Cost: 72%, Sec: 19.3%, Ava: 75%, lty: 31.2% Cloud

SESE10 Cost: 21.2%, Sec: 69%, Ava: 0.009%, Lty: 12% Fog

SESE11 Cost: 13%, Sec: 45.7%, Ava: 10.1%, Lty: 29% Fog

SESE12 Cost: 2%, Sec: 71%, Ava: 9.9%, Lty: 0.001% Local

SESE13 Cost: 10.01%, Sec: 52.8%, Ava: 29.8%, Lty: 29.9% Fog

SESE14 Cost: 2%, Sec: 27%, Ava: 9.9%, Lty: 0.001% Local

Table 5. Expert results for the outsourcing of each SESE according to cost, security, availability, and
latency values for the second IoRT-aware BP scenario.

SESE Fragments Properties Values Expert Result

SESE1 Cost: 80%, Sec: 45%, Ava: 70%, Lty: 10% Cloud

SESE2 Cost: 90%, Sec: 80%, Ava: 30%, Lty: 12% Cloud

SESE3 Cost:40%, Sec: 18.6%, Ava: 33%, Lty: 10% Cloud&Fog, Cloud, Fog

SESE4 Cost: 90%, Sec: 10%, Ava: 50%, lty: 30% Cloud&Fog, Cloud

SESE5 Cost: 20%, Sec: 50%, Ava: 0.8%, lty: 8% Fog

SESE6 Cost: 21%, Sec: 45%, Ava: 2%, Lty: 30% Fog

SESE7 Cost: 54%, Sec: 25%, Ava: 17%, Lty : 15% Cloud&Fog

SESE8 Cost: 70%, Sec: 65.8%, Ava: 80%, lty: 20 % Cloud

SESE9 Cost: 92%, Sec: 33%, Ava: 87%, lty: 27.9% Cloud

SESE10 Cost: 87.6%, Sec: 45%, Ava: 60%, Lty: 12% Cloud

SESE11 Cost: 27.7%, Sec: 12%, Ava: 40%, Lty: 12% Cloud&Fog, Cloud, Fog

SESE12 Cost: 2%, Sec: 79%, Ava: 92%, Lty: 0% Local

SESE13 Cost: 8%, Sec: 83%, Ava: 75%, Lty: 0.1% Local

SESE14 Cost: 12%, Sec: 55.6%, Ava: 27%, Lty: 12% Fog

4.2.1. Experimentation 1

Our first experimentation aims to compare the effectiveness of our proposed approach
regarding other selecting methods. To achieve this end, we chose to compare our method
regarding ELECTRE I, ELECTRE Iv, and PROMETHEE I. ELECTRE I, applied only on
numerical properties. ELECTRE Iv is presented as an improvement of ELECTRE I by
adding the Veto threshold [29]. However, PROMETHEE I is based exclusively on a concor-
dance analysis [29]. During this experimentation, we involved an expert to compare the
correspondence between the approach’s results and the expert one. In this setting, we used
the Jaccard measure [31], which is calculated using Equation (20).
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(x, y) =
|x ∩ y|
|x ∪ y| (20)

Figure 3 displays the comparison result of our proposed method regarding other
selection methods, based on the property values that are presented in Table 4. We denote
from this figure that our proposed method has the closest result to the expert one, regarding
ELECTRE I, ELECTRE Iv, and PROMETHEE I methods. In other words, the result generated
by our method is the most similar to the expert result. This is explained, on one hand, by
the use of indifference, preference, and veto thresholds that aim to improve the selection
results. On other hand, our proposed approach is based on the use of an automatically
generated weight method. Indeed, the use of the MEREC method to generate the properties’
weight raises the robustness of our proposed method to generate correct results.

Figure 3. Distance of our approach result compared to other approaches results and expert one
(scenario 1).

Figure 4. Distance of our approach result compared to other approaches’ and expert results (Case 2).
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Nonetheless, Figure 4 displays the comparison result of our proposed approach
regarding other selection methods, based on the property values that are presented in
Table 5, we notice from this figure that our approach gives the closest result to the expert
one rather than the other ELECTRE I, ELECTRE Iv, and PROMETHEE I methods. Therefore,
this result boosts the fact of the used thresholds and the MEREC method.

4.2.2. Experimentation 2

During the second evaluation, we intend to compare the results of our approach based
on MEREC weights with the use of some other weight values (see Table 6). More precisely,
we intend, in this experimentation, to compare our approach based on the MEREC method
regarding weight values presented in cases 1, 2, and 3 ( see Table 6), where each case
specifies the values of the weights for the used criteria. This comparison is based on the
estimation of precision, recall, and F-score values of the first scenario (see Figure 5) and the
second one (see Figure 6).

Table 6. Cost, security, availability, and latency weight values.

Properties’ Weight Our Approach Case 2 Case 3 Case 4

Cost weight 0.22 0.01 0.08 0.1

Security weight 0.22 0.65 0.15 0.5

Availability weight 0.22 0.13 0.4 0.3

Latency weight 0.34 0.21 0.37 0.1

Figure 5 illustrates the estimation of the precision, recall, and F-score values of our
approach for the first scenario. During this scenario, we notice that the precision of our
approach reaches 0.87%, and the recall is equal to 0.96%, while the F-score estimates 0.91%.
However, in the second scenario (see Figure 6), our approach reaches 0.89%, 0.94%, and
0.91% as the precision, recall, and F-score values, respectively.

We denote from Figures 5 and 6 that our approach based on the MEREC method has
the highest precision and recall values for both scenarios. Therefore, these figures show
the reliability and the relative effectiveness of our approach in differentiating properties
compared to other weight values.

Figure 5. Precision, Recall, and F-score estimation metrics based on criteria values of Table 4.
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Figure 6. Precision, Recall, and F-score estimation metrics based on property values of Table 5.

5. Validation and Robustness

This section is dedicated to appreciating the validation and robustness of the proposed
IoRT-aware BP outsourcing approach based on the ELECTRE IS method. Therefore, to
perform this goal, we choose to compare our approach regarding the outsourcing method
published in [16]. In their proposal, the authors took into account a set of six criteria,
which are frequency, sensitivity, freshness, time, volume, and criticality, to perform the
outsourcing of a goal of a thing to the fog and cloud (see Table 7). The frequency criterion
refers to the data transfer rate from the thing to fog/cloud nodes, while the sensitivity
refers to the nature of data exchanged between things and fog/cloud nodes. The freshness
means how important data exchanged between things and fog/cloud nodes should be
recent. The time criterion represents the latency delay that results from processing data
at the thing until they are transferred to fog/cloud nodes. The volume criterion refers
to the amount of data that tasks produce and outsource to fog/cloud nodes. However,
the criticality criterion implies how important data tasks are concerning fog/cloud nodes’
demands. In summary, the considered criteria focus on the data outsourcing from the
thing to the fog and/or cloud nodes concerning different aspects (e.g., location, time, and
application needs).

During their proposal, the authors adopted fuzzy logic as one of the MCDM techniques
to select the adequate data recipient (e.g., fog only, cloud only, and fog/cloud). The authors
justified their choice by the ability of fuzzy logic to handle the conflicting variables and the
uncertainty degree of some criteria.

Throughout this section, we intend to compare the results of our approach based on
the ELECTRE IS method to the proposal in [16]. Therefore, we applied their approach to
the agriculture scenario presented above (see Figure 2), which constitutes a set of tasks.
Based on their proposal, the result of the outsourcing is illustrated in Table 8. The table
shows a mismatch between an expert’s expected results and the obtained ones in most cases.
For instance, the task 10 approach, which has a regular stream with short gap frequency,
very high sensitivity, low freshness, and real-time streaming with a very low volume and
criticality, gives fog and fog/cloud as a result. At the same time, the expert estimates to
keep this task locally.
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Table 7. Data-recipient selection criteria and interaction forms (HR: highly recommended, R: recom-
mended, NR: not recommended, NA: not applicable) [16].

Criterion Features T → C T → F T → C/F T → C → F T → F → C

Frequency Continuous stream NR HR NA NR R
Regular stream

Short gaps NR HR NA NR HR
Long gaps R R R R R

Sensitivity High NR HR NA NR HR
low R R R R R

Freshness Highly important NR HR NA NR R
lowly important R R R R R

Time Real-time NR HR NA NR HR
Near real-time R HR HR R HR

Batch-processing HR NR NA R NR

Volume High HR HR NA NR R
Low NR HR NA NR R

Criticality Highly important HR HR HR HR R
Lowly important NR HR NA NR HR

To perform the comparison goal, we estimated the precision, recall, and F-score values
using the details presented in Table 8 and the IoRT-aware BP scenario details presented
in Table 4. The precision is the percentage of correctly classified predictive positive task
samples. The recall refers to the rate of positive task samples that are correctly classified,
while the F-score presents a measure that combines precision and recall [32].

Table 8. Comparison between expert’s expected results and the obtained ones for the outsourcing of
an IoRT-aware BP using the approach in [16].

Fragments Frequency Sensitivity Freshness Time Volume Criticality Approach
Result

Expert Result

Task1 Regular stream
long gaps Medium low Near real time high high Cloud, Fog,

Fog/Cloud
Cloud,

Fog/Cloud

Task2 Regular stream
long gaps Medium low Near real time

around
medium and

high
high Cloud, Fog,

Fog/Cloud
Cloud,

Fog/Cloud

Task3 Regular stream
long gaps very low very low Real time very high high Cloud, Fog,

Fog/Cloud
Fog, Cloud,
Fog/Cloud

Task4 Regular stream
long gaps Medium very high Real time Low Low Fog,

Fog/Cloud Fog

Task5 Regular stream
short gaps high Very high Real time High Very low Fog,

Fog/Cloud
Cloud,

Fog/Cloud

Task6 Regular stream
short gaps very low Very low Real time Very low Very high Fog,

Fog/Cloud Fog, Cloud

Task7 Regular stream
short gaps Medium low Near real time Low Very low Cloud, Fog,

Fog/Cloud Fog/Cloud

Task8 Regular stream
short gaps high Medium Real time Low Very low Cloud, Fog,

Fog/Cloud Fog

Task9 Regular stream
long gaps high Medium Near Real time Very high Medium Cloud, Fog Fog/Cloud,

Cloud

Task10 Regular stream
short gaps Very high Low Real time Very low Very low Fog,

Fog/Cloud Local

Task11 Regular stream
short gaps high High Near Real time Very low Medium Fog,

Fog/Cloud Local, Fog

Task12 Regular stream
long gaps Medium High Real time Medium Low Fog,

Fog/Cloud Fog
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During this evaluation, we notice that the precision value reaches 0.75%, and the recall
is equal to 0.51%, while the F-score estimates 0.60% (see Table 9). Therefore, we deduce
from this comparison that our proposal is more robust and relatively effective compared to
their approach. The precision value of our approach reaches 0.87%, the recall is estimated
to be 0.96%, and the F-score is equal to 0.91% (see Figure 5). The disparity obtained at the
precision, recall, and F-score values can be explained by the set of the considered criteria
for each approach, where the approach published in [16], focused on the data exchange
and did not consider the cost and security requirements of fog/cloud nodes.

On the other hand, we are aware that our proposal has some flaws that should be
fixed in future work. Our proposal needs to consider the human side involved in the ad-
ministration and commitment processes. Each business depends mainly on the knowledge
of its staff. Its employees’ capacity to meet its needs and accomplish its strategic goals
determines whether the company succeeds or fails. Moreover, our proposed outsourcing
approach is limited to design time execution. However, a business process is likely to be
modified at runtime due to the dynamicity of IoT and robot devices. Therefore, it seems to
be relevant to consider the scheduling of the process outsourcing. Indeed, the scheduling
consists of planning the process outsourcing to allow the business managers to achieve
their goals whenever the fog/cloud is available.

Table 9. Precision, recall, and F-score estimated values for the tasks of the first IoRT-aware BP scenario
using the approach in [16].

Fragments Precision Recall F-Score

Task1 1 0.66 0.79

Task2 1 0.66 0.79

Task3 1 1 1

Task4 1 0.5 0.66

Task5 0.5 0.5 0.66

Task6 0.5 0.5 0.5

Task7 1 0.5 0.66

Task8 1 0.33 0.49

Task9 0.5 0.5 0.5

Task10 0 0 0

Task11 0.5 0.5 0.5

Task12 1 0.5 0.66

Whole IoRT-aware BP 0.75 0.51 0.60

6. Conclusions

The outsourcing of an IoRT-aware BP to the fog and/or cloud environments presents
several advantages to the enterprises, as it allows them to save their cost, and focus on
their core competence. It consists of deploying partially or totally the process in an external
execution environment. Despite these advantages, the outsourcing of an IoRT-aware BP is
not a trivial task. Therefore, there is a crucial need in the decision-making outsourcing to
determine which part of the process should be outsourced and which environment would
be selected to deploy it. Toward these objectives, we identified in this paper a set of criteria
for the IoRT-aware BP outsourcing in fog and/or cloud environments. In addition, we used
the ELECTRE IS method based on the MEREC method for the weight generation to select
the suitable environment for each SESE.

We also aim to propose a framework to take into account the human side involved in
the administration and commitment process for the outsourcing decision of a BP. Moreover,
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we seek, in the future, to enhance our proposal by scheduling the process outsourcing
to consider the dynamic changes of the IoT and/or robot devices, thereby allowing the
business managers to achieve their goals in time.
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Abstract: It is hard to trust any data entry on online websites as some websites may be malicious,
and gather data for illegal or unintended use. For example, bank login and credit card information
can be misused for financial theft. To make users aware of the digital safety of websites, we have
tried to identify and learn the pattern on a dataset consisting of features of malicious and benign
websites. We treated the problem of differentiation between malicious and benign websites as a
classification problem and applied several machine learning techniques, for example, random forest,
decision tree, logistic regression, and support vector machines to this data. Several evaluation
metrics such as accuracy, precision, recall, F1 score, and false positive rate, were used to evaluate the
performance of each classification technique. Since the dataset was imbalanced, the machine learning
models developed a bias during training toward a specific class of websites. Multiple data balancing
techniques, for example, undersampling, oversampling, and SMOTE, were applied for balancing the
dataset and removing the bias. Our experiments showed that after balancing the data, the random
forest algorithm using the oversampling technique showed the best results in all evaluation metrics
for the benign and malicious website feature dataset.

Keywords: machine learning; malicious website; benign website detection

1. Introduction

Digital security has gained paramount importance in recent times with the exponen-
tial growth in the number of applications and users, and rapid evolution in the field of
Information Technology. Easy access to the internet from across the globe, the availability
of high-speed Internet, and technological advances through the availability of 4G and 5G
technology, have significantly increased usage of the Internet around the world [1]. Specifi-
cally, due to the recent waves of COVID-19 pandemic, several companies and businesses
shifted their business models from the physical domain to the digital domain, using web
applications and mobile applications to reduce physical contact [2,3]. However, with the
opportunity to grow significantly and be open and accessible to the world, there is a signif-
icant security threat as well—the leaking of private or insecure data. Some recent major
data leaks involve large volumes and variety of compromised data and have impacted
millions of online users (as summarized in Table 1).

The openness and ease of access to the Internet has significantly increased the digital
visibility of a person, which leads to opportunities for hackers and digital thieves to gain
access to private credentials and data. This is a severe breach of security, leading to financial
loss and deep mental pressure at times. One way to gather private data from unsuspecting
internet users is through malicious websites. The malicious websites typically look like
ordinary benign websites and ask for private data, for example, credit card information, or
usernames and passwords to gain access to private pictures, or other important information.
This information is kept stored in a database and can then be used online for any malicious
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purpose, for example, for online shopping, the illegal transfer of money, or for blackmailing
or harassing the person. One of the simplest techniques to steal digital information is using
identical-looking fake pages to the original web pages [4].

Table 1. Table displaying the recent large data breach attacks, their impact, and their cause. Digital
security, especially for online users and businesses, is a significant cause of concern.

Breach Name Date of Data Breach Impact Caused by

Ronin (Ethereum
sidechain to power Axie

Infinity) Breach
March 2022 Looted over 540 million USD Hackers (Lazarus Group,

North Korea)

0ktapus August 2022
Compromised at least 130 companies

(including Cloudflare,
Doordash, Mailchimp)

Extended Phishing Campaign

Uber Total Compromise August 2022

Complete access to Uber’s source code,
internal databases, and more information

by a hacker under the alias
“teapotuberhacker”

Hacker with ties to Lapsus$
using purchased credentials

and MFA fatigue attack

Lapsus$ hacking spree February–March 2022

Looted a terabyte of proprietary data
(Nvidia) and blackmail the company.
Leaked source codes and algorithms
from Samsung. Temporarily brought

down Ubisoft’s online gaming services.
Partial source code released for Bing and

Cortana, breaching Microsoft Inc.

Method not known

Neopets Breach 19 July 2022
Personal data of 69 million Neopets users

including username, email addresses,
date of birth, zip codes was released

Phishing attack

One way to ensure the security of the user is to identify if the accessed website is
malicious or not, using classification techniques [5,6]. An accurate classification ensures
that the user will be warned not to enter data on the suspicious website [7,8]. Machine
learning techniques have recently shown excellent results when used for the classification of
data [9,10]. They are not only limited to the field of malicious attacks but have been used for
many prediction and identification tasks in multiple fields including image processing [11],
weather prediction [12], price prediction [13], stock prediction [14], and other topics. With
the availability of large amounts of data, improvement in computing power, and the
development of advanced models of computation, the field of machine learning has shown
a lot of promise and progress. In traditional machine learning approaches, a new model
is developed first and its architecture and parameters are initialized. It is then trained
using the training dataset so that the model learns the mapping between the input features
and the expected output. After learning the intrinsic general mapping between the input
feature set and the output labels, the model can then be used for the classification of
the unseen dataset with a similar feature set. This phase is called the validation phase,
where the model is validated during training by measuring its performance on unseen
data. A trained model can then be applied to unseen data and the results are measured to
evaluate the performance. Some of the popular machine learning algorithms are K-Nearest
Neighbors (KNN) [15], Support Vector Machine (SVM) [16], Decision Tree [17], Logistic
Regression [18], and Naïve Bayes [19].

Several evaluation metrics, e.g., accuracy, precision, and recall, are used in the literature
to measure the performance of a machine learning model [20]. All these metrics are typically
derived from the confusion matrix, where the idea is to count true positives, true negatives,
false positives, and false negatives. Then, a specific formula based on these four counts
and their ratio can be used to evaluate the performance of an algorithm on a given dataset.
Since the false positives or false negatives are both measures meant for counting the
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incorrect classification of data, while the true positives or the true negatives are measures
for counting the correct classification of data, all ratios generally tend to improve the true
positives or the true negatives, or both, while lowering the count of false positives or
false negatives or both.

However, one of the major issues faced during the classification of data is the imbal-
anced dataset [21,22]. In an unbalanced dataset, a single class or a selected group of classes
contained the most samples and dominated the data. This means that if a method gets
biased toward a certain class or group of classes with the most data, then it will give good
results for that class and simply ignore other classes. Several strategies for data balancing
are proposed in the literature. SMOTE, undersampling, and oversampling are some of the
popular methods that have been deployed for data balancing [23].

In this study, machine learning techniques were deployed for the identification of
malicious and benign websites. We used the “Malicious Website” data set that is publicly
available on Kaggle. The dataset consists of features of websites that can be used to
determine if the website is malicious or benign. We trained five different machine learning
models on this dataset. The goal of machine learning models is to capture the underlying
structure of the data. When the underlying structure of the data has been captured and a
new unseen record is presented to the model, the machine learning model can determine
whether the new set of features should be labelled malicious or benign.

Note that the “Malicious Website” dataset is imbalanced; when the model is trained
on such data, it is biased towards the class whose records are in a majority because it
is rewarded to classify all data as members of that class. So, for resolving the issue
of data imbalance and the skew toward malicious websites, data balancing techniques
including undersampling, oversampling, and SMOTE were used in this study to improve
the performance of the model [21].

As discussed earlier, the machine learning model had two phases, a training and
validation phase, followed by a test phase, where the dataset is divided into training data
for training and validating the model and test data for measuring the performance of
the model. The model is trained on training data and then its performance is tested on
the test data. Note that fixing the datasets into a fixed test and train dataset sometimes
causes issues for a particular division of the data, for example, when all classes are not
evenly distributed among the two subsets. Hence, k-fold cross-validation is generally
recommended to counter these complications with continuous changing of validation and
training data samples in each iteration of training.

A 10-fold cross-validation of the dataset for training and validation was deployed in
this study. We evaluated the model performance based on the five most common metrics
including accuracy, precision, recall, F1-score, and true positive rate. After checking the
performance of classifiers on the dataset, the study recommends that deploying the random
forest technique when used with oversampling for balancing the dataset gave the best
results for all metrics.

2. Related Work

Singhal et al. [24] used several supervised machine learning classifiers, such as random
forest, gradient boosting, decision trees, and deep neural networks, for the classification
of malicious and benign websites. First, URLs were collected. From each of the malicious
and benign websites, the authors extract lexical-based, host-based, and content-based
features for the website, which served as input for the machine learning models. The
lexical-based features selected by the authors are URL length, host length, host token count,
path length, and several symbols. Similarly, the host-based features extracted from the URL
are location and autonomous system number (ASN). The content-based features selected
by the author are HTTPS-enabled, applet count, Eval() function, XMLHttpRequest (XHR),
popups, redirection, and unescaped() function. The authors collected the benign website
from the public blacklist provided by PhishTank. There are a total of eighty thousand
unique URLs in this dataset and the dataset is balanced. After collecting the data, the

54



Digital 2022, 2

features are extracted. The evaluation metrics used for measuring classifier performance on
this dataset are accuracy, precision, and recall for comparing various classifiers. The paper
achieved the best result of 96.4% accuracy by using the gradient boosting technique.

Patil et al. [25] designed their algorithm, called kAYO, for distinguishing between
malicious and benign mobile webpages. Their method uses the static features of a webpage
for classification. The authors also applied their method to a large, labelled dataset, made
up of 350,000 malicious and benign mobile webpages, on which the authors achieved
an accuracy of 90 per cent. The authors also developed their browser extension. At the
backend of the browser extension, kAYO is running for identifying whether the selected
webpage is malicious or benign.

Iv et al. [26] explored the relationship between the number of extracted features from
the HTTP header and the chance of detecting malicious websites. They analyzed HTTP
headers of 6021 malicious and 39,853 benign websites. From these websites, the authors
extracted 672 features and identified 22 features for further analysis, of which 11 features
were studied in prior research while the remaining 11 features were identified in their work.
Of these 22 features, three features accounted for 80% of the total importance of all the
features. The authors observed that instead of using only 11 features as was performed
initially, a better result is observed if all 22 features are used. Furthermore, the authors
also applied two dimensionality reduction techniques, in which it was observed that the
application of principal component analysis (PCA) on the identified features increases the
detection. The authors used eight supervised machine learning classifiers in this work.

Patil et al. [27] used a hybrid methodology for the detection of malicious URLs. The
hybrid methodology stands for a combination of static and dynamic approaches, in which
some features were extracted using a static approach and some were extracted using a
dynamic approach. The authors extracted a total of 117 features, of which 44 were new
features. The dataset used in this paper consisted of 52,082 samples. The training data
consisted of 40,082 samples out of which 20,041 were malicious and 20,041 were benign.
This shows that the dataset used by the authors in this study was balanced. For the effective
detection of malicious website URLs, the authors built their classifier using a majority
voting classification scheme. The authors evaluated their method using six decision tree
classifiers including the J48 decision tree, Simple CART, random forest, random tree,
ADTree, and REPTree. The authors used accuracy, false-positive rate, and false-negative
rate for evaluation. By using their majority-voting classification method, the authors
were able to achieve an accuracy of 99.29% with a low false positive rate and a low false
negative rate. The authors showed that with decision tree-based classification, the authors
achieved an accuracy between 98 to 99 per cent. The authors have also compared their
results with 18 anti-virus and anti-malware solutions, and show promising results for their
proposed methodology.

Al-milli et al. [28] proposed a one-dimensional convolutional neural network (1D-
CNN) model for the identification of illegitimate URLs. The authors used benchmark
datasets and two evaluation metrics (accuracy and receiver operating characteristic ROC
curve) for their experiment. Their proposed model achieved an accuracy of 94.31% and an
area under curve (AUC) value of 91.23%. Sixty-four filters, having a kernel size of 16 each,
were applied in the proposed CNN architecture. The authors used the rectified linear
unit (ReLU) activation function that was followed by a max-pooling layer. The final layer
was fully connected where there was only one neuron and used sigmoid as the activation
function. In their dataset, there were a total of 2456 records having 30 features. In the
dataset, there were three output classes which were false URL, true URL, and suspicious.
The authors also considered the suspicious and false URLs in the same category. They used
70 per cent of the dataset for training and 30 per cent of the dataset for testing. They used
500 and 2000 epochs. By increasing the epochs, their results were improved by a rate of
11.31 per cent.

Jayakanthan et al. [29] proposed a method for the detection of malicious URLs in two
steps. The first step is the enhanced probing classification (EPCMU) algorithm to detect
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a malicious URL. The second step is the naïve bayes. Detection is performed in the first
step and classification is performed in the second step. The EPCMU checks the input
URL with very deep details. If any feature of a malicious website is found, or it is found
in the list of the blacklisted profile of the system, it then reports this URL as malicious.
Otherwise, it checks in depth further. In the classification step, the naïve bayes algorithm
takes input from the EMPCU, which is a set of URLs. It checks whether the URL set is
malicious or genuine.

Assefa et al. [30] proposed an auto-encoder for differentiating between a malicious and
benign website. The data for phishing websites was collected from Phish Tank, an open-
source dataset, and the data for genuine websites was collected from the Canadian Institute
for Cybersecurity dataset. The final dataset consisted of 10,000 samples with 16 features in
total. Features are initially extracted from the data and it is then preprocessed to remove
incomplete data. Autoencoders are trained only on URLs of legitimate websites so that
when an unseen validation URL is encountered, it will be classified based on the amount
of deviation from the typical characteristics of a benign website. The autoencoder was
made up of three layers namely input, hidden, and output layers. The authors compared
the performance of their model with the SVM and decision trees. Their model, based on
autoencoders, gives an accuracy of 91.24%. While the SVM and decision tree algorithms
give an accuracy of 88.4% and 86.1%, respectively, the accuracy of both traditional machine
learning algorithms is significantly lower than that of the autoencoder.

Table 2 displays the literature review in terms of the different research works that have
worked on separating benign websites from malicious websites.

Table 2. Table displaying the literature review for important research works in the field of malicious
and benign website identification and their contribution to the field.

Author Name Balanced Dataset Model Metric Metric Value
(Accuracy)

Singhal et al. [24] Yes
Random forest,

Gradient boosting,
Decision trees,

Deep neural networks.

Accuracy,
Precision,

Recall.
96.4%

Patil et al. [25] kAYO (self-Proposed) Accuracy. 90 %

Iv et al. [26] No (SMOTE)

Adaptive Boosting,
Extra Trees,

Random Forest,
Gradient Boosting,
Bagging Classifier,

Logistic Regression,
K-Nearest Neighbors.

Accuracy,
False positive rate,
False negative rate,

AUC.

89%

Patil et al. [27] Yes

J48 decision tree,
Simple CART,

Random forest,
Random tree,

ADTree,
REPTree.

Accuracy,
False-positive rate,
False-negative rate.

99.29%

Al-milli et al. [28]
One-dimensional

Convolutional Neural
Network (1D-CNN)

Accuracy,
ROC curve. 94.31%

Jayakanthan et al. [29]

Enhanced Probing
Classification (EPCMU) for

detection,
Naïve Bayes.

Assefa et al. [30]
Auto-encoder,

SVM,
Decision trees.

Accuracy. 91.24%

Vinayakumar et al. [31] Deep Learning. Accuracy. 99.96%

Vazhayil et al. [32] CNN-LSTM. Accuracy. 98%
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3. Methodology

In this study, we used the publicly available “Malicious Websites” dataset on the
Kaggle website. The original dataset is imbalanced with a strong bias towards malicious
websites. For solving the imbalanced dataset problem, we applied the three data balanc-
ing techniques—undersampling, oversampling and SMOTE. After making the dataset
balanced, the K Fold cross-validation technique was then applied for evaluating the per-
formance of the model. In this paper, we used five machine learning classifiers including
decision trees, random forest, the support vector machine (SVM), logistic regression, and
stochastic gradient descent. The complete methodology and workflow of our contribution
are discussed in Figure 1.

 

Figure 1. The overall working of the proposed solution.

3.1. Dataset Description

The dataset used in this study consists of 1781 records of malicious and benign website
data with 13 features (independent variables), while the target label column ‘Type’ indicates
whether the sample website is malicious or not. Features used for predicting whether the
website is malicious or benign are ‘length of URL’, ‘special character number’, ‘content-
length’, ‘TCP conversation exchange’, ‘destination remote TCP port’, ‘remote IPS’, ‘APP
bytes’, ‘source app packets’, ‘remote app packets’, ‘source app bytes’, ‘remote app bytes’,
‘App packets’, and ‘DNS query time’. The different characteristic features of the dataset are
shown in Figure 2.

3.2. Data Balancing Technique

In the “Malicious Website” dataset, there are a total of 1781 samples, of which there
are 1565 samples that correspond to the malicious class and the remaining 216 samples
belong to the benign class. The pie chart in Figure 3 displays the data distribution based on
whether the sample belongs to the malicious website class or the benign website class.

From Figure 3, it can be observed that the data is imbalanced and heavily biased
toward malicious websites. So, for addressing the imbalanced dataset, three data balancing
techniques, namely undersampling, oversampling and the SMOTE, are used to handle the
imbalance in the data. Each of these techniques are discussed below.
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Figure 2. Figure showing a sample row of the data and their column labels.

Figure 3. Pie chart showing the distribution of malicious and benign website samples in the “Mali-
cious Websites” Kaggle dataset.

3.2.1. Random Undersampling Technique

In undersampling, the dataset is balanced by reducing the size of the majority class
to make it equal to the minority class. As the minority class in this dataset contained
216 records, the majority class (samples corresponding to the malicious data) were reduced
to 216 from 1565 by randomly choosing values. The new dataset consists of 432 samples
only, of which 216 samples are labelled as malicious and the remaining 216 samples belong
to the benign class.

3.2.2. Random Oversampling Technique

In oversampling, the dataset is balanced by duplicating the samples of the minority
class, so that it becomes equal to the number of samples in the majority class. Therefore, the
number of samples in the benign class was duplicated so that the 216 benign class samples
became 1565. The samples to be duplicated were randomly selected from the original
216 samples, and a duplicate for each selected sample was added to the dataset. After the
oversampling operation, the dataset contains a total of 3130 samples with 1565 samples
labelled as malicious websites and 1565 samples belonging to the benign class.
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3.2.3. Synthetic Minority Oversampling Technique (SMOTE)

The synthetic minority oversampling technique (SMOTE) is an oversampling tech-
nique that begins by randomly selecting a minority class instance and locating its k-nearest
minority class neighbors. The synthetic instance is then constructed by selecting one of
the k nearest neighbors b at random and connecting a and b in the feature space to form a
line segment. The synthetic instances are created by convexly combining the two selected
examples a and b. After applying the SMOTE, our dataset contains 3128 records, of which
1564 records belong to the malicious class and 1564 records belong to the benign class.

3.3. Classifiers

Since this work is based on a machine learning-based classification mechanism, several
classifiers were tested to identify the best-performing classifier. The following sections give
a brief introduction to the various classification techniques commonly used in the field
of classification.

3.3.1. Decision Trees

Decision trees belong to the family of supervised learning algorithms. Unlike other
supervised learning algorithms, the decision tree algorithm can also be used to solve
regression and classification problems [33]. The goal of using a decision tree is to build a
training model that can predict the class or value of a target variable by learning simple
decision rules from prior data (training data). To predict a class label for a record in decision
trees, we start at the root of the tree. We compare the values of the root attribute and the
record attribute. Based on the comparison, we proceed to the next node by following
the branch corresponding to that value. Decision trees classify examples by descending
the tree from the root to some leaf/terminal node, with the classification provided by the
leaf/terminal node. Each node in the tree represents a test case for some attribute, and each
edge descending from the node represents one of the possible answers to the test case. This
recursive process is repeated for each new node-rooted subtree.

3.3.2. Random Forest

Random forest is a popular supervised machine learning algorithm for classification
and regression problems. It builds decision trees from various samples and classifies them
based on their majority vote. The random forest algorithm’s ability to handle data sets with
both continuous and categorical variables, as in regression and classification, is one of its
most important features. In classification problems, it outperforms other algorithms [34].
The following are some of the steps involved in the random forest:

• Random forest selects n random records at random from a data set of k records.
• A distinct decision tree is constructed for each sample.
• Each decision tree yields a result.
• In classification, the final result is determined by majority voting.

Figure 4 illustrates the working of the random forest algorithm on the test dataset.

3.3.3. Logistic Regression

Logistic regression, a probabilistic statistical method, is a popular supervised machine
learning algorithm used for classification and optimization problems [35]. The algorithm
has shown great performance for a variety of common applications such as email spam
detection, diabetes prediction, cancer detection, etc. In logistic regression, the sigmoid
function (also called the logistic function) and a threshold are used to calculate the likelihood
of a label.
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Figure 4. An illustration of how random forest works as a classification technique.

Logistic regression differs from linear regression in multiple ways. Linear regression
assumes a linear relationship between the dependent and independent variables. The best
fit line describes two or more variables in linear regression. Moreover, linear regression
attempts to predict the outcome of a continuous dependent variable with high accuracy.
On the other hand, logistic regression predicts the likelihood of an event or class that is
dependent on other factors. Logistic regression estimates the likelihood of each label for
the test sample and is typically deployed for predicting the target value with categorical
dependent variables, for example, with binary labels (‘true’ or ‘false’, ‘yes’ or ‘no’). Since
the prediction of logistic regression is a likelihood value, it forms an “S” shape when plotted
on a graph due to likelihood ranged between 0 and 1. The working of the logistic regression
model is shown schematically in Figure 5.

Figure 5. An illustration of how the logistic regression algorithm works as a classification technique.

3.3.4. Support Vector Machine

The support vector machine algorithm’s goal is to find a hyperplane in an N-dimensional
space. To separate the two types of data points, a variety of hyperplanes could be used.
The SVM looks for the plane with the smallest margin of error. The margin is the difference
in distance between two groups of data points. Increasing the margin distance provides
some reinforcement, making future data points more confidently classified. Hyperplanes
are decision boundaries that aid in the classification of data points. Data points on either
side of the hyperplane can be classified in a variety of ways. Furthermore, the number
of features determines the hyperplane’s size. When only two input features are present,
the hyperplane is simply a line. When the number of input features reaches three, the
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hyperplane transforms into a two-dimensional plane. When the number of features exceeds
three, it becomes difficult to imagine. Support vectors are data points that are closer to the
hyperplane and have an effect on its position and orientation. Using these support vectors,
we maximize the classifier’s margin. The position of the hyperplane will change if the
support vectors are removed. These are the considerations that will aid in the development
of the SVM model [36]. The working of the SVM is shown schematically in Figure 6.

 
Figure 6. An illustration of how support vector machine (SVM) works as a classification technique.

3.3.5. Stochastic Gradient Descent

Gradient descent is a popular algorithm used in artificial neural networks to back-
propagate errors during the training of neural networks. It is one of the most commonly
used algorithms that minimizes error functions. The gradient descent starts an iterative
process with an initial set of parameters and iteratively moves towards a set of parameter
values that tend to find the local minima of an error function. Gradient descent is based
on the derivatives of gradients that can help reach the global minimum. However, note
that the gradient descent algorithm is extremely slow on very large networks and can
lead to vanishing gradient problems for large networks. For each iteration of the gradient
descent algorithm, a prediction of each instance in the training dataset is required. The
procedure could take a long time when dealing with millions of samples and a billion data
points per sample. Stochastic gradient descent differs significantly from gradient descent
because the coefficient update for the algorithm occurs only during the execution of the
training process. Note that the update procedure for the coefficient remains the same as
that of the gradient descent algorithm, except for the custom, which is summed for one
training sample instead of overall samples. This is the main difference between gradient
descent and stochastic gradient descent for classification [37]. The working of the stochastic
gradient descent algorithm in searching the solution space and converging to a solution is
shown schematically in Figure 7.

3.4. K-Fold Cross-Validation

The cross-validation approach is a resampling strategy for testing machine learning
models on a small dataset and estimating their efficacy. The technique of cross-validation is
used to determine the accuracy of an untested machine learning model, i.e., the test and
training data are continuously swapped in each iteration. The concept of swapping the
validation data continuously helps in evaluating how well the model learns the general
characteristics of the data. The procedure takes one input, k, which specifies how many
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subsets of the original data set are to be created. Accordingly, the process is sometimes re-
ferred to as k-fold cross-validation. For example, k = 10 denotes a “10-fold cross-validation,”
where k is the number of folds. The general mechanism of k-fold cross-validation is shown
schematically in Figure 8.

 
Figure 7. An illustration of how stochastic gradient descent works as an optimization strategy for
reaching global optima.

 
Figure 8. An illustration of how the data is divided into n folds during k-fold cross-validation.

3.5. Overall Methodology

In this study, we tested five different classifiers with no data balancing, the SMOTE,
oversampling, and undersampling strategies for removing bias from each class, if any.
We deployed a 70/30 split for training and test data. From the training data, we used a
stratified 10-fold validation scheme. Nine folds from the training data were used to train
the classifier, while the tenth fold of the training data was used to validate the training
progress. After the training was complete, the results were then verified on the processed
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and balanced test data. The overall process of 10-fold cross validation technique deployed
for training is shown in Figure 9.

 

Figure 9. The treatment of data and model training and validation in the current study, using 10-fold
cross-validation and different data balancing techniques with various classifiers.

3.6. Evaluation Metrics

Five metrics have been used in this study to gauge the results and compare different
methods. The metrics are calculated using the confusion matrix, where true positives
(TPs—number of malicious websites identified correctly as malicious by the classifier),
true negatives (TNs—number of benign website records identified correctly as benign
by the classifier), false positives (FPs—number of benign websites identified incorrectly
as malicious by the classifier), and false negatives (FNs—number of malicious websites
incorrectly as benign by the classifier) are used to calculate accuracy, precision, recall,
F1-score, and false positive rate (FPR) for each classifier.

3.6.1. Accuracy

Accuracy is the ratio of a correct prediction made by the classifier to the total prediction
made by the classifier:

Accuracy =
TP + TN

TP + FP + TN + FN
(1)

3.6.2. Precision

In precision, we consider the predictions made by our classifier as our baseline:

Precision =
TP

TP + FP
(2)
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3.6.3. Recall

Recall considers the truth as the baseline and is the ratio of true positives and the total
number of positives in the dataset:

Recall =
TP

TP + FN
(3)

3.6.4. F1-Score

F1-score is the harmonic mean of the precision and recall:

F1 − Score = 2 × Precision × Recall
Precision + Recall

(4)

3.6.5. False Positive Rate (FPR)

The false positive rate (FPR) is the ratio of false positives, and the total negatives
present in the dataset:

FPR =
FP

FP + TN
(5)

4. Results

This study compares the performance of various classifiers on the “Malicious Websites”
dataset to classify which websites are malicious and which are not. The performance of
different classifiers was measured using multiple evaluation metrics including accuracy,
precision, recall, F1 score, and false positive rate. Since the data was imbalanced, sev-
eral techniques such as random undersampling, random oversampling, and the SMOTE,
were applied to the data for balancing the number of samples for malicious and for be-
nign websites. The results of various classifiers were then computed on balanced and
imbalanced data.

4.1. Exploratory Data Analysis

The exploratory data analysis on the “Malicious Websites” dataset revealed some
interesting insights about the data. Correlation, which describes the relationship between
two or more variables, was utilized to determine the relevant features in the feature set that
influence the “Type” variable the most; for example, “APP BYTES” or “REMOTE APP”
appear to have little influence on the results since they have a low correlation with the
target column [38]. On the other hand, “NUMBER SPECIAL” and “URL LENGTH” appear
to have a huge influence on the malicious nature of the websites. The correlation plot for
each variable with the target variable “Type” is shown in Figure 10.

 
Figure 10. A figure displaying the correlation histogram between different input features and the
target “Type” variable.
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4.2. Confusion Matrix

The number of true positives, true negatives, false positives, and false negatives are an
important indicator of how good the method is performing in various evaluation metrics.
Although the ratio is shown via the accuracy, precision, or recall, the raw numbers are also
interesting to view. Table 3 displays the count of TPs, TNs, FPs, and FNs.

Table 3. Table displaying the number of true positives (TPs—malicious websites identified as
malicious), true negatives (TNs—benign websites identified as benign), false positives (FPs—benign
websites identified as malicious), and false negatives (FNs—malicious websites identified as benign
by the classifier).

Imbalanced Data SMOTE

Model Name TP FP FN TN TP FP FN TN

Decision Tree 440 20 23 51 396 36 21 486

Random Forest 454 6 25 49 407 25 7 500

SVC 460 0 74 0 281 151 277 230

Logistic Regression 449 0 50 24 454 6 74 0

Stochastic Gradient Decent 454 6 74 0 258 174 324 183

Random Under Sampling Random Over Sampling

Model Name TP FP FN TN TP FP FN TN

Decision Tree 66 5 9 50 420 20 0 499

Random Forest 67 4 10 49 428 12 0 499

SVC 30 41 12 47 122 318 66 433

Logistic Regression 48 23 6 53 287 153 42 457

Stochastic Gradient Decent 0 71 0 59 202 238 221 278

4.3. Accuracy

Among all the classifiers, random forest shows the highest accuracy, which is 0.97
when data was balanced after applying the oversampling technique. The accuracy scores
of different classifiers along with different methods for making the data to be balanced as
well as the imbalanced data are shown in Figure 11.

 
Figure 11. An illustration of performance comparison of different machine learning models on
various data balancing techniques using accuracy as the evaluation metric.
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4.4. Precision

The highest precision of 0.99 can be achieved by random forest when the oversampling
technique for making the data balance is applied. The results of another classifier on
different methods including imbalanced data, and data balancing techniques including
undersampling, oversampling, and the SMOTE are shown in Figure 12.

Figure 12. An illustration of performance comparison of different machine learning models on
various data balancing techniques using precision as the evaluation metric.

4.5. Recall

Among all of the models, random forest and decision tree give better recall, which
is 1 when data was balanced after applying the oversampling. The result of different
classifiers on imbalanced data, undersampling, oversampling, and the SMOTE are shown
in Figure 13.

 
Figure 13. An illustration of performance comparison of different machine learning models on
various data balancing techniques using recall as the evaluation metric.

4.6. F1-Score

The highest F1-score can be achieved from random forest when trained on balanced
data using the oversampling technique. While the F1-score results of other classifiers along
with imbalanced data, and balanced data using undersampling, oversampling, and the
SMOTE are mentioned in Figure 14.
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Figure 14. An illustration of performance comparison of different machine learning models on
various data balancing techniques using F1-score as the evaluation metric.

4.7. False Positive Rate (FPR)

The FPR is the likelihood of a false alarm being raised: that a positive result will
be returned when the true value is negative. So, a lower value of the FPR is always
preferred. The logistic regression gives the lowest false positive rate of 0.01 when trained
on the imbalanced dataset. However, random forest and stochastic gradient descent give
a second lowest false positive rate of 0.05. However, random forest also gives the lowest
false error rate of 0.05, when trained on the balanced dataset using the oversampling
technique. Figure 15 shows the performance of various classifiers based on the false
positive rate (FPR).

 

Figure 15. An illustration of performance comparison of different machine learning models on
various data balancing techniques using the false positive rate as the evaluation metric.

5. Discussion

This study tested multiple classifiers with a 70/30 training split and 10-fold cross
validation for validating the trained models. We first conducted exploratory data analysis
to estimate the best features and parameter settings for the machine learning classifiers
used in this study. This ensured that the most optimized set of parameters were deployed,
and the performance of the current methodology was optimized for the given data set.
Multiple machine learning classifiers were also used in this study.
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5.1. Using 10-Fold Cross Validation

Using a 10-fold cross-validation approach ensured that the training data and validation
data were continually mixed and re-used in training. Hence, the validation took place on the
whole data. The final training accuracy is the average accuracy across all validation samples.
However, a possible drawback is that the data used for validation is not completely unseen
and may not agree with the results when checked on completely unseen data, for example,
with the test data. Hence, typically separate test data is always required in the case of the
k-fold cross-validation method.

5.2. Using Multiple Data Balancing Techniques

We also tested multiple data balancing techniques to assure that the model does not
learn any bias towards a certain class. It also helped us verify the results of various data
balancing techniques for the malicious and benign website dataset. The data balancing
techniques play an essential role in identifying and removing bias, as otherwise a class
that has the greatest number of samples, may dominate the model training. If the model
learns best to classify just the majority class, it will by default perform better than a random
method, but does not have the ability to work for any other class. This means that the
results and performance will be heavily biased towards the majority class only. Hence, to
ensure a fair judgement of method performance, data balancing is necessary.

5.3. Evaluation with Multiple Evaluation Metrics

Using multiple evaluation metrics also ensures that the models were evaluated based
not only on performance in a specific criterion, but on the overall performance across
categories. It also reflected if a particular measure or a particular class affected the results.
For example, the accuracy is a measure that consists of ratio of correctly identified malicious
and non-malicious websites with the total number of websites. While accuracy alone is an
excellent measure of correct classification, note that if the number of malicious websites in
the dataset are too few, as compared to the number of benign websites, the accuracy will
be dependent on the performance in the negatives mainly. In such a case, a false positive
rate (FPR) is a true reflection of system performance. Therefore, we showed performance
of each classifier in all five parameters. Each evaluator indicates how the model performs
w.r.t. different performance criteria. As is apparent from Figures 11–15, random forest with
the SMOTE data balancing technique gives the best results across all five indicators.

5.4. Overall Prospects

Using a completely isolated test dataset, as well as utilizing k-fold cross-validation
and data balancing techniques, ensured that overfitting was avoided, and minimum bias
towards a specific class was introduced. The method achieved good training and testing
accuracy, where the testing accuracy was slightly lower than the training accuracy as
expected, since the test dataset is completely unseen for the model while it is somewhat
seen for the validation during the training phase.

6. Conclusions

Digital security is one of the paramount concerns in today’s digital world, where
billions of dollars are lost to digital theft every year. In that aspect, malicious websites are
the most common source of digital theft and accurate differentiation between malicious
and benign websites is desired. We have used several machine learning algorithms in this
study and measured the performance of each algorithm using several evaluation metrics
such as F1-score, precision, recall, accuracy, and false positive rate. The machine learning
algorithms demonstrated in this work included decision trees, random forest, the SVMs,
logistic regression, and stochastic gradient descent. The “Malicious Website” data used in
this study is imbalanced and heavily biased toward malicious websites. Therefore, several
data balancing techniques were also evaluated in this study to measure their effectiveness.
A 10-fold cross-validation technique was used during the training phase to remove any
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effects of poor sampling. Out of all the machine learning algorithms studied in this work,
and with all the data balancing techniques, random forest showed the best results when
trained on the dataset after balancing it using the random oversampling technique. It was
closely followed by random forest with a balanced dataset using the SMOTE technique.
In short, the study demonstrates that the performance of machine learning algorithms
is vastly influenced by the data and its properties, and random forest offers a significant
performance advantage when used with a balanced dataset.
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Abstract: Recommendation has become an inseparable component of many software applications,
such as e-commerce, social media and gaming platforms. Particularly in collaborative filtering-based
recommendation solutions, the preferences of other users are considered heavily. At this point, trust
among the users comes into the scene as an important concept to improve the recommendation
performance. Trust describes the nature and the strength of ties between individuals and hence
provides useful information to improve the recommendation accuracy, particularly against data
sparsity and cold start problems. The Trust notion helps alleviate the effect of these problems by
providing additional reliable relationships between the users. However, trust information, specifically
explicit trust, is not straightforward to collect and is only scarcely available. Therefore, implicit trust
models have been proposed to fill in the gap. The literature includes a variety of studies proposing
the use of trust for recommendation. In this work, two specific sub-problems are elaborated on: the
relationship between explicit and implicit trust scores, and the construction of a machine learning
model for explicit trust. For the first sub-problem, an implicit trust model is devised and the
compatibility of implicit trust scores with explicit scores is analyzed. For the second sub-problem, two
different explicit trust models are proposed: Explicit trust modeling through users’ rating behavior
and explicit trust modeling as a link prediction problem. The performances of the prediction models
are analyzed on a set of benchmark data sets. It is observed that explicit and implicit trust models
have different natures, and are to be used in a complementary way for recommendation. Another
important result is that the accuracy of the machine learning models for explicit trust is promising
and depends on the availability of data.

Keywords: trust modeling; implicit trust; explicit trust; recommendation; recommender systems;
supervised learning; one class classification

1. Introduction

Recommendation has become an indispensable part of software systems, particularly
e-commerce and online streaming applications such as Spotify (spotify.com) and Netflix
(netflix.com), alleviating the load of search for users in a vast item collection and positively
affecting the perception of the users about the applications through improved user experi-
ence [1]. Recommender systems process user history to generate recommendations. One
way of obtaining a user’ previous experience on an item is through explicit ratings. As an
alternative way, implicit rating indirectly provides information about the user’s opinion
on an item, based on activities of the user such as clicking, searching some keywords,
purchases, etc., and gives hints for the user’s intent and interest [2]. The Collaborative
Filtering (CF) method [3], being a popular recommendation technique, uses the similarity
between past preferences of users. However, CF suffers from well-known data sparsity and
cold start problems. In order to overcome the performance degrading due to such problems,
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recommender systems employ a variety of auxiliary information including product details
of the items, social network of users or external contextual information such as weather or
currency rate [4].

In social relationships, concepts such as trust and loyalty are important and useful to
describe and quantify the nature of the relationship between users [1]. Loyalty expresses
the strength of the tie between a user and an object or environment, whereas trust is merely
about the relationship between the users in an environment, such as a social network. In
recommendation methods, specifically in CF, these concepts provide valuable information
to improve recommendation performance, and hence it has been used within recommender
systems in the literature mostly to overcome the aforementioned issues of CF. Particularly,
trust information helps to reduce the data sparsity through enrichment with the ratings
of trusted neighbors. It is also useful against the cold start problem as the preferences of
trusted neighbors or trusted users, in general, can provide a basis for recommendation.

In trust-aware recommendation studies, two types of trust data are used: explicit and
implicit trust. Explicit trust is obtained through user feedback on other users. A well-known
example is Epinions (http://www.epinions.com/help/faq/?show=faq_wot, accessed on
3 August 2022), which is a website of product reviews. It uses a trust system such that
users can define their web of Trust, which is a set of reviewers whose reviews and ratings
are consistently found to be useful, and their block list, which includes reviewers that a
user consistently finds inaccurate or not useful (http://www.trustlet.org/epinions.html,
accessed on 3 August 2022). The data set crawled from The Epinions website, namely
epinions data set, has been popularly used as explicit trust data in various studies [5–8].
Explicit trust networks can be unsigned, including only positive trust links, or signed, where
both negative and positive trust links are available.

On the other hand, implicit trust provides information about the trust relationship
between users indirectly, generally through activities and behavior of users [5,9]. Since
explicit trust information is scarcely available, and it is mostly sparse, several studies focus
on generating implicit trust by using other data sources such as the rating data and social
connection of users [10]. For example, in [11], interest similarity is used for inferring trust
between two users, whereas in [9], trust propagation over a social network is employed for
constructing the trust network of a given user.

Research Questions. Trust information has been used in a variety of recommendation
studies both in explicit and implicit form and it has been shown that it improves recom-
mendation accuracy [9,12,13]. In this work, focusing on a different aspect of trust-aware
recommendation, the following two sub-problems of explicit and implicit trust are analyzed
in the recommendation setting:

• What is the relationship between explicit and implicit trust scores? Are they replaceable?
• Would it be possible to construct a machine learning model of the explicit trust in a

trust network feasibly?

The first one is about examining the compatibility between explicit and implicit trust
scores. For this analysis, an implicit trust model is devised, and by using this implicit trust
model, the matching between implicit and explicit trust scores is analyzed. This analysis is
crucial for understanding the nature of implicit and explicit trust and using them in either
a complementary way or as a replacement.

The second sub-problem is about constructing a machine learning model for explicit
trust in order to predict missing trust relationships in a trust network. In this way, the data
sparsity in explicit trust information can be reduced. There are two types of explicit trust
networks: an unsigned network with only positive links and a signed trust network with
negative and positive links. In an unsigned trust matrix, trust information is explicitly
expressed as 1 to denote trust. However, 0 as the trust value may indicate either a neutral
or unknown trust relationship. For this, two different explicit trust models are generated.
In the first model, users’ rating behavior is exploited for explicit trust modeling. A trust
graph is generated in the second approach, and the problem is specified as a link prediction
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problem. In the graph model, trust value 1 in the matrix denotes a link, whereas trust value
0 shows that there is no edge between the given nodes (i.e., users). It is aimed to predict the
missing trust relationships in the trust graph by constructing an explicit trust model. The
effect of augmenting the trust matrix through the proposed approach is analyzed through
trust-based recommendation methods in the literature.

Contributions. A preliminary version of the study is published in [14]. In this paper, the
study is extended both with more detailed explanations and discussions, and additional
machine learning models, algorithms and their analysis. For the explicit and implicit
trust model comparison part, the approach and analyses are described in more detail.
Similarly, in explicit trust modeling, descriptions of the proposed approaches are given with
additional explanations. As a new modeling approach in this paper, unsupervised machine
learning algorithms are applied for explicit trust modeling, and an outlier detection-based
model is developed based on Isolation Forest and One-Class Support Vector Machine
(SVM). Additionally, the explicit trust model is constructed by SVM in addition to Random
Forest and Naive Bayes classifier. For all the experiments, the results are further discussed
and elaborated on.

The contributions of this study can be summarized as follows:

• An implicit trust model is devised, which is adapted from the consistency model for
reputation scores of users in [15]. This model is used for compatibility analysis of
implicit and explicit scores.

• The implicit trust model generates a single score per user. In contrast, the available
explicit trust data sets inform about the trust relationship between two users. To
overcome this incompatibility, a mapping schema is proposed such that an explicit
trust score per user is generated by using the explicit trust graph.

• A supervised learning model is constructed for explicit trust score prediction by using
the ratings that users give to model explicit trust data. This method is used for both
signed and unsigned trust data.

• Another explicit trust score prediction model is constructed such that finding an
explicit trust between two users is considered an edge prediction problem and a super-
vised learning model is generated to predict unknown trust values. The effectiveness
of an augmented trust network is analyzed through recommendation performance.

Organization. The rest of the paper is organized as follows. In Section 2, related studies
in the literature are summarized. The methods proposed and employed in this study are
presented in Section 3. The experiments and results are presented in Section 4. Finally,
Section 5 concludes the paper with an overview and future work.

2. Literature Review

Trust-aware recommendation is a challenging research problem and there is a variety
of solutions that focus on the use of the trust information to improve the accuracy of
recommendations, particularly alleviating cold start and rating data sparsity problems.

As one of the initial trust-based studies, in [11], Htun and Tar consider trust as a solu-
tion to cold-start problems in recommender systems. To this aim, explicit trust ratings are
used for neighbor formation. Since reliable explicit trust data is rarely available, the authors
propose a method to derive implicit trust relationships based on the similarity of user
interests. Trust between users is measured according to the following similarity measures:
user interest similarity, resource item similarity, and interest similarity on resource items.
The resulting trust metric is incorporated into the recommender system. The performance
of the proposed approach is reported to outperform traditional CF.

In [16], Chen et al. propose a cold start recommendation method that integrates
the user model with trust and distrust for each new user. With the proposed approach,
trustworthy users can be identified by analyzing the web of trust of experienced users. In
the proposed method, a user model is constructed by using a clustering algorithm to group
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experienced users into clusters. Each cluster is formed with users that have similar item
preferences. A web of trust is constructed for each cluster and the PageRank algorithm
is used for finding experienced users in the cluster. The authors use distrust networks to
find unreliable users in a similar way. Following this, the most closely related cluster is
identified for a cold start new user to predict an unrated item’s possible rating. Previously
identified experienced users in the cluster are exploited to recommend new cold-start users.
Moreover, the proposed method identifies implicit trust links between users by exploiting
the given rating.

In another study [13], Guo et al. propose three factored similarity models that use social
trust based on implicit user feedback. The proposed trust-based recommendation approach
generates top-N item recommendations based on social trust relationships between users.
In [17], the authors develop another trust-based recommender that uses explicitly specified
social trust information for generating recommendations. The method merges the ratings
of a user’s trusted neighbors in order to find similar users.

In [12], Yang et al. propose TrustMF, a matrix factorization-based method that fuses
rating and trust information. TrustMF defines two models: the truster model which denotes
how others will affect user u’s preferences and the trustee model which denotes how user
u will affect others’ preferences. The main motivation for the use of truster and trustee
models is to link ratings and trust information.

In order to overcome accuracy issues due to cold start and data sparsity, in [9], Li et al.
propose an implicit trust recommendation approach (ITRA) that utilizes implicit user
information. The method generates a set of trusted neighbors of a given user by exploiting
the social network and trust diffusion features in a trust network. After finding the trust
neighbor set, trust values are determined by computing the shortest distance between a
user and inferred trusted neighbor.

In [18], Wang et al. introduce TeCF, a trust-enhanced collaborative filtering method
that integrates user-based, item-based, and trust-based techniques to predict unrated items.
The conducted experiments show that the proposed approach significantly reduces the
effects of data sparsity by making the rating matrix denser.

The trust model of the SSL-SVD method in [5] incorporates social trust (explicit trust)
and sparse trust (implicit trust) information to improve recommendation accuracy. In the
study, Hu et al. report that social trust is influenced by many social factors and has a limited
effect on improving the accuracy of recommendations.

In recent studies, neural network-based solutions are also employed in trust-aware
recommender systems. In [19], a trust network is used in order to determine reliable implicit
ratings of users. Once the rating profile of a user is augmented with such ratings, latent
features of users are derived by using a deep representation model. The recommendation
is generated based on the similarity of users through their latent feature representations.

As seen in the above-mentioned studies, the nature of trust information used in the
recommendation and how it is incorporated varies; however, it is reported that overall
the use of trust information has a positive effect on recommendation performance. In this
study, another aspect of the use of trust modeling in the recommendation is focused on.
The nature of implicit and explicit trust modeling and their compatibility are analyzed to
further increase this positive effect.

3. Proposed Methods for Trust Modeling and Comparison

In this section, the compatibility analysis of explicit and implicit trust models, and
generating explicit trust prediction models are described in detail. The symbols used in the
formulas are given in Table 1.
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Table 1. The list of symbols.

Notation Explanation

u User
r Rating
m Item
Ru Set of ratings by user u
rm Average rating of item m
ru Average of the ratings given by user u

rum The rating given by user u to item m
Ou Conformity of user u

Orum Conformity of rating r by user u for item m
Cu Consistency of user u
sm Standard deviation of ratings for item m

3.1. Compatibility Analysis of Explicit and Implicit Trust Models

In the literature, trust information is reported to improve the quality of recommenda-
tion accuracy [20]. However, explicit trust data is scarcely available. Therefore, there are
studies inferring implicit trust between the users and the trust value of a user from other
sources, such as the behavior of the user. However, the relationship between explicit and
implicit trust is not always clear and the number of studies focusing on such analysis is
limited [5]. Thus, in this work, it is investigated how compatible implicit and explicit trust
scores are. This analysis is crucial to be able to understand whether these two models have
an overlapping or complementary nature.

The overview of the proposed approach for the compatibility analysis is shown in
Figure 1. As the first step, the implicit trust score model is constructed using the rating data
of users, and implicit trust scores are generated for each user with this model. In parallel,
explicit trust scores are generated for each user based on explicit trust data. Finally, the
top-k elements of both lists are compared for the compatibility check.

Figure 1. Overview of the process of analyzing the compatibility of the implicit and explicit scores.
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3.1.1. Implicit Trust Model

Trust and reputation are important concepts in social network analysis, as in recom-
mendation. In [15], Oh and Kim introduce the mathematical models for activity, objectivity,
and consistency of social media users. These are used for calculating the reputation scores
of users.

In this work, the features presented in [15] are adapted for generating the implicit
trust scores of users (a similar adaptation of Oh and Kim’s features in [15] for calculation
of implicit trust scores for location-based social networks is also presented in [21]. In this
study, these mathematical models are adapted for rating data). In the proposed implicit
trust model, users with a high count of ratings (above a given threshold) are considered as
active users. The conformity of a rating, Orum , is a measure of whether a rating r by user
u on item m differs from the average rating on item m (denoted as rm). sm denotes the
standard deviation of the ratings on item m. Conformity of a given rating increases as Orum

approaches zero (Equation (1)).

Orum =| rum − rm

sm
| (1)

The conformity of user, Ou, is the average of ratings, Orum , by user u. As in the rating
conformity, as the value gets closer to zero, the conformity of the user is considered to be
higher (Equation (2)). Here, Ru denotes the number of ratings by user u.

Ou =
1

| Ru | ∑ Orum (2)

If the user u behaves similarly to other users in the system, it can be inferred that the
user’s behavior is consistent. The consistency of a user, Cu, is defined as the variation in
conformity of her/his own evaluations (Equation (3)). In the proposed approach, the Cu
score of a user u is used as the implicit trust score.

Cu =
1

| Ru | ∑
r∈Ru

(Or − Ou)
2 (3)

3.1.2. Construction of Explicit Trust Score per User

The implicit trust model generates a trust score per user. On the other hand, explicit
trust in the network is not a per-user score, it rather indicates the trust relationship between
two users. To provide compatibility between implicit and explicit trust models, a mapping
schema is defined that generates an explicit trust score per user from the explicit trust graph.

The proposed mapping schema is as follows: given a user in an unsigned trust network,
the number of incoming trust edges is determined as the explicit trust score per user. For
signed networks, the number of incoming edges with weight 1 denotes the trust score per
user. Similarly, the number of incoming edges with weight −1 is the distrust score of the
user. For example, for an unsigned trust network, if the node of usera has 10 incoming
edges, this denotes that 10 users trust this user. Then, the explicit trust score of usera is
set as 10.

As an alternative mapping schema, the well-known PageRank algorithm [22] is used.
In order to generate a trust score per user, the PageRank algorithm is applied to the trust
network. This scoring also gives the ranking of the users in the trust network, which is
used for comparison with implicit trust score ranking. Although there are several other
personalized node ranking algorithms proposed for signed networks in the literature [23],
in this study, the conventional PageRank algorithm is used for both unsigned and signed
trust networks.
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3.1.3. Comparison of Explicit and Implicit Trust Scores

After generating the implicit and explicit trust scores per user, a comparison schema
is applied to them. Each set of scores is sorted separately in descending order. The
compatibility of the implicit and explicit scores is analyzed as the overlapping of users on
top-k% items between the sorted implicit and explicit trust scores. The analysis results
conducted on three data sets are presented and discussed in Section 4.3.

3.2. Explicit Trust Modeling

The basic motivation for constructing a supervised explicit trust model is to be able
to estimate the unknown values in the explicit trust matrix and augment the trust graph,
thus increasing the accuracy of trust-based recommendation. Two different approaches are
proposed for explicit trust modeling. In the first one, explicit trust is modeled by using
rating behavior. In the second approach, an explicit trust network is created, and missing
links between users are aimed to be determined with link prediction.

3.2.1. Explicit Trust Modeling through Rating Behavior

The proposed approach aims to construct a supervised learning model to predict ex-
plicit trust scores by using rating information-based features. The explicit trust predictions
are used for augmenting the available explicit trust data. The overview of the proposed
approach is shown in Figure 2.

Figure 2. Overview of the process of explicit trust modeling through user’s rating behavior.

In this approach, the problem is considered a classification task. Therefore, a set of
features are generated for each explicit trust relationship by using the ratings given by
the users. While generating those features, the concepts of liked item and disliked item are
considered. The definition of these concepts is given in Equation (4). Here, rum denotes the
rating of the user u for item m, and ru denotes the average rating for user u.

isItemLiked =

{
True, if rum ≥ ru

False, otherwise
(4)

As reflected in the equation, an average rating score is created for each user by checking
the ratings given by the user. Then, the rating given to an item by the target user and the
average rating score of the user is compared. If the rating given to the item is greater than
or equal to the average rating score of the user, the item is considered to be a liked item,
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otherwise, it is considered as a disliked item. The procedure is described in Algorithm 1.
For instance, suppose a user gives the ratings of 1.0, 2.0, 5.0 to the movies a, b, and c,
respectively. Since the average rating of the user is 3.0, it is considered that the user disliked
movies a and b and liked the movie c.

Algorithm 1 Discovering Liked and Disliked Items for Each User

U: a set of users
R: a set of ratings
procedure DISCOVERLIKEDANDDISLIKEDITEMS(U, R)

Build Ru, a list of ratings given by each user u using U and R
for each user u in R do

Calculate average rating au for u
for each rating r in Ru do

if r ≥ au then
rated item is a liked item for user u

else
rated item is a disliked item for user u

end if
end for

end for
end procedure

Given two users, the target model aims to predict the nature of the trust between them.
Given two users, trustor and trustee, the features constructed over them for the supervised
learning model are as follows:

• The number of mutual rated items;
• The number of mutual liked items;
• The number of mutual disliked items;
• The average of the ratings given by the trustor;
• The number of the ratings given by the trustor;
• The average of the ratings given by the trustee;
• The number of the ratings given by the trustee.

For each user, separate lists are created for the rated items, liked items, and disliked
items. By scanning these lists, the intersection of rated, liked, and disliked items between
two users can be found easily.

The explicit trust value between two users is the class label in each trust relationship.
However, the value of the class label varies depending on whether the trust network is
signed or unsigned. Hence, the model construction follows two different mechanisms:

• For the signed trust network, the class labels are 1 and −1. In this case, the problem
can be considered a binary classification problem. For modeling signed explicit trust
data, SVM, Random Forest, and Naive Bayes classifier algorithms are used. These
supervised learning algorithms are preferred since they have been successfully applied
for prediction problems in a variety of domains.

• The class labels are slightly different for unsigned trust networks. Since there is no
distrust information in such data, every relationship in the network is expressed with
1. In this case, the problem is considered an outlier/novelty detection or a one-class
classification problem. Isolation Forest and One-class SVM algorithms are used for
modeling unsigned explicit trust data.

In both of the cases, new trust relationships are predicted with these models, and the
explicit trust network is updated with the predicted trust relationships. The effect of up-
dated/augmented trust networks is analyzed through various trust-based recommendation
algorithms. The related experiments are described in Section 4.4.
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3.2.2. Trust Prediction Modeling as a Link Prediction Problem

For explicit trust modeling, another approach is also devised such that the problem is
considered as an edge (link) prediction task on the directed trust network. More specifically,
a supervised learning model is built for the inference of explicit trust between users by using
features extracted from the trust network. The process is visualized in Figure 3.

In this classification task, the edges correspond to class labels. For unsigned trust
networks, an edge denotes a trust relationship, and it is represented with class label 1. The
rest of the (non-existing) edges in the graph are assumed to correspond to class label 0. For
signed trust networks, the setting has a slight difference such that the edges are labeled
(signed) as either 1 or −1, denoting trust or distrust, respectively.

Figure 3. Overview of the process of trust prediction modeling as a link prediction problem.

To determine a balanced set of training instances, links with 0 labels are randomly
included in as many as the number of trust links. On the unsigned trust graph, for each
edge, the following features are extracted:

• Jaccard similarity for destination (trustee) and source (trustor) nodes;
• Cosine similarity for destination and source nodes;
• Katz centrality for destination and source nodes;
• Adar Index [24] for destination and source nodes;
• Number of nodes that trust the source node;
• Number of nodes that trust the destination node;
• Number of nodes that the source node trusts;
• Number of nodes that the destination node trusts;
• Intersection of the nodes that trust source and destination nodes;
• Intersection of the nodes that both source and destination nodes trust;
• Trust back;
• The shortest trust path between nodes.

As given in the list, a total of 12 features are extracted from the trust graph. Among
the features given above, Adar Index is a measure to predict links in a network by using
the shared links between two nodes. Trust back is a binary field that denotes whether the
destination node trusts the source node back or not. For calculating the shortest trust
path between nodes, firstly, if they have been already connected, the link between them is
deleted. Then, the shortest path between the nodes is computed.

Before constructing the supervised learning model, feature elimination is applied by
using Extra-Trees Classifier [25] and Jaccard similarity, Cosine similarity, Katz centrality,
and Adar Index features are filtered out. As the supervised learning algorithms, Random
Forest Classifier and SVM Classifier are employed [25] to construct the explicit trust model.

4. Experiments

4.1. Data Sets and Experiment Environment

The experiments are conducted on MacOS Catalina, Intel(R) Core(TM) i5 CPU @1.4 GHz,
16 GB of RAM. The proposed methods are coded in Python programming language by using
scikit-learn [25], and RecQ [26] frameworks.

For the analysis, Epinions (Unsigned) [27], Epinions (Signed) [28], FilmTrust [29], and
Ciao [30] data sets are used. All of those data sets are frequently used for recommendation
systems analysis, specifically in trust-based systems. The statistical details about the data
sets are given in Table 2. FilmTrust is a platform that allows its users to evaluate the movies
they watch. Epinions is a social networking site where users can share their opinions about
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various products and express their trust network. Ciao is a product review and online
shopping portal that contains trust relationships between users.

Table 2. Statistics on the data sets.

# of Users # of Items # of Ratings

FilmTrust 1508 2071 35,497
Epinions (Unsigned) 75,888 29,000 681,213
Epinions (Signed) 132,492 755,760 13,668,320
Ciao 7375 105,114 284,086

4.2. Evaluation Metrics

In this study, the following metrics are used for measuring prediction performance.
Accuracy measures the proportion of correct predictions among the total number of

predictions (Equation (5)).

Accuracy =
True Positive + True Negative

All Predictions
(5)

Precision measures the number of positive class predictions that actually belong to the
positive class (Equation (6)).

Precision =
True Positive

True Positive + False Positive
(6)

Recall measures the number of positive class predictions made from all positive sam-
ples (Equation (7)).

Recall =
True Positive

True Positive + False Negative
(7)

F1-score provides a single score that balances both precision and recall as their harmonic
mean in one score (Equation (8)).

F1 = 2 ∗ Precision ∗ Recall
Precision + Recall

(8)

Outlier Ratio shows how many samples in the test data are determined as outliers
(Equation (9)).

Outlier Ratio =
Number O f Outliers

Number O f Test Samples
(9)

4.3. Implicit and Explicit Trust Models Compatibility Analysis Results

In explicit and implicit trust model comparison, the implicit trust scores are generated
as described in Section 3.1 in various configurations by filtering users according to the
number of activities. The users are filtered with respect to the number of ratings given and
the values 3, 5 and 10 are used as the minimum rating count threshold. As a result, two
rankings of users are obtained with respect to implicit and explicit trust scores, respectively,
and we measure how well the top k-percent elements match. In the experiments, 10 and
20 values are used as the k value. The results are given in Tables 3–5 on the data sets
FilmTrust, Epinions and Ciao, respectively.
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Table 3. Implicit vs. Explicit trust model comparison results (FilmTrust).

min. 3 Ratings min. 5 Ratings min. 10 Ratings

Recall@10% 0.003 0.003 0.004
Precision@10% 0.025 0.025 0.038
Recall@20% 0.023 0.023 0.027
Precision@20% 0.106 0.106 0.125

Table 4. Implicit vs. Explicit trust model comparison results (Epinions).

min. 3 Ratings min. 5 Ratings min. 10 Ratings

Recall@10% 0.000 0.000 0.000
Precision@10% 0.002 0.004 0.020
Recall@20% 0.000 0.000 0.001
Precision@20% 0.006 0.015 0.041

Table 5. Implicit vs. Explicit trust model comparison results (Ciao).

min. 3 Ratings min. 5 Ratings min. 10 Ratings

Recall@10% 0.006 0.006 0.008
Precision@10% 0.064 0.064 0.080
Recall@20% 0.035 0.035 0.042
Precision@20% 0.173 0.173 0.214

The same comparison is applied between the implicit trust scores and PageRank scores
on the explicit trust network. Similarly, the results are given in Tables 6–8 on the data sets
FilmTrust, Epinions and Ciao, respectively.

Table 6. Implicit vs. PageRank model comparison results (FilmTrust).

min. 3 Ratings min. 5 Ratings min. 10 Ratings

Recall@10% 0.003 0.005 0.006
Precision@10% 0.038 0.50 0.062
Recall@20% 0.025 0.024 0.027
Precision@20% 0.138 0.131 0.150

Table 7. Implicit vs. PageRank model comparison results (Epinions).

min. 3 Ratings min. 5 Ratings min. 10 Ratings

Recall@10% 0.000 0.000 0.001
Precision@10% 0.004 0.008 0.022
Recall@20% 0.000 0.000 0.001
Precision@20% 0.009 0.019 0.042

Table 8. Implicit vs. PageRank model comparison results (Ciao).

min. 3 Ratings min. 5 Ratings min. 10 Ratings

Recall@10% 0.006 0.006 0.007
Precision@10% 0.057 0.057 0.070
Recall@20% 0.035 0.035 0.040
Precision@20% 0.174 0.174 0.203
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In the analysis, precision and recall metrics are used for measuring the overlap between
the top elements of implicit and explicit trust score rankings, rather than any prediction
accuracy. In the measurement, the ranking of the explicit trust model is considered as the
basis and the results of implicit trust score results are compared against them to obtain
precision and recall values. As given in the tables, the low precision and recall scores
show that the matching between two rankings is very scarce. However, as the implicit
modeling is performed among more active users, it is seen that the precision and recall
scores in the amount of match between implicit and explicit scores slightly increase. For the
results of the proposed matching schema and the PageRank-based scoring, there are slight
differences in the matching scores; however, overall, both show very similar behavior. The
decrease, particularly in the recall value in the PageRank-based scoring, could be due to
the incompatibility between the network propagation nature of the PageRank algorithm
and the trust propagation behavior.

Overall, the low precision and recall scores show that explicit and implicit trust models
rank the users differently and hence they model different aspects of the trust relationship.
In [5], it is reported that the combination of explicit and implicit trust models increases the
accuracy of estimates compared to using them separately. In the same study, it is also noted
that the explicit trust relationship is also related to the social ties between users, so this
cannot be entirely determined only by ratings given by users. The results of our analyses
are compatible with the findings given in [5].

4.4. Explicit Trust Modeling Results
4.4.1. Explicit Trust Modeling through User’s Rating Behavior Results

Before creating the features to model the explicit trust data implicitly, data exploration
is performed to observe which features are needed to be created. Firstly, a signed trust
network is used to elaborate on the concepts of liked and disliked items, since there is no
distrust in the unsigned data set, the contrast here cannot be fully seen in the data. When
we examine Table 9, the values in positive and negative trust relationships are calculated
separately for each feature to be created.

Table 9. The Mean of the Generated Features (Signed Epinions).

Positive Trust Negative Trust

# of mutually rated items 98.807 61.179
# of mutually liked items 83.241 49.783
# of mutually disliked items 5.607 3.819
avg of the ratings given by the trustor 4.637 4.417
# of the ratings given by the trustor 1310.380 6482.471
avg of the ratings given by the trustee 4.605 4.367
# of the ratings given by the trustee 5947.152 2434.528

In this exploratory analysis, significant findings of users in positive trust and negative
trust relationships can be obtained. Users in a positive trust relationship rate more common
items on average than those in a negative relationship. In addition, the positive trust
relationship correlates with the number of common favorite items. Although the negative
trust items appear to be fewer than the positive trust items in the number of common
disliked items, after normalizing the value, the number of common disliked items is also
correlated with a negative trust relationship.

In addition, when Table 9 is checked, it is observed that the total number of ratings
given by users who give negative trust is higher than the total number of ratings given by
users who give positive trust. It can be interpreted that more active users, who give higher
ratings, are also more selective and evaluate other users accordingly.
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Similar data exploration is also applied to the unsigned data sets. The summary of the
analysis is shown in Table 10. According to the results, the number of commonly liked items
in trust relationships established in all three unsigned trust data sets is higher than that
of commonly disliked items. It shows that liked items and established trust relationships
correlate in unsigned trust data sets as well as in signed trust data sets.

Table 10. The Mean of the Generated Features (Unsigned Data Sets).

FilmTrust Epinions Ciao

# of mutually rated items 9.079 1.194 2.018
# of mutually liked items 3.287 0.481 0.761
# of mutually disliked items 1.818 0.292 0.397
avg of the ratings given by the trustor 3.033 4.064 4.174
# of the ratings given by the trustor 39.865 69.332 150.835
avg of the ratings given by the trustee 3.041 4.015 4.209
# of the ratings given by the trustee 38.670 108.083 83.771

The performance of the unsupervised model generated by the unsigned data set is
presented in Table 11. According to the results, the Isolation Forest model classifies most of
the randomly generated trust instances to be in the regular class, which does not reflect the
outlier (edge label 1) ratio in the data set. On the other hand, it is shown that the one-class
SVM model labels nearly 50% of the Epinions and Ciao data sets as outliers. Here, too, the
prediction accuracy is limited. Only FilmTrust data shows an outlier ratio close to expected.
This difference in the result could be due to the differences in the nature of the data sets.
As an example, Table 10 shows that the number of mutually rated items by users in the
FilmTrust data set is significantly higher. Considering that the FilmTrust data set is smaller
than the others, the unsupervised model can construct a model separating the outlier from
regular cases better.

Table 11. Outlier Ratio of the Unsigned Data Sets.

Isolation Forest One-Class SVM

FilmTrust 0.134 0.883
Epinions 0.098 0.512
Ciao 0.111 0.538

The outlier/novelty detection methods mentioned above are also applied to Epinions
data, a signed trust network. For both the Isolation Forest classifier and One-class SVM
classifier, predictions are obtained with the following models:

• The model trained with positive trust data and tested with positive instances;
• The model trained with positive trust data and tested with negative instances;
• The model trained with negative trust data and tested with negative instances;
• The model trained with negative trust data and tested with positive instances.

The aim of this analysis is to see how much positive and negative trust relationships
differ using the created features and outlier/novelty detection methods or whether positive
and negative trust relationships can be modeled consistently within themselves. Table 12
shows the results of the experiment. Based on the results here, one can say that the One-
class SVM model does not perform well in distinguishing negative and positive trust
relationships. On the other hand, the Isolation Forest model successfully models both
positive and negative trust data within itself. However, it does not perform the same
success level in distinguishing positive and negative trust. One reason could be that the
created features may not be fitting for the outlier/novelty detection method. In Table 9, it is
observed that although there are points where positive and negative trust differ, the users
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who have established these two relationships are also active users who have interacted
with each other.

Table 12. Outlier Ratio of the Signed Epinions Data Set.

Isolation
Forest

One-Class SVM

Trained with positive, tested with positive 0.076 0.495
Trained with negative, tested with negative 0.077 0.501
Trained with positive, tested with negative 0.267 0.679
Trained with negative, tested with positive 0.114 0.526

Besides unsupervised outlier/novelty detection methods, Signed Epinions data is
also modeled using multi-class classification algorithms. SVM, Random Forest, and Naive
Bayes classifiers are used for model construction. The data is partitioned as training and
test subsets with a ratio of 0.8 and 0.2. Table 13 shows the prediction performances of
the models. When these results are examined, multi-class classification methods give
more successful results than outlier/novelty detection methods. The reason is that both
negative and positive trust relationships are used in the training phase. In addition, it
can be seen that the Random Forest method gives the best results among these three
classification methods. This can be considered an expected result since the Random Forest
is a boosting-based method and it is reported to give successful prediction performance for
a variety of domains.

Table 13. The Performance of Supervised Learning Models (Signed Epinions).

Precision Recall F1-Score

SVM 0.780 0.743 0.747
Random Forest 0.873 0.865 0.868
Naive Bayes 0.744 0.723 0.726

In the next analysis, a trust network augmented with a multi-class classification
model’s predictions is used within trust-aware recommendation. The trust-aware recom-
mendation algorithms used in the experiments are as follows:

• SBPR [31] is a ranking-based model that exploits social connections between users to
build better prediction models. The model is based on the idea that users tend to give
higher rankings to items that their connections prefer.

• SREE [32] is a social recommendation approach based on Euclidean Space. The idea
behind this algorithm is to place users and items in a unified Euclidean space where
users are close to both the items they want and their social friends.

• TBPR [33] classifies strong and weak ties in a social network and learns latent fea-
ture vectors for all users and items. It is an extension of the Bayesian Personalized
Ranking model.

In the experiments, users who rate at least one mutual item are selected while choosing
new trust relationships to be predicted. The results are given in Table 14. Precision and recall
values are calculated by considering the top-10 item rankings in each recommendation
algorithm. Judging by the results, performance gains have been observed in almost every
case where augmented trust data is used. It can be said that the trust inference method is
effective for improving recommendation accuracy.
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Table 14. The effect of Modeled Explicit Trust Inference with SBPR, SREE and TBPR algorithms
(Signed Epinions).

w/o Trust Inference With Trust Inference

Precision Recall Precision Recall

SBPR [31] 0.005 0.016 0.009 0.027

SREE [32] 0.002 0.002 0.003 0.001

TBPR [33] 0.001 0.004 0.002 0.008

4.4.2. Trust Prediction Modeling as a Link Prediction Problem Results

In explicit trust modeling analysis, the basic idea is to construct a trust prediction
model and to reduce data sparsity by filling in the trust matrix by using the predictions
of the explicit trust model. In other words, a prediction is generated for the edge weights,
which are 0 in the original network. The accuracy performances of the models generated
with Random Forest and SVM classifiers for explicit trust prediction are given in Tables 15
and 16, respectively.

According to the results, the proposed explicit trust models can predict trust classes
at a satisfactory rate, and an augmented matrix can be created effectively by inferring
unknown trust links between users with the proposed modeling technique. It is also
observed that the highest prediction accuracy is obtained on the Ciao data set, whereas
the performance of the prediction on the unsigned Epinions data set is better than those
on FilmTrust. FilmTrust is comparatively small in size, and hence the amount of trust
information captured in the data is also comparatively limited. This possibly negatively
affects the performance of the constructed prediction models. Moreover, according to the
results, the Random Forest classifier performs better than the SVM method. For this reason,
the output of the Random Forest model is used when creating the augmented trust network
in the following experiment. Random Forest, being a boosting-based classifier, has been
shown to be successful for a variety of prediction problems in the literature. Therefore, our
observations are also in line with the literature in general.

Table 15. Accuracy results for explicit trust prediction (Random Forest).

Data Sets Accuracy Precision Recall F1-Score

FilmTrust 0.675 0.952 0.639 0.765
Epinions 0.930 0.979 0.879 0.926
Ciao 0.940 0.969 0.904 0.935

Table 16. Accuracy results for explicit trust prediction (SVM).

Data Sets Accuracy Precision Recall F1-Score

FilmTrust 0.819 0.891 0.728 0.801
Epinions 0.961 0.870 0.916 0.892
Ciao 0.901 0.955 0.843 0.895

To analyze the effect of explicit trust inference, the performance of the augmented trust
matrix is compared against the original one by using a set of trust-based recommendation
algorithms, SBPR, SREE, and TBPR on FilmTrust, unsigned Epinions, and Ciao data sets,
given in Tables 17–19, respectively. The results indicate a minor increase in the recommen-
dation performance with the inclusion of explicit trust inference. This result may be due to
the fact that the trust values to be predicted do not have a significant change. Hence, the
results hint at the possibility for improvement by carefully selecting the trust relationships
to be predicted and updated.
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Table 17. The effect of Explicit Trust Inference on Recommendation with SBPR, SREE and TBPR
algorithms (FilmTrust).

w/o Trust Inference With Trust Inference

Precision Recall Precision Recall

SBPR [31] 0.301 0.537 0.303 0.549

SREE [32] 0.310 0.402 0.306 0.397

TBPR [33] 0.294 0.472 0.287 0.471

Table 18. The effect of Explicit Trust Inference on Recommendation with SBPR, SREE and TBPR
algorithms (Epinions).

w/o Trust Inference With Trust Inference

Precision Recall Precision Recall

SBPR [31] 0.007 0.017 0.008 0.018

SREE [32] 0.007 0.013 0.007 0.013

TBPR [33] 0.001 0.003 0.002 0.004

Table 19. The effect of Explicit Trust Inference on Recommendation with SBPR, SREE and TBPR
algorithms (Ciao).

w/o Trust Inference With Trust Inference

Precision Recall Precision Recall

SBPR [31] 0.015 0.022 0.016 0.023

SREE [32] 0.004 0.003 0.005 0.004

TBPR [33] 0.003 0.004 0.004 0.005

5. Conclusions

In this work, trust modeling within the recommendation context is studied. More
specifically, two sub-problems are focused on: (1) inferring the implicit trust information
by examining the past user behaviors and analyzing the compatibility of implicit and
explicit trust scores; (2) building an explicit trust model and predicting the missing explicit
trust information.

For the first sub-problem, an implicit trust model is created. The implicit trust informa-
tion is inferred by defining notions of conformity and consistency. After extracting implicit
trust scores, the compatibility of implicit and explicit trust values is analyzed. The analysis
of the approach reveals that there is no clear correlation between the implicit and explicit
scores. The conducted experiments analyze how well the implicit and explicit scores match
at the top-20% and top-10% of the trust scores. Under varying parameters, precision and
recall scores are generally below 0.1. In addition, when the compatibility analysis is per-
formed among more active users, it is seen that the precision increases above 0.1. The
results hint at the effect of social ties in the trust relationship, and hence the implicit trust
model cannot replace explicit trust but is merely helpful as complementary information.

For the second sub-problem, two different explicit models exhibit two different ap-
proaches. In the first approach, explicit trust is modeled by generating a set of new features
containing liked and disliked items. While creating these features, users’ rating behavior is
used. Here, separate experiments are performed for signed and unsigned trust networks.
Expected performance could not be achieved in models created with one-class classification.
However, in the experiments conducted with the augmented trust data created with the
multi-class classification model, the precision and recall values in the SBPR and TBPR
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algorithms are boosted approximately twice. Here, it is seen that trust-based recommen-
dation accuracy can be increased by modeling the ratings and explicit trust given by the
users together.

For explicit trust score prediction, another solution is devised using the trust network
itself. After generating the augmented trust network with this method, the effect of the
augmented network is analyzed using various trust-based algorithms. The results show
that the augmented trust matrix leads to improvement in performance, but the effect is
not very high. This can be due to the fact that the trust values to be predicted are selected
randomly, and the predictions do not significantly change the edge labels. Hence, with a
more detailed mechanism for selecting the unknown trust relationships to be predicted, the
performance could be further improved.

The proposed analysis on trust modeling for recommendation can be extended in a
variety of directions. As one of the future dimensions, the proposed explicit trust model
created by using rating behavior can be modified to be used for recommendation envi-
ronments without any explicit trust data. Since the trust data is generally only scarcely
available, such a solution widens the applicability of trust-based recommendation. In
another future study, hybrid machine learning models and deep learning methods can be
investigated to construct explicit trust models. The number of available data sets incurs
a limitation, particularly for data-hungry deep learning-based solutions. At this point,
mechanisms to incentive explicit trust in social network environments will be helpful to
increase the amount of publicly available explicit trust data. Similar mechanisms have been
employed in e-commerce platforms to express the reliability of e-stores. These mechanisms
can be adapted and extended to social networks.

Another future work direction is conducting studies to detect and prevent attacks that
can manipulate trust-based systems and affect users’ trust scores. Additionally, generating
different implicit trust models and elaborating on their compatibility with explicit trust
scores can be further studied. Another interesting direction could be developing an implicit
trust model that produces a distrust score as well as trust value.
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Abstract: Adult referrals to specialist autism spectrum disorder diagnostic services have increased
in recent years, placing strain on existing services and illustrating the need for the development of
a reliable screening tool, in order to identify and prioritize patients most likely to receive an ASD
diagnosis. In this work a detailed overview of existing approaches is presented and a data driven
analysis using machine learning is applied on a dataset of adult autism cases consisting of 192 cases.
Our results show initial promise, achieving total positive rate (i.e., correctly classified instances to
all instances ratio) up to 88.5%, but also point to limitations of currently available data, opening up
avenues for further research. The main direction of this research is the development of a novel autism
screening tool for adults (ASTA) also introduced in this work and preliminary results indicate the
ASTA is suitable for use as a screening tool for adult populations in clinical settings.

Keywords: machine learning; autism diagnosis; decision support

1. Introduction

Autism spectrum disorder (ASD) is a neurodevelopmental condition characterized
by a pervasive impairment in reciprocal social interaction and communication, alongside
restricted interests and repetitive behaviors [1,2]. Thus far, no biological markers are evident.
It is estimated to affect 9.8 per 1000 adults in England [3]. ASD is usually diagnosed in
childhood; however, it is recognized as a lifelong condition [4–8]. In recent years there
has been a marked increase in the number of adults referred for autism assessment [9],
consequently placing greater demands on health services. Because of this pressure, the
time for diagnosis is lengthy with one report finding 29% of adults with autism and 46% of
those with Asperger’s disorder did not receive a diagnosis until adulthood [10].

NICE (National Institute for Health and Care Excellence, UK) guidelines recommend
diagnosis of ASD in adulthood is reached on a consensus of expert opinion made by obser-
vations from a variety of assessments, including detailed history taking, current behavioral
factors, and cognitive abilities [11]. This means that ASD diagnosis is expensive in time and
resources; typically, assessments are lengthy, and subjective. Observations undertaken by
multidisciplinary teams should be usual diagnostic procedure [12], which are comprised of
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evaluation of current functioning and behaviors, together with a detailed history taking [13].
This process can be complex as the ASD phenotype presents with a range of severities,
language ability, and intellects [11]. Furthermore, pertinent to adult ASD populations, is-
sues may occur due to (1) difficulties acquiring an accurate early history; (2) differentiating
autistic symptoms from learned behavior or compensation strategies; and (3) differentiat-
ing from other conditions, or mental health disorders, specifically schizophrenia [14,15].
These factors may lead to misdiagnosis [12,14–23]. Diagnosing autism is resource intensive
because of the quantity of information which is required, ideally from a variety of sources.
If information from a caregiver is not available, it can be a challenge to obtain an accurate
account of the neurodevelopmental period, as self-insight from the service user may be
inaccurate [17,18].

There is a necessity to relieve the pressures on specialist diagnostic services by screen-
ing waiting lists to identify and prioritize referrals that are at a greater probability of
receiving an autism diagnosis [24]. Employing screening tools can facilitate a timely and
economical approach for specialist services if they can identify patients who are more likely
to have autism, using a standardized method [24].

Whilst a varied collection of ASD screening measures is available for both developmen-
tal and adulthood populations, for ASD in adulthood, the most generally used screening
measures for ASD is the autism questionnaire presented in [25], which forms the basis
of the analysis in the first part of this work. The objective of this part of the work is to
apply machine learning for analyzing autism questionnaire results and investigating the
components of the assessment, in relation to diagnostic outcome in a clinical setting. In
turn, analysis results can over insights for decision support for autism diagnosis. This
is followed by the introduction of novel assessments tools: the first is completed by the
clinician and the second is completed by the patient.

The remainder of this paper is organized as follows. Background and related work
are presented in Section 2. Assessment data and analysis over current data is presented in
Section 3. Novel screening tools are presented in Section 4 and conclusions and directions
of future work are presented in Section 5.

2. Background and Related Work

Numerous screening tools are available for quantifying childhood and adulthood
ASD [26–32], yet issues of validity are apparent. Recommended clinical screening measures
for quantifying ASD in adulthood include the autism-spectrum quotient (AQ) [33] the
Ritvo Autism and Asperger Diagnostic Scale-Revised (RAADS-R) [9,13,34]. The AQ was
developed to quantify high functioning autism (HFA) and Asperger’s syndrome (AS) in
adult populations. It serves as a standardized measure which can aid clinicians to identify
patients that would benefit from a full ASD assessment [25]. Generally, the AQ boasts
high sensitivity and specificity [25,33–36]. However, clinically the AQ has shown to be
problematic [37–40].

In a clinical sample of 132 patients referred for clinical diagnostic assessment, Kenny
and Stansfield [37] reported no difference in scores on the AQ, regardless of ASD/non-ASD
diagnosis after full assessment. More recently, Adamou et al. [39] explored the predictive
efficacy of the AQ compared to final diagnostic formulation by an expert multidisciplinary
team, in a sample of adults referred to a specialist diagnostic service. The AQ measured
74% sensitivity and 30.3% specificity, respectively. No significant association between
scores on the AQ and diagnostic outcome was evident. Similar levels of sensitivity (77%)
and specificity (29%) have been reported by Ashwood et al. [40] in an ASD sample of
476 patients. In a study which explored AQ scores in adults diagnosed with ASD with
average and below average intelligence, only 17% of the sample scored above the diagnostic
cutoff of the AQ which again indicates a significantly lower sensitivity than in the original
study [41]. Furthermore, AQ scores have failed to correlate with other popular measures of
ASD, such as the Autism Diagnostic Interview-Revised or Vineland scores [41].
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In studies employing control samples, the AQ has shown discriminative ability be-
tween ASD profiles and neurotypical profiles [32,36,42–46], yet it remains uncertain as
to how well the AQ performs in those who do not have a clinical diagnosis of ASD, but
display ASD traits [46]. In a systematic review of screening tools for ASD populations it was
concluded that even though the AQ is commonly utilized in clinics, it is considerably under
researched, therefore no recommendations on its use could be put forth by the review [47].

Validation issues are also evident for different measures of ASD that are often used
in clinics [48]. The Ritvo Autism Asperger’s Diagnostic Scale-Revised (RAADS-R) was
developed for adults, based on the ICD-10 and DSM-5 diagnostic criteria. It covers four
areas of neurodevelopment (language, sensory motor, circumscribed interest, and social
cognition). The RAADS assessment has a reported sensitivity of 97% and specificity of
100% [49,50]. However other studies have questioned its validity.

In a recent study, Jones et al. [51] found RAADS failed to differentiate between
ASD/non-ASD patients after full clinical assessment. Levels of false positives were high,
with the assessment only having a 3.03% chance of detecting the absence of ASD in the
sample. Other studies have found the assessment (including RAADS-14 [52]) is likely to
result in high levels of false positives [34], is unable to differentiate between ASD/non-ASD
groups [53], and has significantly reduced specificity in psychiatric control groups [54].
Due to the high levels of false positives, it has been recommended the cut-off threshold
score is too low to be clinically valuable [55], and that the assessment fails to cover a full
range of behavioral issues, particularly those relevant to milder forms of ASD [56].

The concept of concurrent validity is appropriate here. The RAADS-R has shown a
strong positive correlation with AQ scores [52,57] and with validity issues surrounding
the AQ [37,39,40], this is problematic for both assessments. It is important to note that a
potential justification for the low levels of specificity reported in these studies may be due
to the high levels of comorbidity demonstrated in ASD profiles [6,58–63]. For instance,
anxiety and depression, may imitate particular ASD symptoms [40,64] thereby leading
to false positives. However, until these issues are fully resolved, such assessments are
not reliable gauges of which patients should receive full ASD assessment as priority [65].
Notice also that extensive work has been done on ASD diagnosis for children using machine
learning [66–70], but adult ASD diagnosis, which is the topic of this work, is a much less
studied topic.

3. Data Analysis Using Machine Learning

The dataset used in the machine learning based analysis initially presented in [71]
consists of autism assessment results for 192 patients, from Adult ADHD and Autism
Service, South West Yorkshire Partnership NHS Foundation Trust, in the South and West
Yorkshire geographical area, between 2017 and 2018. The Adult ADHD and Autism Service
is a specialist Service in diagnosing ADHD and autism in adulthood. Patients are referred
to the service by health care professionals, whom deem it appropriate based on patient’s
history and current difficulties. Inclusion criteria dictated that participants were over the
age of 18 years (no cut of), had a good comprehension of the English language, and IQ
within normal range. The assessment is designed to identify adults who may benefit from
a full diagnostic assessment for autism spectrum disorder.

The assessment procedure adopts the procedure proposed in [25] and consists of
two parts. The first part consists of a test that the examined individual completes based
on AAA AQ and AAA EQ parts (the RAADS AQ, EQ, RQ questionnaires presented in
Section 2). The second part (AAA RQ score) is the result of answers of persons familiar
with the examined individual, typically close relatives. Related to the diagnosis are social
aspects, communication, imagination and obsessions of the examined individual (these
are features CLASS SOCIAL, CLASS OBSESSIONS, CLASS COMMUNICATION and
CLASS IMAGINATION) and they are defined from responses to AAA AQ, EQ and RQ and
clinician’s input. These parts of the AAA examination in turn are the Autism-Spectrum
Quotient (AQ) score [33] and the Empathy Quotient (EQ) score [25], in addition to Relatives
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Quotient (RQ). Given the AAA AQ, AAA EQ and AAA RQ responses clinicians confirm
answers (Yes = 1), which count towards CLASS classification. Thus, CLASS classification
is a function of AAA responses and clinician’s assessment. The last feature of the dataset
is the diagnostic outcome which is a binary categorical feature that the machine learning
model has to predict. Overall, the dataset is unbalanced with 28 out of 192 examined
patients (14.58%) being diagnosed with autism after a full assessment is completed. Thus,
in total the dataset consists of seven numerical input features (three consisting solely of
questionnaire’s results and four based on questionnaire’s results and clinician’s input) and
an output categorical feature.

The objective of data analysis is to create a model for predicting the diagnostic outcome
given the AAA test data [25] as input. Specifically, the input data are AAA test results
consisting of AAA AQ, AAA EQ and AAA RQ scores. The AAA AQ has numerical
values ranging from 4 to 50 with a mean 34.74 and a standard deviation 8.47, for EQ the
corresponding values are 0, 80, 19.99 and 11.38 and for RQ the values are 0, 31, 18.21 and
6.31. In addition, the input data include the features CLASS SOCIAL, CLASS OBSESSIONS,
CLASS COMMUNICATION and CLASS IMAGINATION derived from AAA test responses
as defined in [34]. The CLASS SOCIAL values range from min = 0 to max = 11 with mean
value 2.39 and standard deviation 1.46, for the CLASS OBSESSIONS the corresponding
values are 0, 9, 2.30 and 1.22, for CLASS COMMUNICATION values are 0, 5, 2.17 and
1.32 and for CLASS IMAGINATION min, max, mean and standard deviation values are
0, 4, 1.05 and 0.87. The dataset consists of exam results of 192 individuals, with 85.24% of
diagnostic outcomes being negative. In this work, various classification methods have been
used for the analysis.

3.1. Analysis Using Weka

The first part of the analysis consisted of the application of six machine learning
algorithms using Weka [72] over the dataset as presented in [71]. Three of the algorithms
are non-interpretable and three are interpretable. The non-interpretable algorithms are
multilayer perceptron (the neural network implementation in Weka), SMO (sequential
minimal optimization algorithm for training a support vector classifier) and random forest.
The interpretable algorithms are the decision tree (J48), logistic regression and semantic
artificial neural networks (SANN) [73]. SANN is a variant of neural networks with labeled
hidden layer nodes which can be interpreted as logistic regression over each layer given
the previous one. In all experiments, pre-processing has been applied by replacing missing
values with the average value, while performance estimation and model selection was
based on 10-fold cross validation.

The results of experiments using the non-interpretable classification algorithms of
Weka and the default hyperparameters are presented in Table 1 (optimal values as marked in
bold). Although Table 1 presents some basic results using the non-interpretable algorithms,
the imbalance of the dataset and the relative importance of the different diagnostic outcomes
and corresponding consequences make the overall precision of algorithms one—but not
the only—factor to take into account in the analysis. Thus, a detailed examination is
required in order to assess the true usability of a data driven analysis in the decision
process. Specifically, the cost of error varies given its type, typically it is a more serious
error to predict a negative diagnostic outcome when it is actually positive resulting in the
patient not receiving the needed treatment, compared to predicting a positive diagnosis
when in fact it is negative with the cost being that of that of conducting a full assessment
that eventually leads to a negative diagnosis. This observation in turn changes the use of a
machine learning model in practice.

Typically, when each class is considered equally important and having similar costs
for all types of errors a classifier selects the class having the higher probability. However,
when classes have different importance and also different costs in case of classification
errors, then the selection threshold of an algorithm must be adjusted accordingly. Data
driven analysis may help making such policies more accurate and efficient. In practice,
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up to a certain degree, it is better to make an additional assessment of positive diagnosis
to the patient rather than to select a negative diagnostic outcome (which could actually
be positive).

Table 1. Classification results using non interpretable algorithms of Weka.

Model Total Positive Rate ROC Area

Multilayer Perceptron 0.885 0.805
SMO 0.854 0.500

Random Forest 0.859 0.870

After taking the above observations into account the detailed results for each algorithm
are the following: SMO actually assigns all instances as having negative diagnostic outcome
where the total positive rate is 0.854 (percentage of instances with negative diagnostic
outcome) and the receiver operating characteristic (ROC) curve (or area under the curve—
AUC) is 0.500, corresponding to a random classification, thus this model cannot be used in
practice. Random forest achieved better results with total positive rate 0.859 and the ROC
curve is 0.870. In this case, the classifier can be useful in practice. For example, given a
policy that assigns much higher cost to a false negative error than to a false positive, the
diagnostic outcome can be classified as positive even if the probability is low, in order to
avoid false negative errors. Subsequently, if an assessment result is positive even if the
probability of such outcome is according to classifier just 1% then all 28 positive cases will
be classified correctly and so are 47 of the negative ones, with the cost of having to provide
full assessment in the 117 remaining negative cases. Thus, the classifier can be used for
making a decision for filtering out some cases, but also providing full assessment to all
cases that have a positive diagnosis. By increasing the threshold to 2% the classification is
correct for 26 out of the 28 positive cases and 69 out of the 164 negative cases (95 negative
cases will still have full assessment). Thus, reduction of false positives is combined with
increase of false negatives and the relative cost of errors is used for defining the proper
threshold and decision policy rather than the threshold value that maximizes classification
accuracy, that is reported in Table 1. In case of multilayer perceptron (neural network),
the total positive rate is 0.885 and the ROC curve is 0.805, thus offering the possibility of
implementing a selection policy minimizing the cost of errors, but without creating an
interpretable model.

Even though non-interpretable algorithms can assist in decision making by producing
models that can predict the probability (given the results of an assessment) of a specific di-
agnostic outcome, thus facilitating the definition of a decision policy given the relative costs
of errors, interpretability of the prediction model is often an important issue. Compliance to
legal requirements and regulations means that specific rules have been taken into account
when applying an AI-based system and this in turn means that the system’s functionality
is transparent and interpretable. A proposed approach is to employ interpretable machine
learning algorithms, such as logistic regression and decision trees [74]. These algorithms
are often efficient but do not always perform as non-interpretable ones, such as support
vector machines (SVM) and neural networks.

In the case of neural networks, using existing knowledge for building neural networks
was first proposed in [75] and further developed in [76], introducing the knowledge-
based artificial neural networks (KBANN). These networks are constructed based on
knowledge represented using logic rules, and in [73] a variant of KBANN called semantic
artificial neural networks (SANNs) is proposed. SANNs are neural networks with labeled
hidden layer nodes as KBANNs, but the construction of such neural networks is based
on knowledge graphs rather than rules. In this work the interpretable algorithms applied
to the autism assessment dataset are: logistic regression, J48 decision tree and SANN.
The SANN is constructed by introducing to the hidden layer nodes representing the
AAA score (combining AAA AQ, AAA EQ and AAA RQ scores) and the CLASS score
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(combining the CLASS SOCIAL, CLASS OBSESSIONS, CLASS COMMUNICATION and
CLASS IMAGINATION scores). The resulting network is presented in Figure 1.

Figure 1. Semantic artificial neural network for classification on the autism dataset.

The results using the interpretable algorithms of Weka are presented in Table 2 (optimal
values as marked in bold). In medical diagnosis, interpreting the models is significant for
decision making, thus we choose to present the two categories of algorithms separately,
since in case that interpretability is not an option but a strict requirement then only the
corresponding algorithms can be used. Decision tree (J48) achieved a total positive rate of
0.870 and ROC curve of 0.775.

Table 2. Classification results using interpretable algorithms of Weka.

Model Total Positive Rate ROC Area

Logistic Regression 0.844 0.814
Decision Tree (J48) 0.870 0.775

SANN 0.875 0.870

In the case of logistic regression, the coefficients for predicting a negative diagnosis
result are AAA AQ: 0.0381, AAA EQ: −0.0064, AAA RQ: −0.1282, CLASS SOCIAL: −0.585,
CLASS OBSESSIONS: −0.2791, CLASS COMMUNICATION: −0.371, CLASS IMAGINA-
TION: −0.6105 and Intercept: 7.344. These coefficients indicate factors correlated positively
or negatively with negative diagnosis and the degree of this correlation (with CLASS
features and AAA RQ having more weight).

The third algorithm, SANN, (using the network of Figure 1) achieved a total positive
rate of 0.875 and ROC curve of 0.870, outperforming the other two interpretable algorithms.
There are two hidden layer nodes in the SANN, the AAA Score node representing the
cumulative AAA score and CLASS Score node representing cumulative CLASS score. The
output node representing negative diagnostic output has weights of 3.21 at input from
the AAA Score node and 4.84 at input from CLASS Score node, while the corresponding
weights at positive diagnostic outcome node are −3.21 and −4.48, respectively. Thus, the
positive diagnostic outcome has lower probability when cumulative AAA and CLASS
scores are higher. The AAA Score in turn has weights of 5.07 from AAA AQ input,
−10.10 from AAA EQ and −12.39 from AAA RQ indicating that overall the higher the
AAA AQ the lower the probability of a positive diagnosis and that lower AAA EQ and
AAA RQ scores increase the probability of positive diagnostic outcome. Furthermore, AAA
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EQ and AAA RQ scores have more weight than AAA AQ. The corresponding weights for
the cumulative CLASS Score are for CLASS SOCIAL: −12.70, CLASS OBSESSIONS: −3.24,
CLASS COMMUNICATION: −3.81 and CLASS IMAGINATION: −2.81 indicating that
lower CLASS scores increase probability of positive diagnostic outcome.

Depending on the relative cost of classification errors, by setting a low threshold for
accepting a positive diagnosis, the created model can be used to filter out cases which
have a negative diagnostic outcome with very high probability. For example, when setting
a threshold for classifying a case as positive to 1% then 26 out of 28 positive cases are
classified correctly and so are 86 out of 164 negative cases (thus a full assessment is applied
for 78 negative cases). Thus, practically more than half of negative cases can be exempted
from further examination while keeping almost all of positive cases. This is actually similar
to the clinical assessment practice. For example, in this dataset, out of the 192 cases, 28
are positive and 164 are negative. In the screening process, 125 cases went through full
assessment and 67 did not. Finally, of these 125 cases, 26 were positive and 99 were
negative. Out of the 67 cases, not further assessed, 65 were negative and 2 were positive.
Thus, the policy adopted in clinical practice corresponds to that of applying a low threshold
classifier, minimizing false negatives for the positive diagnosis class. Notice that, although
SANN achieved high performance and is interpretable, a disadvantage of this method is
that the construction of network topology must be done manually, thus this algorithm is
incompatible with a fully automated data analysis process.

3.2. Analysis Using JADBio

Even though tools such as Weka can be used whether interpretability is required
or not, when using a tool such as Weka there are two disadvantages; first the user must
be familiar with machine learning which is not always the case in an environment such
as the medical domain and second the analyst must apply various algorithms and also
has to tune their hyperparameters in order to achieve optimal results. Overall, this is a
time-consuming process, and in addition to this it is also uncertain, especially in the case
of a large search space for hyperparameter’s values, with respect to the optimal selection
of hyperparameters. This is the reason why systems automating machine learning are
very important for wide scale adoption of machine learning for data analysis and decision
support in the medical domain.

In this work, in addition to the analysis done manually using Weka, the automated
analysis tool called JADBio [77] was used as well as in [71]. By using JADBio, users sim-
ply upload their data and provide their preferences, subsequently the system selects the
optimal model. In an application domain such as medical diagnosis where expertise on
machine learning may not be available and a series of trials with many algorithms and their
hyperparameters may not be an option due to limitations over resources such as time, the
use of tools that automate machine learning tasks is expected to be widespread. JADBio
allows for setting user preferences related to feature selection (optional or required), inter-
pretability (optional or required) and time preference (preliminary, typical and extensive).
Results using the above preferences are summarized in Table 3.

Table 3. Area under the curve (AUC) results using JADBio.

Analysis Type

Interpretability Required Interpretability Not Required

Feature Selection
No Feature
Selection

Feature Selection
No Feature
Selection

Preliminary 0.756 0.794 0.750 0.833
Typical 0.778 0.807 0.798 0.830

Extensive 0.794 0.806 0.833 0.823

When using the JADBio system, in the case that interpretability is not required, a
support vector machine (SVM) is the optimal model selected when combined with feature
selection (and extensive time preference) and classification random forests training 100 trees
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is the optimal algorithm when feature selection is not applied. In case the algorithm must be
interpretable then ridge logistic regression is the best performing algorithm when combined
with feature selection (and extensive time preference) and without feature selection (and
typical time preference). Feature selection, pre-processing and hyperparameter selection is
performed automatically by the JADBio system and results are presented below.

Specifically, after examining various possible settings the JADBio system applied in pre-
processing is constant removal and standardization. Then in feature selection the algorithm
applied is the statistically equivalent signature (SES) algorithm with hyper-parameters:
maxK = 2 (i.e., the maximum conditioning set to use in the conditional independent sets),
and alpha = 0.1 (i.e., threshold for assessing p-value significance). JADBio selected three
out of the total number of features in the original dataset: CLASS SOCIAL, AAA RQ
and CLASS COMMUNICATION. Performance when using all features instead of only
these three remained almost identical. The feature selection was applied by estimating the
performance decrease when the feature was removed.

The best predictive model was support vector machines (SVM) of type C-SVC with
polynomial kernel and hyper-parameters: cost = 0.001 (cost parameter trades off correct
classification of training examples against maximization of the decision function’s margin),
gamma = 10.0 (gamma parameter defines the degree of the influence of a single training
example), degree = 3 (degree of the polynomial that SVM returns) having an area under
the curve (AUC) of 0.833. Notice that the corresponding algorithm using Weka (SMO) has
lower performance because of the different hyperparameter selection. The ROC curve of
the best performing model using JADBio is presented in Figure 2. Using the diagram, the
user can specify the true positive rate for a specific class (in the case its class 2 indicating a
positive diagnostic outcome) given the threshold selected.

Figure 2. ROC curve of best performing model using JADBio.

The best interpretable model with feature selection was ridge logistic regression with
penalty hyper-parameter lambda = 100.0 (lambda defines the amount of regularization
used in the model produced by the algorithm), with AUC (ROC) 0.794. The ROC curve for
ridge logistic regression is presented in Figure 3. Based on the curve, we can see that when
setting the threshold to 9.4%, the true positive rate for the positive diagnostic outcome class
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is 0.969 and false negatives rate is 0.005. Taking into account the trade-off between false
positive error rate and false negative error rate and the corresponding costs the optimal
threshold can be defined for cost minimization.

Figure 3. ROC curve of best performing interpretable model with feature selection using JAD-Bio.

Notice that JADBio adopts the bootstrap corrected cross validation performance esti-
mation protocol presented in [78]. The objective of bootstrap corrected cross validation is to
overcome the optimistic bias of cross validation, that is the typical method for performance
estimation and model selection in machine learning (notice that 10-fold cross validation
was used as performance metric in the experiments using Weka). The performance esti-
mation is a task both difficult and critical, especially in medical applications where the
reliability of the prediction model is a crucial parameter in decision making. This means
that the performance metric of JADBio is less optimistic than that of Weka, but this stricter
performance evaluation is also desirable in critical applications.

Overall, the JADBio system produced models (including interpretable models) that
offered high performance in addition to fully automating the analysis process which is
a great advantage over traditional systems such as Weka. Although the dataset was not
balanced and the two classes were difficult to separate (this is illustrated by the poor
performance of SMO algorithm using Weka), by carefully selecting the threshold value
of the classification model, after taking into account corresponding costs, the performed
analysis can assist the decision-making process. Notice also that depending on the cost
estimation, a cost benefit analysis, when combined with an examination of the classification
models, may lead to a decision to revise the assessment or even discontinue it in case there
is no benefit of applying this assessment before the full assessment. This, for example, can
be the case when the cost of making a false negative prediction regarding the diagnostic
outcome is far greater than that of false positives. Overall, when using Weka the best
performing algorithms were typical dense neural networks and random forest and the best
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performing interpretable algorithm was SANN. In the case of JADBio, the best performance
was achieved using SVM and the best performing interpretable algorithm was ridge
logistic regression.

4. Autism Screening Questionnaire

The analysis using machine learning demonstrated the potential but also the limita-
tions of machine learning applications using current datasets, since either the user adopts a
low selection threshold which eliminates the false negative results but also allows many
false positives or increases the threshold risking having false negative cases. In order to
overcome these limitations a novel autism screening questionnaire is proposed (consisting
of two parts, one for clinicians and another for patients) and although related datasets
are still in development, an analysis based on machine learning is thus not yet feasible,
preliminary statistical results are also presented. The new questionnaire can be used in
order to add future autism datasets with more data points per case and subsequently
improve the performance of machine learning methods over these datasets. The first tool
(first part of the questionnaire) consists of 15 questions, where only binary answers are
allowed. The questionnaire was undertaken by 30 patients; 8 of them have been diagnosed
with autism.

The data contain binary answers, demographic information (age, gender) and the final
score calculated based on the answers. Figure 4 shows the distribution of ages according to
the diagnosis.

Figure 4. Distribution of ages according to the diagnose.

It can be noticed that ages are strongly skewed towards the younger age. Ages of
patients affected by autism lay in the range of 18–31 with the mean being 23.88 years. Ages
of patients without autism are strongly skewed to the left and are between 18 and 60 years.
The majority of ages are distributed between 20 and 34 years with the mean value of 30.33.
The results might be affected by sample size.

Figure 5 demonstrates gender balance for patients affected by autism. It can be
concluded that while the collected data shows an equal gender balance for healthy patients,
there is a gender imbalanced for patients affected by autism. This result might be affected
by sample size.
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Figure 5. Gender-based frequencies for two diagnoses.

To test the questions for importance the Barnard’s exact test was applied. The test gave
the indication that questions Q6, Q7, Q10 and Q14 might be important (unadjusted p-values
are 0.23, 0.13, 0.23, 0.23). However, it can be noticed that p-values are higher than 0.05 and
additional data are required to prove or disprove the claim. Figures 6 and 7 demonstrate
how answers are distributed amongst two categories of patients: healthy and those affected
by autism.

Figure 6. Bar plots demonstrating frequencies of “yes”-”no” answers to questions 1–8; 0 corresponds
to “no”, 1 corresponds to “yes”.

Figure 8 shows that in the Dim1–Dim2 factor space the diagnosis “Autism” is strongly
associated with Q5-yes and Q2-yes. The diagnosis “No Autism” does not have any strong
associations: Q15-no and Q5-no are the closest points. Q7-no, Q3-no and Q8-no are close to
each other. Questions Q4-yes, Q10-yes, Q14-yes, Q1-yes and Q11-yes are strongly associated
with male gender while Q6-no and Q15-no are closer to female. It should be noted that the
contribution of these questions into variability of data is rather low.
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Figure 7. Bar plots demonstrating frequencies of “yes”-”no” answers to questions 9–15; 0 corresponds
to “no”, 1 corresponds to “yes”. The bottom-right plot shows a grouped histogram for total score.

Figure 8. MCA shows the most contributing variables in factor plane Dim1–Dim2.

It can be noticed that Q13-no and Q11-no have a rather strong contribution to variabil-
ity along Dim1 and Dim2. However, they are far from diagnosis autism/no autism and do
not have an association with them.

In factor plane Dim2–Dim3 (see Figure 9) we can see the association of autism and
Q14-no as well as no autism and Q11-yes, Q14-yes and Q11-yes. On the other hand, Q6-yes
has little association with diagnosis autism/no autism.

In factor plane Dim3–Dim4 (see Figure 10), Q6-yes is still far from diagnosis. Q8-no
and Q3-yes are close to no autism while Q3-no and Q9-no seem to have some association
with autism.

It can be concluded that being diagnosed with or without autism has little contribution
to variability in all five dimensions. Therefore, despite the associations of certain answers
with certain diagnoses, at this stage we cannot select them as strong contributing factors.

The second proposed tool consists of 20 questions, where only binary answers are
allowed. The questionnaire was undertaken by 18 patients; 4 of them have been diagnosed
with autism.
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Figure 9. MCA shows the most contributing variables in factor plane Dim2–Dim3.

Figure 10. MCA shows the most contributing variables in factor plane Dim3–Dim4.

The data contain binary answers, demographic information (age, gender) and the final
score calculated based on the answers. Figure 11 shows distribution of ages according to the
diagnosis. It can be noticed that the ages of patients affected by autism are generally older
(this can be affected by small sample size). Both samples contain outliers which represent
older patients. The mean value of ages of patients affected by autism is 32.25 while the
mean value of ages of healthy patients is 27.21. The majority of ages for all patients lay
between 20 and 31.

Figure 12 demonstrates gender balance for patients affected by autism. It can be
concluded that while the collected data maintains an equal gender balance for healthy
patients, there is a gender imbalanced for patients affected by autism. This result might be
affected by sample size.

To test the questions for importance the Barnard’s exact test was applied. The test
gave the indication that questions Q19 and Q15 might be important (unadjusted p-values
are 0.0068, 0.1553). Q19 looks particularly promising. However, it can be noticed that
additional data are required to prove or disprove the claim.

Figures 13–15 demonstrate how answers are distributed amongst two categories of
patients: healthy and those affected by autism.
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Figure 11. Distribution of ages according to the diagnose.

Figure 12. Gender-based frequencies for two diagnoses.

It is interesting to see that all patients answered in the same way to Q18. There seems
to be no large difference in ratios autism/no autism in answers to Q6 and Q17 (0.33/0.27).
However, it may be worth analyzing answers on the larger sample before making a final
decision to discard Q18, Q6 and Q17.

Figures 16 and 17 show that autism mostly contributes to data variability in factor
planes Dim3–Dim4 and Dim4–Dim5. It confirms the association of diagnosis “Autism”
with Q15-no and Q19-yes as well as Q15-yes and Q19-no and “No Autism”. The plots also
show associations of “No Autism” with Q3-no and Q16-no.
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Figure 13. Bar plots demonstrating frequencies of “yes”-”no” answers to questions 1–9; 0 corresponds
to “no”, 1 corresponds to “yes”.

Figure 14. Bar plots demonstrating frequencies of “yes”-”no” answers to questions 10–15; 0 corre-
sponds to “no”, 1 corresponds to “yes”.

 
Figure 15. Bar plots demonstrating frequencies of “yes”-”no” answers to questions 16–20; 0 cor-
responds to “no”, 1 corresponds to “yes”. The bottom-right plot shows the grouped boxplot for
total score.
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Figure 16. MCA shows the most contributing variables in factor plane Dim3–Dim4.

Figure 17. MCA shows the most contributing variables in factor plane Dim4–Dim5.

It is also interesting to note that Q18-yes has zero contribution to variability, which
confirms with calculated p-values and grouped bar plot shown above.

Overall, our analysis shows that the novel tool contains information that is statistically
relevant for identifying people with autism. This is a promising result, but of course more
data is needed for gaining further insights and confidence in the tool’s accuracy.

Another interesting question for future exploration is to establish if the new tools
will improve prediction accuracy of machine learning methods when applied to dataset
containing both the information included in Section 3 and in Section 4.

5. Conclusions and Future Work

This paper presented a data driven analysis over a dataset for autism assessment. Pre-
liminary results showed that various algorithms achieved high performance although the
diagnostic outcome classification was not an easy task because of the dataset characteristics
(unbalanced, having some features that were not useful and not easily separable i.e., in
a linear way). Furthermore, when applying such an analysis in practice, there are other
crucial factors besides the total performance, such as the requirement of interpretability
and automation of the analysis process, in addition to optimal performance for specific
classes and the relative cost of various types of errors when specifying the decision process.
In addition, in order to overcome the limitations demonstrated in the performed analysis
this work aims to evaluate the validity of an easy to administer new scale, to be used as a
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self-report screening tool for adult patients referred for an ASD. This study prioritizes the
importance of investigation within a clinical environment similar to where it is intended
for use. Data was gathered from patients referred to the Adult ADHD and Autism Service,
South West Yorkshire Partnership NHS Foundation Trust.

Future work will proceed in various directions. A particular direction will be to
consider richer clinical data; there are even ideas to capture either neurological data, facial
expressions through video or in combination. Another interesting idea is to expand the
AI technologies used by capturing and representing explicitly, through declarative rules,
medical knowledge about how clinical data should be interpreted. Such a knowledge
model could be used in conjunction with a machine learning model as discussed in this
paper, thus deploying a hybrid AI approach.
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Abstract: In the never-ending search by Law Enforcement Agencies (LEAs) for ways to reduce crime
more effectively, the prevention of criminal activity is always considered the ideal solution. Since
the 1990s, Intelligence-led Policing (ILP) was implemented in some forms by many LEAs around
the world for crime prevention. Along with ILP, LEAs nowadays more and more turn to various
new surveillance technologies. As a result, there are numerous studies and reports introducing
some compelling results from LEAs that have implemented ILP, offering robust data around how the
future of policing could be. In this context, this paper explores the most recent literature, identifying
where ILP stands today in Greece and to what extent it could be a viable, practical approach to crime
prevention. In addition, it is researched to what degree new technologies have been adopted by the
European Union and the Hellenic Police in their “battle” against crime. It is concluded that most
technologies are at the research stage, and studies are underway in many areas.

Keywords: policing; security; technology; surveillance; cybercrime; data analysis; AI; law enforcement

1. Introduction

Policing has gone through numerous radical changes over the years. Since the in-
troduction of professional policing under political control in liberal democracies, various
models of policing have been tested and implemented [1]. The most typical examples are
Community Policing, Zero Tolerance Policing, Intelligence-Led Policing (ILP), Problem
Solving Policing, Preventative Policing, Cooperative Policing, etc. [2,3]. The responsibilities
and requirements of the police profession used to be simple, and the means used by the
police officers, in order to perform duties, unsophisticated and “unadorned” [4]. However,
since the 1930s, the policing “world” changed along with the rapid transformation of
society and the development of criminality [2,4]. A significant contribution was made in
this transformation of policing by J. Edgar Hoover, who introduced how science could con-
tribute to criminal investigations, establishing, in 1932, the first Technical Crime Laboratory
in the Federal Bureau of Investigations, focusing on the use of scientific analysis to solve
crimes [5]. After that point, using technological innovations for collecting and analyzing
criminal information and data to deal with crime and manage risk became the dominant
model [2].

Security was always a multifarious subject [2,6]. Threat sources and events, crime
vulnerabilities, and risks are many and diverse; thus, a lot of discussions have taken place
for decades among scholars and practitioners of policing around how the modern police
should respond to crime [2,6]. In this context, numerous academics and researchers [2,3,7]
have stated that ILP’s holistic approach that focuses on taking advantage of technology in
order to accurately assess the social harm of criminality, may allow the police to prevent
crime beyond borders.
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One of the first and more significant steps taken towards the datafication of policing
was made by the New York City Police Department in early 1994 when it introduced
the Compstat system that exploited crime statistics and mapping technologies to identify
crime hotspots and emerging threats [2]. The transition from an investigative ethos to
a technologically driven strategic business model to address modern policing problems
provided police with a real opportunity to increase its effectiveness against crime [2]. This
transition was accelerated after the terrorist attacks of 9 November 2001, which revealed
to the world how intelligence operations are of life-and-death importance [7]. Since that
day, it was realized that homeland security and local crime prevention are not mutually
exclusive; thus, the world’s attention has been focused on the need for constructive changes
in law enforcement intelligence [7]. That was the point where efforts focused on enhancing
state and local law enforcement intelligence operations, making it possible for police to
play a major role in homeland security [7]. Therefore, everyday police events and incidents
were considered now crucial in the production of valuable intelligence when correlated
with homeland security information. What better source for gathering information on all
kinds of potential threats and vulnerabilities than police officers “on the beat” [7] (p.vii)?

The future policing environment is expected to be challenging, as it will be charac-
terized by transnational organized criminality, global terrorism, and domestic extremism,
while society will be increasingly risk concerned and influenced by intrusive media [2].
The need for convergence between criminal intelligence and national security will become
imperative [2]. “Law enforcement can no longer afford to respond to contemporary and
future problems with the solutions of yesterday” [7] (p.vii).

As ILP is evolving and widely applied, surveillance mechanisms are increasing [2].
In that sense, although LEAs have been implementing ILP and surveillance technologies
for almost 30 years now, there is still much controversy around the use of this data-driven
approach to crime prevention, as not much empirical evidence exists to either support or
discredit it [8–13].

However, LEAs continue to expand their technology to obtain, retain, and search
numerous non-criminal data in their effort to identify information on criminal suspects [2].
In this context, the Greek state, along with the European Union (EU), invested a lot of
energy and government/EU funds on the technological upgrade of the Hellenic Police
(HP) and focused on fully adopting the ILP’s philosophy in everyday police work. As a
result, the creation of the Aerial Means Division, the use of body-worn cameras by police
officers, and innovative technological projects such as “Smart Policing” and “National
Passenger Information Unit” signaled the new era that the HP has entered [14–18]. In
this sense, this paper, after an extensive review of all the relevant literature, presents a
broad-based study of the cutting-edge technology used by LEAs, namely the HP, in their
effort to fully implement ILP and adopt its philosophy in their everyday work. However, it
should be mentioned that this thorough investigation of sources showed that no significant
and extensive research was realized around the subject. This fact indicates how limited the
research and investigation around the new technologies that HP has or is about to adopt,
has been, and how difficult it turned out to be for us to look into all the details around the
theme because of the lack of previous original research data. Nevertheless, this absence of
relevant research data proves the value of this research. As a result, a study researching
this aspect of ILP’s adoption by the HP could be considered important, offering new data
in the context of the degree of the technologically driven datafication of policing in Greece.

The study is organized as follows: Section 2 describes the research design and method-
ology followed by the researchers; Section 3 conceptualizes the ILP doctrine and reviews
related work around the new technologies implemented by LEAs in general, that have
adopted ILP; Section 4 presents the EU initiatives in the same field; Section 5 presents the
main results of our study on the technologies implemented or about to be adopted by the
HP in its effort to apply the ILP doctrine; Section 6 gives a detailed description of the main
benefits and risks that comprise from the use of such technologies; and finally the last
section draws the conclusions and outlines future research directions.
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2. Research Design

The general topic/title for this research paper is “Intelligence-led policing (ILP) and
the new technologies in the Hellenic Police,” and the research question of this study is “To
what extent the new police doctrine, ILP, and new technologies are adopted by the HP?”.
With that in mind, the research aims to acquire knowledge around the ILP doctrine and the
degree of its implementation by the HP and identifying any new technologies adopted by
the EU and the HP in their effort to reduce crime. In order to achieve these aims, a review
of the existing policing literature about ILP was realized in order to comprehend to what
extent it is implemented by the HP. Furthermore, a thorough exploration of the existing
policing and technology literature was made in order to identify technologies adopted by
the EU and the HP and to contribute original data to the ongoing discussions surrounding
ILP, and new police adopted technologies in Greece.

The research strategy adopted in this research can be described as a two-step proce-
dure. The first one is collecting indirect (secondary) qualitative data from books, journals,
newspaper articles, and the internet, existing data that researchers simply gather and
analyze, and the second one is analyzing them using qualitative methods in order to extract
valuable conclusions [19]. As a result, the research question will be best examined through
conducting desk-based theoretical research [20].

This qualitative methodology was preferred due to the fact that it does not raise major
ethical considerations and demand careful sampling in order to guarantee neutrality and
credibility [19,21].

However, indirect data may not be custom-built for the research subject, challenging
the researcher to adequately and effectively combine them in order to extract the conclusions
needed [19]. In secondary data research analysis, the most important is knowing what
you are looking for [19]. If the researcher knows what he/she needs, it is easier to identify
adequate sources [19].

As a result, it was vital for the researchers, during the collection and analysis stage of
the data, to follow some important qualitative techniques that guaranteed the objectivity
and credibility of the research conclusions:

• Prolonged engagement—invest sufficient time to understand the context of each
source [19];

• Persistent observation—dig further into each source, beyond an initial superficial
reading [19];

• Broad representation and triangulation—collect a variety of sources of data to confirm
the authenticity of each source and create a collected data sample that will be wide
enough to ensure that formed conclusions are remarkable [19].

Right at this time, it should be stated that when conducting secondary research using
indirect data, there is an agitation regarding the impartiality of research data collected and
their sources [22,23]. As O’Leary [19] states, one’s bias could “color” the data interpretations
and understandings. It is vital during the analysis process to question a text’s origin
and the writer’s agenda as some sources are by nature subjective (e.g., media coverage
expressing political agendas) [19]. As a result, assessing credibility and objectivity during
data collection and analysis is essential [19].

In this context, the content analysis method was used by the researchers. More
specifically, the researchers moved on, carrying out an in-depth conceptual content analysis
of all the data. In order to use conceptual content analysis in analyzing all the findings, we
had to break them down into more manageable categories for further analysis [24,25]. As a
result, the steps that were followed for the research’s secondary data content analysis were
as follows:

• Locating data;
• Evaluating relevance of the data;
• Assessing the credibility of the data;
• Categorizing and analyzing the data.
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Through this process of content analysis, the researchers analyzed all the gathered
material and tried to conceptualize and interpret it attentively, draw conclusions, and spot
trends and patterns, as this type of content analysis could only quantify the information [24].

3. ILP and Technology

Globally, the intensive engagement of modern governments in the surveillance of
individuals is naturally recognized as an integral part of their overall path to globalization
and is closely linked to the broader socio-political conditions and the recent technological
developments [26]. Although the events of 9 November 2001 are not genetically related to
the already existing surveillance trend, they are nevertheless considered as a major cause
of the intensification of the escalation, as most surveillance procedures, in particular the
collection, distribution, and information processing, henceforth, was the most dynamic—at
the same time, of course, the darkest—approach to managing the terrorist threat [7,26].

The process of legitimizing the collection and processing of information by official
Law Enforcement policy bodies has begun to change dramatically, as the formal boundaries
between the methods of criminal proceedings and those of the relevant state secret services
have ceased to be distinguished and sometimes even to exist [1]. The British LEA, followed
by its US counterparts, were the first to formally and systematically adopt a policing model
based on the extensive collection of information about individuals, openly embracing very
wide and frequently challenged techniques and methods of gathering information, with the
aim of improving the effectiveness of counter-terrorism work [10]. At the same time, many
other European countries have begun to adopt similar preventive information management
practices around individuals, even before their formal involvement in the criminal justice
system, only under the vague condition of probable high criminal risk [27].

This trend towards an “information-defined” form of policing, aimed at countering
terrorism, soon gained the attention, not only of designers and practitioners but also of
theorists and academics who began to contribute systematically to its theoretical foundation
and analysis, now calling it ILP [26,28]. It soon gained strong supporters on a practical and
academic level, and it was identified as one of the most important innovations of the 21st
century in the field of law enforcement [26,28].

At its core, ILP can be conceptualized as a predictive model that uses the inductive
method for the export of conclusions [2,7].

3.1. Defining ILP

Attempting to describe this trend presents a small difficulty in its early stages, as there
is no, as one would expect, the general and universally accepted definition [2]. ILP is a
“definitionally evolving concept” [2] (p. 84), and divergent interpretations of the model
around the world are mainly based on the fact that it is relatively new, constantly expanding
and changing, applied to jurisdictions of different cultures-necessities and with enormous
room for improvement [2,26].

According to many academics [2,3,29], ILP is identified as a tool or an instrument or,
as Sheptycki [29] defines it, “the technological effort to manage information about threats
and risks in order to strategically manage the policing mission.”

However, the recent revisions move ILP away from being a tactic or a tool and
identify it as a part of a conceptual policing philosophy [2]. Ratcliffe [2], along with
the Organization for Security and Co-operation in Europe (OSCE) [30], follow a more
business-oriented terminology, stating that ILP is evolving into a managerial model of
evidence-based resource allocation decisions through prioritization.

In most cases, ILP is described as “a strategy, a long-term and targeted approach to
crime control that focuses on the identification, analysis and management of existing and
growing problems or forms of risk” [3] (p. 2). According to this philosophy, the model
moves more towards a problem-solving orientation of problem-oriented policing [2].

All modern definitions of ILP though emphasize the importance of collecting, analyz-
ing and sharing information and data in the “battle” against crime [2,27]. This policing
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model—inspired by the modern crime management mentality—attempts to be imple-
mented through the systematic collection of information (not only criminological) and the
analysis of relevant data in order to help formulate a more general decision-making frame-
work, with the ultimate goal of crime reduction and prevention, both through problem
management strategy and effective repression, targeting, in particular, the most dangerous
criminals [28].

3.2. LEA and Technology

ILP and the technology that comes with it is transforming LEAs work in the 21st
century, introducing new tools to deal with modern crime [26]. From drones and body-
worn cameras to facial recognition software and artificial intelligence, new pioneering
technologies are equipping LEAs with new capabilities to protect and serve civilians [31,32].
For instance, more and more police departments across the country are deploying drones
and unmanned aerial vehicles (UAVs) as “eyes” in the sky to collect crime evidence or even
prevent crimes from happening, functioning as a crime deterrence [32,33]. As technology
continues to transform nearly every aspect of society, LEAs’ leaders now have an arsenal of
high-tech systems and tools that are designed to enhance public safety, catch criminals, and
save lives [31,34].

After a thorough review of technology and policing literature [16–18,31–45], in order to
identify the most important ILP technologies that are equipping LEAs with new capabilities
to perform their duties, it can be said that these technologies are divided in 10 main
categories, which are described briefly below.

3.2.1. Artificial Intelligence

The ever-growing expansion of the Internet of Things (IoT) signifies that more data
are being generated, collected, and analyzed every day—much of which could be proved
to be incredibly valuable for LEAs [6]. However, the process of deriving actionable insights
from exploiting huge amounts of data can be incredibly time-consuming and costly when
performed by police officers [2].

This Big Data challenge is recently confronted by Artificial Intelligence (AI) [8].
Technologies such as ShotSpotter, facial recognition, and biometrics contain AI algo-
rithms [31,46]. AI is also used for crime mapping in order to more effectively pinpoint
high-crime areas that should be monitored [34].

AI, in general, is mostly used by LEAs in their effort to deploy a predictive policing
model. AI utilizes the so-called “deep learning” algorithms that train computers to analyze
big data in order to actually predict when and where crimes are more likely to occur and
help LEAs to distribute police staff accordingly to the crime hotspot areas identified [44,45].

3.2.2. Facial Recognition Software

Facial recognition capabilities came along with the development of AI that was
achieved thanks to the newly introduced innovative deep learning techniques [47]. Thus,
a deep learning-based face recognition system, typically when it detects a face, it starts
normalizing the image and extracting facial features in order to compare them against any
given face or a pool of faces existed in a database [48]. Such a system was tested for live
identification of people of interest at Brussels Airport in 2017 [49].

Though advanced forms of facial recognition could prove to be a valuable tool for crime
prevention with its capabilities in identifying potential terrorists and tracking criminals
and missing people, such technologies are considered to be among the most controversial
emerging police technologies in the 21st century [50].

3.2.3. Biometrics

In addition to fingerprints, which have been used globally for over a century, and DNA
profiling, which has been used for the last 40 years by LEAs to identify criminals, now LEAs
have access to an ever-expanding array of biometric and behavioral characteristics [31].
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Some of the most important are emotion detection, voice recognition, gait analysis, wrist
veins, iris recognition, palmprints, and even heartbeats [17,31].

For example, emotion detection technologies are used to identify the mental state and
emotions of a target, examining facial expressions and other physiognomic characteristics
such as gaze, voice, heart rate, body temperature, body movement, and gestures [47].
Emotion detection applications based on AI technology are already exploited in monitoring
mental health, evaluating children’s social and emotional skills, assessing job candidates,
and detecting potential shoplifters [47].

3.2.4. Robots

In this category, one of the hottest trends is the development and construction of
self-driving cars that continue to challenge the automotive industry until today [40]. This
new technology was recently used by the automaker FORD to patent a self-driving police
car that was equipped with artificial intelligence and was designed to identify traffic law
violators by transmitting data to police officers on duty [41]. In this context, according
to McGuire [30] (p.29), “the requirement for a police presence behind the wheel of patrol
vehicles is itself now under threat . . . form the technology of driverless vehicles.”

Moreover, there were some cases that LEAs, in order to obtain visual and audio access
to specific potential crime scenes that were considered too dangerous or hard to reach, used
next-generation robotic cameras, which were able to capture more complex movements
and offer the level of optical resolution for close up action and consistency of coverage,
space-saving and unique angles in comparison with automated cameras [42].

In the same context, a lot of ongoing research is focused on the development of
police robot officers [42]. China introduced, in 2016, a security and service robot called
“AnBot” that would be used to patrol banks, airports, and schools. According to Chinese
Authorities [42], the “AnBot” is still under development, and in the near future, it will be
deployed on the field, using facial recognition to identify criminals and was capable of
following them until the police arrive [42]. In the same context, in Dubai, the Sanbot, a
touchscreen-equipped robot officer that uses IBM’s Watson AI system, is already on duty,
patrolling tourist attractions [41]. The policing agencies in Dubai introduced this robot
patrol officer in 2016, which was able to feed video to a command center, forward reported
crimes to police, settle fines, run facial recognition processes, and speak nine languages.
According to the United Arab Emirates Police Force, these robot officers will replace 25% of
their forces by 2030 [42].

3.2.5. ShotSpotter

ShotSpotter is a new technology implemented in many cities, mainly in the United
States, that detects gunfire through sensors, helping police analysts to track down the event
and notify operational police officers to arrive at the scene more quickly than ever be-
fore [51]. According to Carr’s research [51] in Washington and Oakland, where ShotSpotter
tools were used, it was identified that only 12% of gunfire incidents resulted in a 911 call to
report gunshots. However, a lot of concerns are still being raised around whether ShotSpot-
ter can reliably distinguish the sound of gunfire from other loud, impulsive noises [52].

3.2.6. Thermal Imaging

Thermal imaging is a vastly used tool in border surveillance as it is especially effective
in the dark [50]. Thermal image cameras exploit infrared imaging technology to detect
heat emitted by objects such as humans and animals [36,37]. This technology is vastly used
by HP in its effort to monitor and protect the borders [53]. After the migrant crisis that
took place in February 2020 on the Greek-Turkish border, the HP deployed a huge number
of thermal cameras, which detect human movement from body heat in a range of up to
12 km [38]. As a result, the HP monitors the movement on the border, inside the Turkish
territory, in order to be prepared in case of a mass movement of people [38].
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3.2.7. Automatic License (or Number) Plate Recognition (ALPR or ANPR)

The ALPR technology that is vastly used by toll collectors to automatically identify
the registration numbers and letters on a car’s license plate is now exploited by LEAs in
their effort to identify stolen cars, arrest people with active warrants, and locate declared
missing people (Amber Alerts)” [44].

This technology helped the police to automate and speed up the process of checking a
license plate against LEA databases [39]. ALPR cameras are mounted at police cars and, in
some cases, at streetlights, allowing LEAs to capture images of the same license plate could
potentially offer the ability to track a vehicle’s movements over time, which could prove to
be vital in catching criminals [39].

This technology is used by the HP since 2016 in Athens and was recently deployed
at the border crossings to locate both stolen vehicles and those used for illegal or criminal
activities [38].

3.2.8. CCTV Systems

CCTV systems have become increasingly popular among municipalities and LEAs, as
they provide important surveillance and prevention perspectives and serve as a tool for
police investigation [54]. These systems are extensively exploited in London; however, the
cameras used are configured to not being able to listen to conversations and capture clear
pictures of public interactions [54]. They simply monitor people’s behavior by covering
a public space thus that it can be seen if a crime has been committed, gathering evidence
at the same time ready to be used if needed, in a transubstantiation of an evidence-based
policing strategy [55].

Of course, the proliferation of smartphones in the modern digital age has also ex-
ponentially increased the ability to record events, especially during police and citizen’s
contact [56]. As a result, video and audio recording have become a widespread integral
part of the 21st-century culture [56].

In this context, video technology has been increasingly used as a surveillance mecha-
nism, both by citizens and LEAs [6]. The first police-used video camera was introduced
in the early 1990s in the US when various police patrol cars were equipped with in-car
cameras that were recording real-time the police officers perform their duties [57].

3.2.9. Enhanced Body-Worn Cameras

Apart from CCTV systems and in-car cameras, body-worn police cameras that record
the interactions and contacts of an on-duty police officer have also been used lately by LEAs
around the world in order to provide transparency and accountability [58]. Despite the
early resistance of the police personnel to the use of these cameras, research [59] showed
that as accountability and transparency in the police increased, the sense of security and
trust to the police officers by the citizens was augmented. A recent example of transparency
was the case of George Floyd in the US, as the video recording from the police vehicle’s
camera was used in order to convict the police officer that shot and killed him [60,61].

This technology was recently in the center of public debate in Greece, especially after
the announcements made by the Minister of Civil Protection that riot police would wear
cameras to monitor the events during public demonstrations [14]. The use of body-worn
cameras by the police has set in motion an ongoing debate around the importance and the
impact of this technology in concepts such as privacy and data protection [14].

Nowadays, videos of police officers performing their duties in a number of high-profile
incidents flood the internet and social media in an instance, drawing intense public and
media scrutiny [14]. However, these videos, in most cases, do not display the whole picture
of an incident as it does not depict all of the events; thus, body-worn cameras allow police
supervisors and the public to gain an objective view of on-duty police work [62]. This
technology, in some cases, was designed to integrate with police car systems in order to
provide synchronized video of an event from multiple angles [58]. In addition, a smart
holster has been developed that can activate the body-worn camera when the police officer
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draws his or her firearm [14]. Moreover, there are some technological reports indicating
that body-worn cameras could, in the near future, be capable of issuing an alert when an
officer falls down or is hurt [58]. The facial recognition capabilities of body-worn cameras
are still in the development process [31].

3.2.10. Drones

Police forces are deploying more and more drones in their everyday tasks [42]. From
traffic monitoring to border control surveillance, drones have proved to be a great tool
in the police’s efforts against crime [42]. LEAs in certain US states have already passed
legislation that allows the use of non-lethal force by robots and drones. Therefore, the US
border patrol has been actively considering weaponizing its drones to immobilize potential
suspects in using non-lethal force against targets of interest [42].

In that sense, the Unmanned Aircraft Service of the HP was founded in 2017 and has
the responsibility of monitoring all Greek territory and transiting information to the ground
police forces regarding the prevention and suppression of crime, the treatment of illegal im-
migration in border areas, the control of order and traffic, the support firefighters in dealing
with fires, natural disasters, floods, earthquakes or serious accidents and incidents [33,35].
The Service has nine UAVs at its disposal that were recently used to monitor the traffic
during quarantine hours due to COVID-19 [16,38].

In general, drones are mostly used by police to gain aerial vantage points for collecting
evidence from crime scenes, crowd monitoring, and search and rescue efforts [35]. Some
drones are equipped even with cameras with thermal imaging, 3D mapping, and enhanced
zoom capabilities [33,35].

4. EU Initiatives

Before examining the case of HP, it is imperative to investigate the EU’s involvement
in adopting new police technologies as EU’s decisions and actions are interconnected
significantly with HP’s future [63].

The EU has, for the last five years, focused its energy and resources on improving bor-
der control and mitigating security risks related to cross-border terrorism and transnational
crime [47]. EU member states proved to be rather flexible in adopting new technologies
that offer accurate identification of individuals in order to control mobility and reduce
crime [47].

The most commonly used technology is the automated fingerprint identification
technology that is currently used in three European information systems; the Schengen
Information System (SIS); the European dactyloscopy database (Eurodac); and the Visa
Information System (VIS) [47]. It is also about to be used in the Entry/Exit System and
the European Criminal Record Information System for third-Country nationals (ECRIS-
TCN) [47].

Along with fingerprint identification, DNA profiling is a new SIS feature that is
expected to be fully implemented by the end of 2021 [47].

Apart from these technologies, and according to a recent study for the European
Commission (EC) [64], significant opportunities were identified, all involving the use of
AI such as chat bots and virtual assistants, data management and analytics tools, and risk
assessment applications [64].

In this context, although not yet used, automated FRT is configured in almost all EU
information systems that would allow LEAs in the near future to process facial images
for identification purposes [47]. The most common example of how FRT is used in the
EU is the Automated Border Control (ABC) that is deployed at the EU airports [47]. More
specifically an ABC system is “an automated system which authenticates the electronic
machine-readable travel document or token, establishes that the passenger is the rightful
holder of the document or token, queries border control records, then determines eligibility
of border crossing according to the pre-defined rules” [65]. According to FRONTEX [65],
these EU ABC systems support a number of biometrics, including facial and iris recognition.
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Currently, they are used only for comparing a traveler’s face against the facial image of
his/her travel document, thus they are about to be enhanced as soon as the biometric
passports are adopted worldwide [65].

Moreover, one of the most controversial applications of AI, emotion detection technolo-
gies, although not deployed in the EU, is explored and tested in a number of EU-funded
projects and initiatives for developing border control mechanisms [47].

Apart from identification processes, AI algorithms are also used by the EU for pro-
filing persons of interest based on specific data-based risk profiles [47]. This algorithmic
intelligence-driven profiling technology that assesses individual risks of security, is carried
out by Member States in the framework of the Passenger Name Record (PNR) data exchange
and is being developed in the context of the VIS and the European Travel Information
Authorization System (ETIAS) [47].

Finally, a recent study for the EC researched the development of an AI forecasting and
early warning tool for migration trends and security threats [66]. The European Asylum
Support Office (EASO) has already used such a tool in order to predict the future number
of asylum applications [47]. In the same context, the European Border Surveillance System
(EUROSUR) that became operational in 2014 and is based on such AI forecasting technology,
is now considered a well-established intelligence and risk analysis driven framework for
information exchange between EU Member States and the European Border and Coast
Guard Agency (Frontex) [47].

5. ILP and Technology in Greece

Technology is considered to be, along with the ILP model and information manage-
ment, a mechanism for improving the efficiency and effectiveness of LEAs in relation to
crime detection [67].

The ILP model, taking advantage of technology, is now a key pillar of the HP’s modern
anti-crime policy [2]. This approach takes place in the context of the predictive model of
policing, based on processed information (intelligence); thus that the operations of the
police officers could be mainly predictive—preventive and secondarily repressive [11].

The HP in its effort to implement the ILP model, allocated a lot of resources and
funding mechanisms (approximately 391.465.834,73 € of EU funding) available in acquiring
cutting-edge police technology that could help police officers to be more effective [68].
Furthermore, HP is experimenting with FRT and other biometric processing technologies
while at the same time consolidating the use of drones for policing and border control [18].

5.1. The Role of DIDAP

One of the main representatives responsible for this effort to adopt and implement
ILP by the HP is the Directorate for Management and Analysis of Intelligence (DIDAP),
which was established in 2014 (Presidential Decree 178/2014). DIDAP is HP’s central point
of information collection, where data are evaluated, classified, and analyzed in order to
identify threats and signs of high crime—crime hotspots, consolidating the predictive-led
policing as a best practice [7].

In this context, DIDAP recently implemented the project for the establishment and
operation of an Operational Intelligence Center through the procurement of specialized
software for interconnection of databases and analysis of information related to organized
crime and terrorism [27,69].

Furthermore, as of May 2018, the EU countries registered all passengers on flights to
and from the EU, storing all the data in huge databases and forwarded it to the authorities
of other countries [15]. In this setting, DIDAP was responsible for the implementation of
another important project, aiming at the establishment of the National Passenger Infor-
mation Unit (PIU) for the Development of the PNR System [15]. The PNR project was
initialized after the European Council obliged all air carriers to share all passenger data
(biographic information and travel route information) with the Member States [47]. The
primary objective of this system is to enforce border control and prevent irregular migration
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to Europe as it enables LEAs to detect unknown persons of interest before they arrive at
the borders [47].

5.2. Drones and the COVID-19 Pandemic

During 2019, the HP could only use drones to monitor forests and observe traffic
in motorways, was allowed to deploy drones in policing and border control activities
(Presidential Decree 98/2019) [33,70]. More specifically, the Presidential Decree 98/2019
gives HP the right to use drones for any kind of policing and border control activities
without a previous judicial authorization [70]. As drones are now deployed in policing and
border control operations, images, and video of people’s activity will be obtained [70].

In this context, HP moved on a bit further, exploiting drones during the COVID-19
pandemic [16]. According to the Hellenic Deputy Minister of Citizen Protection, Mr. Eleft-
herios Oikonomou, the HP used drones during the Easter holidays to ensure compliance
with the movement restriction measures related to COVID-19 [33]. Many news media also
reported the deployment of drones in urban areas, such as Athens and Thessaloniki, to
monitor population movement [16].

Furthermore, HP has recently moved forward in procuring more UAVs and drones
to augment its operational needs [33,35]. In June 2020, HP announced the acquisition of
two drones through a public procurement contract of 136.000 euro, in the context of a
European project called “HEFESTOS,” while a few months later, the Western Greece Region
concluded a contract with the HP in order to acquire drones for policing activities within
the framework of the European project “INTERREG 2014–2020” [16,33,35].

5.3. Body-Worn Cameras and CCTV

The debate around the use of on-duty video recording by police officers has recently
entered the Greek public discussion, after the announcements made by the Minister of Civil
Protection in December 2019, about the pilot use of body-worn cameras by officers serving
at the Public Order Restoration Unit and lately at the Immediate Response Unit [14,58,62].
In the same context, HP announced the realization of a project called “Smart Policing” that
included the purchase and use of body-worn cameras by police officers that could identify
people using Facial Recognition Technology (FRT) [17,18].

The image and sound recorded by the mobile cameras give LEAs and the public the
opportunity to understand firsthand what the modern police officer is called to face during
his shift [55].

Body-worn cameras can be both repressive and preventive [58]. Their primary role is
of a repressive nature as the recording of video and audio carried by the police makes it
easy to recall any interaction, observation or other behavior that could be used to extract
useful evidence in identifying crime at an intelligence and judiciary level [58,62]. As a
result, this repressive role mentioned could lead to the prevention of crime, as cameras are
expected to act as police agents, capturing any misconduct on the part of both citizens and
police officers [14]. As Farrar [43] (p.9) mentions “human beings can change their behavior
when they know they are being observed and their movements are being recorded and are
more likely to adopt more socially acceptable behavior, compliance with the rule of law
and a greater sense of cooperation with the police”.

In this framework, Couderta et al. [14] stated that such cameras are expected to increase
the transparency of police action by documenting events that may involve police officers.
This video recording documentation will serve as a reliable source of evidence of any
interactions between police and citizens, exposing bad and good behavior [14]. Thus, it will
prevent the misuse of violence and discrimination by the police or the violent behavior of
citizens against the police [14]. Consequently, it is expected that policing will be improved,
and public trust and confidence in the operation of the police will be restored to some
degree, providing more public legitimacy [58].

However, many reservations exist around the use of such technology by the police, as
there are concerns about privacy taking into account the issue of handling such personal
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data recorded by those portable police cameras [71]. Furthermore, there are a lot of concerns
raised by police unions about the changes this technology will bring in police working
conditions [62]. More specifically, there were some discussions around the mental health
issues and the stress of police officers that will derive from wearing such devices that will
monitor their actions on a daily basis [62].

5.4. Smart Policing—Facial Recognition

The milestone of the effort of the HP to adopt ILP is considered to be the “Smart
Policing” project for the implementation of which, during 2019, the HP offered 4 million
euro to a global telecommunication systems vendor, funded by the Internal Security Fund
(ISF) of the EC. This project will provide police officers with 1000 mobile devices equipped
with integrated software enabling facial recognition and automated fingerprint identifi-
cation that will help them increase their effectiveness during security checks [72]. More
specifically, these mobile devices will be the size of a smartphone, and police officers will be
able to use them during police stops and patrols, taking face photographs of suspects and
collecting their fingerprints that will immediately be compared with data already stored in
central databases for identification purposes [31].

The devices will be able to store at least 1,500,000 photos [72]. The new system will
provide links to 20 national databases such as those of the Ministries of Justice, Transport,
Interior and Foreign Affairs, as well as to European and global databases, such as those of
Europol and Interpol [72].

According to the basic network architecture of the system, during the implementation
of the project, a private access network will be created and supported by the Contractor
that will be inserted between the thousands of mobile devices and the HP’s network [46,73].
However, this will signify that a private corporation will have access to all the activity of
these devices.

The HP’s answer to these concerns was that these smart policing devices would offer
a more coherent way to identify individuals, especially foreign nationals overstaying in
Greece, in comparison to the current course of action that obliges police officers to bring any
individual who does not carry identification documents to the nearest police station [73–75].
The HP elaborated that the processing of biometric data, such as the data collected by these
devices, follows all National and European legislation and is in accordance with the HDPA
directives [31].

5.5. Research Programs

As many will argue, research projects lie at the heart of innovation and make a critical
contribution to the development of Europe’s societies and cultures. In this context, apart
from the already implemented projects and procurements of specialized technological
equipment, the HP has agreed to take part in important European research programs that
gather the global interest around the future of the modern police. These research projects
that focus on the field of smart policing and border management are funded by the EC
under the Horizon 2020 scheme “Secure societies—Protecting freedom and security of
Europe and its citizens” [76].

More specifically, the research projects that the HP has been implementing until today
are mostly focused on enhancing surveillance capabilities exploiting the IoT technology
and improving the information and data stream management (big data analytics).

5.5.1. PREVISION

PREVISION (Prediction and Visual Intelligence for Security Information) is a project
that focuses on the development of technological tools in the field of information and data
stream management that will help LEAs to deal with (cyber)crime and terrorism [77–79].

The project is coordinated by the Institute of Communication and Computer Systems, a
non-profit Academic Research Body established in 1989 by the Greek Ministry of Education.
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The project’s consortium consists of IT companies, organizations, and LEAs from all around
Europe [77–79].

The project will deliver applications that will be able to integrate, fuse, and process het-
erogeneous data streams collected from the web-darkweb [80], video, road traffic, financial
institutions, telecommunications, social network, and information security systems [77–79].
These applications aim at providing LEAs the capability to apply predictive analytics and
detect anomalies [11,69].

5.5.2. DARLINE Deep AR Law Enforcement Ecosystem

DARLINE’s objective is to investigate how augmented reality (AR) technology can be
exploited by LEAs in order to help first responders in making more informed and rapid
decisions in challenging incidents [81]. More specifically, the project aims at developing
innovative AR tools that will exploit AR smart glass technology and powerful computer
vision algorithms with 5G network architectures, allowing agile processing of real-time
data and improving situational awareness when responding to criminal and terrorist
incidents [81]. According to the project’s deliverables, DARLENE will develop:

• AR glasses that will provide real-time information analysis and intelligence provision
through capabilities such as facial recognition [31];

• Personalized Heads-Up Display (HUD) that will monitor the users’ physiological state
and improve situational awareness [75];

• Devices that will enable police officers to see through concrete walls of buildings, the
locations of people [32];

• A 5G radio network for the DARLENE AR-based law enforcement ecosystem [32].

This project is coordinated by the Center for Research and Technology-Hellas, a Greek
research center [81]. The project’s consortium consists of IT companies and organizations
from all around Europe and LEAs from Spain, Portugal, Germany, Cyprus, Lithuania, and
Greece [81].

5.5.3. ROXANNE

ROXANNE will provide an analytics platform that will enhance investigation capabil-
ities, improving identification of persons of interest by developing an integrated interface,
fusing speech, text, and video processing technologies with criminal intelligence analy-
sis [82]. The project will use speech processing exploiting multiple technologies such as
speaker identification, multilingual automatic speech recognition, video and geographical
meta-data processing, and network analysis [83].

The project is coordinated by the Idiap Research Institute, a non-profit foundation,
Idiap was founded by the City of Martigny, the Canton du Valais, EPFL, the University of
Geneva, and Swisscom [83]. The project’s consortium consists of INTERPOL, IT companies,
organizations, universities, and LEAs from all around Europe [83].

5.5.4. AIDA

AIDA, exploiting AI and Deep Learning (DL) techniques to big data analytics, will
develop a descriptive and predictive data analytics platform along with its tools in order to
detect, analyze, and prevent organized crime and terrorism [17]. With AIDA’s platform,
LEAs will be capable of dealing with huge amount of heterogeneous data (structured or
unstructured) and data sets (text, images, videos, communication and traffic data, financial
transactions, etc.), fusing them to produce raw intelligence through applications of big data
processing, Machine Learning (ML), AI, predictive and visual analytics [31,79].

The project is coordinated by the private company Engineering Ingegneria Informatica
SpA, and the project’s consortium consists of EUROPOL, other IT companies, organizations,
universities, and LEAs from all around Europe [31,79].
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5.5.5. SHIELD

7SHIELD aims at providing a holistic framework to LEAs to allow the effective con-
frontation of complex cyber and physical threats by enabling the deployment of innovative
technological solutions, taking advantage of IoT technology for cyber and physical protec-
tion such as e-fences, passive radars, and laser technologies, multimedia AI technologies
from CCTV cameras and UAVs [31,84].

This framework will try to integrate all these technologies aiming at correlating all
the data produced in an integral hub that will allow the holistic processing, analysis, and
visualization and provide better security and cyber threat detection-protection [16,85].
For this purpose, pilot schemes will take place in Spain, Athens, and Finland in order to
produce valuable intel to be used in the development process of the framework.

7SHIELD consortium is composed of 22 partners from 12 different countries. It
includes Private companies, Centers of Excellence, Research and Technology Centers,
Regulation Authorities, Meteorological Institutes, Law Enforcements, and Research Foun-
dations [31,84].

5.5.6. CREST

The CREST project will deliver a platform that will use targeted monitoring, tracking,
and analytics solutions, exploiting IoT technology to develop an autonomous system for
better surveillance that will allow LEAs to improve operational and investigation capa-
bilities, produce reliable crime and terrorism predictions and preventions [86,87]. CREST
Project Consortium showcases an overall representation of 23 partners from 16 countries.
The eight LEAs participating in the CREST project originated from eight countries. CREST
consortium also comprises seven Research and Academic Institutions, seven Industry
Partners, and one Civil Organization [86,87].

5.5.7. TRESSPASS (Robust Risk Based Screening and Alert System for Passengers
and Luggage)

TRESSPASS aims at modernizing the way the security checks at border crossing points
are carried out by transforming the old-fashioned “Rule based” security check protocol to
a new “Risk based” one [88–90].

More specifically, a system will be developed that will enable efficient and reliable well-
targeted passenger checks through the exploitation of biometric and sensing technologies
(passport/id readers, CCTV systems, body, and cargo scanners) [89] and pre-existing
systems and databases such as VIS, SIS, and PNR [88].

The project is coordinated by the National Center for Scientific Research “Demokritos”
in Greece, and the project’s consortium consists of other IT companies, organizations,
universities, and LEAs from all around Europe [88].

5.5.8. BORDERUAS

BORDERUAS aims to facilitate effective border surveillance and prevent cross-border
criminal activities by taking advantage of cutting-edge UAV technology available [35]. The
project will provide the technology of combining a “lighter-than-air” UAV with sophisti-
cated surveillance technology [33,35]. The project is coordinated by Vicomtech, an applied
research technology center specialized in Artificial Intelligence, Visual Computing and
Interaction, and the project’s consortium consists of other IT companies, organizations,
universities, and LEAs from all around Europe [35].

5.5.9. FOLDOUT

FOLDOUT focuses on the development of a system that will combine various sensors
and technologies in order to penetrate and monitor border regions with dense foliage in
extreme climates [38]. Foliage monitoring is an important unsolved part of border surveil-
lance, especially in the heavily forested areas on the Greek-Turkish border in Evros [35,38].
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According to the project’s specifications, the system will collect events analyzing them with
ML tools in order to continuously increase its detection and tracking capability [38].

The project is coordinated by the Austrian Institute of Technology, and the project’s
consortium brings together IT companies, organizations, universities, and LEAs from all
around Europe. The HP in this project is represented by the Center of Security Studies of
Greece (KEMEA), which is a scientific, consulting and research organization overseen by
the Minister of Citizen Protection [38].

5.5.10. EWISA (Early Warning for Increased Situational Awareness)

This project aims at increasing intelligence in video surveillance, through the develop-
ment of smart video surveillance mechanism that will exploit multiple technologies such
as motion detection, face recognition, picture enhancement, object counting, pattern and
anomaly recognition [47,84]. EWISA will provide better assessment and management of
illegal migration flows at the Greek land borders as it will increase the operational situation
awareness and enhance the reaction capacity of the land border security service of the
HP [47,91].

The project is coordinated by the Center of Security Studies of Greece (KEMEA) along
with the HP, and the project’s consortium consists of the LEA of Spain and the Border
Control Agencies of Romania and Finland [47,84].

6. Discussion

Many reports [2,3,16,29,31,47,63,64,84,92] indicate that the careful adoption of ILP and
new technologies, such as Artificial Intelligence (AI), enhanced biometrics and surveillance
tools, by LEAs in the context of policing, security, and border control, could offer numerous
benefits that are vital for the future of modern policing.

The greatest pitfall in researching such technologies lies in the fact that there is little
evidence on the scope of their application to strongly confirm both the expected benefits and
risks arising from the use of police technology in the EU and Greece [8,10,11,13,16,31,84].
This is mainly due to the fact that there is no universal application of such technologies by
any large-scale LEA.

As a result, from the scientific literature reviewed, there is little evidence to strongly
confirm most of the expected benefits and risks arising from the use of police technology in
the EU and Greece. For instance, little is known about the attitude of European citizens
towards police officers who are equipped with cameras. Does technology increase citizens’
trust in the police, as well as the legitimacy and transparency with which the police operate?

Therefore, there is an imperative need for further research of the subject. In this setting,
the fact that all new technologies used for policing, security, and border control in Greece
and the EU are mostly at a research level indicates that the EU is trying to find the silver
lining between the risks and benefits of the implementation of such technologies. Thus,
demonizing radical technological solutions is not the answer. LEAs should research and test
such technologies and regulate their mode of implementation, in order to mitigate all the
risks posed by their use [47,48,63,66,93,94]. That is why state and global efforts to control
this technological upheaval is realized through the discussions initiated for regulatory
initiatives [11,63,94].

6.1. Benefits

According to academics [47,58,64,84,95–99], the benefits offered by a careful adoption
of new technologies in the context of policing, security, and border control, such as increased
transparency, capacity to identify criminals, detect fraud and abuses, and access to relevant
intel for guiding decisions, that are significant for the future of modern LEAs.

In a data-driven world, criminal activity is more and more interconnected with technol-
ogy and the internet. In this context, the role of Big Data, at this point, should be underlined
as through the adaptation of such technologies, a huge amount of data are generated
that can be utilized to provide complete information to LEAs, leading to the successful
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dismantlement of criminal groups. In addition, this approach may lead police officers to
rely less on stereotypes about race and class [100]. In that sense, the use of big data by
LEAs may reduce mass surveillance of minority neighborhoods and at the same time pro-
mote transparency through the exploitation of big data in order to “police the police” [89]
(p.997) as digital trails are susceptible to oversight [100]. As a result, the accumulation
of Big Data by LEAs could be used to make previous police practices that were based on
individual-level bias disappear, providing an opportunity to increase transparency and
accountability [100].

6.2. Risks

These powerful new technologies may also pose significant challenges related to their
questionable reliability and accuracy that lead to multiple fundamental rights risks such as
bias and discrimination, data protection and privacy, and unlawful profiling [47].

To an extent, the benefits of these technologies described above need to be carefully
balanced against the significant ethical risks posed by such technologies to fundamental
human rights [47,95]. Therefore, Dumbrava [36] (p. II) argues that developing and adopting
powerful AI technologies without facing “pitfalls such as technological determinism and
the myth of technological neutrality” would further increase the risk posed to fundamental
rights, transparency, and accountability.

This unconditional adaptation of new policing technologies, according to surveillance
scholars [97,98,101–104], led to the increase in surveillance that is now considered one
of the major institutional dimensions of modern societies. According to Lyon [104], in
these modern “surveillance societies” [103], which give room for the emergence of mass
surveillance, some individuals, groups, and institutions are surveilled more than others,
while different populations are monitored for different reasons and purposes.

In this context, the use of FRT, biometric identification technologies, and drones by the
HP, according to the civil society, is in conflict with the fundamental human rights of privacy
and data protection, while it encroaches on the freedom of expression and assembly [105].
This argument is reinforced by the fact that through the project “Smart Policing” that the HP
is implementing, exploiting AI technologies, a private access network will be created and
supported by the Contractor that will be inserted between the thousands of mobile devices
and the HP’s network [84]. This raises questions around whether a private corporation will
have access to all the data collected from the operation of the “Smart Policing” system.

In many respects, the risk of increased state-sponsored societal control outweighs any
alleged benefits that these technologies promise. To sum up, according to many technology-
and society-related studies, technologies are now researched also from a social, political, and
cultural context [74]. In that sense, if the current development of FRT is investigated only
as science-driven progress, a one-sided perception is created, leaving outside important
subjects such as the “securitization” of identity and the global surveillance culture built the
last two decades [74]. In this context, the adoption of such technologies is often considered
as a series of purely technical procedures and improvements [47]. Such an approach
constructs a false sense of objectivity to technologies that separate technological advances
from the broader legal, social, and ethical implications they may pose [47]. This false sense
is also depicted in the fact that in order to deal with data complexity, a series of cognitive
simplifications had to be made during information processing [2,7,10]. These simplifications
though could “infect” the procedure and, to an extent, the decision with biases.

As a result, it should be mentioned that no technology adopted for policing is as
neutral, impartial, and accurate as it claims to be. This, however, should not limit the
implementation of such a model, as ILP methods such as statistical investigations, foren-
sic laboratories, and information systems incorporate the basic assumptions about sci-
ence and technology (neutrality, validity, and progress), building the image of efficiency
and neutrality.
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7. Conclusions

The primary aim of this paper was to provide insights on the degree of ILP’s imple-
mentation by the HP while identifying the innovative police technologies used in the EU
and Greece against crime. To accomplish these aims, an extensive and thorough review
of the existing literature was conducted to establish a good knowledge base around the
theme. This exploration of the academic discourse on the subject divulged some gaps in
knowledge; presented the absence of comparable and comprehensive data; and highlighted
that although police technology is something that concerns researchers, the research around
its implementation and use in the EU and Greece is not vast.

The discussions around these new technologies are best depicted as a continuous
“battle” between skeptics, who see technologies such as AI as tools of “destruction,” and
proponents of progress that see them as tools of “salvation” [47]. Both sides seem to
agree though that new technologies are powerful tools that will have a significant impact
on modern society [47]. The risk that lurks, however, is in assuming that, given their
disruptive power, these technologies will inevitably have such consequences, regardless of
what policies and restrictions we may pose to control them. In this context, a recent eu-LISA
report [106] underlined that the adaptation of new technologies, such as AI, in policing,
security and border control, is not a question of “if”, but “when” and “to what extent”.

Kuskonmaz and Guild [93] expressed interesting parallelism, lumping together the
current haste to implement new digital technologies and the way humanity has addressed
previous technological challenges. More specifically, they analogized the car technology
to AI, underlining the fact that although cars can run really fast, it has not stopped policy
makers from imposing driving speed limits for reasons of public safety [93]. Another great
example of such a successful regulation posed on technological progress was realized on
the non-proliferation of nuclear weapons through international agreements [47]. In that
sense, it can be noted that “just because some technologies are possible, it does not mean
that they should be accepted” [93].

As a result, state, and global response to the uncontrollable technological upheaval are
taking form through the discussions initiated for regulatory initiatives [47,48,63,66,93,94].
In this regulatory effort, the EU mobilized funding mechanisms in order to move forward
the implementation of numerous research projects, as the ones mentioned above, that
would test the application of new AI and surveillance technologies in policing and border
control. Through these research projects, it is aimed to locate any existing flaws and identify
the risks posed by the use of such technologies by the EU LEAs.

In this context, in January 2021 the EC accepted a European Citizens’ Initiative put
forward by the “Reclaim Your Face” coalition, which calls for a ban on biometric mass
surveillance [107]. Furthermore, in April 2021, the EC introduced a proposal for an AI act,
which would classify all AI systems used in the fields of migration, asylum, and border
control management as high-risk [47,107]. These “high-risk” systems will need to meet
certain criteria concerning the quality of data collected, cybersecurity, human oversight,
transparency, and technical documentation and record keeping accuracy [47].

As far as the HP is concerned, through the numerous EU research projects that are
implemented in Greece regarding the use of new AI and surveillance technologies by the
police, the Greek LEA benefits from turning into a technological hotbed of Europe.

Regarding the HP’s projects that are already in the implementation phase and not
at a research-level, such as the “Smart Policing”, the body-worn cameras and the “PNR
System,” the HP has reassured multiple times that all the technologies adopted, comply
with EU and INTERPOL legal and ethical frameworks and have been reviewed by internal
experts and external ethics and stakeholder boards. In addition, it should be noted that the
operation of DIDAP, the key police service for the ILP implementation, is supervised by a
senior Prosecutor and the external control of HDPA, whose responsibility is to guarantee
legality and enhance transparency.

After researching the use of these technologies by the HP, it was realized that the only
technological solution used that needs further discussion is “Smart Policing”. Although
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the “Smart Policing” system offers a more efficient way to identify individuals, especially
third country nationals overstaying in Greece, in comparison to the current procedure that
obliges police officers to bring any individual who do not carry identification documents to
the nearest police station, it creates an unanswered question around whether the private
concessionaire of the project would have access to the data collected as the crypto channel
created will operate at the company’s network.

Regarding the body-worn cameras, it was never stated by HP that it would implement
FRT. The cameras are just used to monitor the police officers doing their job with trans-
parency and, if needed, to collect evidence for a crime committed either by the police or
some suspected criminal [14]. Furthermore, the PNR system collects data that are already
available to the HP legally through border security checks and airlines databases [15].

As far as the drones are concerned, until today, they were only used for border
surveillance and monitoring riots, while recently, they were used for surveilling suspected
criminals during police operations in order to collect evidence and capture them committing
a crime [16]. The only drone use that was considered to be outside the criminal spectrum
was during the COVID-19 pandemic [108] when the HP operated drones to monitor traffic
during movement restrictions [16,61]. However, it was not used to identify cars and car
holders and did not collect personal data, as the aim of the operation was to evaluate the
risk of COVID-19 transmission, depending on the level of mobility of citizens [16,33].

Overall, it can be said that emergent technologies are reshaping policing. This raises
serious questions on the limits of the automation of policing and whether automation
will ultimately lead to an ‘end’ of professional police forces [42]. The proliferation of this
“technological policing net” [42] is a phenomenon that raised concerns primarily in terms of
its surveillance or privacy implications. However, this is only one aspect of the discussion.
Increasingly concerning are the damaging effects of intensifying technologization upon
the police and the public. Further discussion should be made on the impacts of replacing
police forces as “visible societal guardians” [42] with more invisible forms of automated
policing. This could be considered to be more corrosive for the public good than any
privacy violation [42].

In that sense, the exploitation of new technologies in a data-driven [109,110] policing
concept, although important for the goal of preventing crime, is only one part of the
solution [10]. ILP, wherever implemented, was considered only as one segment of an overall
policing strategy that included staff education [10]. In this context, people, software, and
equipment need to be aligned as “the human factor is the primary driver of success” [10].
Always in the end police officers are the ones that analyze, interpret data, decide how to
use it, and ensure their success [10].

Concluding, it is worth mentioning that the examination of all the related literature
showed that there is still not enough evidence for the universal application of such technolo-
gies by any large-scale LEA. All new technologies used for policing, security, and border
control in Greece and the EU are mostly at a research-level. Therefore, those agencies that
want to proceed with the adoption of such technologies should carefully consider the ethical
issues that arise and recognize that most of the claims (advantages and disadvantages)
made will have to be re-tested in an implementation environment of each society, at a trial
stage. In that sense, the Greek and European Panopticon is still far away.
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Abstract: Blockchain is now utilized by a diverse spectrum of applications and is proclaimed as
a technological innovation that transforms the way that data are stored. This technology has the
potential to transform the healthcare sector, especially the prevalent issues of patient’s data-privacy
and fragmented healthcare data. However, there is no evidence-based effort to develop a readiness
assessment framework for blockchain that combines all the different social and economic factors and
involves all stakeholders. Based on a systematic literature review, the proposed framework is applied
to Portugal’s healthcare sector and its applicability is outlined. The findings in this paper show the
unique importance of regulators and the government in achieving a globally acceptable regulatory
framework for the adoption of blockchain technology in healthcare and other sectors. The business
entities and solution providers are ready to leverage the opportunities of blockchain, but the absence
of a widely acceptable regulatory framework that protect stakeholders’ interests is slowing down the
adoption of blockchain. There are several misconceptions regarding blockchain laws and regulations,
which has slowed stakeholder readiness. This paper will be useful as a guideline and knowledge
base to reinforce blockchain adoption.

Keywords: blockchain; healthcare; regulatory readiness assessment framework

1. Introduction

Blockchain has been around for over a decade but has faced regulatory barriers that
have slowed its adoption in key sectors. Some of these sectors handle sensitive data and
information, such as the healthcare and finance sector [1,2]. Blockchain is, simply put, a
distributed database or consensus existing on multiple computers at the same time [3,4].
The longest existing blockchain started in 1995 at the New York Times Newspaper, where
the time-stamping service surety was publishing a hash-value in the ad-section of the news-
paper every week [5]. There is a widespread misconception that “Bitcoin is Blockchain”,
which is false. Bitcoin was introduced to the world in 2008 by Satoshi Nakamoto. It is a
new form of digital currency called cryptocurrency that facilitates transactions without a
central authority [3,6]. The controversy and misconception surrounding Bitcoin is what has
led to the issues with regulation and compliance in blockchain technology today [3,7,8].

Despite the advantages of blockchain, the technology is in contrast with existing data-
protection laws, which has led to sanctions, lawsuits, and fines in many cases [9]. History
has shown that disruptive technologies and the law will eventually find common ground,
but this has not yet proved true for blockchain. The year of 2021 marks a milestone for
cryptocurrency, as the first Bitcoin ETF was approved in the U.S. in October 2021 [10]. This
means that Bitcoin will be traded as a regular investment stock with less volatility [10,11].
This also marks a huge milestone in blockchain regulation, as financial regulators are
gradually understanding the opportunities that blockchain technology can provide.

Blockchain technology has seen a rise in adoption in sectors such as supply chain
management and manufacturing because of the data and authenticity issues facing these
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sectors. There is a call for a legal and regulatory framework to take account of blockchain
in sectors that manage the personal information of stakeholders [3,12]. The healthcare
sector is overwhelmed with data and multi-level stakeholders. If blockchain is applied to
healthcare, it can provide patients and healthcare providers with easy and safe access to
medical history. Access to patient data will be provided securely and privately, with the
functionality to track authorized access. At present, patient data are fragmented among
multiple providers and the web of healthcare systems. Blockchain can offer the patient
control of their data in real-time and guarantee data integrity.

Activities, collaborations, and research are ongoing in this area and will eventually
see that blockchain is regulated. Cryptocurrency, which is the most popular application of
blockchain technology, has not gained much popularity among regulators and big financial
houses to date, due to a lack of central control measures, which has left stakeholders
exposed. According to Reference [13], hackers have made away with over 2.5 billion
USD of cryptocurrency in the last five years. The news of Japan’s Coincheck hack of
over five hundred ($500) million dollars and Tokyo MtGox Exchange, which lost over
850,000 bitcoins, among others, have made national news headlines [13]. These incidents
have given birth to a new wave of regulatory laws that distributed ledger applications
have to follow to remain compliant and avoid fines or total shutdown [3,13]. Our review
of the regulatory readiness assessment framework for blockchain will guide business
entities, solution providers, customers, regulators, and the government on how to develop
blockchain-based applications that protect the assets, privacy, and rights of all stakeholders.

In their paper, Gozman et al. [14] proposed a proof-of-concept blockchain system
for the regulatory reporting of mortgages in the UK. The benefits of the framework were
greater transparency in compliance reporting, a reduction in cost through digitization
and a better customer experience. In this paper, we will develop our review based on the
lessons learnt from, and discussions on, this prototype. In the future, blockchain may be a
solution to data integrity and information-sharing challenges for digital applications. Many
business providers and business entities have declared that they are considering leveraging
blockchain into their business process. They are aware of blockchain’s capabilities but also
deterred by regulatory issues in the new technology.

Based on this, we argue that the state-of-art of blockchain regulatory issues have
received limited focus. There are some reviews that focus on their application to regulatory
reporting; others focus on data enforcement laws on decentralized systems. This has shown
a gap for a systematic literature review assessing the regulatory readiness of blockchain
adoption and implementation, which was the motivation for this research. Our solution
will contribute to the understanding of regulatory issues in blockchain and provides a
snapshot of current data laws across some countries. It should be noted that this review
cannot be considered all-inclusive as blockchain is growing very fast.

Despite the limited studies on blockchain regulatory frameworks, this paper attempts
to answer the following research questions:

RQ1: What are the major regulatory issues of blockchain applications and solutions
from a business and technical standpoint?

RQ2: What are the impacts of data laws on blockchain adoption and innovation?
RQ3: How can we examine the regulatory readiness for blockchain in healthcare?

Contributions

There is a growing knowledge repository for the development and adoption of
blockchain that will help all stakeholders make more informed decisions [13,15]. The
intended benefits of this paper are to reduce the cost of regulatory obligations, accelerate
innovation within the blockchain ecosystem and promote collaboration among regula-
tors, business entities, end-users, and solution providers. As a comprehensive study on
regulatory readiness for blockchain, this paper makes the following contributions:

• Introduces the regulatory readiness framework research area, presenting a proper
foundation, emphasizing definitions, and highlighting terminologies for both industry
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and academic affairs. We demonstrate the impact of data laws on blockchain and
their enforcement.

• Propose a regulatory readiness assessment framework for blockchain; a framework
defining the criteria to assess regulatory readiness and reduce regulatory burdens
when adopting blockchain.

• The study is provided in a timely fashion and offers a guiding lamp to strengthen
blockchain adoption.

• The proposed framework fills a considerable void in the literature, especially in
healthcare, where there is still lack of trust among stakeholders.

• This paper addresses the lack of clarity in blockchain regulatory laws; these issues
have become deterrents for stakeholders.

• The proposed framework is adaptable to several sectors and will be of value to
policymakers as a tool for assessing readiness for blockchain adoption.

The rest of the paper is as follows: we provide a brief outline of blockchains’ ar-
chitecture and summarize some applications of blockchain in Section 2, followed by the
relationship between stakeholders and the proposed framework, in Section 3. We present
the application of the framework in Section 4, followed by materials and methods in
Section 5. In Section 6, we review the impact of regulatory laws on blockchain adoption.
Sections 7 and 8 contain a discussion, the conclusions and future work.

2. Background

In the following paragraphs, we provide a brief overview of the basic architecture and
concepts of blockchain. We also offer a summary of some blockchain applications with a
focus on regulatory concerns and government impact on blockchain adoption.

Blockchain architecture can be grouped into two categories: private (Permissioned)
and public (Permissionless) blockchain [16,17]. Permissionless or public blockchain permits
all participants to create a consensus; that is, there is no need for permission to be added
as a node on the network [11,16,18]. In this blockchain layout, all participants can read
and carry out transactions over the network. A private or permissioned blockchain is
when access to participate is granted to only a few on the network [3]. One of the major
differences between the public and private is that public blockchains require proof of work
or mining, which is used to authenticate transactions [19,20] Another major difference is
that, on a private blockchain, all the participants are known, while on a public blockchain,
the participants are unknown [16]. A private key is used to sign transactions, while a public
key is used to access the transaction. The hash value is encrypted using the private key,
and this transaction can be confirmed between two participants on a blockchain network
using the public key [16].

The distributed architecture of blockchain means that each block is a reference point to
the previous block, which is a hash value from the preceding block, called the Parent Block
(as depicted in Figure 1). The block header (Block X) and the block body are composed of
the hash value that refers to the previous block. The size of each transaction and size of
each block are two very important aspects for maximizing the transactions in a block.

This blockchain layout promotes Confidentiality, Authenticity, and Integrity (CIA)
of data and eliminates the risk of both internal and external attacks [19,21]. At present,
the major technical drawbacks for blockchain applications are its speed, power usage and
scalability [3].
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Figure 1. Example of Blockchain Architecture.

Blockchain has shown immense potential to transform the authentication and vali-
dation of data assets, but recent studies have emphasized a need for a framework that
promotes regulatory compliance [22]. The EU is currently working on a sandbox that brings
together regulators, investors, tech experts and companies to test innovative solutions in a
controlled environment [22,23]. These solutions will embody the intentional regulations
and laws that will be implemented in the pre-coding or pre-design stage of the blockchain
application to eliminate bias or undermine traditional regulatory laws [22]. For instance,
a blockchain application that is used to provide access to Life Insurance based on the
community collectively verifying a person’s credit score before the insurance can be ap-
proved has a different impact from another that grants approval according to medical and
financial history. The first one promotes bias in the community, while the latter encourages
socialism [22]. These types of social impacts and issues must be mitigated to create fairness
in the use of the technology.

Gozman and Aste, in Reference [14], explored the potential of adopting blockchain
technology into regulatory compliance reporting to reduce the burden, cost, and duplication
of regulators. They proposed a conceptual blockchain system for the regulatory reporting of
UK mortgages. The benefits of this project were a drastic reduction in the cost of regulatory
reporting, transparency among all participants, automation of the reporting process and a
better end-user experience. Unfortunately, the project did not scale to full implementation,
but this created a knowledge pool for financial regulators and businesses to improve on
regulatory reporting.

In their article, the Global Systems for Mobile Communications Association
(GSMA) [24], propose investment in emerging and disruptive technologies, such
as Blockchain, Internet of Things (IOT) and Artificial Intelligence (AI), that have proven
to shape the future of companies, allowing them to reach a wider audience and create
new integral channels of opportunity. Their report has focused on blockchain as a solution
allowing mobile operators, the government, and key stakeholders to work hand-in hand
to deliver a better experience in terms of financial services, health, digital identity, and
agriculture. The project was a huge success, helping those in rural areas where there
is a pressing need for proof of identity. This project faced major drawbacks regarding
government regulations. For this project to be a total success, it required some form of
government and regulatory approval. This proved to be a challenge because there is no
widely accepted regulatory framework that ensures fairness and non-discrimination in the
adoption of blockchain. This gave merit to the idea that there is a pressing need for an
approved regulatory framework for blockchain that will cut across many sectors.
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Esposito, in Reference [16], explored the potential use of blockchain to safeguard
medical data hosted in the cloud. The motivation for the research was the increase in
data accumulated within the healthcare sector [25]. Their findings showed a growing
need for healthcare data to be shared among medical practitioners, for healthcare data to
be accessed in real-time by authorized parties, and for these data to be leveraged for a
better diagnosis. The current system is a stand-alone Electronic Medical Record (EMR) and
lacks interoperability. With new medical smart devices being created, there needs to be a
way to accumulate and share these data securely. Their research proposed a blockchain
EMR ecosystem, where patient data are stored in a distributed manner, and the patient
has control and ownership of their data [16]. This proposed solution was not without its
challenges, especially with the data protection laws, such as GDPR, state laws, federal
laws, and HIPAA, that exist in the EU and US. Blockchain has not been certified fit to store
medical data due to the lack of a regulatory framework within the blockchain ecosystem.

Heston, in Reference [26], conducted a case study in blockchain healthcare innovation
to observe how blockchain application can reduce the cost and complexity of managing
healthcare records and insurance. The case study focused on the Estonian Government
and how they partnered with a private blockchain company called “Guardtime” to create a
secure blockchain healthcare record system for its citizens [27]. This innovative approach
sprung from a growing population that are unable to pay for their medical bills and an
increase in the need for medical care. Heston, in Reference [26], describes how the Estonia
government leveraged blockchain to provide a more secure way to share medical data
among all necessary participants. The rationale for adopting blockchain technology into the
medical sector was the ability to reduce healthcare costs by properly coordinating insurance
claims. This new blockchain healthcare initiative was a success, largely because it was sup-
ported by Estonia’s Health Information System Act of 2007 and the Government Regulation
Act of Health Information Exchange in 2008. This has promoted the growth of blockchain
in other areas, such as education, tax, and elections, in Estonia. This has put Estonia at the
forefront of blockchain adoption in almost every sector of the country. The only challenge
faced in the e-health blockchain application was scalability. From these studies, we can
extract that the success and failure of a country implementing blockchain into its services
not only depends on the layout of the blockchain, but on the data and privacy laws that
exist in the country and how the government backs new technologies [26,28]. Therefore,
the regulatory readiness assessment for blockchain developed in this research must be in
accordance with the data and privacy laws that exist today.

A futuristic approach to the challenges faced by regulators in the EU and US was
discussed in their review [29,30]. This research described how public sector services
could be revolutionized by a distributed ledger technology. Blockchain regulation has
attracted the attention of EU state members, the US Presidency, big financial houses, and
big software companies since its exponential growth [30]. The key challenge faced by
blockchain adoption stems from the illegal use-cases within the bitcoin community. Some
very popular cases involve the money laundering scandal by Liberty Reserve in the US,
and the use of bitcoin on shadowy sites and the darknet for malicious purposes. His
research proposed a regulatory environment governed by both legal and technical codes
to ensure the compliance of blockchain assets. While the EU regulators have adopted a
hands-off regulatory approach, the US are focused on regulation after full scalability of the
technology; this is not to say that there are no regulations in place [30]. Table 1 provides a
summary of the limitations of the studies discussed in the background section. This offers
an outline of the research efforts to overcome regulatory barriers in recent years.
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Table 1. Summary table of research on blockchain technology.

Citation
Number

Authors
Name

Year of
Publish

Topic Limitations

[23] Correia et al. 2021 Evolution of Blockchain Market
Lack of evidence-based studies of
regulatory issues associated with

blockchain.

[13] Ekblaw
et al. 2016

A Case Study for Blockchain in Healthcare:
“MedRec” prototype for electronic health

records and medical research data MedRec:
Using Blockchain for Medical Data Access

and Permission Management.

Security and scalability of the solution are
not discussed.

[16] Esposito
et al. 2018 Blockchain: A Panacea for Healthcare

Cloud-Based Data Security and Privacy?

The study did not address HIPAA and
GDPR laws that guide the use of

information technology in healthcare.

[14] Gozman
and Aste 2020 A case study of using blockchain

technology in regulatory technology.
The solution was not scaled to production

to test its applicability.

[28] Guardtime 2016
Estonia e-health authority partners with

Guardtime to accelerate transparency and
auditability in healthcare.

The adaptability and scalability of the
solution was not addressed.

[24] GSMA 2017 Blockchain for Development: Emerging
opportunities for Mobile, Identity and Aid.

Regulatory drawbacks have not been
considered in detail.

[26] Heston 2017 A case study in blockchain
healthcare innovation. Lack of applicability to other scenarios.

[22]
Lapointe

and
Fishbane

2019
The Blockchain Ethical Design Framework.

Innovations: Technology,
Governance, Globalization.

The research did not go into detail to
address the current data laws and how

these govern the adoption of
blockchain technology.

[29] Park and
Park 2020 Regulation by selective enforcement. Selective enforcement is difficult to apply

in a broader context.

[30] Yeoh 2017 Regulatory issues in Blockchain Technology.
Their solution requires an approved
regulatory framework and standard

before implementation can be carried out.

3. The Proposed Readiness Assessment Framework for Blockchain Regulation

In this section of the paper, we propose a readiness assessment framework for blockchain
with the key stakeholders and the relationship between each entity. We then introduce some
parameters to assess design framework readiness. The key components of this framework
have been selected based on the systematic literature review of the blockchain structure
and its applications, the key regulatory issues of blockchain, and the stakeholders that will
benefit from a regulatory readiness assessment framework for blockchain. The approach to
developing this framework is divided into three sections: First, are the facilitating condi-
tions to support blockchain regulation, which involve the creation of regulatory sandboxes,
multi-disciplinary research, data protection laws and anonymity. Then, we identify the
key stakeholders, which are the regulators and government, business entities, solutions
providers, and blockchain end-users [20,27]. In addition, our framework will be based
on the dimensions of motivational readiness, structural readiness, engagement readiness
and technological readiness, as shown in (Figure 2). Most research done on blockchain,
and regulation focuses more on the legal and judicial side of the spectrum; we propose a
regulatory readiness assessment framework to test stakeholder readiness for blockchain
adoption from a regulatory standpoint. The key stakeholders and their relationships are
discussed in the subsections that follow.
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Figure 2. Proposed Regulatory Readiness Assessment Framework.

3.1. Key Stakeholders
3.1.1. Regulators

Regulators can be regarded as the most important blockchain stakeholder because
of their direct influence over the blockchain ecosystem. Regulators can determine how
easy it will be for other stakeholders to implement blockchain solutions [18]. Regulators
are at the forefront of creating legislation and rules-of-engagement for those adopting
blockchain solutions.

3.1.2. Business Entities

This refers to the components and processes that make up an organisation. In supply
chain management for drug manufacturing, pharmacies, healthcare service providers,
research centers and insurance providers will be the business entities that make up the
organisation. These will vary according to the blockchain solution that is being adopted
and how each business entity will collaborate. Business entities such as healthcare services
providers can develop their own blockchain solution or be part of a wider solution.

3.1.3. Solutions Providers

These are the companies that provide the infrastructure need to create blockchain
applications and solutions. The number of blockchain solutions providers is gradually
increasing, creating healthy competition among these stakeholders. Blockchain solution
providers such as IBM and Amazon have continued to show innovation in this space. For
example, during the pandemic, IBM launched a blockchain initiative called IBM Rapid
Supplier Connect to match frontline workers with essential medical equipment, which was
a success.

3.1.4. Blockchain End-Users

These are the direct customers of the blockchain solution. Blockchain has always been
a customer-centric solution as opposed to focusing on the organisation. It was created
to give the users control over their data and how their data are used. For example, a
permissioned or private blockchain solution to manage patient records will give the users
control over how their data are shared and stored. The question of who has access and
issues of unauthorized access will be reduced.
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3.2. Relationship between Stakeholders to Develop a Regulatory Readiness Assessment Framework
for Blockchain
3.2.1. Regulators and Business Entities

The adoption of a regulatory readiness assessment framework for blockchain will
require extensive collaborative effort between the public sector (regulators) and private
sector (business entities). For example, the “RegTech” blockchain prototype was designed
to reduce the burden of regulatory compliance and reporting that is placed on organisations.
The initiative proposed a decentralized approach for reporting mortgage sales in the UK.
This was achieved by a collaborative effort between the Financial Conduct Authority (FCA),
which is the public sector, and the banks, which are the private business entities for the
success of this project.

3.2.2. Regulators and Solutions Provider

Creating a healthy ecosystem of collaboration and communication between the regula-
tors and the solution providers will improve the implementation of larger projects as well
as the scalability of the solution. The Estonian government and regulators have proved the
validity of this model through their partnership with ‘Guardtime’, a blockchain solutions
provider [26,28]. This collaborative approach has made Estonia one of the top countries in
terms of blockchain adaptability into both public and private services, such as healthcare,
finance, and government services.

3.2.3. Regulators and Blockchain End-User

It is important for the government/regulators to work together with blockchain users
when creating and regulating blockchain services. This means that regulation will be
approached not just from the perspective of solution providers and business entities but
from the feedback of end-users. For example, the Estonian government works directly with
citizens on the blockchain healthcare system, thereby creating trust and making regulatory
compliance easier.

3.2.4. Business Entities and Solutions Providers

A close working relationship between business entities and solutions providers, both
large and small, to ensure regulatory compliance and the interoperability of blockchain
solutions is key to creating a working framework.

3.2.5. Business Entities and End-Users

There is a need for a direct relationship between business entities and end-users to
incentivize users to adopt blockchain technology. Some business entities offer tokens and
coins each time a user downloads their blockchain application. This creates trust and
better customer relationships. This will also show that the business entities are liable and
responsible for their customers’ experience.

3.2.6. Solutions Providers and End-Users

This stakeholder relationship is important to protect customers and end-users; it is a
key component for the success of blockchain regulation. For instance, in the financial sector,
blockchain solutions providers have developed the Know-Your-Customer (KYC) concept
to protect users and promote fairness in using the technology. This can be replicated for
other sectors and applied in a broader context.

3.3. Regulatory Design Framework Readiness
3.3.1. Motivational Readiness

This refers to the dissatisfaction with the existing or legacy system and the motivation
to create a better service for all stakeholders. Motivational readiness is characterised
by problem definition, requirement gathering and mapping this to the features offered
by blockchain to make it a preferred solution. This creates the catalyst for change in
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an organization, for example, a change in healthcare records management due to the
duplication and tampering of data. Some examples of the requirements for motivational
readiness for blockchain adoption include a need for shared data storage, need for a tamper-
proof log of all transactions, automation of business processes, visibility of transactions
among all stakeholders, removal of a central authority, and creation of data integrity and
trust among stakeholders.

3.3.2. Structural Readiness

Implementing a regulatory readiness assessment framework for blockchain will re-
quire expertise, time, money, and resources from organisations. This refers to the workforce
and non-technical resources in blockchain adoption. Organisations that are structurally
strong in blockchain adoption will be one step closer to implementing a readiness assess-
ment framework into their practices.

3.3.3. Engagement Readiness

This will include, but is not limited to, the ecosystem value proposition, the poten-
tial participants, the blockchain ecosystem model, how the ecosystem will be governed,
the existing infrastructure and the development costs of the readiness assessment frame-
work. These requirements will be mapped to other components of the framework to
promote collaboration.

3.3.4. Technology Readiness

This refers to the technological infrastructure that is currently in place and the required
information and communication resources for blockchain adoption. Embracing and comply-
ing with blockchain regulation and adopting a regulatory readiness assessment framework
will require access to certain levels of technology. Some examples of technological readiness
include cloud storage, computers, smart phone, and mobile connectivity.

4. Application of Framework in Case Study

In this section of the paper, we introduce the application of the proposed framework
and demonstrate its applicability using Portugal’s healthcare sector (Appendix A). The
Portuguese healthcare sector has grown significantly and was ranked as the 13th best in
Europe [31]. The Portuguese government is pushing for patient rights and secure access
to information. They are considering blockchain as an innovative solution to address
this problem.

4.1. Regulatory/Government Readiness

The Portuguese government/regulators are the most important stakeholders when
creating an acceptable regulatory framework for blockchain. Since the global COVID-19
pandemic, the Portuguese government has been slow in their adoption of blockchain into
sector specific services, unlike other EU countries, such as Malta and the UK [23,32].

There have been some improvement since the publication of the digital transition
action plan, in April 2020, in preparation for the regulations on and legislation of digital
technologies [33]. Since then, there has been significant blockchain research in the energy,
smart contracts, health, and Non-Fungible Tokens (NFT) sectors [34]. Most of the research
into adopting blockchain into healthcare in Portugal is still at the inception stage. This will
prove to be a complexity in getting the stakeholders in our case study to accept a blockchain
solution, and the lack of regulatory framework in this sector is one of the major deterrents.

This validates the need for a blockchain regulatory readiness in the areas of technology
and structural readiness, but points to a lack of motivational and engagement readiness
in the Portuguese healthcare sector. Our regulatory readiness assessment framework can
assist the government in creating a widely acceptable regulatory framework for blockchain
technology by identifying the readiness of key stakeholders and mapping them to the
key facilitating conditions that can promote blockchain regulatory and knowledge. This
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can be designed into a template to promote blockchain innovation and bridge the gap
with legislation.

4.2. Business Entity Readiness

From our findings, we outlined a slow growth into blockchain research among many
small and large companies in Portugal. This highlights the fact that most are familiar with
the term “Bitcoin” but unfamiliar with the term “Blockchain” [35]. The foreign interest
in the Portuguese blockchain market has grown since the release of the government’s
publication regarding the creation of Technology-Free Zones [23]. This created anticipation
that, when the TFZ legislative framework is created, it will create a more stable platform for
blockchain solutions. Some of the most successful use-case areas of blockchain in Portugal
are in Ethereum, charity and gaming. There are considerable limitations from a structural
and technological perspective. Therefore, the readiness for a regulatory framework for
blockchain solution within business entities is very high, but motivational and engagement
readiness is very low.

4.3. Solutions Providers Readiness

Information from the relevant literature on the current state of blockchain technology
in Portugal show that many blockchain consulting firms have already been established with
a firm foundation. From our findings, we can point to a readiness for solution providers
in our four dimensions. Technology, motivation, structure, and engagement readiness are
relatively high. This can create a solid foundation for a nationwide, accepted regulatory
framework and practice when creating blockchain solutions. Our regulatory readiness
assessment framework can assist solution providers in gauging readiness to achieve reg-
ulatory compliance when implementing blockchain solutions. Solution providers are
focusing more on blockchain in the financial sector because Portugal is tax-free for cryp-
tocurrency [35]. The successful implementation of blockchain into healthcare in Portugal
has yet to be achieved, but this may change after the COVID-19 pandemic due to the
pressure on the healthcare sector to share and manage a high volume of information.

4.4. End-User Readiness

There is high motivation for a new way of managing healthcare records among
patients (end-users) in Portugal; this shows a decent motivation to extend blockchain to the
healthcare sector [31,36]. This will have to be achieved in compliance with EU data laws,
which is where our regulatory readiness framework can be applied. From our findings in
recent studies, there is a growing concern regarding patient autonomy over their data in
Portugal. As with the issue of the data breach in our case study, there is news of several
other hacks into medical record and breaches into solution providers [11,21]. We highlight
strong evidence of engagement, motivation, structural and technology readiness for a
healthcare record blockchain solution.

The stakeholder readiness and their corresponding regulatory facilitating conditions
were explored by applying our regulatory readiness framework to the case study in Por-
tugal. This showed readiness for a widely acceptable blockchain regulatory framework
to boost innovation in the blockchain space in Portugal [31,33,34]. The motivational and
engagement readiness for regulators and business entities is low, while that of the solu-
tion providers and end-users is high. On the other hand, the structural and technological
readiness for all key stakeholders is high.

The key facilitating conditions for regulators to achieve regulatory readiness will
include regulatory sandbox and data protection laws, while the business entities and solu-
tion providers will be facilitated by regulatory sandbox, anonymity, and data protection
laws. Finally, the key facilitating conditions for end-users will be anonymity and data
protection laws.
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4.5. Applying Key Regulatory Facilitating Conditions to Stakeholder Readiness
4.5.1. Regulatory Sandbox

A regulatory sandbox will allow innovators and researchers to test out new technology
and business models without the rules and consequences of the real world. Most of the
discussion concerning blockchain is centered around bitcoin, and we clarified, earlier in
our research, that Bitcoin is not Blockchain. There is still no clear regulatory framework for
blockchain in Portugal, especially for the healthcare sector. Therefore, we propose a regu-
latory sandbox among regulators/government, business entities and solutions providers.
A regulatory sandbox will allow for the testing of new innovative blockchain solutions
within a controlled environment. This will contribute to the knowledge sharing of data
laws and provide evidence on blockchain regulatory issues and how key stakeholders can
harmonize legislation and blockchain solutions.

4.5.2. Anonymity

For blockchain solutions, especially in healthcare and finance, there is a need to balance
the anonymity of blockchain assets with anti-money-laundering laws, KYC and GDPR laws.
Defining this clearly from the design to the implementation stage will have huge impact on
a globally accepted regulatory framework. This is one of the major facilitating conditions
that will harmonize legislation and blockchain technology in Portugal and can be applied in
a broader context in other countries. Anonymity is considered a key facilitating condition
for business entities, solutions providers, and end-users. There are technologies in place,
such as zero knowledge (zk-SNARks) and ring signature, that can be used to hide the
identity of the transaction sender on the network. Encryption can also be used to protect
the user’s privacy.

4.5.3. Data Protection Laws

For Portugal, this falls under the category of enhanced privacy and trust in data.
There is a big push for a more effective data-management platform, especially in the
country’s healthcare sector [23]. The government is discussing initiatives to secure patients’
rights regarding how their data are shared and accessed among healthcare practitioners.
Understanding the current data protections laws, such as the GDPR “right to be forgotten”
and implementing these across the blockchain ecosystem will reinforce the confidence of
stakeholders. This key regulatory facilitating condition will be important to regulators,
end-users, business entities and solution providers.

4.5.4. Multi-Disciplinary Research

This is one of the most important components of the framework. This promotes
engagement readiness among all stakeholders, irrespective of academic background and
discipline. It is the catalyst to achieving an industry/sector-wide regulatory framework
for blockchain and its assets. The process of multi-disciplinary research will require a
collaborative approach among several countries, sectors, disciplines, and businesses that
indirectly or directly influence blockchain regulation. This is quite different from the
regulatory sandbox and promotes stakeholder engagement at a high level by exploring
new opportunities and ideas. Each person or entity will provide a unique and diverse set of
skills and knowledge that will add to the knowledge pool of blockchain and how to achieve
effective regulation that will not harm innovation efforts. For example, multidisciplinary
research into blockchain regulation will involve the legal sector, business sector, the social-
science sector, computer science, healthcare, economics and technical and non-technical
blockchain experts.

5. Materials and Methods

The search for relevant papers for the Systematic Literature Review was carried out
using the Scopus Database. This is a concise database that encompasses a wide array of
journal articles, so the enquiry was limited to this search engine. The goal was to retrieve
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the literature directly relating to blockchain regulations and blockchain in healthcare
records’ management. The keyword used for the initial search was “Blockchain”, with
the inclusion criteria for “business & management studies”, “Computer Science” and
“Healthcare”. Conference papers, conference reviews, book chapters and unpublished
works were excluded. After removing duplicates and categorizing the literature based on
these inclusion criteria, our initial search provided 25,680 articles on blockchain. Following
further title-, abstract- and keyword-screening for studies that focus on regulatory concerns
of blockchain in healthcare, blockchain regulation and regulatory impacts on blockchain,
we shortlisted our list of articles to 135. Highly technical studies, such as blockchain
analytics and algorithms, were excluded from the search. After further consideration and
review, we selected 23 articles for the review. Figure 3 shows a flowchart of the literature
search and selection criteria.

Figure 3. Systematic Review of Blockchain Regulation and Adoption.

Our review of the chosen literature revealed gaps in blockchain regulation research
and its adoption within the healthcare space and other sectors. We present a summary table
of the chosen studies (as shown in Table 2). Attempts to gain primary data on blockchain
regulatory frameworks were limited but it a growing area. Most research studies showed
a lack of understanding of key facilitating conditions for blockchain regulation. Despite
these gaps and after a careful synthesis of studies, we were able to:

• Gain more knowledge and understand the various applications of blockchain.
• Understand the implications of regulations and data laws on blockchain.
• Understand the roles of the key stakeholders associated with blockchain regulation in

the healthcare sector.
• Understand their concerns regarding regulation, privacy, and security.

This systematic literature review provides the conceptual and theoretical foundation
for our proposed regulatory readiness assessment framework. While we accept that there
is no single framework that is sufficient to assess the regulatory readiness of a sector
or country to adopt blockchain, we combined all effort and knowledge to ensure the
reproducibility of the proposed framework [37]. We addressed the limitations of blockchain
from a technical, economic, and social perspective, then carefully applied this to our
proposed framework. We successfully identified the key stakeholders that can promote or
limit blockchain regulation, which is very important to ensure that blockchain can gain the
popularity required for proper regulation.
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Table 2. Summary of the important literature for blockchain regulation and adoption in healthcare
and other sectors.

Study/Summary Methodology Key Stakeholders

Belchior et al. (2021) [6]
Summary: A framework for blockchain interoperability among
blockchain entities.
Benefits: Reducing attacks through interoperability; improving data standards
and privacy; insight into blockchain interoperability use-cases.
Challenges: Fast-paced development of blockchain, security, trust and privacy
issues related to GDPR.

Systematic
Literature Review

Business Entities
Regulators

Service Providers

Berdik et al. (2021) [18]
Summary: Reports on the issues and adoption of blockchain applications in
information systems.
Benefits: Promotes blockchain adoption and interoperability among
components; open source blockchain tools.
Challenges The layout and architecture of blockchain is crucial to its
widespread adoption.

Secondary Sources
(Survey)

End-Users
Solutions Providers

Casino et al. (2019) [38]
Summary: The use of blockchain in supply chains, healthcare, IOT and
data management.
Benefits: It contributes to the knowledge base and understanding of applying
blockchains to real-world problems.
Challenges: Lack of review of current state-of-the-art devices due to limited
information and research.

Literature Review
Blockchain Researchers

Regulators
Business Entities

Charles et al. (2019) [7]
Summary: Explores the use of blockchain-based application for clinical
research, managing patient and laboratory data.
Benefits: Contributes to the knowledge and understanding of the regulatory
constraints of adopting blockchain into the healthcare sector.
Challenges: Adhering to regulatory requirements, privacy regulations and
guideline on how to achieve compliance when managing healthcare records.

Secondary Sources

Patients
Regulators/Government

Healthcare Providers
Solutions Providers

Dameri (2009) [9]
Summary: How to improve IT governance and compliance of digital
applications. Compliance requirements when implementing IT governance
into digital applications.
Benefits: Development of a compliance-automated system.
Challenges: Transparency, costs, data protection laws.

Secondary Sources Solutions Providers
Regulators/Government

Dorri et al. (2017) [19]
Summary: An investigation into the use of blockchain in a smart-home setting.
Benefits: Proposed a blockchain smart-home framework that is secure, and
secure access control for IOT devices.
Challenges: Confidentiality, high costs and security issues.

Experiment Solutions Provider
Blockchain Developers

Ekblaw et al. (2016) [13]
Summary: Proposed the use of blockchain to manage medical records.
Benefits: The development of a working prototype to analyse the potential of
blockchain in healthcare, improved interoperability of systems among
healthcare providers and quality data for medical researchers.
Challenges: 51% attack on the private blockchain, high volume of
medical data.

Case Study
(Experiment)

Patients
Healthcare Providers

Regulators
Public Health Authorities.

Esposito (2018) [16]
Summary: Proposed a blockchain solution to protect healthcare data hosted
within the cloud.
Benefits: Recommends off-chain storage to combat GDPR “Right to be
forgotten’ law.
Challenges: GDPR Laws, scalability, and storage of data.

Secondary Sources

Patients
Healthcare Providers

Regulators
Solutions Providers
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Table 2. Cont.

Study/Summary Methodology Key Stakeholders

Filippi and Hassan (2016) [39]
Summary: An overview into the legal challenges of blockchain applications.
Benefits: Proposed automated legal governance using blockchain, improved
transparency in carrying out regulatory obligations.
Challenges: Issues with GDPR’s right to be forgotten and immutability of
blockchain transactions.

Secondary sources
Regulators

Law Makers
Business Entities

Gozman et al. (2020) [14]
Summary: Automating the process of regulatory reporting using
blockchain technology.
Benefits: Reduce duplication, efficient regulatory reporting system, and
creating a better understanding of blockchain for regulators by making them
use the technology in regulatory reporting.
Challenges: Educating regulators and other stakeholders,
confidentiality issues.

Secondary Sources
Regulators/Government

Financial Houses
Business Entities

Gupta and Sadoghi (2019) [40]
Summary: Proposed the use of blockchain in processing transactions.
Benefits: Improves trust and data integrity, tamper-proof solution, reduce
fraud and accountability of data.
Challenges: High costs of maintenance and regulatory issues.

Secondary Sources Business Entities
Solutions Providers

Heston (2017) [26]
Summary: The application of blockchain in healthcare innovation using
Estonia as a case study.
Benefits: Promotes better understanding of regulators, governments, and
healthcare providers on the use of blockchain in the healthcare sector and how
to leverage the opportunities provided by blockchain to improve healthcare
data integrity. Puts the patient’s welfare at the forefront of innovation.
Challenges: 51% attack can occur; size of medical data can cause storage
problems and end-user is responsible for data.

Case Study

Patients
Regulators/Government

Healthcare Providers
Business Entities

Kwok and Koh (2018) [4]
Summary: Explores the use of blockchain to boost tourism among
small economies.
Benefits: Increased commercial opportunities for small countries and
improved stakeholder knowledge on blockchain.
Challenges: Educating stakeholders on blockchain and regulatory gaps.

Secondary Sources
End-users

Business Entities
Regulators/Government

Lim et al. (2021) [36]
Summary: How blockchain technology can be used to improve supply
chain activities.
Benefits: Improve stakeholder knowledge of using blockchain in supply chain
tracking and management.
Challenges: Transparency, high costs and lack of expertise.

Literature Review Solutions Providers
Business Entities

Lin et al. (2017) [12]
Summary: The security issues and challenges of blockchain, and how these
have shaped regulation laws and the adoption of blockchain as a solution.
Benefits: Easy access to data, integration of multiple tasks and less maintenance.
Challenges: Privacy issues.

Secondary Sources Regulators
Solutions Providers

Kwok (2018) [41]
Summary: This research focused on the adoption of blockchain technology
into Tourism and the implications for tourism development in the
Caribbean economy.
Benefits: Boosting of tourism revenue and the launching of the first digital
legal tender in the Caribbean.
Challenges: Lack of IT infrastructure and government support for
new technologies.

Survey
End-users

Government
Business Entities
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Table 2. Cont.

Study/Summary Methodology Key Stakeholders

Nguyen et al. (2021) [32]
Summary: An extensive survey into the application of blockchain and AI into
combating the COVID-19 virus. An integration of blockchain and AI to
revolutionize the healthcare sector.
Benefits: Early detection of outbreaks, ordering of medical data, support drug
manufacturing and virus tracing.
Challenges: Lack of a regulatory framework for blockchain, data privacy
concerns, implementation issues and interoperability of medical
record systems.

Survey
Patients

Government
Healthcare Providers

Prashanth (2018) [21]
Summary: A survey into the challenges and opportunities of using blockchain
as a solution to privacy concerns.
Benefits: Improves trust in and credibility of data and has no third parties.
Challenges: Fear of strict regulations.

Secondary Sources Solutions Providers
Business Entities

Sarmah (2018) [2]
Summary: A study into understanding the use of blockchain and how to it
can be applied to several industries and sectors, as well as their challenges
and advantages.
Benefits: Promotes a better understanding of how to leverage blockchain as a
solution for organisations.
Challenges: A lack of regulatory framework is slowing down the pace of
adoption and a lack of understanding of blockchain architecture by the
key stakeholders.

Secondary Sources Solutions Providers
Regulators

Siyal (2019) [42]
Summary: An overview into blockchain application in the healthcare sector,
focusing on Electronic Health Records, clinical research, medical fraud
detection, neuroscience, and biomedical research.
Benefits: New research opportunities for biomedical research.
Challenges: Storage and scalability, requires regulatory standards, social
acceptance, and interoperability of healthcare systems.

Secondary Sources

Healthcare providers
Biomedical researchers

R&D Specialist
Patients

Solutions Providers

Yeoh (2017) [30]
Summary: This research examines the key regulatory challenges of blockchain
adoption in the EU and US. It discusses the hands-off approach initiated by
both countries, and how this has accelerated the growth of blockchain, in detail.
Benefits: Support for the right innovation for blockchain that will continue to
add value to the technology and make it more accessible. It also promotes a
better understanding between cryptocurrency and blockchain.
Challenges: Lack of adequate knowledge and blockchain expertise
from regulators.

Primary Sources
Secondary sources

Regulators
Governments

Solutions Providers

Kant (2021) [43]
Summary: Blockchain as a solution to organisations’ needs and a source of
competitive advantage.
Benefits: Contributes to the body of knowledge of blockchain adoption.
Challenges: Social and legal issues.

Secondary Sources Blockchain Researchers
Solutions Providers

Pal (2021) [44]
Summary: Explores the possibility of applying blockchain to business
management and business activities to create a safer transaction process.
Benefits: Safer business transactions, reduces error in transactions, helps
prevent fraud.
Challenges: Regulatory and social challenges.

Systematic
Literature Review

Business Entities
Solution Providers

Blockchain Researchers
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Table 2. Cont.

Study/Summary Methodology Key Stakeholders

Rajeb (2020) [45]
Summary: Explores the application of blockchain to food supply chains (FSC)
to combat the issue of food traceability, improve health and safety standards of
food, provide verifiable information on food nutrients.
Benefits: Improve supply chain transparency, effective traceability, automate
data collection and minimize logistic errors.
Challenges: Limited scalability, technological immaturity, lack of industry
standard, lack of a blockchain regulatory framework and privacy concerns.

Systematic
Literature Review

Bibliometric
Analysis.

Food Manufacturers
Food Regulators
Business Entities

End-Users

Sung (2021) [46]
Summary: This study focuses on the adoption of blockchain in an identity
management system, with a focus on the Korean Government.
Benefits: Blockchain provides better control of data, integrity and data
reliability and reduces the cost of delivery to public services. This system is a
user-centric personal data management without a central authority. This
will allow for quicker data access by leveraging the decentralized nature
of blockchain.
Challenges: Educating public sector on blockchain, privacy concerns,
regulatory concerns.

Design Case
Literature Review

End-users
Government
Regulators

Public Sector

Some of the studies, such as Casino et al., Charles et al., Dameri, Dorri et al., Gupta and
Sadoghi, Kwok and Koh, Lim et al., Sarmah, Siyal, Kant, Pal and Sung, proposed different
methods for blockchain adoption and highlighted some related and non-related regulatory
issues pertaining to blockchain. The primary components of the framework were chosen
from framework- and regulatory-related studies on blockchain (Belchior et al., Berdik et al.,
Ekblaw et al., Esposito., Filippi and Hassan, Gozman et al., Heston, Lin et al., Nguyen
et al., Prashanth, Yeoh and Rajeb). Most of these reviews and studies were limited in
scope but offered a good theoretical foundation for the proposed framework. Most reviews
focused on one aspect of organisations and stakeholders, while ours considers different
levels of stakeholder readiness. Defining the stakeholders responsible for adopting new
technology is very important to the framework, especially for a multi-stakeholder sector
such as healthcare.

6. Impact of Regulatory Laws on Blockchain Adoption

Blockchain-enabled applications are currently fighting the battle of compliance and
how to navigate the parameters of data privacy laws such as GDPR, Health Insurance Porta-
bility and Accountability Act (HIPAA), SEC, California Consumer Privacy Act (CCPA), tax
laws, state laws, anti-money-laundering laws, and anti-corruption laws [8,35,47]. Policy-
makers and business entities will have to collaborate on the laws and rules of engagement
that surround blockchain for innovation to continue at a fast pace [9,38]. This proposes the
question of whether the existing laws will be modified to suit blockchain or whether there
will be entirely new set of rules for blockchain assets [40].

Blockchain is built on transparency, trust, and immutability; therefore, many sectors
are adopting it into their business process. This unique characteristic is also the reason
it is facing resistance from regulators [4,5]. Blockchain has been envisioned to become a
new tool of democracy, giving control over personal data back to the users, as well as the
power to monetize their data [7,38,40]. The lack of compliance, governance, and adequate
regulations in blockchain technology is slowing down its adoption and innovation in
several sectors and industries [8,35]. This is one of the major challenges faced by emerging
technologies such as Artificial Intelligence (AI), Internet of Things (IOT), 3D Printing and
Virtual Reality (VR) [48].

Blockchain is a catalyst for change and will eventually blend with regulation and
legislation [3,28]. The impact of data laws and regulations on blockchain applications is
no longer passive. The EU, according to GDPR laws, has rules and regulations regarding
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how data are managed and transmitted; these are enforced across all traditional digital
assets. For instance, the GDPR Regulation (2016/679) of the European parliament and
Council protects the processing of personal information and the free movement of such
data [49]. This creates an issue in the world of blockchain technology due to its special
characteristics, such as the anonymity/pseudonymity, immutability, and distributed nature
of this innovative technology [7,15,41]. The decentralized structure of blockchain violates
the first rule of the GDPR, which is the “Right to be Forgotten”; this is the right for an
individual to request that their personal data are removed or erased, which is impossible
on a blockchain ledger [49].

According to Siegel [50], the HIPAA laws consist of two major categories: the HIPAA
Privacy Rule and the HIPAA Security Rule. The HIPPA Privacy rule is a collection of
national standards for the protection of certain patient information, while the HIPAA
Security Rule is a collection of security standards for patient information that is trans-
ferred or exchanged in the US [50]. The current HIPAA laws are in direct contention with
blockchain because encryption or cryptography is in direct violation of HIPPA privacy
and security rules. This is a challenge when proposing solutions using blockchain to the
authentication and verification of medical data in the US. Companies such as Timcoin
are currently working on blockchain uses in the healthcare industry that can navigate the
HIPAA rules [33,50].

There are also laws such as state laws, tax laws and anti-corruption laws that vary
from country to country. Blockchain companies must consider these laws according to
where data will be stored and transmitted, who will have access to data, and the purpose
of the blockchain [35].

6.1. Key Issues between Blockchain and Current Data Protection Laws

At present, digital applications operate using a central or single database that serves
as a single source of truth [16,35]. This master database can easily be shared with regulators
and authorities for enforcement and investigations. Blockchain, on the other hand, operates
as a distribution of nodes and acts as a consensus version of the truth [47]. This has made
regulation complex because it is difficult to ascertain ownership of the network in a decen-
tralized network. Blockchain is characterized by anonymity and pseudonymity, making
it difficult for enforcement agencies and police to enforce laws [39,50,51]. Blockchain is
an immutable ledger, which means that transactions cannot be deleted once they are en-
tered [41,52]. This creates another dilemma with regulatory laws and regulators due to data
privacy laws. These are some of the major gaps that exist between enterprise blockchain
and regulation.

There are some major key legal hurdles that blockchain companies must overcome
to comply with data laws and regulations. Some of these hurdles are due to the technical
features of blockchain, while others are based on territory. They are as follows.

6.1.1. Recognizing Blockchain-Based Signatures

On a blockchain ledger, it is easy to know who owns the stored data and prove that
data have not been manipulated by users. According to the regulators, this is insufficient,
as they are not legally binding. For blockchain-based signatures to be legally binding,
regulators will need to know who made the transactions, the time stamp, who validated
the transactions, the data associated with the transaction, and was it carried out under a
trusted Internet Service Provider (ISP) [31,51]. To mitigate these legal hurdles, regulators
will be required to broaden their knowledge of blockchain timestamping methods and how
this can fit into the current regulations [35].

6.1.2. Location of Nodes

Permissionless or public blockchains such as Bitcoin are not hosted in one precise
location, but a combination of nodes that are spread out across the globe [41]. This can
make it difficult for regulators, especially in the finance sector, where there are anti-money-
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laundering laws and know-your-customer (KYC) laws. This will require a cross-jurisdiction
effort on the part of regulators to comply with data laws. There is also the drawback of
being unable to control risks and monopolies that exist in the blockchain ecosystem. EU
regulators focus on the location of a dispute to determine the appropriate laws that will
govern damage recovery [31]. The place where the harmful event or hacking occurs usually
determines which court will have jurisdiction. The decentralized structure of blockchain
will make it difficult to determine in which place or country the damage occurred and will
make it hard for the law to take its course.

6.1.3. Anonymity

When a law is broken, law enforcement does their job by enforcing sanctions and
penalties. For this to happen, the law will have a clear idea of who the lawbreakers are and
where they reside. For blockchain, this is quite impossible or very difficult to ascertain. For
permissioned or consortium blockchains, this will not be a problem because all participants
are identified, but for a permissionless blockchain, where the actors are unknown, this
can be quite difficult and will require forensic analysis of the blockchain network [32]. To
mitigate this issue in Bitcoin, for instance, the regulators will need to police the gateway
between cryptocurrency and fiat currency [34,35]. Regulators will be able to monitor the
access points that are key to the running of the blockchain application. By policing these
access points, lawbreakers can be unmasked and traced.

6.1.4. Liability Constraints

Who is liable? The question of who will be liable and responsible for data breaches
or violating data laws can be confusing in blockchain. This lack of liability can create an
obstacle for regulators to establish with compensation rights for defrauded users [34,53].
The issue of who is most liable among blockchain developers, users, and business entities
is still under debate, so the government has decided to find a different way of enforcing
liability in blockchains [32,34].

6.1.5. Data Protection Laws

The EU has enforced GDPR rules since 2018, whose sole purpose is to consider all
developments in the online world for the last 25 years [49,51]. The GDPR laws were
designed before the popularity of blockchain grew to its present levels. This has created
tension between blockchain technology and EU data regulators. There are three major areas
of contention between blockchain and GDPR laws, which are as follows:

• The identification of data controllers and processors is law under GDPR.
• Anonymity of personal data.
• The GDPR right to be forgotten.

The third contention, which is the “Right to be Forgotten”, can be mitigated if the
blockchain is designed with this data law in mind [50]. The use of an off-chain storage and
processing data management platform can mitigate this issue.

6.2. Some Key Guidelines to Aid Regulators and Policy Makers on Their Journey to Regulate
Blockchain Technology

• A simple dictionary of blockchain terminologies written by regulators, which defines
blockchain EU Laws and data laws to ensure shared definitions among countries.

• Communication of these terminologies so that they reach a wider audience.
• Creation of a balance between blockchain terminologies and laws that will not

deter innovation.
• A sandbox to improve understanding between regulators and the

blockchain ecosystem.
• Use of case testing to obtain a clearer picture of the gap between blockchain and GDPR.
• Monitoring and reiteration in smaller use cases to test resistance to blockchain assets.
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• A based regulatory tool is a good way of improving the understanding between
regulators and blockchain. In their work Gozman and Aste [14] proposed a solution
that involved the application of blockchain to regulatory reporting. This will help
bridge the gap and harmonize the current situation between the data-protection
regulators and blockchain solutions as they utilize this technology first-hand.

7. Discussion

The authenticity of a framework is ascertained when its explanations are concise,
categories are properly formed, interpretations and terminology are easy to understand,
and transferability and dependability are established [47]. We present a summary of the
regulatory readiness assessment framework for the Portuguese healthcare sector, as shown
in Table 3. We provide a snapshot of the findings based on the key regulatory facilitating
conditions, which is key to the framework. We categorize facilitating conditions from ‘high’
to ‘low’ based on key stakeholder readiness. We capture how the key regulatory facilitating
conditions influence stakeholders and highlight their readiness for a regulatory frame-
work for blockchain technology. These findings are based on our Portuguese healthcare
case study.

Table 3. Summary of the regulatory readiness assessment framework for Portugal’s Healthcare Sector
(case study) in terms of key regulatory facilitating conditions.

Key Regulatory
Facilitating Conditions

Regulators/Government Business Entities Solutions Providers End Users

Regulatory Sandbox Low
There are plans to launch a

Trade-Free Zone in Portugal,
but there is no ongoing
collaborative approach
between regulators and

blockchain providers.
There is a need for a

regulatory sandbox to
improve the understanding of

regulators in Portugal that
Bitcoin is not Blockchain.

Low
There is little to no collaborative
effort among business entities to

improve blockchain adoption
and minimize

regulatory concerns.

High
There are collaborative research

plans among the bigger
technology companies to reduce

regulation concerns by
following regulatory practices

when providing their
blockchain solution.

High
High stakeholder motivation
for blockchain adoption and
innovation, especially due to

Portugal’s tax-free law on
cryptocurrency, but fear of

harsh regulation
causes concern.

Anonymity Low
Regulators and government
understanding of blockchain

anonymity is based on the
darknet uses of Bitcoin.
Regulators must have a

technical understanding that
blockchain anonymity is not a

threat but an opportunity if
leveraged correctly. There are

always ways to reduce
anonymity within a

technology, but only through
an understanding of its

technology and terminology.

High
Business entities are

individually taking advantage
of blockchain in Portugal,
especially cryptocurrency,
which is the most popular

use-case at present.

High
Solution providers such as

Amazon and IBM are trying to
figure out ways to blend

anonymity when developing
blockchain platforms with
regulatory requirements.

Low
There are concerns regarding
how issues will be resolved
and the high risk of losing

their investments if everyone
is anonymous.

Data Protection
Laws

High
The EU is considering

blockchain regulation despite
most laws still being at the

planning phase.

Low
Concerns relating to GDPR data

laws and fines.

Low
Concerns relating to GDPR

laws, Portuguese data laws and
anti-money-laundering laws.

Low
Concerns relating to laws of
the regulatory framework
and how these will impact

their data.

Multi-Disciplinary
Research

High
There is motivation for
research on blockchain

regulation to cut across all
sectors, even though most

research is still in the
planning phase.

There is also a good IT
infrastructure in Portugal.

Low
There is no known

multi-disciplinary research on
blockchain regulation among
business entities in Portugal.

Low
There is limited

multi-disciplinary research
among small and large

solution providers.

High
End-users show motivation

to be part of
multi-disciplinary research

that forms a knowledge pool
for the creation of a

regulatory framework.

One of the key results is that all stakeholders need to understand the technology and
terminologies, which will require extensive collaboration. Most blockchain initiatives have
faced challenges in gathering all stakeholders together to discuss a roadmap for a widely
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acceptable regulatory framework. The key concern of most business entities and end-users
relates to data protection laws. Addressing these concerns by creating a regulatory sandbox
to test blockchain solutions in a controlled environment will boost blockchain’s adoption
into the healthcare sector and other industries.

There is strong evidence of blockchain adoption and innovation in Portugal. This
willingness to adopt blockchain as a solution provides the correct ecosystem for a widely
approved framework that supports innovation. The fault tolerance of the proposed solution
is synonymous with distributed systems. By design, the proposed readiness assessment
framework will maintain its functionalities if one or more of the components fail due to
their unexpected behaviors. The issue of scalability will heavily depend on the number of
stakeholders that are involved in the process and the transactions of the blockchain applica-
tion. There is a need for a regulatory readiness framework that will address the concerns of
all stakeholders without comprising the innovative potential of blockchain technology.

8. Conclusions and Future Work

The blockchain phenomenon has now moved from an exaggeration to a reality. This
innovative technology is gradually disrupting the digital ecosystem and has the power to
transform not only the financial industry, but almost every industry and sector in the world.
There is ongoing research and collaborative efforts toward regulating this technology but no
evidence of any research into the regulatory readiness assessment for blockchain technology.
In this study, we proposed a conceptual regulatory readiness assessment framework for
blockchain. This was then applied to the Portuguese healthcare case study to test its
usefulness. We identified the key stakeholders that are needed to achieve a regulatory
framework, the technology, motivational, engagement and structural readiness, and the key
regulatory facilitating conditions for blockchain. This gave a good insight to the application
of blockchain to manage healthcare records, with Portugal as a focus point for our case
study. Our findings showed positivity regarding the adoption of blockchain, especially
in the healthcare sector, where patients want full control over their data, there are issues
of fragmented data, and healthcare providers require data integrity. The downside in our
findings points to a lack of harmony between regulators and blockchain stakeholders due to
the lack of a dependable regulatory framework. Applying a regulatory readiness framework
to blockchain will speed up its adoption, guarantee knowledge dissemination, reduce loss
of data, avoid fines, and improve regulatory reporting. Blockchain development and
regulatory compliance will be approached simultaneously at every level of the framework,
with the key stakeholders as variables.

Blockchain can enhance data integrity in many sectors especially healthcare but there
must be trust between the technology providers, regulators/government, business entities
and end-users. Much is still unknown about blockchain regulation at this stage and, as it
grows from strength to strength, regulation will become mandatory. This will have to be
done on a use-case-by-use-case basis, rather than using one-size-fits all approach. Although
our framework was based on a wide view of blockchain in terms of its regulation, adoption,
and innovation, it does not cover every aspect of blockchain regulation.

For future research, we propose research into a web application tool for blockchain
adoption and a regulatory readiness assessment. This will be conducted using a collabora-
tive approach with a wider number of researchers, with a focus on its application in the
healthcare sector. The healthcare sector is slow to accept digital transformation and has
limited information when it comes to blockchain application. Despite these limitations,
we believe that our regulatory readiness assessment framework will improve regulatory
knowledge for the use of blockchain in healthcare and other sectors.
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Appendix A. Case Study Brief

We selected a hospital in Portugal that was fined for GDPR infringement and violating
data regulatory laws for our case study. After evaluating several pieces of secondary data
(research journals and articles) on regulation in the EU, we chose Portugal because of its re-
cent effort towards blockchain adoption and nation-wide regulation. A case study approach
seems appropriate because of the limited information regarding blockchain adoption and
regulatory research in the healthcare sector. We have looked through extensive news cover-
age and information on this case study to obtain a comprehensive understanding, and most
of the data were compiled from secondary data sources. We focused on secondary data that
showed the anticipated challenges regarding blockchain in Portugal, the current state of
regulation, and stakeholder readiness for blockchain technology. We used secondary data
corresponding to our themes, which were the key facilitating conditions for blockchain,
identification of relevant stake holders and stakeholder readiness, when selecting our
case study.

From our findings, we identified several news headlines about the 400,000 EUR fine
slammed on the hospital for violating data laws, which was the first of its kind [34]. The
Portuguese-based hospital was accused of violating three EU data laws, as follows: indis-
criminate access to patient’s data, lack of secure processing, and violation of confidentiality
and integrity. The hospital blamed this breach on the outdated information technology
system provided by the public sector [34]. This could have been avoided if the hospital had
adopted a more secure way of managing and accessing healthcare records, in accordance
with data laws. This provided the opportunity to suggest a more innovative system that
manages data assets efficiently, such as blockchain technology. The hospital focuses on
general medical diagnosis, treatment, and tests. We then applied our regulatory readiness
assessment framework to a proposed, blockchain-based, healthcare-record-management
system for the hospital to improve the confidentiality, integrity, and authenticity of medical
records, restrict unauthorized access and give patients full control over their data within
the hospital.

The hospital has over 50 staff members, both external and internal, and their patient
size has recently increased from 100 patients to 150 patients in the past year. The previous
electronic health record system used in the hospital can no longer serve this growing
customer database. In the past, there have been losses and comprises of patient information,
and fragmented sharing of data. There is also a lack of integrity regarding medical data
and patients cannot access their data conveniently.

We propose the implementation of a permissioned blockchain architecture to manage
patient data and replace or enhance the current HER system. If set up correctly, patients will
have full control over their records, and can revoke access to information. Patients would
also be able review doctor’s visits, online medical diagnoses, secure data exchange and the
interoperability of systems with other health care providers, and secure data collection for
ministry and government surveys.
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Abstract: Internet usage may help promote the physical and mental health of older adults living
in Residential Aged Care Facilities (RACF). There is little evidence of how these older citizens use
internet services. This systematic review aims to explore the trends and factors contributing to
internet use among aged care residents. A systematic search will be conducted on nine online
databases—MEDLINE, EMBASE, PsycInfo, CINAHL, AgeLine, ProQuest, Web of Science, Scopus,
and the Cochrane Library. Two reviewers will independently conduct title and abstract screening,
full-text reading, critical appraisal, and data extraction. Any discrepancies will be resolved by
consensus. Methodological risk of bias will be assessed using the Effective Public Health Practice
Project measure and Joanna Briggs Institute checklist. We will report a narrative synthesis of the
evidence. Information on factors contributing to internet use and their strength of association will
be reported. If feasible, we will undertake a meta-analysis and meta-synthesis. Our review will
provide information on the factors predicting internet use among older adults in residential aged
care facilities. The evidence from this review will help to formulate further research objectives and,
potentially, to design an intervention to trial internet access for these groups. (Protocol Registration:
PROSPERO-CRD 42020161227).

Keywords: internet usage; older adults; elderly; digitalisation; residential aged care; nursing home;
computer; smartphone

1. Introduction

Older adults (people aged 65 years and above) choose to use the internet for many
reasons. Understanding these reasons is essential when planning internet services targeted
at this group. Few studies have explored the reasons for internet usage among older adults
living in the United States [1], Germany [2], Australia, and New Zealand [3–5]. For example,
Szabo et al. (2019) [3] analysed data from three waves of New Zealand’s health, work, and
retirement study (NZHWR) involving 1165 older adults aged 60–77. Social connectivity,
online banking, and acquiring health information constituted the top three reasons for
internet usage among older people. In a survey of 1040 Australian adults, it was reported
that around two-thirds of older Australians aged ≥ 65 years used the internet for medical
consultation [5]. Some evidence suggests that older adults participate in online health
promotion activities such as cancer screening [6]. These studies reflect internet usage among
older adults but are not specific to those living in Residential Aged Care Facilities (RACFs).

A few studies report lower internet use among the residents in aged care facilities com-
pared with community-dwelling older adults of similar age [7,8]. For example, Seifert et al.
(2017) [7] reported a survey of 1212 residents from 24 aged care facilities in Switzerland.
The authors note that only one in six (15%) aged care residents used internet services. It
was further reported that community-dwelling older adults were two times more likely
to browse the internet compared with residents in RACFs [7]. In another study, it was

Digital 2022, 2, 46–52. https://doi.org/10.3390/digital2010003 https://www.mdpi.com/journal/digital154



Digital 2022, 2

reported that only three per cent of residents aged 85 and above spent time on the internet,
a figure eight times lower than that for community-dwelling older adults of similar age [8].
Residents of RACFs are older, frail, and have poor physical and mental health [9,10], and
this could potentially explain the lower penetration of the internet into this population.
Two pilot studies investigated internet usage in RACFs [11,12]. In one of the pilot crossover
randomised controlled trials, nine older adults with dementia were scheduled to talk with
their family members using Skype or telephone. The residents were less aggressive and had
lower levels of agitation when using video calls [12]. Loh et al. (2005) evaluated reasons for
the low uptake of internet technology in two RACFs in Australia [13]. Low internet utilisa-
tion was attributed to the limited access to computers. It was further reported that neither
facility had a broadband internet connection. However, the study was conducted in 2005
when internet services had low penetration in the community. Since then, there have been
changes in internet service provision. Many RACFs have incorporated digital technologies
into their service; however, providing internet facilities does not mean residents are using
internet services [9]. Besides, many governments provide online services to older residents.
For example, the Australian Government is encouraging people to utilise internet media
for health-related services. Australia has implemented a national digital health system,
‘My Health Record’ [14] and a national internet portal for aged care assistance, ‘My Aged
Care’ [15]. With poor or no access to the internet, older adults in RACFs are prevented from
accessing these services.

These studies provide a reflection on the perceived benefits of internet usage among
RACF residents. While internet technology plays an important role in an older person’s
life in residential aged care by promoting social connectedness and physical and mental
wellbeing, very little is known about its access and use among these residents. To date, no
systematic reviews have synthesised evidence on internet use among residents of RACFs.
Our systematic review and meta-analysis will investigate the factors influencing internet
usage among the residents. We will further explore the strength of association of factors
predicting internet use and the models used to determine this relationship.

2. Materials and Methods

The manuscript adheres to the preferred reporting guidelines for systematic review
protocols. A complete checklist reporting guidelines is provided with this manuscript
(Supplementary material File S1: PRISMA-P Checklist).

2.1. Eligibility Criteria

We will include studies based on the following criteria:

• Population: Older adults (aged 65 years or over) living in residential aged care facilities
• Exposure: Internet usage (describes internet usage or explores factors associated with

internet usage)
• Study design: experimental, quasi-experimental, before and after design, observa-

tional, and qualitative
• Language: English
• Publication time: Published after 1990
• We will exclude case studies, literature reviews, commentaries, editorials, and letters

to the editor as these do not involve primary data.

2.2. Information Source

We will scientifically explore the following online data sources: MEDLINE, EMBASE,
PsycInfo, CINAHL, AgeLine, Web of Science, Scopus, the library of the Cochrane Collabo-
ration, and four ProQuest databases: 1. public health, health, and medical; 2. healthcare
administration; 3. nursing and allied health; and 4. dissertations and theses. These
databases were included based on the existing systematic review literature [16,17], aiming
to identify as many studies as possible. MEDLINE, PUBMED, and Cochrane Library are
the three major databases used for systematic reviews [18]. There is some evidence to
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suggest that bias can be reduced when an extensive database search is carried out [18].
There will be no language restriction in the search strategy, but studies in languages other
than English will be excluded.

We will undertake the citation search (of the included studies) to identify any addi-
tional studies relevant to our review.

We will not search grey literature as there is evidence that a search strategy used for
grey literature may not be replicable [19].

2.3. Search Strategy

We identified three search concepts to address our research question—older adults,
residential aged care, and internet-based technology. The Peer Review of Electronic Search
Strategies (PRESS) guidelines [20] were followed to develop the search strategy. We in-
corporated the technical inputs from an information scientist during the development of
the search strategy. A second information scientist peer-reviewed our search strategy. The
MEDLINE search is presented along with this manuscript (Supplementary Material File S2:
MEDLINE Search).

2.4. Screening and Selection of Studies

The output from each database will be imported to Endnote 9.2 and combined. The
final list of citations will be exported to Covidence [21,22]. Duplicates will be identified
and removed using Covidence.

We will undertake a two-step screening process for selecting the study: 1. title and
abstract screening, and 2. full-text screening. Two reviewers will independently conduct
screening at each stage against set criteria for inclusion and exclusion. A third member
of the review team will resolve the disagreements, and the final decision will be made by
consensus within the review team.

Two reviewers will undertake a thorough assessment of citations of the included
studies to locate any potentially relevant studies. Such studies will be selected based on
consensus among the reviewers.

A PRISMA flowchart will be presented to describe the flow of articles at each stage of
the review [23].

2.5. Risk of Bias Assessment

Quantitative studies will be assessed using the Effective Public Health Practice Project
(EPHPP) tool. This measure has eight sections, each scored as “strong”, “moderate”, or
“weak”. Depending on the number of weak ratings, studies will be graded as strong,
moderate, or weak [24].

Similarly, Joanna Briggs Institute (JBI) critical appraisal checklist will be used to
evaluate the methodological robustness of qualitative studies [25]. The JBI tool coherently
evaluates the intrinsic methodological quality of a qualitative study. It has ten questions to
evaluate the congruity between the research methodology with five components—proposed
theoretical framework, research questions, data collection methods, data analysis process,
and the interpretation of results [25,26]. Each question is answered either ‘yes’, ‘no’,
‘unclear’, or ‘not applicable’.

We will use a table to narrate the findings from the risk of bias.
We will check the manuscript for ethics approval. We will not include any studies that

have been retracted post publication..

2.6. Data Extraction

We will design and pilot test the data extraction tool. The tool will be amended
if necessary. This task will be undertaken independently by the two reviewers. Any
discrepancies during extraction will be resolved by verifying the data in the article. If the
article(s) is/are not clear, we will email the author for clarification.

156



Digital 2022, 2

If multiple manuscripts are reported from a data set, we will report the first published
study with the outcome of interest as the primary source. Information from the multiple
sources will be collated, compared for consistency before data synthesis, and reported in
the review. There is a possibility that some cohort studies may include analysis at different
points in time. In such cases, we will include both manuscripts and make a note of it.

We will obtain the following data:

1. Citation
2. Country
3. Period of data collection
4. Study design (randomised control trial, quasi-experimental, before and after study,

cohort, case control, survey, qualitative, other)
5. Sampling strategy
6. Participant characteristics (total participants, frequency distribution based on gender,

mean and standard deviation of age)
7. Internet usage (frequency of internet usage, the purpose of internet usage, the device

used for the internet, the mean and standard deviation of time spent on the internet);
8. Factors predicting with internet use (we will extract information on factors related to

internet use (associated or no association), the model used to determine the association
(bivariate or multivariate), strength (coefficient and 95% confidence interval), effect
size (power) of the tested model (adjusted or non-adjusted), and report whether those
models were standardised or non-standardised)

9. From qualitative studies, we will also collect information about the study’s philo-
sophical or theoretical basis, methodological approach, and specific details about
participants. We will also report the study population’s context and culture, phe-
nomena of interest, quotes from participants, and statements, assumptions, and
interpretations from the researchers.

2.7. Data Synthesis

We will follow the convergent segregated approach for systematic reviews with quan-
titative and qualitative methods [27]. Quantitative and qualitative findings will be synthe-
sised separately at first, then linked together to generate a conclusion. We will report a
narrative synthesis for outcomes lacking adequate data.

2.7.1. Meta-Analysis

If sufficient information is available, we will undertake a meta-analysis to pool findings
from included studies [28] using the Review Manager (RevMan, Version 5.3, Revman
International Inc., New York, NY, USA) software package. We anticipate a substantial
variety in the study design and outcome variables. Information on the prevalence and
factors predicting internet use will be extracted and pooled across different outcomes and
study designs, followed by a subgroup analysis. We will extract the following information
for the meta-analysis: participant characteristics (age, standard deviation), gender, the
prevalence of internet usage (percentage and standard deviation), factors contributing to
internet usage (risk ratio, 95% confidence interval). The analysis will be conducted at the
study level, not individual participants.

The model for meta-analysis will be determined using the test of heterogenicity (I2 test).
We will use a fixed-effects model if the observed heterogeneity is low (i.e., I2 < 25%) and a
random-effects model if heterogeneity is moderate to high (i.e., I2 ≥ 25%) [29]. For each
factor that is tested, a summary statistic of each included study will be reported using a
Risk Ratio (RR) and 95% confidence interval. Where individual studies report an Odds
Ratio (OR) as a measure of association, we will convert it to Risk Ratio using the procedures
in RevMan Version 5.3. A forest plot of the pooled estimates as a risk ratio (95% confidence
intervals) will be presented for each outcome. A sensitivity analysis will be carried out to
understand the methodological robustness of a study. If the study involves ten or more
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studies, we will perform a funnel plot analysis to detect any publication bias among the
included studies [30,31].

If the information provided in the manuscript is not complete, we will email the
corresponding author for the missing values. We will document such communication in
our report. If the information could not be obtained even after a follow-up email (sent
14 days after the initial email), we will exclude incomplete studies from the final analysis.

Sensitivity Analysis

Sensitivity analysis allows us to check if the results from a meta-analysis were affected
by the inclusion of certain studies based on predefined criteria. We will undertake a
sensitivity analysis to determine if the outcome is influenced by omitting one or more
studies from the analysis. For example, we will conduct a sensitivity analysis to examine
the effect of bias by removing studies with a high risk of bias.

Subgroup Analysis

Subgroup analysis will help us to understand the mean effect and variation in different
study populations and different study designs. For example, we will consider a subgroup
analysis to determine if there are studies with a control group and without a control group.
Gender influence on internet use will also be explored through subgroup analysis. A
further subgroup analysis will be based on the year of publication to check if there were any
differences before and after 2010 when the technological advances became more prominent.
For example, Facebook and other social media applications became popular after 2010. We
will calculate the mean effect and variance for each group and compare subgroups. There
is some evidence to suggest that subgroup analysis needs to be undertaken with caution
and may produce misleading inferences [31]. We will consider a subgroup analysis if there
are at least five studies [28] in each subgroup.

Meta-Biases

We will conduct a funnel plot analysis to identify publication bias among the studies
included in the review. However, it has been suggested that the sensitivity of a funnel plot
analysis to detect publication bias is limited if the meta-analysis is conducted with less than
ten studies [30,31].

2.7.2. Meta-Aggregation

We will conduct a meta-aggregation to synthesise qualitative data [27]. Contextual
information will be compiled and categorised into groups based on similarity. These
statements will be referred to as findings from the review synthesised from the qualitative
data of studies included in the review. If sufficient studies are not available to conduct
textual pooling, findings will be presented in narrative form.

3. Discussion

Our systematic review will generate evidence on internet usage among older adults
living in RACFs. It will further explore the barriers and enablers that contribute to older
residents’ use of internet technology. Outcomes from this review will facilitate improving
services to the consumers of residential aged care facilities.

Residential aged care facilities offer standard services such as meals and personal care.
Internet access is not a component of these essential services. We believe this review’s
impact and further intervention work would be to add internet provision as a standard
service offered by a facility.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/digital2010003/s1, Supplementary Material File S1: PRISMA-P
statement and Supplementary Material File S2: MEDLINE Search strategy.

158



Digital 2022, 2

Author Contributions: Conceptualization and consultation with the information scientist from La
Trobe University, S.P. and J.C.; abstract and full-text screening, S.P. and S.S.; writing—original draft
preparation S.P.; additional inputs for the protocol, S.S. and J.C. All authors have read and agreed to
the published version of the manuscript.

Funding: The research received no external funding. The authors were funded through exist-
ing projects.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: We would like to acknowledge Ange Johns-Hayden and Hannah Buttery for
their technical inputs during the development of the search strategy.

Conflicts of Interest: The authors declare that they have no conflict of interest. This protocol
was presented as a poster at the 54th Annual conference (virtual) of the Australian Association of
Gerontology (9–11 November 2021).

Protocol Registration and Amendments: We prospectively registered our review protocol with
the International Prospective Register of Systematic Reviews (PROSPERO) (Registration number:
CRD 42020161227). Any changes in the registered protocol will be documented and reported in
the manuscript.

References

1. Choi, N.G.; DiNitto, D.M. Internet Use among Older Adults: Association with Health Needs, Psychological Capital and Social
Capital. J. Med. Internet Res. 2013, 15, e97. [CrossRef]

2. Schehl, B.; Leukel, J.; Sugumaran, V. Understanding differentiated internet use in older adults: A study of informational, social,
and instrumental online activities. Comput. Hum. Behav. 2019, 97, 222–230. [CrossRef]

3. Szabo, A.; Allen, J.; Stephens, C.; Alpass, F. Longitudinal analysis of the relationship between purposes of internet use and
well-being among older adults. Gerontologist 2019, 59, 58–68. [CrossRef] [PubMed]

4. Russell, C.; Campbell, A.; Hughes, I. Research: Ageing, social capital and the Internet: Findings from an exploratory study of
Australian ‘silver surfers’. Australas. J. Ageing 2008, 27, 78–82. [CrossRef] [PubMed]

5. Research Australia. Health and Medical Research Public Opinion Poll 2016; Research Australia: Darlinghurst, NSW, Australia, 2016.
6. Hunsaker, A.; Hargittai, E. A review of Internet use among older adults. New Media Soc. 2018, 20, 3937–3954. [CrossRef]
7. Seifert, A.; Doh, M.; Wahl, H.-W. They also do it: Internet use by older adults living in residential care facilities. Educ. Gerontol.

2017, 43, 451–461. [CrossRef]
8. Schlomann, A.; Seifert, A.; Zank, S.; Woopen, C.; Rietz, C. Use of Information and Communication Technology (ICT) devices

among the oldest-old: Loneliness, anomie, and autonomy. Innov. Aging 2020, 4, igz050. [CrossRef]
9. Deloitte. Australia’s Aged Care Sector: Economic Contribution and Future Directions; Deloitte Access Economics: Sydney, NSW,

Australia, 2016.
10. Holloway, E.E.; Constantinou, M.; Xie, J.; Fenwick, E.K.; Finkelstein, E.A.; Man, R.E.K.; Coote, M.; Jackson, J.; Rees, G.; Lamoureux,

E.L. Improving eye care in residential aged care facilities using the Residential Ocular Care (ROC) model: Study protocol for a
multicentered, prospective, customized, and cluster randomized controlled trial in Australia. Trials 2018, 19, 650. [CrossRef]

11. Ballantyne, A.; Trenwith, L.; Zubrinich, S.; Corlis, M. ‘I feel less lonely’: What older people say about participating in a social
networking website. Qual. Ageing Older Adults 2010, 11, 25. [CrossRef]

12. Van der Ploeg, E.S.; Eppingstall, B.; O’Connor, D.W. Internet video chat (Skype) family conversations as a treatment of agitation
in nursing home residents with dementia. Int. Psychogeriatr. 2016, 28, 697–698. [CrossRef]

13. Loh, P.K.; Flicker, L.; Horner, B. Attitudes toward information and communication technology (ICT) in residential aged care in
Western Australia. J. Am. Med. Dir. Assoc. 2009, 10, 408–413. [CrossRef] [PubMed]

14. Australian Institute of Health Welfare. Australia’s Health 2018; AIHW: Canberra, Australia, 2018.
15. Smith, C. Navigating the Maze: An Overview of Australia’s Current Aged Care System; Royal Commission into Aged Care Quality and

Safety, Commonwealth of Australia: Canberra, Australia, 2019.
16. Bandari, R.; Khankeh, H.R.; Shahboulaghi, F.M.; Ebadi, A.; Keshtkar, A.A.; Montazeri, A. Defining loneliness in older adults:

Protocol for a systematic review. Syst. Rev. 2019, 8, 26. [CrossRef] [PubMed]
17. Rosa, M.V.; Perracini, M.R.; Ricci, N.A. Usefulness, assessment and normative data of the Functional Reach Test in older adults: A

systematic review and meta-analysis. Arch. Gerontol. Geriatr. 2019, 81, 149–170. [CrossRef]
18. Betrán, A.P.; Say, L.; Gülmezoglu, A.M.; Allen, T.; Hampson, L. Effectiveness of different databases in identifying studies for

systematic reviews: Experience from the WHO systematic review of maternal morbidity and mortality. BMC Med. Res. Methodol.
2005, 5, 6. [CrossRef]

159



Digital 2022, 2

19. Adams, R.J.; Smart, P.; Huff, A.S. Shades of grey: Guidelines for working with the grey literature in systematic reviews for
management and organizational studies. Int. J. Manag. Rev. 2017, 19, 432–454. [CrossRef]

20. McGowan, J.; Sampson, M.; Salzwedel, D.M.; Cogo, E.; Foerster, V.; Lefebvre, C. PRESS Peer Review of Electronic Search
Strategies: 2015 Guideline Statement. J. Clin. Epidemiol. 2016, 75, 40–46. [CrossRef]

21. Kellermeyer, L.; Harnke, B.; Knight, S. Covidence and Rayyan. J. Med. Libr. Assoc. 2018, 106, 580–583. [CrossRef]
22. Babineau, J. Product review: Covidence (systematic review software). J. Can. Health Libr. Assoc. 2014, 35, 68–71. [CrossRef]
23. Liberati, A.; Altman, D.G.; Tetzlaff, J.; Mulrow, C.; Gøtzsche, P.C.; Ioannidis, J.P.; Clarke, M.; Devereaux, P.J.; Kleijnen, J.; Moher, D.

The PRISMA statement for reporting systematic reviews and meta-analyses of studies that evaluate health care interventions:
Explanation and elaboration. J. Clin. Epidemiol. 2009, 62, e1–e34. [CrossRef]

24. Thomas, B.H.; Ciliska, D.; Dobbins, M.; Micucci, S. A Process for Systematically Reviewing the Literature: Providing the Research
Evidence for Public Health Nursing Interventions. Worldviews Evid.-Based Nurs. 2004, 1, 176–184. [CrossRef]

25. Hannes, K.; Lockwood, C.; Pearson, A. A Comparative Analysis of Three Online Appraisal Instruments’ Ability to Assess Validity
in Qualitative Research. Qual. Health 2010, 20, 1736–1743. [CrossRef] [PubMed]

26. Aromataris, E.; Munn, Z. Assessment of Methodological Quality. Available online: https://reviewersmanual.joannabriggs.org/
(accessed on 25 November 2020).

27. Aromataris, E.; Munn, Z. MMSR Questions That Take a Convergent Segregated Approach to Synthesis and Integration. Available
online: https://reviewersmanual.joannabriggs.org/ (accessed on 25 November 2020).

28. Borenstein, M.; Hedges, L.V.; Higgins, J.P.T.; Rothstein, H.R. Introduction to Meta-Analysis, 1st ed.; John Wiley and Sons: Hoboken,
NJ, USA, 2009; p. 419.

29. Rao, G.; Lopez-Jimenez, F.; Boyd, J.; D’Amico, F.; Durant, N.H.; Hlatky, M.A.; Howard, G.; Kirley, K.; Masi, C.; Powell-Wiley, T.M.
Methodological standards for meta-analyses and qualitative systematic reviews of cardiac prevention and treatment studies: A
scientific statement from the American Heart Association. Circulation 2017, 136, e172–e194. [CrossRef] [PubMed]

30. Egger, M.; Smith, G.D.; Schneider, M.; Minder, C. Bias in meta-analysis detected by a simple, graphical test. BMJ 1997, 315,
629–634. [CrossRef] [PubMed]

31. Higgins, J.P.; Thomas, J.; Chandler, J.; Cumpston, M.; Li, T.; Page, M.J.; Welch, V.A. Cochrane Handbook for Systematic Reviews of
Interventions; John Wiley & Sons: Chichester, UK, 2019.

160



Citation: Bühler, M.M.; Calzada, I.;

Cane, I.; Jelinek, T.; Kapoor, A.;

Mannan, M.; Mehta, S.; Mookerje, V.;

Nübel, K.; Pentland, A.; et al.

Unlocking the Power of Digital

Commons: Data Cooperatives as a

Pathway for Data Sovereign,

Innovative and Equitable Digital

Communities. Digital 2023, 3,

146–171. https://doi.org/10.3390/

digital3030011

Academic Editors: Mirjana Ivanović,
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Abstract: Network effects, economies of scale, and lock-in-effects increasingly lead to a concentra-
tion of digital resources and capabilities, hindering the free and equitable development of digital
entrepreneurship, new skills, and jobs, especially in small communities and their small and medium-
sized enterprises (“SMEs”). To ensure the affordability and accessibility of technologies, promote
digital entrepreneurship and community well-being, and protect digital rights, we propose data
cooperatives as a vehicle for secure, trusted, and sovereign data exchange. In post-pandemic times,
community/SME-led cooperatives can play a vital role by ensuring that supply chains to sup-
port digital commons are uninterrupted, resilient, and decentralized. Digital commons and data
sovereignty provide communities with affordable and easy access to information and the ability to
collectively negotiate data-related decisions. Moreover, cooperative commons (a) provide access to
the infrastructure that underpins the modern economy, (b) preserve property rights, and (c) ensure
that privatization and monopolization do not further erode self-determination, especially in a world
increasingly mediated by AI. Thus, governance plays a significant role in accelerating communi-
ties’/SMEs’ digital transformation and addressing their challenges. Cooperatives thrive on digital
governance and standards such as open trusted application programming interfaces (“APIs”) that
increase the efficiency, technological capabilities, and capacities of participants and, most importantly,
integrate, enable, and accelerate the digital transformation of SMEs in the overall process. This review
article analyses an array of transformative use cases that underline the potential of cooperative data
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governance. These case studies exemplify how data and platform cooperatives, through their innova-
tive value creation mechanisms, can elevate digital commons and value chains to a new dimension of
collaboration, thereby addressing pressing societal issues. Guided by our research aim, we propose a
policy framework that supports the practical implementation of digital federation platforms and data
cooperatives. This policy blueprint intends to facilitate sustainable development in both the Global
South and North, fostering equitable and inclusive data governance strategies.

Keywords: data; cooperatives; open data; data stewardship; data governance; digital commons; data
sovereignty; open digital federation platform

1. Introduction

Understanding the urgent need to democratize the digital landscape requires a clear
acknowledgment of the problems we are facing today. As the digital world continues to
evolve, we witness an alarming concentration of power within a small number of “cloud
empires” [1]. This dominance not only undermines market competition but also poses
significant threats to data privacy, autonomy, and equitable access to digital resources.
These cloud empires exercise overwhelming control over markets and consumer data,
creating an environment that often lacks transparency and accountability. They also dictate
the terms of data usage, commodification, and sharing, often side-lining individual and
community rights over their own data. These trends are fundamentally problematic as
they exacerbate digital inequality and stifle the potential for innovation and participatory
digital engagement.

Responding to this state of affairs, our research argues for the transformative potential
of data cooperatives as a viable solution. Data cooperatives, rooted in principles of demo-
cratic governance, collective ownership, and equitable data practices, offer a promising
alternative. They empower individuals and communities by enabling them to assert control
over their data, thus challenging the dominance of cloud empires. Through the detailed
case studies and policy recommendations presented in our paper, we seek to not only con-
tribute to the ongoing discussions around digital commons but also to provide actionable
strategies for achieving a more equitable, inclusive, and democratic digital world.

Our research aim is to integrate the digital commons [2] discourse with the practical
execution of data cooperatives [3,4] and digital federation platforms. Through a compre-
hensive analysis of various case studies, we strive to develop a robust policy framework
designed to facilitate the adoption and effective operation of these digital structures. We
contend that such structures offer a potential solution to the prevailing issue of digital re-
sources and capabilities being disproportionately concentrated in the hands of a few entities.
Our objective, therefore, is to articulate a roadmap towards more equitable and inclusive
digital data governance, underpinned by cooperative principles and communal benefits.

1.1. Challenges That Must Be Overcome

The primary challenges addressed by this review article are the concentration of digital
resources and capabilities in the hands of a few dominant players, the subsequent erosion
of digital entrepreneurship and job opportunities, and the negative impacts on small
communities and SMEs. These issues hinder the achievement of Sustainable Development
Goals (SDGs) 8, 9, and 11, which emphasize inclusive and sustainable economic growth,
innovation, and resilient communities. Key challenges that can be addressed by data and
platform cooperatives are summarized in Table 1 and Figure 1.
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Table 1. Key challenges to be addressed by data and platform cooperatives.

Key Challenge Description

Market Concentration

The network effects, economies of scale, and lock-in
effects experienced by large technology companies have
led to an increasing concentration of digital resources
and capabilities. This creates a barrier for new entrants,
particularly SMEs and small communities, stifling
competition, and innovation.

Digital Exclusion

Due to the monopolistic nature of the digital landscape,
small communities and SMEs often lack affordable and
accessible digital infrastructure and resources, leading to
digital exclusion and perpetuating inequality.

Insufficient
Data Governance

Many small communities and SMEs lack robust data
governance structures and open standards, making it
difficult for them to harness the full potential of
data-driven insights and decision-making.

Underdeveloped Skills
and Capacity

The existing concentration of resources and capabilities
in the digital landscape contributes to a skills gap in
small communities and SMEs, limiting their ability to
participate in the digital economy and adapt to
technological advancements.

Eroding
Self-Determination and

Data Sovereignty

The increasing influence of AI-driven decision-making
and the dominance of a few major players in the digital
landscape undermine the self-determination of small
communities and SMEs, restricting their ability to shape
their digital futures through data sovereignty [5].

This review article aims to address these challenges by proposing the establishment of
open digital federation platforms and data cooperatives, which can foster a more equitable
and inclusive digital ecosystem, empower small communities and SMEs, and support the
achievement of SDGs 8, 9, and 11. Data and platform cooperatives represent a novel ap-
proach to digital governance, emphasizing democratic decision-making, equitable benefit
distribution, and user rights protection. However, several challenges must be addressed to
ensure the viability and success of these models. These challenges span legal and regula-
tory frameworks, funding acquisition and financial sustainability, scalability and growth,
technological infrastructure development, and effective governance implementation.

Additionally, cooperatives must tackle issues related to awareness and adoption
among users, interoperability and data portability, data privacy and security, competi-
tive pressures from established businesses, and advocacy for supportive regulatory and
policy frameworks. A comprehensive examination of these challenges can provide valu-
able insights into the factors influencing the development and adoption of data and plat-
form cooperatives, paving the way for future research and practical applications in the
digita landscape.
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1.2. Definitions of Key Concepts

Data sovereignty [5,6], open digital federation platforms, data cooperatives, and plat-
form cooperatives are interrelated concepts central to our research. Our study’s central
argument lies in their intersection and the cooperative and democratic principles they
embody. Data sovereignty pertains to the legal assertion that digital information conforms
to the laws and governance structures of the jurisdiction where it is collected, processed,
or stored [7,8]. This principle requires that organizations and individuals exercise con-
trol, management, and protection of their data in accordance with the relevant legal and
regulatory framework [9]. In the context of data privacy, cross-border data transfer, and
cloud computing, data sovereignty has become a critical factor that underscores the need to
adhere to local privacy, security, and compliance requirements when handling and transfer-
ring data across international borders [7,8,10–14]. Data sovereignty extends beyond formal
institutional structures and involves various modes of governance, including informal
mechanisms that prioritize specific cultural contexts and rights. An essential dimension of
this broader understanding of data sovereignty is Indigenous Data Sovereignty, a concept
that goes beyond the traditional jurisdictional laws and governance structures. The CARE
Principles for Indigenous Data Governance, as articulated by Carroll et al., 2020 [15], are
an enlightening example of such an informal yet vital governance model. The principles
emphasize the right of Indigenous peoples to govern the collection, ownership, and ap-
plication of data about their communities. The acronym “CARE” stands for Collective
Benefit, Authority to Control, Responsibility, and Ethics. Collective Benefit means that
data activities should align with Indigenous values and deliver discernible benefits to the
Indigenous communities from which the data originates. Authority to Control reaffirms
the Indigenous peoples’ right to control information about their people, traditions, and
territories. Responsibility refers to the duty to consult with and include Indigenous com-
munities in data processes and uses. Ethics necessitates respect for Indigenous peoples’
values and rights in all data practices. In acknowledging these principles, we recognize the
pluralistic nature of data sovereignty, emphasizing that it must always be rooted in the local
context and respect local rights and traditions. Such an understanding of data sovereignty
illuminates our exploration of data cooperatives and emphasizes the importance of cultural
sensitivity, inclusivity, and ethical responsibility in data governance practices. Open digital
federation platforms, or federated platforms, represent collaborative online ecosystems
that encourage data sharing, interoperability, and cooperation among various stakeholders
through a federated structure. In such a setting, the term “federation” denotes a group of
entities united under a central system or governance structure, maintaining autonomy and
control over their resources. The platform’s openness promotes transparency, innovation,
and collaboration, thus fostering a more inclusive and interconnected digital environment.
A data cooperative (Figure 2) is also known as a data co-op (whereas data trusts are a
different data stewardship model to a data cooperative. The trust model is based on a
board of trustees who have a fiduciary duty towards data subjects and are not necessarily
controlled directly be them, whereas data cooperatives have stronger democratic gov-
ernance and data decisions are made either by the cooperative members themselves or
officers that are employed by the members to act on their behalf [16]). Refs. [3,4,17–21], is a
member-owned and governed organization that facilitates the design, collection, processing,
pooling, management, analysis, and/or sharing of data among its members in a collective,
democratic, and transparent manner. This collaborative structure allows members to retain
control over their data while benefiting from the collective resources, knowledge, and
expertise within the cooperative. As noted by the European Union’s Data Governance
Act, data cooperatives can also be used by individuals and micro-entrepreneurs through
data donation/altruism to negotiate and informedly choose terms and conditions for data
processing prior to consent and allow for mechanisms to exchange views on data pro-
cessing purposes and conditions that would best represent their interests. As such, data
cooperatives aim to promote data sovereignty and overcome the data divide. In the context
of data cooperatives, “democratic” governance emphasizes the representational power of
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the cooperative, empowering traditionally underrepresented or misrepresented individ-
uals in the digital space by providing them with a self-determined voice and equitable
participation in decision-making processes [22], equitable data access, and data-driven
innovation by fostering an environment of trust and cooperation. By enabling the sharing
and repurposing of data, data cooperatives can generate significant economic, social, and
environmental benefits for their members and the wider community [3,17–20,23–28]. A
platform cooperative, or platform co-op, also referred to as a co-operative platform in some
instances, is a type of digital platform that is owned and governed by its members, who are
often the platform’s users, workers, or other stakeholders [29]. It is an alternative to the
traditional model of digital platforms, which are typically owned and controlled by private
corporations seeking to maximize profits for shareholders. Platform cooperatives empha-
size democratic governance, fair distribution of profits, and the well-being of their members.
They often operate based on cooperative principles, which include voluntary and open
membership, democratic member control, member economic participation, autonomy, and
independence, education and training, cooperation among cooperatives, and concern for
the community based on the International Co-operative Alliance’s seven principles of the
cooperative identity. These platforms can be found in various sectors, such as ride-sharing,
e-commerce, social networking, online marketplaces, and even agriculture [30,31]. By shift-
ing the ownership and control to the users and workers themselves, platform cooperatives
aim to create more equitable, sustainable, and socially responsible alternatives to traditional
digital platforms [32–37]. Platform co-operatives include sub-category data co-operatives,
not vice versa [32–38]. Digital commons, a shared virtual realm where digital knowledge,
information, and assets are managed collectively by a community, serve as a foundation
for our research. This concept encompasses open-source software, research data, creative
works, educational materials, and various digital content. With principles of collaboration,
openness, and participatory governance, digital commons offer users the freedom to access,
create, modify, and disseminate resources within a defined set of guidelines or rules. Digital
commons present an alternative to traditional models of intellectual property by fostering
open access, collaborative innovation, and knowledge sharing. In doing so, they alleviate
barriers to information, encourage community ownership, and contribute to knowledge
democratization, fostering more inclusive, sustainable digital ecosystems.

Our study builds upon the concept of digital commons, harnessing its ethos to propose
the implementation of data cooperatives and digital federation platforms. We argue that
these structures have the potential to address the issues of concentrated digital resources
and capabilities while bolstering the democratic ethos of the digital commons. To this end,
the essential role of digital commons in our research question is highlighted. We aim to
enhance the reader’s understanding of the unique contributions of our study to the existing
literature by contextualizing our arguments within the broader digital commons frame-
work [39–45].

Digital rights encompass the human rights and legal protections that individuals and
organizations possess in the context of digital technology, the internet, and the online
environment. These rights extend traditional human rights, such as privacy, freedom of
expression, and access to information, to the digital realm. Key aspects of digital rights
include the right to protect personal information, share and access information and opin-
ions online, seek and receive information through digital channels, protect one’s creations
and innovations, and use digital technology without fear of surveillance, cyberattacks, or
harassment. Digital rights advocacy aims to promote and defend these rights against chal-
lenges such as government surveillance, corporate data collection, and online censorship,
ensuring a more open, inclusive, and democratic digital environment for all [7,23,46–52].
Barcelona, NYC, and Amsterdam established the Cities Coalition for Digital Rights ad-
vocated by the UN, and now encompasses more than 50 global cities in the protection of
citizens’ digital rights [47–49].
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2. Methods

Our research adopted a systematic and criterion-based approach to explore the con-
cepts of digital commons, data cooperatives, and digital federation platforms. The primary
sources of our data were academic literature, case studies, policy documents, and regulatory
frameworks. To gather these, we followed a detailed methodological process outlined below.

We commenced our research with a comprehensive literature search, primarily using
databases such as Google Scholar, Scopus, Web of Science, and the IEEE Xplore Digital
Library. Our search encompassed a broad range of keywords and combinations thereof,
including “digital commons”, “data cooperatives”, “digital federation platforms”, “plat-
form cooperatives”, “data governance”, and “data sovereignty”, among others. The search
was not confined to a particular time frame to capture the rich history and development of
these concepts. However, we prioritized recent literature to maintain the relevance and
applicability of our research. The titles, abstracts, and keywords of the searched articles
were screened based on their relevance to our research topic. Full-text articles that met the
initial screening criteria were then downloaded for detailed review.

For the selection of case studies, we followed a criterion-based approach. We sought
case studies that provide substantial insight into the implementation and impact of data
cooperatives, digital federation platforms, and platform cooperatives. We looked for ex-
amples that depict their governance structures, operational mechanisms, challenges, and
achievements. The case studies were obtained from a variety of sources, including academic
articles, reports from research institutions, grey literature, and online databases dedicated
to platform cooperatives and digital commons. The selected case studies were then used to
inform the analysis and provide real-world evidence for the discussions and arguments
presented in the research.

In terms of analysis, we employed a thematic approach. Once the relevant literature
and case studies were identified, we extracted and synthesized information related to the
key themes of our research. We mapped the relationships between the key concepts of
digital commons, data cooperatives, and digital federation platforms, and highlighted
how they can contribute to more equitable and sustainable digital ecosystems. We also
performed a critical analysis of the successes, challenges, and limitations associated with
these concepts, thereby addressing the need for a balanced evaluation. Moreover, we
explored how the structures and principles of digital commons, data cooperatives, and
digital federation platforms can be harnessed to develop a policy framework that addresses
the challenges of data concentration and digital inclusivity. Our analytical methods were
systematically structured to develop our policy recommendations. It involved a rigorous
process of synthesizing evidence from diverse sources, assessing various policy approaches,
and shaping our recommendations accordingly. The step-by-step process we employed is
outlined as follows:

The initial phase of our analysis involved synthesizing the collected evidence. After
carefully reviewing the selected literature and case studies, we extracted and compiled rele-
vant data regarding digital commons, data cooperatives, and digital federation platforms.
This compilation was comprehensive, covering diverse dimensions, such as their structure,
operation, impact, and challenges faced in implementation. Our evidence synthesis did
not just rely on empirical data but also involved a critical interpretation of the findings in
relation to the overall research context.

The synthesized evidence allowed us to identify various policy approaches, which
were then thoroughly assessed. The assessment considered the feasibility, sustainability,
effectiveness, and inclusivity of these approaches. This evaluation was not conducted
in isolation; it was linked to the potential challenges of concentrated digital resources
and capabilities. We conducted an in-depth analysis of the pros and cons of each policy
approach, taking into account the complexities of the digital ecosystem and the diverse
stakeholders involved.

The final phase of our analysis involved shaping our policy recommendations. The
aim here was to develop policy suggestions that not only address the current challenges
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but also anticipate future developments in the digital ecosystem. The recommendations
were drawn from our comprehensive understanding of the strengths and limitations of
different policy approaches and their alignment with the principles of digital commons,
data cooperatives, and digital federation platforms. Our recommendations underwent a
rigorous refinement process, which involved revisiting the synthesized evidence, reassess-
ing the policy approaches, and realigning the recommendations to ensure their relevancy
and appropriateness. In conclusion, our analytical methods involved a systematic and
iterative process of synthesizing evidence, assessing policy approaches, and shaping rec-
ommendations. This approach facilitated the development of robust, evidence-based, and
forward-thinking policy recommendations that can guide the future of digital commons,
data cooperatives, and digital federation platforms.

We acknowledge the inherent limitations of our approach. The literature and case
study selection may be influenced by the availability and accessibility of resources, and
there may be relevant studies or examples not included in our review. Additionally, the
complex and evolving nature of the concepts studied means that our analysis is context
and time-sensitive. Despite these limitations, we strived to provide a comprehensive,
balanced, and up-to-date overview of our research topic, guided by the principles of rigor
and reflexivity.

3. Economic, Social, and Environmental Impact of Our Proposal

The implementation of our recommendations, including the establishment of digi-
tal federation platforms and data cooperatives, has the potential to generate significant
economic and social benefits for small communities and SMEs [3]. Data’s non-depletable
nature and reusability in the 21st century knowledge economy make it a valuable form of
capital [5]. Beneficial spill-overs arise when data are shared and repurposed for unforeseen
growth opportunities or societal benefits [6]. Data cooperatives can enhance trust, create an
environment for informed consent increasing data sharing, and consequently foster data-
driven innovation [2]. Data access and sharing can create “super-additive” insights, leading
to increasing returns to scope [53]. Under certain conditions, data may be considered an
infrastructural resource. Data access and sharing have been shown to generate positive
social and economic benefits for data providers, so-called direct impact, suppliers and
users, so-called indirect impact, and the wider economy, called induced impact. However,
quantifying these benefits is challenging [54]. Most recent studies [55] suggest that data
access and sharing can increase the value of data for holders, create 10 to 20 times more
value for users, i.e., indirect impact, and 20 to 50 times more value for the wider economy,
i.e., induced impact. In some cases, data access and sharing may reduce data holders’
producer surplus [56]. Overall, data access and sharing can generate benefits worth 0.1% to
1.5% of GDP for public-sector data and 1% to 2.5% of GDP (up to 4% in some studies) when
including private sector data [57]. Data, akin to R&D for 21st century innovation systems,
shares properties such as being an intangible asset, enabling knowledge creation with
societal spill-overs, and facing investment incentive challenges [58]. Organizations may
capture private benefits but not always recognize broader societal benefits [5]. Significant
potential for value generation in an economy by cooperative data sharing and subsequent
data value generation can be expected in those sectors which already have the activities
with the largest share of total value added (value added by activity shows the value added
created by the various industries (such as agriculture, industry, utilities, and other service
activities). The indicator presents value added for an activity, as a percentage of total value
added. All OECD countries compile their data according to the 2008 System of National
Accounts (SNA). i.e., services (46–80%), industry (14–32%), etc. (Figure 3, [59]). However,
it should be highlighted that sectors with low productivity and low digital maturity, i.e.,
construction, forestry, etc., might actually have the highest value growth potential. Data
cooperatives play a crucial role in leveraging the collective strength of their members,
resulting in various positive outcomes. While the correlation between the value genera-
tion of data cooperatives and the value added by producing goods and services might be
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apparent, it is essential to note that one does not necessarily cause the other directly. The
interplay is complex and influenced by a host of factors. For instance, the value generated
by data cooperatives is multi-dimensional, encompassing not just economic but also social,
democratic, and individual empowerment facets. It influences the decision-making, oper-
ational efficiency, and strategic planning that contribute to the production of goods and
services. On the other hand, the value added by these sectors, such as services or industry,
can enhance the resources and capabilities of data cooperatives, fueling their growth and
strengthening their value proposition.

 

Figure 3. Value added by activity for all G20 economies [59]. Value added reflects the value gener-
ated by producing goods and services and is measured as the value of output minus the value of
intermediate consumption. Value added also represents the income available for the contributions of
labor and capital to the production process (own depiction).

Moreover, sectors with low productivity and digital maturity, such as construction
and forestry, may hold untapped potential. Given the right digital tools, data-sharing
infrastructure, and cooperative framework, these sectors could witness significant value
growth. Therefore, the relationship between data cooperatives and value-added sectors is
not linear causality but a complex, intertwined process influenced by multiple variables,
both internal and external. In essence, it is a dynamic, symbiotic relationship where growth
and value generation in one can potentially foster progress in the other.

By pooling cooperative resources (Figure 4A), these organizations promote improved
resource allocation and job creation, which contributes to economic growth and supports
community development. As members work together, sharing knowledge, skills, and
resources, social cohesion within the community is also strengthened, fostering a sense
of unity and collaboration. Data cooperatives can lead to improved resource efficiency
and can lead to the collection of better data through the direct relationship that members
have with the data governance mechanisms of the cooperative and shared aspirations by
optimizing the use of available assets and reducing waste, ultimately promoting more
sustainable practices. Furthermore, they can help establish fair and equitable compensation
systems, ensuring that members receive appropriate rewards for their contributions. In
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summary, data cooperatives harness the power of shared resources to drive economic,
social, and environmental benefits, making them an essential component of modern data-
driven ecosystems. The virtuous cycle of data cooperatives (Figure 4) encompasses four
interconnected dimensions: (A) collaborative resource pooling, (B) cooperative innova-
tion, (C) cooperative data market expansion, and (D) cooperative ROI. This cycle starts
with pooling resources, which fosters innovation and expands market opportunities. As
cooperative investments yield sustainable and inclusive returns, the cycle circles back to
optimizing resources, reinforcing the positive economic, social, and environmental impacts.
This interconnected cycle promotes a sustainable and inclusive future for data cooperative
members and their communities.

Figure 4. Virtuous cycle of economic, social, and environmental impact of data cooperatives
(own depiction).

Cooperative innovation (Figure 4B) emphasizes the power of collaborative efforts
within data cooperatives to drive ground-breaking ideas and solutions. By leveraging
shared knowledge and resources, members can make better-informed decisions and ex-
plore novel approaches to challenges. This collective spirit not only fuels technological
advancements and process improvements but also nurtures environmentally conscious
practices and sustainable development. Through synergistic collaboration, data cooper-
atives enable their members to tackle complex global issues while fostering a culture of
creativity and sustainability.

Cooperative data market expansion (Figure 4C) highlights how data cooperatives fa-
cilitate greater market access and empower their members including individuals and SMEs.
By pooling resources and sharing knowledge, cooperatives enable small businesses and
communities to tap into new opportunities, extending their reach beyond geographical con-
straints. Additionally, data cooperatives play a vital role in promoting self-determination
and fostering growth in environmental monitoring and management markets. This market
expansion helps drive sustainable development, ensuring the prosperity of both members
and the environment.

Cooperative ROI (return on investment, see Figure 4D) emphasizes the shared value
creation and inclusive growth resulting from cooperative investment in data cooperatives.
By prioritizing sustainable investments, such as renewable energy in zero-carbon data
centers, cooperatives minimize their environmental impact while maximizing the benefits
for their members. This approach ensures that the economic gains from the cooperative are
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distributed equitably and reinvested in the cooperative itself, promoting a sustainable and
inclusive growth model.

By highlighting the economic, social, and environmental impact of our proposal, we
emphasize the importance and potential benefits of digital federation platforms and data
cooperatives in fostering inclusive and sustainable growth for small communities and
SMEs. These impacts serve as a compelling rationale for supranational organizations to act
and support the implementation of our recommendations.

4. A Path to Transformation—10 Case Studies

This section demonstrates the practical application of our recommendations by show-
casing transformative use cases and case studies from Asia and Africa, with limited exam-
ples from Europe and America (Table 2). It highlights the barriers and shortcomings that
demand policy action proposed in Sections 5 and 6.

Table 2. Exemplary transformative case studies.

Case Study Description

Case Study 1:
Mobile Money in Africa

(Kenya’s M-Pesa)

M-Pesa, a mobile money platform launched in Kenya, revolutionized financial
inclusion by providing affordable, accessible, and secure digital financial services to
millions of unbanked individuals [60–62]. This example illustrates the transformative
potential of a digital platform that effectively empowers small communities and
businesses. However, the challenge remains to extend the benefits of such platforms to
other sectors, including education, healthcare, and supply chain management, by
establishing data cooperatives and adopting open standards [63,64].

Case Study 2:
Digital Agriculture

in Asia
(India’s eKutir)

eKutir [65,66], a social enterprise in India, leverages digital technologies to empower
smallholder farmers through data-driven agricultural advice, access to finance, and
market linkages. By pooling data and resources from various stakeholders, eKutir
demonstrates the potential of a data cooperative to drive sustainable development in
rural communities. Yet, scalability and replicability of this model require supportive
policies and a robust digital governance framework [67,68]

Case Study 3:
Collaborative Land

Management in Africa
(Ghana’s Farmerline)

Farmerline [69], a Ghanaian agriculture technology company, provides smallholder
farmers with timely and accurate agricultural information through mobile technology.
By pooling data from various sources, Farmerline exemplifies the potential of data
cooperatives to drive sustainable development and food security in rural areas. To
scale and replicate this model, supportive policies and a strong digital governance
framework are essential, along with financial support from international
partners [69,70].

Case Study 4:
Decentralized Renewable Energy in Asia

(Bangladesh’s
SOLshare)

SOLshare [71], a peer-to-peer energy trading platform in Bangladesh, enables rural
communities to access affordable, clean energy by connecting solar home systems in a
decentralized network. The platform exemplifies the transformative potential of data
cooperatives in promoting sustainable development. Nevertheless, the broader
adoption of such models requires the development of open standards, APIs, and legal
frameworks that support data sharing and collaboration [72,73].

Case Study 5:
Fintech for Financial

Inclusion
in South America
(Brazil’s Nubank)

Nubank [74], a Brazilian digital bank, has successfully expanded access to financial
services for millions of underserved individuals in the region. By leveraging digital
technologies and data-driven solutions, Nubank illustrates the potential of innovative
platforms to empower small communities and businesses. Further development of
data cooperatives in this sector can facilitate better credit access and risk assessment
for SMEs, requiring supportive policies and collaboration between stakeholders [75].

Case Study 6:
Telemedicine in Asia

(Indonesia’s Halodoc)

Halodoc [76], an Indonesian telemedicine platform, connects patients in remote areas
with healthcare professionals through digital consultations, improving access to
quality healthcare services. This initiative demonstrates the value of digital platforms
in addressing critical challenges faced by rural communities. The expansion of such
platforms, combined with the establishment of data cooperatives, can empower local
communities and healthcare providers to make more informed decisions. However,
this requires the development of robust data governance structures and open
standards [77,78].
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Table 2. Cont.

Case Study Description

Case Study 7:
Community Networks in Africa

(South Africa’s Zenzeleni)

Zenzeleni [79,80], a community-owned telecommunications network in South Africa, provides
affordable internet access to rural communities by leveraging cooperative ownership and
management [81]. The initiative highlights the importance of local ownership and collaboration
in bridging the digital divide. However, regulatory barriers and limited resources impede the
expansion of such initiatives, calling for policy interventions and financial support from G20
countries [82,83].

Case Study 8:
Construction Industry
in Bavaria, Germany

(Germany’s
GemeinWerk)

GemeinWerk [3] proposed the first construction data cooperative in Munich, Germany. The case
study of this Bavarian Construction Data Cooperative, which was launched by the Bavarian
Construction Industry Association and GemeinWerk Ventures and will be operated by
cooperative members, aims to provide small and medium-sized enterprises in the construction
industry with access to shared services and construction data via a digital collaborative platform
and data cooperative. This platform improves collaboration and organization within the
construction value chain. The project primarily targets governance innovations to intensify
industry collaboration, enable trust-based data sharing among stakeholders, and create a
pre-competitive space of trust that drives productivity and innovation among SMEs through
ecosystem collaboration.

Case Study 9:
Smart City Initiatives in Europe

(Barcelona, Spain and Salus Coop, Spain)

Barcelona’s smart city initiatives [84–86] leverage digital technologies and data-driven solutions
to improve urban services and enhance the quality of life for its residents. By utilizing data from
various sources, such as sensors and citizen feedback, the city has implemented projects related
to transportation, waste management, and energy efficiency. This case study demonstrates the
potential of data cooperatives and digital federation platforms to facilitate collaboration among
stakeholders in urban environments, i.e., Salus Coop [10,20,38,49]. However, the expansion of
such initiatives requires the development of open standards, robust data governance structures,
and the active involvement of citizens in decision-making processes as the case of Barcelona has
shown reverting the technocratic approach to smart city paradigm [87–90].

Case Study 10:
Ride-hailing platform initiative.

(Driver’s Seat, USA)

Driver’s Seat Cooperative [91] is a driver owned cooperative that operates in a number of cities
in the US. It enables gig-economy workers working in the ride-hailing sector to collect, pool and
analyze data collected on a smartphone whilst undertaking work for ride-hailing platforms such
as Uber and Lyft. The pooled data allows insights to be fed back to members so that they can
optimize their incomes. The cooperative also sells data and insights to city agencies to enable
better policy decisions with the profits from sales being redistributed back to members.

4.1. Insights and Lessons from Case Studies: Unraveling the Potential of Data Cooperatives

Our diverse selection of case studies encapsulates the essence of data cooperatives
from various angles. They provide tangible examples that elucidate the transformative
potential of data cooperatives and showcase how they can overcome the hurdles of the
digital age, further substantiating our general arguments. Let us delve into the details of
some notable instances.

The M-Pesa platform in Kenya exemplifies the potency of digital platforms in en-
hancing financial inclusion (Case Study 1). While M-Pesa itself is not a data cooperative,
the way it has leveraged data to empower communities demonstrates the value of data
cooperatives. By extending such platforms to sectors such as education and healthcare
through data cooperatives, we can further disseminate benefits at a broader level.

Similarly, the Farmerline initiative in Ghana (Case Study 3) presents an effective model
of data cooperation that amalgamates data from various sources. It demonstrates how
data cooperatives can enhance sustainable development and food security in rural regions.
However, scaling and replication of this model require supportive policies and a robust
digital governance structure, underlining the necessity of political will and agency in the
growth of data cooperatives.

A striking example of the transformative potential of data cooperatives can be found
in SOLshare (Case Study 4). This decentralized energy trading platform has brought
affordable, clean energy to rural communities in Bangladesh. It emphasizes that with
the right framework supporting data sharing and collaboration, data cooperatives can
significantly contribute to sustainable development.

Zenzeleni (Case Study 7), a community-owned telecommunications network in South
Africa, serves as an excellent example of how local ownership and collaboration can help
bridge the digital divide. It also highlights the challenges such initiatives face, such as regu-
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latory hurdles and limited resources, illustrating the critical need for policy interventions
and financial support.

The Bavarian Construction Data Cooperative, GemeinWerk (Case Study 8), presents a
unique model of a sector-specific data cooperative. Facilitating trust-based data sharing
among stakeholders creates a pre-competitive space of trust that drives productivity and
innovation among SMEs.

Lastly, Barcelona’s smart city initiatives (Case Study 9) demonstrate the potential
of data cooperatives in urban environments. The city has successfully leveraged data
from various sources to improve urban services and enhance residents’ quality of life.
However, the expansion of such initiatives requires robust data governance structures,
open standards, and active citizen participation, emphasizing the importance of multi-
stakeholder engagement in data cooperatives.

In conclusion, these case studies validate our argument for the significance of data
cooperatives in overcoming the challenges of the digital age. They illustrate that while
potential hurdles exist, with the right blend of policy support, technological framework, and
stakeholder collaboration, data cooperatives can become a critical player in democratizing
data governance and fostering an inclusive digital common.

4.2. Barriers and Shortcomings of Data Cooperatives and Digital Federation Platforms

1. Regulatory Barriers: Existing regulations in many countries may not adequately
support or even hinder the establishment and operation of data cooperatives and
digital federation platforms, limiting their potential impact.

2. Limited Resources: Small communities and SMEs often face resource constraints that
restrict their ability to develop and implement digital governance structures, open
standards, and cooperative models.

3. Digital Divide: Unequal access to digital infrastructure, skills, and resources exacer-
bates existing inequalities, making it more challenging for marginalized communities
to participate in and benefit from digital transformation efforts.

4. Data Privacy and Security: Ensuring data privacy and security is critical for the success
of digital federation platforms and data cooperatives, requiring the development of
robust governance frameworks and technical solutions.

These case studies highlight the transformative potential of data cooperatives and
digital federation platforms in addressing the challenges faced by small communities and
SMEs. However, overcoming the barriers and shortcomings highlighted above necessitates
policy action, as proposed in the following sections. Additional case studies from the
Global South, including South America, highlight the transformative potential of data
cooperatives and digital federation platforms in various sectors. Overcoming the barriers
and addressing the shortcomings highlighted in the previous section requires policy action
and support from both national governments and international organizations. The case
studies from Europe and the United States display the potential of data cooperatives and
digital federation platforms to drive transformative change across various sectors and
contexts. To fully realize the benefits of such models, it is crucial to address the identified
barriers and shortcomings through policy action, capacity building, and the development
of supportive legal and regulatory frameworks.

5. Data Cooperatives and Their Governance

5.1. Navigating the Data Governance Spectrum

In the intricate matrix of data governance, numerous solutions have emerged, includ-
ing multistakeholderism, top-down regulation, technical decentralization, digital rights
constitutionalism, and the notion of middleware companies and mediators of individual
data. While these solutions present their merits, their ability to foster data sovereignty
and promote an equitable digital world remains questionable. Here, we argue that data
cooperatives offer a more comprehensive and effective approach, outperforming these
alternatives in several crucial ways.

174



Digital 2023, 3

1. Multistakeholderism and top-down regulation: While these approaches aim to cre-
ate a balanced digital ecosystem by integrating various stakeholders or enforcing
strict regulations, they often fall short in promoting true data sovereignty. Multistake-
holderism risks marginalizing less influential parties in decision-making processes,
and top-down regulations can inadvertently stifle innovation and competition. In
contrast, data cooperatives ensure that each member has an equal voice, fostering a
more democratic governance structure that empowers individuals and communities.

2. Technical decentralization: While this approach champions technological solutions for
data privacy, it lacks a holistic perspective. Technology alone cannot address the com-
plex social, economic, and political issues associated with data governance. Data coop-
eratives, however, adopt an integrative approach that couples technological advance-
ments with robust governance mechanisms to address these complex dimensions.

3. Digital constitutionalism: Although codifying digital rights into law is a significant
step towards safeguarding data sovereignty, these rights remain theoretical unless
individuals and communities are empowered to exercise them effectively. Data coop-
eratives provide the necessary framework for individuals to collectively assert and
protect their digital rights, making these constitutional provisions a lived reality.

The proposals by Fukuyama [92] and Lanier [93], suggesting middleware companies
and mediators of individual data, do share intellectual proximity to our data cooperative
proposition. These approaches, much like data cooperatives, seek to foster a middle layer of
governance, offering a balanced approach to data management. However, data cooperatives
surpass these concepts in their emphasis on collective ownership, democratic decision-
making, and an inherently cooperative ethos.

While middleware companies serve as third-party entities managing the interaction
between end-users and internet companies, they still operate within a commercial logic that
may not prioritize user interests. Similarly, while mediators of individual data can provide
negotiation power for individuals, they do not inherently ensure an equitable distribution
of benefits derived from data. On the other hand, data cooperatives operate on principles
of democracy, openness, equality, and solidarity, ensuring that their members’ rights and
interests are paramount.

We echo Lanier and Weyl’s [93] robust defense of mid-level solutions and extend it to
champion data cooperatives specifically. They offer a promising avenue for just data gover-
nance, striking a balance between individual and state-level management, and providing a
more participatory, equitable, and democratic model of data governance.

While we have addressed the distinguishing elements of data cooperatives, it is
essential to recognize that no solution can operate in a vacuum. All these mentioned models
and approaches have their unique strengths, and the ideal data governance framework will
likely include components from each of them. Yet even in this amalgamated model, we
posit that data cooperatives stand as an essential element due to their unique principles
and potential. To reiterate, data cooperatives are fundamentally anchored in democratic
governance, ensuring equitable involvement of all members. This cooperative ethos goes
beyond the mere management of data; it is a conscious effort to reshape the power dynamics
in the digital realm. It provides individuals and communities with the agency to determine
how their data are used and how the benefits from this usage are distributed. It is this
decentralization of power that is lacking in many of the other approaches discussed.

However, the integration of data cooperatives within the broader ecosystem requires
strategic collaboration with other models. For instance, the legal structures provided by
data trusts could be valuable in fortifying the legal standing of data cooperatives. Similarly,
the technological advancements heralded by the idea of technical decentralization could
enhance the secure and efficient operation of cooperatives. The principles of digital consti-
tutionalism can complement the protective mechanisms within cooperatives, promoting
a rights-respecting digital environment. In this vein, we need to carefully consider the
insights from works such as Fukuyama’s and Lanier and Weyl’s [92,93]. The concept of mid-
dleware companies, for example, presents an interesting interface between the user and the
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internet companies. These entities can potentially be orchestrated within the cooperative
framework, functioning as service providers that uphold the cooperative’s principles. Simi-
larly, the mediators of individual data could serve a role within cooperatives, representing
collective interests in negotiation with external entities.

Ultimately, the argument for data cooperatives is not just about the efficient manage-
ment of data or the safeguarding of privacy. It is about fostering a democratic digital culture
where power is distributed, voices are heard, and benefits are shared. It is a vision of the
digital world that is inclusive, equitable, and just, where data sovereignty is a reality, not
just a catchphrase. Therefore, while we acknowledge the value of the varied approaches
toward data governance, we firmly believe that data cooperatives should take center stage
in these discussions, given their transformative potential.

5.2. Evaluation of Current Policies in the Context of Data Cooperatives

Current policy measures, particularly within the European Union, have already begun
to address several aspects related to data governance. The EU’s Data Governance Act and
forthcoming Data Act are crucial developments in establishing a framework for data sharing
and handling, yet their alignment with the policy recommendations for the advancement
of data cooperatives deserves further scrutiny.

The EU Data Governance Act, currently in effect, establishes a mechanism to facilitate
data sharing among businesses, citizens, and government bodies while respecting data
sovereignty. The Act provides for the establishment of data intermediaries, which will oper-
ate under stringent neutrality requirements, thereby offering a stepping stone towards our
recommended structure of data cooperatives. However, the Act lacks explicit support for
cooperative models and does not offer specific mechanisms to foster trust and engagement
from data subjects, elements we deem critical for successful data cooperatives.

Furthermore, the Data Governance Act promotes sector-specific data spaces, which
can be likened to our proposal for sector-specific data cooperatives. Yet, the Act does not
sufficiently articulate ways to ensure that these data spaces cater to the interests of all
stakeholders, particularly individuals and smaller businesses, which is a cornerstone of
our recommendations.

The proposed Data Act, aimed at ensuring fair and open access to data generated by
businesses and public bodies, is another promising policy development. While the Act
embodies the principles of fair and equitable data sharing, the exact mechanisms to ensure
these principles remain somewhat nebulous. Our policy recommendations advocate for
clear, implementable strategies that not only ensure equitable access but also foster active
participation of data subjects in data governance, elements not yet thoroughly addressed in
the proposed Data Act.

In conclusion, while the current and proposed policy measures by the EU form a
significant stride toward fair and equitable data governance, there are gaps that need to
be addressed. These primarily pertain to explicit support for data cooperative models,
fostering trust and engagement from data subjects, and implementing clear strategies
to ensure equitable access and participation. Further policy development should aim to
address these gaps, considering data cooperatives as a viable and effective model for
democratic and inclusive data governance.

6. Recommendations for Implementation

To ensure the equitable development of digital entrepreneurship and promote commu-
nity well-being, we present the following recommendations (Figure 5 and Table 3). These
recommendations are supported by strong arguments and evidence from the case studies
discussed earlier.

By implementing these recommendations, governments and civil society around the
world can create an enabling environment for the growth of digital federation platforms
and data cooperatives, fostering a more inclusive and equitable digital ecosystem that
supports the sustainable development of small communities and SMEs.
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Figure 5. Proposed chronical order of recommendation implementation (own depiction).

Table 3. Recommendations to interested governments and civil society.

Recommendation Description

Recommendation 1:
Encourage the establishment of digital federation

platforms and data cooperatives

� Promote the creation of digital federation platforms and data
cooperatives to empower small communities and SMEs by providing
access to resources, information, and decision-making power.

� Facilitate knowledge sharing and provide technical assistance to
support the development and implementation of these platforms
and cooperatives.

� Initiate and support creative programs such as “Digital Innovation
Hubs” that bring together SMEs, communities, and technology
experts to collaboratively develop and implement digital solutions
tailored to local needs, fostering a culture of innovation and
entrepreneurship in the digital space.

Recommendation 2:
Develop and harmonize supportive policies and

legal frameworks

� Develop and align policies and legal frameworks that foster digital
inclusion, open standards, and data governance.

� Encourage member countries to remove regulatory barriers that
hinder the establishment and operation of data cooperatives and
digital federation platforms.

� Create a “Digital Policy Innovation Lab”—a collaborative,
multi-stakeholder platform that brings together policymakers,
technologists, SMEs, and community representatives to co-design,
pilot, and refine innovative regulatory frameworks and policy
solutions that promote digital entrepreneurship and ensure a fair and
inclusive digital ecosystem.

Recommendation 2:
Develop and harmonize supportive policies and

legal frameworks

� Develop and align policies and legal frameworks that foster digital
inclusion, open standards, and data governance.

� Remove regulatory barriers that hinder the establishment and
operation of data cooperatives and digital federation platforms.

� Create a “Digital Policy Innovation Lab”—a collaborative,
multi-stakeholder platform that brings together policymakers,
technologists, SMEs, and community representatives to co-design,
pilot, and refine innovative regulatory frameworks and policy
solutions that promote digital entrepreneurship and ensure a fair and
inclusive digital ecosystem.

177



Digital 2023, 3

Table 3. Cont.

Recommendation Description

Recommendation 3:
Facilitate access to funding and resources

� Establish funding mechanisms, such as grants, low-interest loans, or
other financial instruments, to support the development and
implementation of digital federation platforms and data cooperatives,
particularly in resource-constrained regions.

� Explore partnerships with multilateral organizations, regional
development banks, and private sector stakeholders to mobilize
resources and support capacity building initiatives.

� Launch a “Digital Entrepreneurship Challenge,” a global competition
that encourages SMEs and communities to develop innovative digital
solutions using data cooperatives and digital federation platforms.
Winners would receive financial support, mentorship, and access to
resources, fostering a culture of innovation and collaboration in the
digital space.

Recommendation 4:
Strengthen capacity building

and skills development

� Support the development and delivery of capacity building and skills
development programs for small communities and SMEs, enabling
them to effectively participate in the digital economy.

� Collaboration with international organizations, educational
institutions, and the private sector should be leveraged to create and
implement relevant training programs.

� To inject creativity into capacity building and skills development,
promote the establishment of “Digital Skill-Share Networks”, which
are peer-to-peer learning platforms where SMEs, communities, and
experts can exchange knowledge and skills in digital technologies
and data governance. These networks would foster a collaborative
learning environment, encouraging participants to share experiences,
insights, and best practices in a dynamic and engaging manner.

Recommendation 5:
Foster international cooperation and

knowledge sharing

� Promote international cooperation and knowledge sharing among
member countries to identify and disseminate best practices related
to digital federation platforms and data cooperatives.

� Collaboration with multilateral organizations, regional development
banks, and other stakeholders should be encouraged to facilitate the
exchange of experiences and insights.

� Organize an annual “Global Digital Commons Summit” that brings
together representatives from member countries, SMEs, communities,
multilateral organizations, and the private sector. This summit would
serve as a platform for showcasing innovative projects, exchanging
best practices, and forming new partnerships related to digital
federation platforms and data cooperatives, thus strengthening the
global digital ecosystem.

Recommendation 6:
Establish monitoring and evaluation mechanisms

� Develop mechanisms to monitor and evaluate the impact of digital
federation platforms and data cooperatives on small communities
and SMEs.

� Use this information to identify areas for improvement and ensure
that these initiatives effectively contribute to the achievement of
SDGs 8, 9, and 11.

� Launch a “Digital Impact Dashboard”—an interactive, publicly
accessible platform that visualizes the progress and impact of digital
federation platforms and data cooperatives on small communities
and SMEs. This dashboard would not only increase transparency and
accountability but also facilitate the identification of success stories
and areas for improvement, encouraging continuous learning and
adaptation within the digital ecosystem.
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7. Governments’ Role and Beyond

Governments around the world play a crucial role in addressing the policy challenges
identified in this review article. Supranational organizations’ (such as the OECD, G20, G7,
EU, ASIAN etc.) collective influence, resources, and commitment to fostering inclusive
and sustainable growth make them well-positioned to create viable opportunities for small
communities and SMEs in the digital landscape. Those supranational organizations can
contribute to the establishment and support of open digital federation platforms and data
cooperatives in several ways (Table 4):

Table 4. Summary table of proposed roles of supranational organizations in supporting data and
platform cooperatives.

Recommendation Description

Policy Harmonization

Encourage member countries to develop and align policies that promote digital
inclusion, support the establishment of data cooperatives, and foster a more
equitable digital economy. This can include measures such as incentives for SMEs
to participate in cooperatives and the adoption of open standards and APIs.

Financial Support

Facilitate access to funding for the development and implementation of digital
federation platforms and data cooperatives, particularly in regions where
resources are scarce. This can include grants, low-interest loans, or other financial
instruments that help kickstart these initiatives.

Capacity Building

Support capacity building and skills development programs for small
communities and SMEs, empowering them to participate in the digital economy
and make effective use of digital resources. This may involve collaborating with
international organizations, educational institutions, NGOs, and the private sector
to develop and deliver relevant training programs. This could include using the
existing knowledge in established and flagship co-operative groups (i.e.,
Mondragon [94]) to leverage through this organizational model further
implementations in the current digital economy and society.

Knowledge Sharing

Promote knowledge sharing and the exchange of best practices among member
countries regarding the implementation of digital federation platforms and data
cooperatives. This can help identify effective models and strategies that can be
adapted and scaled across different contexts.

International Cooperation
Foster international cooperation and partnerships to support the development of
digital federation platforms and data cooperatives, including collaboration with
multilateral organizations, regional development banks, and other stakeholders.

Monitoring and Evaluation

Establish mechanisms for monitoring and evaluating the impact of digital
federation platforms and data cooperatives on small communities and SMEs. This
can help to identify areas for improvement and ensure that these initiatives are
effectively contributing to the achievement of SDGs 8, 9, and 11.

By actively engaging in these efforts, supranational organizations can create an envi-
ronment that encourages the growth of digital federation platforms and data cooperatives,
supporting a more inclusive and equitable digital ecosystem for small communities and
SMEs. In doing so, supranational organizations can make significant strides in addressing
the policy challenges identified in this brief, promoting sustainable development, and
advancing the global digital economy [95,96].

8. Addressing Key Considerations in Data Cooperative Implementation

In our quest to explore the transformative potential of data cooperatives for digital
commons, we aim to bridge the gap between theory and practice by delving into the intri-
cate aspects of their implementation. This paper navigates through the complex landscape
of data cooperatives by providing a comprehensive understanding of their associated
nuances. Consequently, this section unravels four critical dimensions, which surfaced
from our in-depth exploration of relevant case studies and literature: potential risks and
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limitations, interconnected data governance, the Global North–South divide, and the dy-
namics of political agency. It is essential to approach our investigation of data cooperatives
through an integrative lens, thereby weaving together the threads of risks, limitations,
geopolitical contexts, and political agency. This approach facilitates a more holistic and
pragmatic comprehension of the data cooperative environment, thereby contributing to the
understanding and successful realization of digital commons.

8.1. Risks and Limitations of Data Cooperatives

While data cooperatives present a promising avenue toward the democratization of
the digital sphere, our comprehensive analysis underscores that this potential is not devoid
of its challenges. Primary among these are concerns related to data privacy, operational
scalability, and regulatory compliance.

The delicate balance of individual privacy within the data cooperative model necessi-
tates the deployment of robust safeguards. In an environment characterized by extensive
data sharing, the implementation of rigorous data anonymization protocols and stringent
cybersecurity measures are imperative to uphold the sanctity of privacy.

Furthermore, as cooperatives scale, the complexity of maintaining effective, partici-
patory decision-making processes magnifies. Balancing the growth in data volume with
active participatory governance becomes an increasingly nuanced task, demanding careful
strategizing and adept management.

Lastly, the multifaceted nature of regulatory landscapes poses additional challenges.
With the rules governing data usage varying widely across jurisdictions, creating a unified
operational framework is a daunting endeavor. The need for a sophisticated regulatory
approach that accommodates these variations is thus highlighted.

While we have underscored the transformative potential of data cooperatives, our
responsibility is to also illuminate their inherent pitfalls, challenges, and constraints. This
balanced perspective offers a holistic view of the data cooperative landscape, enabling us
to explore solutions while being mindful of the potential hurdles.

8.2. Interconnected Data Governance

Data governance encompasses a vast array of policies, regulations, and practices,
rendering it a complex, interconnected concept rather than an isolated one. The potency of
data cooperatives, therefore, can be amplified significantly when harmoniously integrated
with other data governance paradigms, including data trusts and personal data stores.

For instance, data trusts could serve as legal scaffolds, facilitating collective decision-
making pertaining to data, and thereby strengthening the cooperative model’s structure.
Concurrently, personal data stores have the potential to enhance individual autonomy by
offering individuals greater control over their data.

When these governance models are strategically amalgamated with the data coop-
erative paradigm, the result could be a substantial boost to equitable data practices and
an increased agency for individuals in the digital arena. Hence, our exploration of data
cooperatives must consider the larger context, recognizing the valuable role played by other
forms of data governance and their potential to synergistically enhance the effectiveness of
data cooperatives, thereby further advancing the cause of digital inclusivity.

8.3. The Global North–South Divide

The distinct divide between the Global North and South delineates unique implications
for data cooperatives, presenting both distinct challenges and opportunities. Disparities
in technological advancements and resource availability have etched an uneven digital
terrain, typically characterizing the Global North with superior technological capabilities
compared to the Global South.

Though this scenario poses certain hurdles, it also unveils opportunities for fostering
digital solidarity. Data cooperatives in the Global North could function as a lighthouse,
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sharing resources, insights, and technology with their counterparts in the Global South,
thus cultivating a more balanced digital ecosystem.

However, these initiatives must be judiciously crafted to respect local contexts and
uphold the principles of data sovereignty to ensure genuine efficacy. The dichotomy be-
tween the Global North and South influences the growth trajectory of data cooperatives in
intricate ways.

The inherent uneven development, a by-product of diverse technological resources
and availability, has created a digital divide between these two regions. Our proposed
policy framework and the establishment of digital federated platforms are meticulously
designed to provide blueprints relevant to both contexts. Yet, the disparities in resource
availability, digital infrastructure, and data governance policies call for a finely calibrated,
context-sensitive application.

By emphasizing the promotion of local capacity-building, stimulating South–South
collaborations, and endorsing context-sensitive policies, we could potentially navigate
toward a more balanced and inclusive digital landscape.

8.4. The Role of Political Agency

The realization and expansion of data cooperatives hinge significantly on political
agency and willpower, spanning the roles of local, national, and supranational entities in
cultivating a conducive environment. For instance, local authorities can weave data cooper-
atives into their smart city initiatives, while national governments can lay the groundwork
for supportive legislation and funding. Supranational entities, such as the European Union,
are primed to harmonize regulations across borders, thereby streamlining the functioning
of cross-border cooperatives. It is paramount, however, to calibrate these efforts to ensure
they do not compromise the democratically driven ethos integral to cooperatives.

In addressing these pivotal aspects, we aspire to furnish a balanced, comprehensive
perspective on the data cooperative model. Our intent is to deliver a nuanced under-
standing capable of guiding effective policymaking and fostering an equitable, inclusive
digital commons.

Political agencies’ role in nurturing data cooperatives is multi-layered, extending
beyond the top-down influence of supranational organizations. Indeed, local, community-
driven data access, usage, and governance serve as the vital lifeline for initiating and
sustaining data cooperatives. Nonetheless, transformative change often hinges on facilita-
tive policies, regulatory backing, and financial incentives, most effectively offered at the
national and supranational levels.

In acknowledging these dynamics, it is essential to appreciate the hybrid nature of
governance arrangements across various geographical scales. Power and politics within
data governance regimes are distributed, mirroring the involvement of a spectrum of actors
ranging from community members to global institutions. Consequently, data cooperatives
should be perceived as components of a broader socio-political ecosystem, requiring active
participation from stakeholders across all tiers.

To encapsulate, this thorough understanding of the complexities surrounding data
cooperatives provides a more robust foundation for executing our policy recommendations.
It arms us with the acuity to foresee challenges, to strategically align with complementary
data governance models, to adapt to geographical disparities, and to engage optimally with
political agencies. The ultimate aim is democratizing digital resources and capabilities.

9. Conclusions

The digital age, characterized by rapid technological advancements and data-driven
economies, poses unique challenges and opportunities for small communities and small
and medium enterprises (SMEs). Data cooperatives and digital federation platforms have
emerged as viable solutions to tackle these challenges, enabling the democratization of dig-
ital resources and providing avenues for collective decision-making and shared value cre-
ation. Through the detailed exploration presented in this paper, we underscored the trans-

181



Digital 2023, 3

formative potential of data cooperatives and digital federation platforms. We delved into
their nuances, highlighting key considerations such as risks and limitations, interconnected
data governance, the Global North–South divide, and the dynamics of political agency.

Our study reaffirms that data cooperatives are not a panacea and come with their inher-
ent challenges, such as privacy concerns, operational scalability, and regulatory compliance.
Nevertheless, they offer promising prospects for fostering a more inclusive and equitable
digital ecosystem, especially when intertwined with other data governance models such
as data trusts and personal data stores. The geopolitical context, characterized by the
North–South divide, influences the trajectory of data cooperatives. Although it introduces
disparities in technological advancements and resource availability, it also presents oppor-
tunities for fostering digital solidarity. A key strategy toward a balanced digital ecosystem
is the promotion of local capacity-building, fostering South–South collaborations, and
endorsing context-sensitive policies.

The role of political agency is vital in shaping an environment conducive to the growth
of data cooperatives. From local to supranational entities, supportive legislation, and
funding, as well as harmonization of regulations, can facilitate the expansion of these
cooperatives. Yet, it is crucial to ensure these efforts do not compromise the democratically
driven ethos integral to cooperatives. The recommendations we propose for governments
and civil society provide a strategic blueprint to harness the potential of data cooperatives
and digital federation platforms effectively. From encouraging the establishment of these
platforms to harmonizing supportive policies, providing access to resources, strengthen-
ing capacity building, fostering international cooperation, and establishing evaluation
mechanisms—these steps would drive a more inclusive and equitable digital ecosystem.

The establishment and successful implementation of data cooperatives and digital
federation platforms represent an essential step towards a digital commons that serve
the needs of all stakeholders. By providing a platform for collective decision-making and
shared value creation, they offer a promising route toward digital equity and inclusiv-
ity. The insights gleaned from this study lay a robust foundation for executing policy
recommendations and advancing toward a democratized digital landscape.
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Abstract: This article aims to present the authors’ perspective regarding the challenges and opportu-
nities of mouse-tracking methodology while performing experimental research, particularly related to
the map-reading process. We briefly describe existing metrics, visualization techniques and software
tools utilized for the qualitative and quantitative analysis of experimental mouse-movement data
towards the examination of both perceptual and cognitive issues. Moreover, we concisely report
indicative examples of mouse-tracking studies in the field of cartography. The article concludes
with summarizing mouse-tracking strengths/potential and limitations, compared to eye tracking. In
a nutshell, mouse tracking is a straightforward method, particularly suitable for tracking real-life
behaviors in interactive maps, providing the valuable opportunity for remote experimentation; even
though it is not suitable for tracking the actual free-viewing behavior, it can be concurrently utilized
with other state-of-the-art experimental methods.

Keywords: mouse tracking; mouse-movement analysis; map perception and cognition; cartographic
design evaluation; cartography

1. Introduction

A map constitutes a medium designed to communicate generalized spatial information
as well as existing relationships among geographic entities [1]. Cartographic products aim
to transfer spatial information from mapmakers (cartographers) to the map readers/users
taking also into account the third (i.e., time) dimension. Depending on the nature of
the used medium, maps could be either analog or digital. Nowadays, the majority of
the maps are distributed as digital products using the World Wide Web; they can be
either static, animated, or interactive. In any case, the maps’ design is directly connected
to the implementation of visual [2], dynamic [3] and/or sound [4] variables which are
utilized towards the representation of qualitative and/or quantitative differences that
characterize geographical entities and/or phenomena. Compared to other types of spatial
representations (e.g., satellite images, orthophotos, etc.), both the effectiveness and the
efficiency of the map-reading process are directly influenced by the selections made during
the cartographic design process. The effectiveness and the efficiency are connected to the
accuracy and the corresponding completion time required for the execution of map-reading
tasks, accordingly [5].

The examination of map perception and cognition is mainly based on the performance
of experimental research studies in which cartographic products act as visual stimuli and
certain research hypotheses are tested under map-reading conditions [6]. More specifically,
in cartographic research it is important to rate and/or rank the performance of the design
tools (i.e., visual, dynamic and sound variables) utilized towards the visualization of
spatiotemporal phenomena, as well as to analyze and model the strategies followed by
map readers during the execution of basic or more complex map tasks. Over the last
decades, several experimental methods, including questionnaire analysis (e.g., [7]), think-
aloud protocols (e.g., [8]), reaction-time measures (e.g., [9]), eye tracking (e.g., [10]), mouse
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tracking (e.g., [11]), electroencephalography (EEG) (e.g., [12]), and functional Magnetic
Resonance Imaging (fMRI) [13], as well as combinations among them (e.g., [14]), have
been employed for the examination of perceptual and cognitive aspects related to the
map-reading process. These approaches constitute well-established behavior research
methods implemented in several fields related to cartography, such as psychology and
neuroscience. In addition, the research outcomes produced by the performance of scientific
experimentation have a direct influence on the process of cartographic design, especially for
the production of modern multimedia and interactive maps distributed either as standalone
applications or through the internet.

The aim of this work is to briefly present the methodology of mouse-tracking and
mouse-movement analysis, as well as to highlight both the opportunities and the limitations
it provides towards the examination of perceptual and cognitive issues related to the map-
reading process. The higher-level goal of this article is to provide the future perspectives
and potential directions in cartographic research, based on authors’ viewpoints.

In Section 2, mouse tracking is presented as an experimental method providing specific
metrics and visualization techniques used for the analysis of the collected experimental
data. Moreover, existing software solutions are reported in the same section. Section 3
summarizes recent cartographic studies which are based on the implementation of mouse-
tracking techniques. Section 4 provides an outline of the strengths and future potential
on the discussed research field, while the associated limitations are presented in Section 5.
Section 6 showcases some concluding remarks of this perspective work.

2. The Mouse-Tracking Methodology

Mouse-tracking methodology constitutes one of the simplest methods used towards
capturing user response during the execution of typical computer tasks (i.e., a task that is
performed on a graphical user interface (GUI) presented on a digital display (e.g., mouse
clicking/logging on specific linear elements)). Hence, this methodology could be utilized
for the examination of both perceptual and cognitive processes related to the executed
tasks [15]. Indeed, over the last decades, several applications have appeared in different
domains (see, e.g., the examples presented by [15]).

2.1. Basic Description of the Method

The methodology of mouse tracking involves the process of recording and analyzing
computerized mouse-movement trajectories [16]. In practice, the implementation of mouse-
tracking techniques enables the collection of spatiotemporal mouse-movement data, also
including mouse pointer events (i.e., single- and double-clicking). Hence, each mouse-
movement data record mainly includes both horizontal and vertical coordinates of the
mouse cursor position expressed in a display monitor coordinate system (usually referred
to as pixel system), as well as the corresponding timestamp (usually expressed in msec).
In other words, each record is mainly characterized by two spatial (x,y) and one temporal
(t) value. Since the recording frequency of mouse-movement data is mainly influenced
by the capabilities of the utilized system, such data can be characterized by high density.
Therefore, the nature of mouse-movement data can be considered similar to other types of
movement data, such as GPS trajectories and eye-tracking data. As a result, quantitative
and qualitative approaches that are implemented in the aforementioned types of data
could be adapted to mouse-movement data analysis and visualization (see, e.g., the studies
provided by [15,17]).

The trajectories of the captured movements could reveal critical patterns regarding the
strategies followed by the users. Moreover, the computation of specific metrics leads to the
standardization of the analysis process, especially for the case of scientific experimentation.
Besides, the computed indices are usually supported by simple or more sophisticated
visualization techniques (see Section 2.2 for further details). Visualization techniques are
able to qualitatively express existing patterns of the users’ searching behavior.
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In order to highlight the potential provided by the method during a ‘real-world’ sce-
nario, a simple example in the field of cartographic research is presented in Figure 1. In
this example, experimental participants are asked to detect a specific (point) symbol on
a cartographic background. Using mouse-tracking and analysis software, participants’
behavior could be modelled considering either specific metrics or different types of visual-
izations. Figure 1 involves different aspects of mouse trajectory produced by the MatMouse
toolbox [15].

Figure 1. Different ways to visualize and/or quantify the same raw (experimental) data of mouse
trajectory produced by the MatMouse toolbox [15] during a task-based map-reading procedure.

2.2. Metrics and Visualization Methods

Both the quantitative and the qualitative analyses of mouse-tracking experimental
data are based on the computation of specific metrics which mainly aim to describe the
individual (each participant’s) mouse-movement trajectories, as well as on the develop-
ment of specific visualization methods that are used for highlighting either individual
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or aggregated (i.e., several/all participants’) searching strategies. The mouse-movement
metrics, visualization techniques and software tools reported in the following sections
(Sections 2.2.1, 2.2.2 and 2.3) are indicative, whereas their reporting aims to reveal several
opportunities that are offered towards addressing research questions connected to different
aspects of visual perception and cognition.

2.2.1. Mouse-Movement Metrics

Mouse-movement trajectories indicate the searching strategies during the execution
of a task (or a series of tasks) on a visual stimulus presented on a digital display. The
principal aim behind the computation of specific metrics is to describe such strategies
in a quantitative way, also providing the capability for statistical comparisons. Mouse-
movement metrics include the computation of specific values that characterize the mouse
trajectories’ deviations either temporally or geometrically [18]. More specifically, mouse-
movement strategies could be described based on the relative reaction times, changes
in direction, as well as on the corresponding trajectory velocity and acceleration [16].
The geometry-based description of mouse-movement trajectories includes quantitative
measures that are able to reveal the existing differences compared to the optimal trajectory
that corresponds to a straight line [15]. The most typical metrics in this category are
the Maximum Absolute Deviation (MAD), the Area Under Curve (AUC), the Maximum
Deviation (MD), and the Convex Hull (CH) area [15,19–21].

More precisely, such metrics provide fine-grained quantification of the conflict or
uncertainty among response options [16]. For instance, MD quantifies the response between
two elements of potential choice (e.g., icons in a website) by calculating the furthest point
on the actual (mouse) trajectory from the optimal/ideal (straight) trajectory, while AUC
calculates the area between the actual and the optimal straight trajectory [20]. Trajectories
that approach the straight trajectory tend to reflect less conflict between the two options [22].
In cartographic research, the application of such metrics can significantly support the
quantification of the amount of conflict for decisions regarding the elements existing in
interactive cartographic products (e.g., map symbols) and/or GUIs (e.g., interactive tools).
Aside from these mouse-tracking metrics, there are other, less standardized ones that
quantify the temporal development of mouse trajectories (e.g., acceleration and velocity [23],
or entropy analyses [24]) in order to assess the way a decision evolves [20,22].

2.2.2. Visualization Techniques

Visualization techniques could be used for supporting the analysis of experimen-
tal data in qualitative means. Although representing mouse trajectories as simple lines
seems to be the more intuitive method for representing individual behaviors, several tech-
niques have been reported in mouse-tracking studies over the last years. More specifically,
considering the similarity between mouse- and eye-movement data in terms of their spa-
tiotemporal nature, the corresponding techniques for data collection and analysis could
share the approaches followed towards the visualization of both individual and aggre-
gated experimental data. Hence, aside from the simple representation in horizontal plane
as reported above, mouse-tracking data referring to an individual behavior during the
execution of a task or a series of tasks on a visual scene could be also illustrated in both hor-
izontal and vertical coordinates over time [15] and/or using Space–Time Cubes (STC) [25].
Furthermore, duration diagrams that depict the stationary situations (as happened with
fixation events in eye-movement analysis) during searching, as well as curvature diagrams
that highlight the corresponding curvature changes, could be utilized [15]. Additionally,
mouse-movement data could be visualized using grayscale statistical heatmaps and iso-
lines [15], as well as contiguous irregular cartograms [26]. These three techniques are also
suitable for the visualization of aggregated behavior (i.e., cumulative outcome produced
by different users’ searching strategies). Among them, grayscale statistical heatmaps could
also serve as statistical products expressing the possibility (per each pixel of an image) of
having mouse activity during search on a visual stimulus [11].
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2.3. Software Tools

The practical implementation of mouse-tracking studies requires the utilization of
software tools that are capable of supporting the process of experimental design, data
analysis and visualization. Table 1 includes a collection of software tools described in
scientific articles and delivered to the scientific community since 2006.

Table 1. Mouse-tracking software tools described in scientific articles.

Tool
Programming

Language
Tracking Mode Data Analysis Interface Year Reference

MouseTrack PHP/JavaScript Yes Yes (basic
visualizations)

Use through
web page 2006 [27]

OGAMA C#.NET Yes Yes GUI 2008 [28]
MouseTracker N/A Yes Yes GUI 2010 [22]

Mousetrap R Yes Yes Extension of
OpenSesame 2017 [29]

Qualtrics
mouse-tracking JavaScript/CSS/R Yes Yes Command

line-based 2019 [30]

MatMouse MATLAB Yes Yes Command
line-based 2020 [15]

3. Mouse-Tracking Techniques in Cartographic Research

Since in our days the majority of cartographic products are digital and usually interac-
tive, mouse-tracking techniques have been incorporated in cartographic research in order
to examine how people interact with such modern products. Moreover, existing studies
highlight that the mouse-tracking method is used as an alternative or as a supplementary
approach to eye-tracking techniques [8,11,31,32]. Indeed, an experimental study presented
by [25] has shown that there is a connection between eye and mouse movements during
the execution of map-related tasks.

Previous studies highlight that mouse-tracking and -logging techniques have been
utilized for the examination of usability issues in the map-reading process [33], for the
interpretation of the existing patterns and the identification of differences between novice
and expert users [34]. Mouse events, in conjunction with other inputs that may reveal
user behavior (e.g., eye movements), have been employed for the examination of specific
GUIs or cartographic interfaces (see, e.g., the work presented by [35]), which are also
characterized by interactivity [36].

Mouse movements could also serve as one of the inputs in order to develop specific
indices towards the evaluation of the effectiveness of interactive cartographic products (see,
e.g., the recent work presented by [37]). Furthermore, mouse tracking has also been used
for the examination of preattentive attributes of vision in cartographic symbols [11].

In a nutshell, the aforementioned studies confirm that the method is well accepted
by the cartographic community. As it is obvious, the total number of empirical studies
which utilize mouse tracking as the main experimental method is not that high, especially
after comparing it with the existing applications of eye tracking in cartography and spatial
research [38–41]. However, considering the main strengths and future potential discussed
in the following section, mouse tracking could serve as one of the most powerful methods
in cartographic research.

4. Strengths and Future Potential

In order to identify the future potential of mouse-tracking techniques in cartographic
research and, more specifically, in the examination of both perceptual and cognitive issues
related to map reading, it is important to highlight the main advantages of the discussed
method compared to others.

Mouse tracking constitutes a simple method providing quantitative data during the
performance of an experimental study. Hence, the analysis of the collected data can
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be based on the computation of specific metrics, as well as on the implementation of
specific visualization methods (as discussed in Section 2.2). The description of participants’
behavior with quantitative indices allows the performance of statistical comparisons of the
produced results. Therefore, the method appears to be quite suitable for the performance
of cartographic experimentation since it aims to examine map-reading procedures under
different conditions, including different cartographic designs, environmental conditions, as
well as participants with different characteristics (e.g., age or level of expertise). In this way,
the mouse-tracking method could substantially contribute towards meeting the clear need
of understanding how map users behave when exploring modern interactive cartographic
products [42].

The methodology could also be executed remotely through the internet (see, e.g., the
technical framework recently provided by [32], as well as the experimental study described
in [8]). Although this approach could have some limitations (e.g., different experimental
conditions per participant, influence by network connection quality and/or connected
device specifications [32]), it is considered much simpler than eye tracking in terms of
implementation. This can be confirmed taking into consideration two additional (except
for its suitability for remote testing) facts: it does not require any calibration process, and it
can provide high-frequency spatiotemporal data using typical computers. Consequently,
the method permits the ease of experimental data collection by a high overall number of
participants. This advantage is quite important, especially when the examined research
hypotheses are connected to several factors (see also the recent study provided by [43]
where this issue is analyzed and discussed in the framework of the performance of map-
user studies).

Since mouse tracking is mainly based on mouse events and trajectories, the method
is suitable for the examination of task-based processes. Especially when dealing with
more complex map GUIs in which the main map display is combined with multiple ac-
companying data displays [35], or in cases where interaction with the map GUI plays an
inextricable role for map reading (through specific ‘digital activities’ such as zooming,
panning, etc.) [36], mouse tracking appears to provide a unique advantage in recording
and further quantifying the users’ mouse trajectories, as if these trajectories were executed
in real-life conditions. Mouse tracking extends the data that are collected by the traditional
experimental approach of recording the reaction times—an approach widely implemented
in psychological research [44]—by providing spatiotemporal information related to partici-
pants’ searching strategies. Examining the behavior of map users under different types of
tasks could reveal critical outcomes regarding several aspects related to the map-reading
process. Typical examples in cartographic research involve the examination of identification,
memorability and recognition issues [45], as well as the examination of visual complexity
influence [46–49].

The collection of large-scale experimental data could also result in the distribution
of the corresponding datasets to the scientific community. This is a common practice
in research studies related to visual attention, including cartography and geographic
information science (see, e.g., the eye-tracking datasets distributed by previous research
studies [45,46,50]). In a recent study [40], the twofold advantages of this approach are
explained: freely distributed datasets are considered as objective ground truths for the
analysis and the modeling of searching behavior; at the same time, open science is promoted
by providing the collected data to the scientific community for further research.

Finally, as also can be shown by the research studies reported in Section 3, mouse
tracking could be easily combined with other experimental methods (i.e., questionnaire
analysis, eye tracking, EEG, and fMRI), permitting the multimodal description of partici-
pants’ reactions. Moreover, the development of the existing tools in common programming
language and/or frameworks could support the integrated manipulation of all stages in
cartographic experimentation, including designing, analysis and visualization.
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5. Limitations

Although mouse tracking has the potential to serve as a robust technique in carto-
graphic experimentation, it has some limitations. These exact limitations can be particularly
identified when mouse tracking is compared with eye tracking. Several studies report the
correlation between eye and mouse movements (e.g., [25,51–57]). However, mouse move-
ments cannot replace the detection of the so-called ‘point of regard’. Hence, even though
task-based and interactive procedures can be adequately or even properly supported,
mouse tracking is not that suitable in the examination of free-viewing procedures. Even in
the cases in which the visual stimulus corresponds to an interactive map which requires
mouse cursor panning for navigation, mouse trajectory is not necessarily connected to the
salient locations of the visual stimulus. Therefore, mouse tracking cannot be utilized for
generating ground truth towards modeling the unconscious reaction of map users.

Mouse tracking constitutes a computer-based method. Therefore, it can be used only
for examining digital (cartographic) products or analog products that have been digitized
and presented on a digital monitor. In other words, compared to other experimental
methods, we are not able to implement this method in a real-world scenario which involves
the execution of a typical map task using a traditional paper map, or a map printed in any
other type of a physical analog medium.

The method is not quite suitable for capturing the reaction of map users during the
utilization of touch-screen displays (e.g., smartphones and tablets). However, although the
trajectory of map-user response is not recorded, response events referring to clicks, pan
and zoom in/out could be used for higher-level analyses.

Summarizing both strengths/future potential and limitations presented in Sections 4
and 5, a comparison table is provided (Table 2). More specifically, Table 2 summarizes the
strengths/potential, as well as the limitations of mouse tracking—mainly compared to eye
tracking—with a special focus on experimental procedures in cartographic research.

Table 2. Mouse-tracking strengths/potential and limitations (compared to eye tracking).

Strengths/Potential Limitations

• Simple method, providing quantitative experimental data
• Not suitable for tracking the ‘point of regard’ (gaze

position)

• Suitable for the experimental examination of task-based
exploration processes

• Not suitable for the experimental examination of
free-viewing exploration processes

• Uniquely suitable for understanding the map-user
behavior when exploring modern interactive cartographic
products and GUIs

• Not suitable for conducting experimental studies on
traditional (i.e., printed) maps

• Particularly proper for the conduction of experimental
studies remotely (i.e., via the internet)

• Not quite suitable for capturing the reaction of map users
during the utilization of touch-screen displays
(e.g., smartphones)

• Suitable for the experimental examination of map-reading
procedures under different conditions and of different
participant groups

• Particularly proper for being combined with other
experimental methods (i.e., questionnaire, eye tracking,
EEG, and fMRI)
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6. Concluding Remarks

Capturing and analyzing mouse movements and events constitutes a valuable method
towards the examination of both perceptual and cognitive issues related to digital map-
reading processes. Despite the existing limitations, the method is simple and straightfor-
ward, it appears particularly suitable for tracking real-life behaviors in interactive maps,
also providing the valuable opportunity for remote experimentation. At the same time, con-
sidering the relatively common spatiotemporal nature between mouse- and eye-movement
raw data, similar metrics and visualization techniques can be used in order to examine
the response of map users during the execution of task-based procedures on digital carto-
graphic products. This particularity also permits the direct comparison between mouse
and eye movements, while the simplicity of the method grants its concurrent utilization
with other state-of-the-art experimental methods.
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Abstract: Since the Software Quality Model was defined as an international standard, many quality
assurance teams have used this quality model in a waterfall model for software development and
quality control. As more software is delivered as a cloud service, various methodologies have been
created with an awareness of the link between development productivity and operations, enabling
faster development. However, most development methods are development-oriented with awareness
of development progress, and there has been little consideration of methods that achieve quality
orientation for continuous quality improvement and monitoring. Therefore, we developed a method
to visualize the progress of software quality during development by defining quality goals in the
project charter using the quality model defined in international standards, classifying each test
by quality characteristics, and clarifying the quality ensured by each test. This was achieved by
classifying each test by quality characteristics and clarifying the quality ensured by each test. To use
quality characteristics as KPIs, it is necessary to manage test results for each test type and compare
them with past build results. This paper explains how to visualize the quality to be assured and
the benefits of using quality characteristics as KPIs and proposes a method to achieve rapid and
high-quality product development.

Keywords: DevOps; quality control; quality characteristics; SQuaRE; quality analysis

1. Introduction

In many software development environments, work is often divided between devel-
opment (Dev) teams, which are responsible for developing features, and operations (Ops)
teams, which are responsible for running the service. The Dev team’s primary mission is to
add new features to the software, while the Ops team’s mission is to maintain the current
environment and keep the service stable and continuous. The Dev and Ops teams have
very different missions, and this can lead to team disagreements. However, faster software
development is required to keep up with the rapidly changing business environment. To
this end, teams should avoid becoming exhausted due to internal conflicts, and DevOps [1]
is attracting attention as a way of thinking that “resolves common conflicts between teams
and promotes smooth development through collaboration”.

DevOps has a seven-step lifecycle: Plan, Code, Build, Test, Deploy, Operate, and
Monitor.

• Plan: Defines the task management and development requirements for the entire project;
• Code: Programmers create code according to development requirements;
• Build: The application that will actually run is built from the source code;
• Test: Test the built application for bugs and other defects;
• Deploy: Deploy the application into production;

Digital 2024, 4, 232–243. https://doi.org/10.3390/digital4010012 https://www.mdpi.com/journal/digital197
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• Operation: Perform maintenance and management tasks to ensure continuous service;
• Monitor: Review information obtained from operations, user assessments, requests, etc.

These steps are performed sequentially and continuously to practice DevOps. The
main benefits of implementing DevOps are achieving smooth development, increasing
productivity, and speeding up releases.

The essence of DevOps, as mentioned above, is to resolve conflicts between Dev and
Ops teams. By eliminating the internal drag-and-tug that has been common in the past, the
goal is to achieve smooth development and operations.

To implement DevOps, it is necessary to implement a variety of supporting tools
at each step of the lifecycle. Typical tools include version control systems that track file
changes under project management and CI/CD tools such as Jenkins [2] that automate tasks
previously performed manually. Effective use of these tools leads to increased productivity.
This increased productivity means that more human resources can be allocated to improving
quality and developing new services, which in turn increases the value of the service.

Automating testing and delivery with tools brings benefits in the form of increased
productivity and faster work. Acceleration is simply the speed at which the DevOps
lifecycle can be executed. In other words, you can increase the number of DevOps lifecycle
cycles in a given period of time. More lifecycle cycles mean faster adoption of market
requirements and feedback, which in turn means greater responsiveness to changing
market needs.

For example, a developer runs unit tests against locally implemented code, and if
the unit tests pass, the developer periodically commits changes to the code to a central
repository as part of the CI process. The process is then delegated to Jenkins, the CI enabler,
to run build, unit test, and build verification tests (BVT). If the BVT passes, the build is
automatically deployed. Automated tests such as functional, performance, security, and
regression tests are then run to ensure that the added code does not degrade the quality of
existing functionality.

In addition to testing for quality, quality control is performed using various metrics
and cascading models such as the V-model. Typically, the pass rate, defect rate, and
test coverage of each test type (Table 1) are used to monitor project quality. However,
these quality indicators are often difficult to use to assess the quality of software under
development. Even if the coding rules and test design and implementation rules are clearly
defined, it is difficult to objectively judge whether the quality is good or bad unless it is a
derivative development project.

Table 1. Famous quality metrics for quality control.

Metrics Types Metrics

Defect density
Ratio per page of design documents
Ratio per line or step of codes
Ratio per test cases

Defect removal rates
Removal rate per phases
Removal rate per components
Removal rate per test cases

Pass rates
Pass rates per test sets
Pass rates per test cases
Pass rates per function points

Coverages
Documents review coverage
Test coverage per line of codes
Test coverage per test cases

When considering software quality, the quality model [3] defined in the ISO 25000
series (SQuaRE) [4] can be used to classify the quality required of the software under
development in terms of the quality characteristics provided by this quality model, shown
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in Figure 1, and to judge from test results whether each characteristic has been assured.
SQuaRE also defines the metrics for each quality attribute, which can be used to determine
whether quality has been assured.

Ito et al. [5] proposed a framework that allows the creation of a strategic test plan
to achieve incremental quality building in agile development projects. The framework
provides a state in which quality can be explained by releasing the product in a ratable
manner and comprehensive quality assurance by incrementally building product quality.

To use quality characteristics effectively, we recommend that project managers classify
the quality of software goals by quality characteristics and, if possible, also define the
quality to be achieved at each milestone by quality characteristics.

Figure 1. ISO/IEC 25010 quality model for system/software product quality.

Therefore, we have studied how to effectively use quality characteristics and existing
quality data in development projects using the V-model. We have studied the international
standard, which is also used in countries such as Germany and South Korea. In the JIS
(Japanese Industry Standard) standard certification for software [6], we have studied the
development process with an awareness of compliance with this standard and have applied
it to several projects. With the expansion of the recurring business, several projects are
adapting the agile process, so we decided to further expand the development process for
the use of quality features and improve it so that it can also be used in projects that use the
agile process.

2. Considerations for Using Quality Model in Agile Development Processes

The combination of continuous integration (CI) and continuous deployment (CD)
processes as a software engineering practice for rapidly developing and deploying software
applications into production is called the CI/CD pipeline. The pipeline is a collection of
tools developers, test engineers, and IT operations staff use throughout the continuous
software development, delivery, and deployment lifecycle.

The test pyramid, as shown in Figure 2, is a useful technique that allows us to con-
ceptualize how to prioritize the tests in a CI/CD pipeline in terms of their relative number
and order of execution. This technique was defined by Mike Cohn [7], with unit tests at
the bottom, service tests in the middle, and UI tests at the top. By prioritizing with a test
pyramid, you can build a strong foundation of automated unit tests that are quick and easy
to execute, then move on to more complex tests that are more complex to write and take
longer to execute, and finally, the least complex tests that are fewer in number. The pipeline
provides more prioritized feedback.

As in the development process established for the V-model, quality requirements in
agile projects are classified and normally described in the project plan. An international
standard for quality requirements [8] has already been established, and functional and
non-functional requirements can be classified using quality characteristics according to
the methodology described in this standard. This method makes it possible to clarify the
quality requirements for each actor. The initial quality control is carried out through the
various activities of the development process and the rules defined in the project charter.

199



Digital 2024, 4

The project charter is a short, formal document that summarizes the entire project and
describes the project objectives, how it will be executed, and who will be involved. It is
used throughout the project lifecycle and is an important factor in project planning. These
projects can use quality characteristics for key quality management indicators, as shown in
Table 2.

 

Figure 2. Test pyramid.

By including all the practices related to testing in the Agile process pipeline and the
review activities necessary to build quality, such as design reviews, it is possible to organize
which quality-enhancing activities are included in each practice.

Build, static analysis, unit testing, front-end and back-end integration testing, and
the E2E test pipeline can be used to identify common implementation errors and increase
software maturity. It is also possible to measure individual execution times within the CI
process to immediately detect degradation due to code additions. For example, if the execu-
tion time of a test increases compared to the previous test, it is likely that some performance
degradation is occurring, and the impact of the added code should be suspected.

Deploying builds in a continuous delivery (CD) process allows portability properties
to be checked during the installation process.

Implementing a general CI/CD process and managing the results will help ensure that
quality is continuously improved. In addition, by automating and integrating more testing
activities, more quality characteristics can be covered in addition to functional conformance.
By defining criteria for testing activities, each quality attribute can be used as a quality KPI
on an ongoing basis.

In many development projects, GitHub [9] and Atlassian tools [10] can be used as
project management tools, task ticket activities can be visualized as kanban boards, and
development and bug-fixing activities can be effective for source code control. Project
management tools are effective for managing project progress, but they cannot manage
quality progress. Test management tools, on the other hand, can manage test cases and
test progress and can play a role in quality management, but it is often difficult to use test
results in history management.

Shimizu et.al [11] proposed a test result management tool to analyze and extend the
coverage of automated tests and our team enhanced the test result management tool. The
tool is written in C# and stores test results in SQL Server; for unit tests with API calls, we
decided to implement and integrate a report class that can capture CPU load, memory
consumption, I/O load, and network load along with functional tests and output this
quality data along with the test results. The purpose of the report class is to provide a
performance efficiency assessment. The purpose of the report class is to extend the coverage
of unit testing by providing a performance efficiency evaluation.

The report class we built called MSTest [12], an extension of NUnit [13], a unit testing
framework, with an extension method to obtain quality data necessary for evaluating
performance efficiency and to generate test results in XML format along with functional
test results (Figure 3).
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Table 2. Famous quality metrics for quality control.

Activities Quality Characteristics Quality Sub-Characteristics

Activities in the Whole Development Process

Coding Rules

Security Confidentiality
Integrity

Maintainability Modularity
Reusability
Modifiability
Testability

Design Review

Functional Suitability
Function completeness

Function correctness

Reliability

Maturity
Availability
Fault tolerance
Recoverability

Maintainability Testability

Inspection Review Reliability Maturity

Activities in CI process

Static Analysis

Reliability Maturity

Security Integrity

Maintainability Analysability

Unit test
Integration test
Regression test

Functional Suitability
Function completeness
Function correctness
Function appropriateness

Reliability Maturity

E2E test

Functional Suitability
Function completeness
Function correctness
Function appropriateness

Usability
Operability

User error protection

Reliability Maturity

Trough out the CI process

Measurement of
processing time

Performance Efficiency
Time behavior

Resource utilization

Maintainability Analysability

Activity in CD operations

install test Portability Installability

 
Figure 3. Created report class (upper is process and lower is operation. Square frame is devel-
oped area).
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The generated XML file can be used with the command line generator tool to generate
a test result report in HTML format. The class also reads the .trx file of MSTest results
generated by Visual Studio and generates a list of API methods called in HTML format to
help understand test coverage.

Although it is possible to open a .trx file in Visual Studio and check the test results,
there are problems in analyzing the results as it is difficult to see the cause of the failure.
We developed this time to not only generate the results of functional and performance tests
by outputting reports that automatically describe the pass/fail list, the logs during the tests,
and the performance measurement results but also to convert this result information into
HTML files to visualize the test result information, Figure 4.

 
Figure 4. Easy visualization of test results.

Also, for the API tests created in JMeter, we decided to obtain performance data from
the API test execution as well as the unit tests and evaluate whether the updated build has
any performance degradation.

Both unit and integration tests were able to produce the following benefits while
adding performance efficiency assessments.

• Increased development productivity by being able to find features and performance
and load degrades in the build pipeline;

• Increased testing efficiency through automation;
• Increased coverage of automated tests to capture more quality data.

As an example of this project, we are using Ranorex [14] as an E2E testing tool to
automate scenario testing. The scenarios include use cases that involve more standard
operating procedures called golden routes, use cases that check screen transitions when
functions are invoked, and use cases that result in errors due to operational errors, so they
are considered to include usability evaluations.

In this way, classifying automated tests using quality characteristics not only allows
the quality improvement situation to take test coverage into account but also increases
development productivity.

3. Enhance of Management of Test Results for Agile Projects

In software package development and service development, DevOps makes it possible
to increase development productivity and increase the frequency of product releases. To
ensure stable product releases, it is important to maintain the quality of the product and
the test results within the project must be well managed. Since the DevOps project has
achieved test automation with CI tools, we will also consider using a pipeline for test
result management.

Engineers can quickly detect quality degradation if the test management tool can save
the test results of unit tests, integration tests, and E2E tests as Jenkins jobs to be developed
and easily report comparisons with multiple past versions. The comparison with the
previous build is done in the build pipeline, and the comparison with past versions is easily
performed in the tool.
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When importing the test results, it compares the test results with the specified multiple
past versions, compares the pass rate of the functional tests and the performance data, and
generates a simple report with the judgment of whether or not the performance is within
the registered threshold range. The URL of the generated result will be notified to you via
Teams or e-mail. If you want to check the results of past versions in detail, you can use the
comparison function of the tool to generate a detailed report.

The image of the job to process the import of test results from Jenkins is shown in
Figure 5.

 
Figure 5. Architecture of test results management (The red part is the process flow and the blue part
is the test result management process).

By running it as a Jenkins job, you can automate the process of importing the results
of each test performed in the build pipeline and generating a test report.

The ability to manage test results and compare them with past versions makes it easier
to ensure maturity and allows for the immediate detection of quality degradation, whether
functional or performance.

The quality guaranteed by the expanded coverage of test automation in the CI process,
the comparison process in the test result management tool, the distribution in the CD
process, and the development rules in the development project are shown in Table 3.

Our projects are able to automate more quality-related tasks, such as static analysis,
known as SAST, and dynamic analysis, known as DAST, than typical DevOps, although it
requires some time and effort to integrate it into both the CI process and the CD process.
Therefore, by preparing multiple test environments, resilience testing is able to perform
security-related testing for automated testing.

Also, the use of test result management tools makes it possible to monitor quality
progress from test results obtained in the CI process.

Table 3. Quality covered by CI/CD pipeline process.

Quality Characteristics Quality Sub Characteristics Evaluation by

Function Suitability

Functional Completeness

� Unit test
� Static analysis (SAST)
� Integration test
� Dynamic analysis (DAST)
� Performance test
� Regression test
� E2E test

Functional Correctness

Functional Appropriateness

Performance Efficiency

Time Behaviour

Resource Utilization

Capacity

Compatibility
Co-existence

Interoperability -
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Table 3. Cont.

Quality Characteristics Quality Sub Characteristics Evaluation by

Usability

Appropriateness Recognizability -

Learnability -

Operability
� Unit test
� E2E testUser Error Protection

User Interface Aesthetics

Accessibility -

Reliability

Maturity � Unit test
� Static analysis (SAST)
� Integration test
� Dynamic analysis (DAST)
� Performance test
� Regression test
� E2E test
� Test results management

Availability

Fault Tolerance

Recoverability -

Security

Confidentiality � Static analysis (SAST)
� Dynamic analysis (DAST)
� Regression testIntegrity

Non-repudiation -

Authenticity -

Accountability -

Maintainability

Modularity

� Covered by the development process and
project charter

Reusability

Analysability

Modifiability

Testability

Portability

Adaptability -

Installability � CD process

Replaceability -

4. Using Quality Characteristics for KPI under Agile Development Projects

We have always used quality characteristics as KPIs for project quality in waterfall
software development and have made quality progress visible [15]. In addition, this
quality management approach is aware of the international standards [16] used in software
certification and the international standards for software testing [17]. Therefore, the use of
quality characteristics as KPIs to understand the quality build has also been considered
for agile software development projects [18]. In the waterfall model, acceptance testing
is planned as a condition for starting testing as the entry criteria for each test level, and
acceptance testing is performed by extracting test cases from the test types to be performed
at that test level using a stratified method. Since it is impossible to perform acceptance
testing in every sprint of the agile process due to time constraints, we decided to investigate
the need for acceptance testing and the relationship between the tasks performed in each
sprint and quality characteristics through experiments.

We conducted two types of experiments on the impact on quality by conducting
software development in an agile process with the following measures to make more
effective use of quality characteristics in the agile process.
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In the first team, the project manager chose the method of adding quality attributes
to the task ticket items so that quality attributes were set when each task was raised, and
sub-quality attributes were set for all test cases in the sprint. Second, many rules are defined
in the project charter for using quality characteristics for KPIs.

The project manager in the second team adds the definition for the analyzed functional
requirements and introduces a process for creating quality requirements at the time of the
requirements review, and the following activities are introduced:

• Designing quality requirements created at the time of the business requirements review
and quality requirements for the design and development of the software. Ensure
traceability of each issue so that the quality requirements created in the business
requirements review can be checked for validity in design and evaluation;

• Add quality attribute items to Jira and create a Kanban that quality attributes can
reference;

• Before starting a sprint, we created a sprint backlog by selecting tickets to be worked
on by the sprint from the product backlog containing the business requirements and
mapped the quality characteristics required by the business requirements.

In addition, the following practices are carried out for each sprint;

• Define the quality requirements for each functional requirement and set the criteria by
considering the metrics to be used;

• Evaluate the design and implementation checkpoints of the functional elements for
each quality attribute;

• Establish evaluation criteria for each quality characteristic and map them to the quality
characteristics to be ensured for each test activity;

• Visualize the progress of the established criteria by assessing the conformance of the
quality characteristics at each sprint.

Before starting the first sprint, the project prepared a mapping of activities and quality
characteristics, as shown in Figure 6.

Also, the project begins with the following quality objectives:

• Projected development scale: 2.6 KL;
• Review density: 20 man-hours/KL;
• Density of test items: 150 items/KL;
• Number of bugs: 10/KL.

Figure 6. Mapping quality characteristics to activities.

5. Results of Two Practices

The first project did not establish rules for using quality features in the project and left
it up to the developers, which resulted in many tasks being delayed due to the overhead of
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using quality features. In addition, most tasks were biased toward functional conformance.
This result is likely to occur in the waterfall model as well, and without considering
the balance of each quality characteristic, the result will be biased toward functional
conformance, so efforts are being made to reduce quality characteristics to 70% or less. It
was found that simply using quality characteristics would only complicate the work and
would not be beneficial.

On the other hand, in the second project, where the use of quality characteristics
was specified in the project charter, and the method of using quality characteristics was
defined, it became possible to break down the quality status and monitor progress. As
a result, smooth project management was realized without disturbing the balance of
QCD, and very good results were achieved. In the case of this project, the use of quality
characteristics increased the testing density by 144% compared to the case where quality
characteristics were not used, resulting in an increase in testing man-hours, but the number
of defects detected decreased to 32% of the predicted value. This was a result of the quality
characteristics of KPI and the implementation of quality-driven development. In addition,
the tasks to be implemented were able to proceed as planned. In other words, using quality
characteristics as KPIs makes it possible to proceed with quality-conscious development
while being aware of the QCD balance.

Although this experiment was conducted on a small scale of 3.7 KL, similar results
can be obtained by determining the quality characteristics to focus on for each sprint and
proceeding with development with an awareness of the quality priority order. It was also
suggested that the same effect could be achieved by being aware of quality prioritization,
such as determining the quality characteristics to focus on in each sprint.

The benefits of using quality characteristics from the experiment are as follows:

• When using quality characteristics in the agile process, it is assumed that if they
are applied to a project for which a project plan has already been drawn up, the
overhead of using quality characteristics is large and is likely to significantly affect the
sprint’s activities;

• If the use of quality features is considered from the project planning stage, the following
actions can be taken to provide evidence of quality assurance to project management;

• Declaring the use of quality features in the project charter;
• Assigning quality characteristics to different activities;
• The overhead of using quality characteristics should be included in the rough estimate

before the project starts.

Finally, an example of a qualitative analysis of a product by quality characteristic in
the project is given in Table 4.

Table 4. Example of quality analysis classified by quality characteristics.

Quality Characteristics Quality Analysis

Function
suitability

Functional suitability is ensured because the functional requirements that satisfy the functional
requirements are considered in the design document, implemented, and confirmed to work properly
through various tests.

Performance
efficiency

Compared to the operation before the enhancement, the performance of the functions implemented
in the previous version has not deteriorated, and the import of new reports, a new function, is
comparable to the import speed of the report functions implemented in the previous version, thus
meeting the performance requirements. As load and capacity requirements have not been verified for
this project, it can be concluded that ensuring only performance efficiency is not a problem.

Compatibility
There are no problems with interfacing with other systems, such as EXCEL output and ZIP
compression, and compatibility is ensured because there are no problems with co-existence with
other systems in the same environment and no code-level implementation that would affect others.

Usability The enhancement does not create new screens but enhances existing screens and identifies no new
usability issues, ensuring usability.
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Table 4. Cont.

Quality Characteristics Quality Analysis

Reliability

Reliability is ensured because functional requirements are met throughout the process:
requirements->specification->design->implementation->testing
The quality of the requirements developed during the requirements review is ensured by the
associated activities, and any bugs found during the various reviews and tests are fixed.

Security The same level of security as the previous version has been confirmed by testing. The same level of
security as the previous version is guaranteed.

Maintainability
Maintainability is ensured because it is based on coding conventions, various documents are written
in the same format as the previous version, and the level of description is written at the same or
higher granularity than the previous version.

Portability The installation procedure is the same as the previous version. Portability is, therefore, guaranteed.

6. Conclusions

Regardless of whether the development process used in a project is the cascade model
method or the agile method, quality-oriented development can be achieved by using
quality characteristics.

In the case of agile processes, it is possible to confirm that quality is continuously im-
proving by defining the metrics to be achieved in each pipeline in the CI/CD pipeline. From
the test engineer’s perspective, more time can be spent on test design and automated script-
ing, leaving more time for exploratory testing. In addition, the results of automated tests
become the criteria for initiating manual tests, allowing them to efficiently focus on more
complex manual tests. This allows them to efficiently focus on further improving quality.

In an agile process, it is important to design and execute testing activities efficiently in
the CI/CD pipeline and to clarify in the sprint plan the quality characteristics that should be
prioritized in each sprint. By clarifying the quality characteristics that should be prioritized
in each sprint in the sprint plan and by developing a method to use SQuaRE [19] in the
agile process, it can be recommended to build quality more efficiently.

In order to use quality characteristics as a KPI in large-scale agile development, it is
necessary to prepare a KANBAN for this KPI and check the quality status of each team
in a centralized manner. It will be necessary to educate all project members about quality
characteristics, specify the purpose and means of using quality KPIs in the project charter,
and ensure that project members understand and follow this project charter.
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