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1. Introduction

Virtual prototyping techniques, generally based on numerical methods, are widely
used in the process of designing an industrial product [1,2]. In recent decades, the demand
for strong improvements in terms of productivity, reliability, and cost reduction have been
fundamental considerations in this form of design, often requiring more than one simulta-
neously occurring physical field (thermal, mechanical, electrical, metallurgical, etc.) to be
taken into account. At present, a huge amount of commercial code and a huge number of
new algorithms have been developed for performing multiphysics simulations [3,4]; never-
theless, the availability of a suitable material model often presents a bottleneck in obtaining
reliable results. For example, see [5,6]. The Special Issue is thus aimed at investigating
metallic material modeling techniques for virtual prototypes, with an emphasis on both
the theoretical aspects and experimental identification and verification. The simulation of
additive manufacturing techniques is paid special attention as an emerging field [7]. Nev-
ertheless, more traditional metal-forming processes, continuous casting in particular [8],
still require new approaches given increases in the casting speed and in the dimensions
of the final products. A wealth of other topics could benefit from multiphysics simula-
tions, in particular metal forming [9,10], joining techniques [11], the thermal treatment of
metals [12,13], and manufacturing processes [14]. This Special Issue collates papers that
provide state-of-the-art knowledge on material modeling for multiphysics simulations and
in which the above-mentioned topics are developed and applied to relevant engineering
case studies.

2. An Overview of the Published Articles

Additive manufacturing (AM) techniques for metals constitute a fascinating challenge
in materials science and engineering. Firstly, AM techniques offer the possibility of manu-
facturing unique geometries, which is not possible in traditional metallurgical processing.
Even more promisingly, AM processes enable local control over the microstructure and
properties. It must be pointed out that it is possible that manufacturing particular geome-
tries could cause a clash with the accuracy of the techniques used, and this requires accurate
calibration of the process parameters. In (contribution 1), the distortion of thin-walled
structures obtained using the laser power bed fusion (LPBF) process is thermo-mechanically
analyzed. In particular, a variety of thin-walled components are printed using LPBF with
different wall thicknesses and building-heights. Different open and closed shapes are
compared, and a 3D scanner is used to measure their actual warpage. This experimental
scheme facilitates the calibration of an FE model of the AM process. In particular, the
adopted numerical strategy is based on the inherent strain method. The inherent strain
tensor is assumed as a user-defined material parameter depending on the material and
process characteristics. Its value was obtained experimentally. This numerical tool was also
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used to define a structural optimization strategy to mitigate the warpage of the thin-walled
parts printed using LPBF. Another promising possibility offered by the AM process is the
possibility of attaining local control over the microstructure and properties; nevertheless,
such an approach is quite difficult in practice due to the complex multiscale relationships
between the material parameters and processing conditions. This aspect is considered in
(contribution 2), where coupled modeling of the process, microstructure, and properties
was investigated using three different numerical strategies. The time–temperature history
of the AM raster patterns from a computational fluid dynamics module serves as the input
to multilayer simulations of the grain structure using cellular-automata-based code. Finally,
a crystal plasticity finite element model is used to simulate the micromechanical response
and properties. The aim is to assess the grain size and texture as a function of the number
of layers, as well as the influence of heterogeneous nucleation.

While AM techniques are still in the development phase, nevertheless, other processes
have largely been consolidated, and their set-up seems to be well defined in most cases,
for instance, the continuous casting process of steels. However, even in this case, since
the production requirements are becoming increasingly demanding, new strategies for
overcoming the complexity of process simulation must be adopted. In particular, solidifying
steel follows highly nonlinear thermo-mechanical behavior depending on the loading
history, temperature, and metallurgical phase fraction calculations (liquid, ferrite, and
austenite). Because most process events (e.g., solidification, segregation, defect production)
are temperature-driven, formulating a tool for analyzing the thermal field is a fundamental
preliminary objective in the development of an accurate material model. Theoretically,
to describe such a process, a three-dimensional approach would be required. In this
case, the computational cost of obtaining results is often unreasonably resource- and
time-intensive. To overcome these issues, a faster bidimensional approach known as the
traveling slice approach was developed and is now frequently utilized. Although this
modeling strategy is frequently encountered in literature reviews, an assessment of its
limitations remains lacking, especially within the current context of increases in casted
product sizes, which may call into question the validity of this modeling technique. In
(contribution 3), the traveling slice model is compared to a non-approximated analysis,
notably using large-dimension products. The traveling slice approach can be considered a
proven modeling technique for describing continuous casting processes. In (contribution 4),
a numerical model with a computationally challenging multiphysics approach is used in
high-performance computing to generate sufficient training and testing data for subsequent
deep learning. It has thus been demonstrated how innovative sequence deep learning
methods can learn from multiphysics modeling data on a solidifying slice traveling in a
continuous caster and correctly and instantly capture the complex history and temperature-
dependent phenomena in test data samples. The use of machine learning techniques to
support multiphysics and multi-phase simulations of continuous casting processes is also
proposed in (contribution 5), where an industrial contactless vertical casting process has
been modeled using evolving domain and dynamic mesh techniques. In particular, an
augmented genetic algorithm machine learning approach enables the implementation of
an accurate material. It was thus possible to increase the accuracy and flexibility of the
process simulations while limiting the required computational time and resources. The
technique is sufficiently flexible to implement using mainstream commercial solvers for
material processes.

Many other technological processes in metal production can benefit from material
modeling, as is the case for ultrasonic treatment. Cavitation, caused by high-intensity
ultrasonic treatment, is used in a wide range of industrial applications and becomes more
and more pertinent to metallurgy and foundry processes. It can be used as an effective
method for modifying a material’s microstructure and improving its mechanical properties,
especially in the context of the treatment of aluminum alloys. In (contribution 6), the
capabilities of computational fluid dynamics to model the formation and dynamics of
acoustic cavitation in an aluminium alloy are investigated. Among the different metal-
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forming techniques, hot metal extrusion is generally preferred when the final product is
characterized by a high aspect ratio—for example, turbine blades. This process induces
higher plastic deformation in comparison to forging. Thus, finer process parameter tuning
is required to avoid unwanted microstructural effects. A typical failure occurring during
hot metal extrusion is the formation of surface cracks. Numerical modeling could thus
be a useful tool to more deeply investigate the influence of the process parameters on the
final characteristics of the product. In (contribution 7), an FE-based multiphysics numerical
model of the extrusion process for a superalloy component was devised. In parallel, a series
of experimental tests were designed and carried out to examine the extrusion of pre-heated
Inconel 718 billets, thus allowing for comprehensive validation of the numerical model and
its respective results. The validated model was then used to perform parametric analyses
in order to pinpoint the ranges of the processing conditions that avoid the formation of
unwanted features. In particular, the microstructure evolution can be simulated using a
semi-empirical model, taking into account both the recrystallization (dynamic and static)
and grain growth, providing the average grain size and the fraction of recrystallized grains.

Numerical simulation can also profitably support the fine-tuning of thermal treatment.
In (contribution 8), a simulation procedure for predicting the influence of the carbon content
and quenching process parameters on the phase composition and hardness distribution
after heat treatment is proposed. Experiments applying quenching in the form of high-
pressure gas quenching and quenching oil were employed to validate the computational
results. In particular, careful set-up of a carbon diffusivity model incorporating the influ-
ence of the alloying elements was undertaken in this research. Thermal data such as thermal
conductivity and heat capacity also required adjustments; therefore, experimental data
were used. The material model must also take into account phase transformations, which,
depending on the cooling rate, can be classified as diffusion-controlled or diffusionless.
The Johnson–Mehl–Avrami–Kolmogorov model was adopted to describe the kinetics of the
isothermal phase transformation, during which diffusion is the governing phenomenon,
according to the nucleation and growth of the new phase. Martensitic transformation is
a diffusionless transformation that occurs upon rapid quenching of the austenite phase.
As martensitic transformation is athermal, that is, is not controlled by the thermal history
of the material, the volume fraction of the transformed phase is calculated based on an
equation incorporating the degree of undercooling of the material. To describe the trans-
formation kinetics, a Koistinen–Marburger model was used. Finally, the Maynier model
was adopted for hardness calculations. In (contribution 9), the isothermal decomposition
of austenite in steel is mathematically modeled and computer-simulated. This research has
significant implications in the field of the thermal treatment of steels. In fact, the isothermal
decomposition of austenite implies the steel is quenched from the austenite range to the
temperature of isothermal transformation, where all of the austenite decomposes at a
constant temperature. The microstructure composition and mechanical properties of the
steel considered can thus be optimized and controlled. The proposed mathematical model
was verified experimentally, confirming that the characteristic parameters included in the
model of ferrite, pearlite, and bainite transformation can be successfully evaluated.

Furthermore, joining techniques often require a multiphysics approach. In (contri-
bution 10), a mathematical model of induction soldering for waveguide assembly com-
ponents was developed, which could help with testing and calibrating the induction
soldering process for the thin-walled aluminum waveguides found in spacecraft. To ver-
ify the developed models, simulations were compared with experiments, confirming the
prediction accuracy.

Finally, in (contribution 11), fundamental research on metals was shown to potentially
better our understanding of how a material model can be more accurately predicted and
interpreted. In particular, the temperature dependence of resistivity over a very wide
temperature range is explained according to free randomly moving electrons scattering
due to electronic defects, accounting for the thermal energy exchange between phonons
and free randomly moving electrons.
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Abstract: In this study, we review some aspects of the application of free randomly moving (RM)
electron density and its probability density function distribution to the main free electron transport
characteristics of elemental metals. It is shown that metal atom thermal vibrations not only produce
free RM electrons, but also produce the same number of electronic defects (weakly shielded ions).
The general expressions for the drift mobility, diffusion coefficient, and mean free path of randomly
moving electrons are presented. It is shown that the scattering of free RM electrons is mainly due
to electronic defects, which cause the distortion of the periodic potential (or the charge density)
distribution in the periodic lattice. The resistivity of the elemental metal is caused by electronic defect
scattering, taking into account the exchange in the thermal energies between phonons and free RM
electrons. Special attention is paid to the analysis of the Hall effect measurement data: the Hall
coefficient is presented for two types of RM electrons and holes, taking into account electron-like
and hole-like densities of states. The paramagnetism and diamagnetism of the free RM electrons are
simply explained using the definition of free RM electron density.

Keywords: density of free randomly moving (RM) electrons; probability density function; density of
states (DOS); mean free path of electrons; resistivity of metals; diffusion coefficient; drift mobility;
Hall effect; Hall mobility

1. Introduction

The foundations of electron transport were laid at the beginning of the last century
by the Drude–Lorentz–Sommerfeld free electron theory [1–3]. The main achievement of
the Drude–Lorentz theory was the prediction of the Wiedemann–Franz law. Sommerfeld
solved the electronic heat capacity problem by considering the Fermi–Dirac statistics of
electrons in metals. The main limitations of the Sommerfeld model of free electrons are
related to the suggestion that all of the valence electrons in the metal are free, as a result
of which the estimates of the free electron density, their mobility, the Hall coefficient, and
the Fermi-level energy are not correct. Later, very important works on the electron theory
of metals were published [4–17], but they did not solve the mentioned limitations. Even
recently [18], explanations of electrical conductivity in metals have been proposed based on
the Drude–Sommerfeld model in which all valence electrons are free, which is completely
inapplicable to metals.

According to quantum mechanics, in the ideal periodic lattice of a metal with periodic
potential energy distribution, free electrons can move without any scattering by lattice
atoms as Bloch waves [5,12]. The scattering of the free electrons can take place in spots of
chemical and structural imperfection. These defects cause the metal’s residual resistivity
at very low temperatures. It is a well-known fact that at temperatures above the Debye
temperature, the resistivity of elemental metals changes linearly with temperature, while it
usually changes as T−5 below it [11]. This has been thought to be caused by lattice atom
vibrations [6,8,9], but this cannot explain why the real electron mean free path is many

Metals 2023, 13, 1551. https://doi.org/10.3390/met13091551 https://www.mdpi.com/journal/metals6
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orders of magnitude greater than the interatomic distance. As shown in [19–23], the lattice
vibrations play another role. In this study, the estimation of the density of free randomly
moving (RM) electrons and their probability density distribution as a function of electron
energy and the applications of these characteristics to free electron transport in elemental
metals are presented.

Section 2 deals with free electron effective density and the probability density dis-
tribution of free electrons on energy; Section 3 deals with the mean free path of free RM
electrons and resistivity temperature dependences of elemental metals; Section 4 deals with
the Hall effect in elemental metals; Section 5 deals with the magnetic properties caused by
free RM electrons in elemental metals; and Section 6 deals with the plasma frequency of
free RM electrons.

2. The Effective Density of Free RM Electrons and Their Probability Density
Distribution as a Function of Energy

As shown in [19–23], the effective density neff of the free RM electrons can be expressed
as

neff =
∫ ∞

0
g(E) f (E) f1(E)dE = kT

∫ ∞

0
g(E)[−∂ f (E)/∂E]dE, (1)

where g(E) is the density of states (DOS) in the conduction band; f (E) is the Fermi distri-
bution function; and f 1(E) = 1 − f (E) is the probability that at a given temperature T, an
electron can be thermally scattered or change its energy state due to the external field.

Such a description of free RM electrons is valid for any degree of degeneracy of the
electron gas in materials, and it is valid for semiconductors, metals and superconductors in
the normal state. From Equation (1), it follows that the function

p(E) = −∂ f (E)/∂E = f (E)[1 − f (E)/kT], (2)

is the probability density function of the free RM electron distribution as a function of
energy, which fulfils all the requirements of probability theory [24,25] and is consistent with
the Pauli exclusion principle. It should be noted that the probability density function allows
us to determine the average value of any random function x(E) as a function of energy:

< x(E) >=
∫ ∞

0
x(E)p(E)g(E)dE. (3)

For materials that have a non-degenerate electron gas, the probability f 1(E) = 1 − f (E)
≈ 1, and Equation (1) adopts the classical view. Thus, all electrons in the conduction band
n are free and participate in conduction:

neff = n =
∫ ∞

0
g(E) f (E)dE. (4)

Equation (4) is not appropriate for describing free RM electrons in metals. For metals,
the probability density function p(E) has a sharp maximum at the Fermi energy E = EF.
Under these conditions, Equation (1) becomes

neff = g(EF)kT � n, (5)

where g(EF) = g(E) at E = EF. The DOS at Fermi-level energy g(EF) can be obtained from
the electronic heat capacity data for elemental metals [7]. The DOS g(EF) values of the
elemental metal distribution in the periodic table are shown in Figure 1. As can be seen
from Figure 1, the smallest g(EF) values are those for Be and alkali metals, while the largest
ones are those for V, Ni, Pd, and Nb.
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Figure 1. The DOS g(EF) values of elemental metal distribution in the periodic table.

Figure 2 provides a schematic hypothetical illustration of the DOS for noble- and
transition-group metals at room temperature, as described in [26]. In the case of no-
ble metals (Figure 2a), the area beneath the curve gs(E)f (E) in yellow is obtained using
Equation (4) and represents the total density of valence electrons in the conduction band;
the red area corresponds to the effective density of free RM electrons evaluated using
Equation (1). It can be seen that the d-band is not created in noble metals, because this
band is lower by 2 eV than the Fermi-level energy. For transition metals, the d-band is
not entirely filled, and the total effective density of the free RM electrons can be described
as neff = gΣ(EF)kT = [gs(EF) + gd(EF)]kT, where gΣ(EF) is obtained from the electronic
heat measurements. As can be seen from Figure 1, the DOS g(EF) at the Fermi surface for
transition-group metals is much larger than that for alkali and noble metals.

Figure 2. Schematic illustration of the energy dependence of the functions g(E), g(E)f (E), and g(E)f (E)
{1 − f (E)] for noble (a) and transition-group (b) metals at room temperature. The yellow area
represents the total density n of valence electrons in the conduction band and the red area represents
the effective density neff of free RM electrons; gΣ(E) = g5s(E) + g4d(E).

Since only free RM electrons neff electrons participate in the conduction of metals,
the other parts of the valence electrons (n − neff) cannot change their energy because all
neighbor energy levels are occupied, and also because of the Pauli exclusion principle.
Therefore, those parts of the electrons have a constant energy and can only move around
the native ions. It is essential to emphasize that free RM electrons in equilibrium conditions
do not interact with these (n − neff) electrons as they cannot change their energy.

The valence electrons of a given elemental metal are distributed in the conduction
band from 0 to the Fermi level energy EF. Those atoms whose valence electrons have
energies close to the Fermi level energy due to lattice thermal vibrations can be excited
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and leave the native atoms, becoming free and able to move randomly. The atoms that
lose their valence electrons partially are shielded by the valence electrons of neighboring
atoms. Such partially shielded ions, which are referred to as electronic defects, cause a
distortion of the periodic potential in the periodic lattice. Therefore, thermal vibrations of
lattice atoms produce free RM electrons and the same number of electronic defects, as well
as the local distortion spots in the potential periodicity. In Figure 3, there is presented a
schematic illustration of a two-dimensional lattice pattern of metal atoms. The waves of
valence electrons partially overlap with those of neighboring atoms, and they move in the
field of a central force of the native ions [27]. When a particular atom, due to its thermal
vibration, excites a free RM electron, as shown in Figure 3A in the row (b), it also produces
a distortion of the potential U(x) periodicity, as shown schematically in Figure 3B in case (b).
Therefore, atoms that produce free RM electrons produce the same number of ionic spots
(electronic defects), which are not completely screened by the neighbor valence electrons.
Considering that the density of free RM electrons is equal to neff = g(EF)kT, this means that
the average density of electronic defects can be estimated as [23]:

Neff = neff = g(EF)kT, (6)

(A) (B) 

Figure 3. (A) Schematic representation of a two-dimensional pattern of metal atoms, and (B) a
schematic potential U(x) distribution. In row (b) one atom excites the RM electron, causing the
distortion of the potential periodicity in row (b) in Figure 3B.

The other parts of the atoms (N − Neff) (where N is the total atom density) do not have
enough vibrational (phonon) energy to produce free RM electrons close to the Fermi level
energy. It is worth pointing out that the thermal vibrations of the lattice atoms play another
role, as described in [4,6–12].

As shown in [19–23], the conductivity σ of a homogeneous material can be expressed
as

σ = q2neffD/kT = qneffμdrift, (7)

where q is the electron charge, D is the diffusion coefficient, and μdrift is the drift mobility
of free RM electrons. From this expression follows the Einstein relation D/μdrift = kT/q,
which is valid for materials with any degree of the degeneration of electron gas with one
type of free charge carriers (electrons and holes). The relationship between the electrical
conductivity and both the diffusion coefficient and the drift mobility is described by
Equation (7) and is shown in Figure 4. Considering that values of the electrical conductivity
and the electronic heat capacity are well known and are available from the Handbook [28],
values of the diffusion coefficient and the drift mobility of free RM electrons were calculated
using Equations (6) and (7).
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Figure 4. The diffusion coefficient and the drift mobility relation with the conductivity of elemental
metals at room temperature (the right scale has been chosen to correspond to the left scale, so that the
positions of the points in the pattern are the same for both scales).

Accounting for the total effective density of free RM electrons being equal to neff =
gΣ(EF)kT = [gs(EF) + gd(EF)]kT, and free charge carriers at the Fermi surface having the
same Fermi energy, the same diffusion coefficients and the same velocities and relaxation
times, thus, each quasi-particle (electron or hole) carries in the same contribution to the
electronic heat capacity and conductivity. Moreover, each quasi-particle makes the same
contribution to the energy fluctuation variance:

< Δε2
1 >=

< (E− < E >)2 >

neff
=

∫ ∞
0 (E − EF)

2g(E) f (E)[1 − f (E)]dE
neff

, (8)

where

< (E − EF)
2 >= g(EF)(kT)3

∫ ∞

0
(ε − εF)

2 f (ε)[1 − f (ε)]dε = (π2/3)g(EF)(kT)3, (9)

and here, ε = E/kT. Then,
< Δε2

1 >= (π2/3)(kT)2. (10)

This result is consistent with the theory of energy fluctuations of free randomly moving
particles [29]. It also shows that quasi-particle scattering in metals is an inelastic process.
Therefore, the term free electron can be used here as a quasi-particle.

3. The Mean Free Path of RM Electrons and the Temperature Dependence of the
Resistivity of the Elemental Metals

The mean free path is the most important parameter characterizing the scattering
mechanism of randomly moving charge carriers [30].

The mean free path of free RM electrons in metals can be estimated as

lF = vFτF =
1

σeffNeff
=

1
σeffg(EF)kT

, (11)

and the average relaxation time as

τF =
1

σeffvF Neff
=

1
σeffg(EF)vFkT

, (12)

where σeff is the effective scattering cross-section of free RM electrons by electronic defects.
It should be noted that above the Debye temperature, the effective electron scattering
cross-section σeff is temperature independent. Thus, the statement that the scattering cross-
section is proportional to temperature in the mentioned temperature range [4–7,11,12]
contradicts the probability density function of free RM electrons. Equation (11) directly
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shows that the electron mean free path at temperatures above the Debye temperature is
inversely proportional to both the temperature and the DOS at the Fermi surface.

The electron-scattering cross-section of elemental metal distribution on DOS at the
Fermi level is shown in Figure 5a at room temperature. The product lFσeff = 1/neff = V1el,
where V1el is the volume for one free RM electron. The dependence of the volume V1el on
the periodic table is shown in Figure 5b at room temperature. The largest volume V1el has
Be and alkali metals and the smallest one has V, Ni, and Pd.

Figure 5. (a) The effective scattering cross-section σeff of free RM electrons caused by electronic
defects and the relation with DOS at the Fermi surface at room temperature; (b) the volume for one
free RM electron distribution on the periodic table at room temperature.

Figure 6 shows the electric resistivity of Al, Cu, and Pd as a function of temperature
from 1 K to 1000 K. As has been mentioned, the resistivity at temperatures above the
Debye temperature is proportional to temperature T, and it is not related to the scattering
cross-section dependence on temperature. What are the effects that cause a steep resistivity
decrease with temperatures below the Debye temperature Θ? The electric resistivity below
10 K is independent and caused by the scattering of free RM electrons by chemical and
structural imperfections. Since each free electron absorbs or excites one phonon during
scattering, the scattering cross-section depends on the ratio of the thermal energy exchange
between free RM electrons and electronic defects.

Figure 6. The resistivity dependence on temperature for Pd, Cu, and Al. The points are experimental
data taken from [28], the number in brackets near the chemical symbol is the Debye temperature Θ in
K used to calculate resistivity, and the solid lines are calculated with Equation (22).

The average thermal energy [5] of the free electrons estimated for one free RM elec-
tron is:

E1el = (π2/6)g(EF)(kT)2/neff ≈ 1.64 kT. (13)
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The average phonon thermal energy at T > Θ is 3kT because all the lattice vibration
waves are excited, but at T < Θ only the low-frequency phonons become excited. The
average thermal energy of a single phonon accounting for the excitation and annihilation
of the phonon can be described as [12,23,31,32]:

E1ph = 3kT(T/Θ)4
∫ Θ/T

0
4x5/

[
(ex − 1)

(
1 − e−x)]dx. (14)

Then,
E1ph/E1el1.83 ηph(T/Θ), (15)

where

ηph(T/Θ)= (T/Θ)4
∫ Θ/T

0
4x5/

[
(ex − 1)

(
1 − e−x)]dx, (16)

is the phonon mediation factor for free RM electron scattering. Then, the resultant scattering
cross-section σres of free RM electrons can be described as

σres = σeffηph(T/Θ), (17)

where σeff can be obtained from Equation (11) at room temperature.
At temperatures above the Debye temperature, the resistivity of the elemental metal is

given by
ρ = 1/σ = 1/[q2g(EF)D (T) = ρ(T0)(T/T0) (18)

where T0 = 300 K, and ρ(T0) = 1/[q2g(EF)D (T0)]. The resultant relaxation time τres of the
free RM electrons now can be expressed as

1/τres = (1/τeff) + (1/τdef), (19)

where
1/τeff = σresNeffvF = σresg(EF)vFkT, (20)

and
1/τdef = σdefNdefvF, (21)

where σdef is the average scattering cross-section of the residual defects (impurities), and
Ndef is their density. Thus, the resistivity of elemental metals in the temperature range from
1 K to 1000 K can be expressed as

ρ = ρ0 + ρ(T0)(T/T0)ηph(T/Θ). (22)

The calculated resistivity dependences on temperature by Equation (22) are shown
in Figure 6 as solid lines with T0 = 300 K. Here, the calculations have been performed
using the constant Debye temperature values Θ. Considering that the Debye temperature
is not completely constant [29], there may be a small difference between calculated and
experimental data in some temperature ranges. It can be seen that Equation (22) describes
the resistivity temperature dependence well enough, though the metals presented have
very different Fermi surfaces and different DOS at the Fermi surface.

4. Hall Effect of Metals

The Hall coefficient RH, when the direct current flows in the x-direction and the
magnetic field is directed along the z-axis, is given by

RH =
Ey

jxBz
=

EH

σExBz
(23)

where jx is the direct current density in the x-direction, Bz is the magnetic flux density in
the z-direction, Ey = EH = UH/w, and here UH is the Hall voltage in a material plate with
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dimensions d × w × l (thickness × width × length). Ex = Ux/l is the applied electric field
strength in the x-direction, and σ is the conductivity of the material wafer. The Hall effect
for the small direct current and weak magnetic fields can also be characterized by the Hall
angle ϕ:

ϕ = Ey/Ex = EH/Ex. (24)

On the other hand, the Hall angle can be expressed in terms of the electron cyclotron
angular frequency ωc = qBz/m∗ [33]:

ϕ = ωc< τ2 > / < τ >= (qBz/m∗) < τ > rH, (25)

where rH = < τ2 > / < τ >2 is the Hall factor, which depends on the free charge carrier
scattering mechanism. For highly degenerate electron gas rH = 1, it can be noted that ωc is
independent of the kinetic energy of the particle, and it does not depend on the radius of
motion of the electrons and on their velocity.

Such a general expression for materials with one type of the free charge carriers follows
from Equations (23)–(25):

RHσ = (q < τ > /m∗)rH = μHall. (26)

Considering that the quantity μH has the same dimension as the drift mobility of the
free charge carriers, it is called Hall mobility. Equation (26) is valid for both non-degenerate
and degenerate electron gas materials with one type of the free RM charge carriers.

In the general case, the absolute value of the drift mobility μdrift for one type of charge
carriers can be described as

μdrift =
qD
kT

=
q < τ >

m∗ · < E >

(3/2)kT
=

q < τ >

m∗ ·αε, (27)

where the coefficient αε indicates by how many times the average kinetic energy <E> of the
free RM electron is higher than the classical particle thermal energy (3/2)kT. Accounting
that the conductivity can be described by such a general expression:

σ = qneff
q < τ >

m∗ ·αε (28)

then the Hall coefficient is described by the following general relationship:

RH = rH/(qneffαε), (29)

which is valid for any degree of degeneration of the electron gas with one type of free
charge carrier. In the case of a material with non-degenerate electron gas, αε = 1 and the
Hall coefficient takes the classical form:

RH = rH/(qneff) = rH/(qn). (30)

Considering that for metals rH = 1, neff = g(EF)kT and αε = EF/[(3/2)kT], the Hall
coefficient for metals with one type of free randomly moving charge carrier can be expressed
as [20–23]:

RH = 3/[2qg(EF)EF]. (31)

For an ideal spherical Fermi surface, the product g(EF)EF = 3n/2 [5], and one can
obtain the classical relation RH = 1/(qn), where n is the total density of electrons in the
conduction band, but this does not mean that all the electrons in the conduction band are
free, and can move randomly and participate in conduction. Many elemental metals do not
have spherical Fermi surfaces; they have very complex Fermi surfaces [5,7,26].

The experimental data of the Hall coefficient distribution in the periodic table for
elemental metals at room temperature is shown in Figure 7a.
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(a) (b) 

Figure 7. (a) The Hall coefficient distribution on location in the periodic table for elemental metals at
room temperature. Data are taken from [7,34,35]. (b) The free RM electron density neff, and their drift
mobility μdrift and Hall mobility μH (absolute values) as a function of temperature for copper.

The magnetic flux density during the Hall coefficient measurement was in the range
(0.5–1.3) T. As can be seen from Figure 7a, the Hall coefficient for different elemental metals
has different signs, i.e., in different elemental metals prevail in electronic-type or hole-type
charge carriers.

The general expressions for conductivity and the Hall coefficient for two types of free
charge carriers (electrons and holes) can be described as [12,36]:

σ = σe + σh, (32)

RH2 =
RHeσ2

e + RHhσ2
h

σ2 =
μHeσe + μHhσh

σ2 . (33)

Here, the relation RHe,hσe,h = μHe,h is fulfilled for each type of charge carrier. The
total density of DOS obtained from the electronic heat capacity results is equal to gtotal(EF)
= gel(EF) + ghole(EF), where gel(EF) and ghole(EF) are the DOS components caused by
electron-like and hole-like DOS at the Fermi surface, respectively. The electrical conductiv-
ity, the electronic heat capacity, and the thermal noise measurements [37] show that they do
not depend on the quasi-particle origin (electron or hole); all these particles move randomly
with the Fermi velocity.

Considering that the Fermi energy for a given elemental metal is the same for free RM
electrons and for free RM holes, this means that the average velocity vF and the average
relaxation time τF at the Fermi surface are the same for all free RM charge carriers. Then,
the absolute value of the drift mobility for each type of free RM charge carrier can be
expressed as

μe,h drift = μdrift =
qD
kT

=
qv2

FτF

3kT
(34)

From this expression, it can be seen that for elemental metals the drift mobility of free
RM charge carriers does not depend on the effective mass of the charge carrier, and changes
with temperature as 1/T2, because τF ∼ 1/T. Therefore, the absolute value of the Hall
mobility for free RM charge carriers can be expressed as

μHe,h = μH = RHe,hσe,h = qτF/m. (35)

The Hall mobility is determined by the relaxation time and is independent of the
energy of free charge carriers. An illustration of the effective density of free RM electrons,
and their absolute values of the drift and Hall mobility as a function of temperature for
copper, is shown in Figure 7b.

At temperatures higher than room temperature, the free RM electron density increases
with temperature as ~T, and the drift mobility decreases as ~1/T2, causing the resistivity
to increase with temperature as ~T. As can be seen from Figure 7b, the absolute value
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of the drift mobility in copper at cryogenic temperatures exceeds the Hall mobility by
three orders.

It follows from Equations (27) and (35) that the Hall mobility for a single type of free
charge carriers can also be expressed as μH = μdrift/αε. The absolute values of the Hall
mobilities of the free RM charge carriers of elemental metals’ distribution in the periodic
table are shown in Figure 8a at room temperature. The Hall mobility values are distributed
in the range 10–70 cm2/Vs. The highest Hall mobilities have Ag, Be, and Au, and the lowest
ones have La, Sc, Y, and V. The absolute values of the drift mobilities of free RM charge
carriers of the elemental metal distribution in the periodic table are shown in Figure 8b at
room temperature. The drift mobility values for different elemental metals are distributed
in a very wide range, from 30 cm2/Vs to 104 cm2/Vs, and this causes the very wide
distribution of the conductivity values of elemental metals. The highest values of drift
mobility have Ag, Be, Au, and Cu, and the lowest ones have Sc, Y, La, and V.

(a) (b) 

Figure 8. (a) The absolute value of the Hall mobilities for a single type of free RM charge carrier of
elemental metal distribution in the periodic table at room temperature; (b) the absolute value of the
drift mobilities for a single type of free RM charge carriers of elemental metal distribution in the
periodic table at room temperature.

Since metals have electrons and holes, free RM charge carrier densities neff and peff
can be expressed as follows:

neff = gel(EF)kT, (36)

peff = ghole(EF)kT, (37)

then, taking into account Equations (34) – (37), Equations (32) and (33) can be rewritten as

σ = qneffμdrift + qpeffμdrift = qμdriftgtotal(EF)kT, (38)

RH2 = RH1

[
1 − 2· gel(EF)

gtotal(EF)

]
= ηRH1 (39)

where gtotal (EF) = gel (EF)+ ghole (EF), and RH1 = 3/[2qgtoal (EF)EF] is the Hall coefficient in
the case of only a single type of randomly moving charge carriers in the sample, and

η =
RH2

RH1
= 1 − 2· gel(EF)

gtotal(EF)
, (40)

is the quantity that plays the role of compensation in Hall voltages caused by electrons and
holes in the Hall effect measurement. Thus, from the Hall coefficient RH2 data of metals
(Figure 7a) and Equation (31) for RH1, it is possible to determine the compensation quantity
η and the relative parts of electron-like or hole-like densities of states at the Fermi surface.
The relative electron-like and hole-like DOS parts are shown in Figure 9a,b, respectively.
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(a) (b) 

Figure 9. (a) Relative electron-like DOS part at the Fermi surface distribution in the periodic table
of elemental metals; (b) relative hole-like DOS part at the Fermi surface distribution in the periodic
table of elemental metals. The relative hole-like DOS part is determined as ghole(EF)/gtotal(EF) = 1 −
gel(EF)/gtotal(EF).

From Figure 9a,b, it can be seen that electronic-like DOS at the Fermi surface prevails
for alkali metals, Ca, and Co. On the other hand, the hole-like DOS at the Fermi surface
prevails for Be, Cr, and Ru.

The measurement results of the Hall coefficient show that its value depends on the
magnetic field strength [38]. Figure 10a shows the Hall coefficient RH2 dependence of the
magnetic field strength for aluminum, where the parameter of the magnetic field strength
is expressed by the cyclotron frequency ωc = (qB/m), where B is the magnetic flux density
and τ is the charge carrier mean free flight time. It can be seen that at low magnetic field
strengths (ωcτ � 0.1) the Hall coefficient is negative and electrons are the dominant free
charge carriers, but with a high magnetic field ωcτ � 10 the Hall coefficient is positive and
holes are the dominant free charge carrier.

 
(a) (b) 

Figure 10. (a) The dependence of the Hall coefficient on ωcτ = (qB/m)τ for aluminum (prepared
with respect to data from [37]); (b) the dependences of the electron-like gel(EF) and hole-like ghole(EF)
DOS on the magnetic field for aluminum.

This means that the Fermi surface nonuniformity is affected by the magnetic field due
to changes in the energy derivative ∂2E/∂k2 at the Fermi surface. It causes the redistribution
between electron-like and hole-like DOS at the Fermi surface.

Thus, the measurement of the Hall coefficient does not give the total density of the
electrons in the conduction band, either at low or at high magnetic field strengths. Using
Equations (31) and (39), and g(EF) for Al, we have estimated the electron-like and hole-like
DOS dependences on the magnetic field strength, which are shown in Figure 10b. It can be
seen that these DOS densities are strongly dependent on the magnetic field strength, and
that there is no relationship with the total electron density in the conduction band.

Equation (39) also allows us to explain the Hall mobility and the Hall coefficient
measurement results in the normal state superconductor Yba2Cu3 O7−δ [39,40].
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5. Magnetic Susceptibility of Free RM Electrons

The magnetic susceptibility χ is defined as

χ = μrel − 1, (41)

where μrel = μ/μ0 is the relative permeability, and μ0 = 4π·10−7 H/m = 1.257·10−6V·s/A·m
is the magnetic constant. The magnetization of the material is given by

M = (B/H)− H = Bχ/μ0, (42)

where B is the magnetic flux density and H is the magnetic field strength. Thus, the electron
behaves as a two-state system with energies of Ei = ±μBB (where μB = q�/2m is the Bohr
magneton), and the single electron partition function is given by

Z(1) = eμBB/kT + e−μBB/kT = 2cosh(μBB/kT). (43)

The partition function for n free electrons per unit volume is

Z(n) = [Z(1)]n = [2cosh(μBB/kT)]n. (44)

Then, the free energy F of the system is equal to [41]:

F = −kTlnZ(n) = −nkTln[2cosh(μBB/kT)]. (45)

The total magnetic moment M of the n free electron system can be obtained by calcu-
lating the derivative:

M = −(∂F/∂B)T = nμBtanh(μBB/kT). (46)

For a small magnetic field (μBB/kT) << 1, the paramagnetic susceptibility is

χpar =
μ0M

B
=

nμ2
B

kT
, (47)

The conduction band electrons can be expected to make a Curie-type paramagnetic
contribution to the magnetization of the metal [9,42]:

M = μ0nμ2
BB/kT. (48)

This formula is valid for free electrons. Considering the observed data of the M
of the elemental non-ferromagnetic metals, the magnetization is almost independent of
temperature, and it has been concluded that the Curie-type law is not valid for free electrons
in metals. However, this erroneous conclusion has been reached by considering that
all valence electrons are free, but only RM electrons are free, whose density is equal to
neff = g(EF)kT. Therefore, the Curie-type law is fulfilled if the real density of the free
RM electrons is taken into account. Then, the paramagnetic susceptibility of the free RM
electrons for non-ferromagnetic metals is given by

χpar =
μ0neffμ

2
B

kT
= μ0μ2

Bg(EF) (49)

It is known that when electrons are freely moving in a magnetic field, in addition to the
paramagnetic effect of their spin, they exhibit a diamagnetic effect due to their motion. In
accordance with Lenz′s law this yields a magnetic field that is the opposite to the direction
of an applied magnetic field. Considering that the rotational energy of the free randomly
moving electron in a perpendicular magnetic field is Erot = �ωc = �qB/m, where ωc is
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the electron cyclotron frequency, one can write an analogous expression for the electron
partition function, taking into account the electron spin (1/2):

Z(1) = e�qB/2m + e−�qB/2m = e
μBB/kT

+ e−μBB/kT = 2cosh(μBB/kT) (50)

Then, the diamagnetic susceptibility, taking into account the diamagnetic effect
yielding a magnetic field opposed to the direction of the applied magnetic field, can
be expressed as

χdia = −μ0neffμ
2
B

kT
= −1

3
μ

0
μ2

Bg(EF), (51)

because the effective density of free RM electrons in the plane perpendicular to the magnetic
field is equal to neff = (1/3) g(EF)kT. The absolute value of Landau diamagnetism is thus
equal to one-third that of Pauli paramagnetism in the free-electron model [9,42]. Therefore,
it produces diamagnetic susceptibility:

χdia = −1
3

μ0μ2
Bg(EF) = −1

3
χpar. (52)

Then, the resulting magnetic susceptibility of free RM electrons for non-ferromagnetic
metals is equal to:

χres =
2
3

μ0μ2
Bg(EF). (53)

Though the magnetic susceptibility of free RM electrons is proportional to the DOS
at the Fermi surface (Equation (53)), as for the electronic heat capacity, it cannot be used
as a suitable quantity for evaluating the DOS at the Fermi surface because the magnetic
susceptibility measurement results also depend on the susceptibilities of the neutral atoms
and ions (Figure 11).

Figure 11. Magnetic susceptibility dependence on the DOS at the Fermi surface for non-ferromagnetic
metals: the points are the experimental data from [35], the dashed curve χres is calculated with
Equation (53), and the curve χres1 = (1/7)χres is plotted as an average value.

In addition, diamagnetism is also present in all atoms and molecules, and in gases
of atoms and molecules that do not carry permanent magnetic moments. This leads to
an additional diamagnetism of the ions, comparable to the Landau diamagnetism. There
are therefore three temperature-independent contributions to the magnetic susceptibility
of non-ferromagnetic metals: the free electron Pauli paramagnetism, the Landau diamag-
netism, and the diamagnetism of the metal ions.

Therefore, the free RM electron model allows a very simple explanation of the diamag-
netism and paramagnetism of non-ferromagnetic elemental metals.
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6. Plasma Frequency of the Free RM Electrons in Elemental Metals

A.C. conductivity σ(ω) is usually presented in the following form [5]:

σ(ω) =
σ

1 − jω < τ >
, (54)

and the relative permittivity at ω<τ> >> 1 as

εr = 1 − ω2
p

ω(ω + j < τ >)
≈ 1 − ω2

p

ω2 , (55)

where
ω2

p=
σ

ε0 < τ >
, (56)

where ωp is the free electron oscillation plasma frequency. Taking into account
Equation (28) for the d.c. conductivity, the plasma frequency for elemental metals can be
described as:

ω2
p =

q2

ε0m∗ neffαε= q2g(EF)v2
F/(3ε0) (57)

It can be seen that the plasma frequency does not depend on the temperature. The
dependence of the plasma frequency fp = ωp/2π on the DOS g(EF) at the Fermi surface for
elemental metals is shown in Figure 12a. It can be seen that there is no correlation between
plasma frequency and DOS at the Fermi surface for different metals.

(a) (b) 

Figure 12. (a) The dependence of the plasma frequency fp on the DOS g(EF) for elemental metals;
(b) the dependence of the plasma frequency on the free electron effective scattering cross-section for
elemental metals (Figure 5a).

The dependence of the plasma frequency on the effective free electron scattering cross-
section of elemental metals is shown in Figure 12b. This figure shows that the dispersion
of the results in Figure 12a is due to the different free electron scattering cross-sections of
different metals.

7. Conclusions

A study of the main transport characteristics of the free electrons on the basis of the
stochastic definition of the effective density of free RM electrons in elemental metals is
presented. It is shown that thermal vibrations of the lattice atoms play a different role
than has been explained in many publications: the thermal vibrations of the atom not
only excite the free RM electrons, but also produce the same number of electronic defects
(weakly shielded ions). The temperature dependence of the resistivity over a very wide
temperature range is explained by the scattering of free RM electrons by the electronic
defects accounting for the thermal energy exchange between the phonon and the free RM
electron. The Hall coefficient of metals is explained by using electron-like and hole-like
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densities of states at the Fermi surface. The definition of the density of the free RM electrons
allows a very simple explanation of the paramagnetism and diamagnetism of the free RM
electron. It is shown that different values of the plasma frequency are caused by different
values of the effective scattering cross-sections of different elemental metals.
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Abstract: It is critical in the metal continuous casting process to estimate the temperature evolution of
the casted section along the machine from the meniscus (the point where liquid metal is poured) to the
cutting machine, where the product is cut to commercial length. A convenient approximated model
to achieve this goal with a feasible computational effort, particularly in the case of large sections, is
the so-called travelling slice: the transversal section of casted product is subjected to different thermal
boundary conditions (e.g., thermal flux, radiation, convection) that are found during the movement
at constant speed from meniscus to the end of machine. In this work, the results obtained with the
approximated travelling slice model are analyzed in the favorable case of an axisymmetric section. In
this case, the reference model is 2D, whereas the travelling slice model degenerates in a simple 1D
model. Three different casted shapes were investigated, rounds with diameters of 200 mm, 850 mm,
and 1200 mm, spanning from traditional to only recently adopted product diameter sizes. To properly
test the validity of the travelling slice model, other casting speeds were considered, even outside
the industrial range. Results demonstrate the advantage of using the travelling slice, particularly
the much lower computational cost without sacrificing precision, even at low casting speed and
large dimensions.

Keywords: steel continuous casting process; travelling slice; FE transient thermal model; temperature
evolution; metallurgical length

1. Introduction

Nowadays, the majority of metals with an engineering application, such as steel, are
produced using a continuous casting process. The ingot casting process was commonly
utilized at beginning of 20th century: an amount of molten metal was poured into a con-
tainer which was then removed when the complete solidification was achieved. Following
pioneering tests in the 1930s, the steel continuous casting process became a viable industrial
solution from the 1950s and its share has not stopped growing in subsequent decades. In
2021, 97% of global steel was produced with the continuous casting technique. There are
various reasons why the continuous casting process has taken over; the most important is
the increased production when compared to other methods. Because most process events
(e.g., solidification, segregation, defect production) are temperature driven, a tool to ana-
lyze the thermal field plays an important role in the development of this manufacturing
approach. Theoretically, a model to describe such a process should be tridimensional; in
this case, the computational cost, both in terms of resources as well as time needed to obtain
the results, is significant (examples of 3D modeling applied to metal casting processes are
found in refs. [1,2]). To overcome these issues, a faster bidimensional approach named
travelling slice was developed and is now utilized frequently. The first attempts to study
this problem date back to the 1970s, and FE thermomechanical models arose in the 1980s. In
the years that followed, many people worked on this issue and several methods have been
considered. The latest developments lead to the use of deep learning techniques in steel
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solidification [3]. One of the earliest studies where the travelling slice has been employed
is [4]; later, other authors expanded the method to include phase transformations [5]; others
developed hot tearing criteria in order to estimate crack formation [6–8]. Although such
modeling is frequent in literature reviews, an assessment of its limitations remains lacking.
Several decades ago, the continuous casting technology was limited to relatively small
sections; nowadays, however, an increase of casted product size (up to 1200 mm diameter
with a forecast to go beyond in forthcoming years) has been noted [9], which may call the
validity of this modeling into doubt. The majority of authors rely on the accuracy of the
assumption on the negligible heat conduction in casting direction. In this regard, [10,11]
might be referenced. The purpose of this article is to verify the accuracy of this statement,
which covers a wide variety of product sizes and casting speeds.

2. Numerical Modeling of the Continuous Casting Process

Due to the complexity of the phenomena that occur, the modeling of the steel con-
tinuous casting process must be multiphysics: thermal (solidification of molten metal,
withdrawal of latent and sensible heat), mechanical (interaction between casted product
and mould, friction, effect on the shape of pressure of the part which is still liquid), met-
allurgical (grain growth as a result of solidification, precipitation of secondary phases or
carbides), and chemical (segregation of solutes, decomposition of lubricant). The fields
stated above are interconnected and make the problem nonlinear; a common root for all
of them is that they are temperature dependent. It must be noted that while the thermal
problem can be tackled numerically with an almost feasible computational effort, this is
not true when other fields, such as mechanical and metallurgical ones have to be taken into
account; thus, a FE model reduced in dimensions should possibly be adopted. This article
should be viewed as preparatory work of a certain modeling strategy that is intended to
be used for offline calculations. The first step is to ensure its validity, beginning with the
key aspect of the continuous casting process, the temperature distribution in the casted
product, and then moving on with the other previously mentioned fields. Obviously, in
the case of on-line calculation for process control purposes, a finite difference approach
could be computationally more efficient at least for the thermal analysis. However, when
casted profile becomes complex in shape (e.g., a beam blank in which both convex and
concave zones are present), describing the boundary condition that a product is subjected
to becomes challenging for finite differences models as well.

In a steel continuous casting plant (schematic representation of a continuous caster is
given in Figure 1), the core equipment is represented by the mould, where in short time
and small volume, compared to overall dimensions, a big amount of energy (order of
magnitude: tens of MJ) is withdrawn from molten metal. This component is composed of
copper due to its high thermal conductivity and is cooled by water. The thermal exchange
between metal and mould is determined essentially by contact status; in early stages,
when metal is too soft and not yet able to bear mechanical loads, the adherence and the
withdrawal of energy are high. Moving downward stiffens the metal and creates a space
between it and the mould, reducing thermal exchange and slowing the rate of growth of
solidification of the shell. The solidified thickness at the mould exit must be sufficient to
withstand the pressure imposed by the still-liquid inner metal.

As can be seen, heat exchange inside mould plays a significant role in the entire
process; moreover, the majority of flaws on the casted material, such fractures and pinholes,
are created here and are related to uneven heat extraction (see ref. [12]). It should be pointed
out that uneven heat extraction results in irregular shell thickness growth for all casted
sections: these phenomena are not predictable with a standard 3D FEM model, in which
skin growth is kept as an average value. Other numerical models, i.e., CFD with RANS
approaches, could address this issue, but are almost unfeasible for an industrial use due to
long computational times.
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Figure 1. Sketch of a typical curved continuous casting machine. Molten steel in yellow, solidified
steel in red. Cyan triangles: spray cooling.

What happens in the short space between the solidified shell and the mould surface is
one of the most studied energy transfer mechanisms of the entire steel casting process; it
can be represented by a thermal resistances model, in which each of them is the body (water,
mould, lubricant, gap, shell, molten steel) crossed by heat. A comprehensive treatment
can be found in ref. [13], while an interesting analysis on peak fluxes is given in ref. [14].
If each thermal resistance is known, starting from molten steel temperature all others
in between and the thermal flux can be determined. This is the so-called fully coupled
or direct approach, where both temperatures and flux are output; however, one of the
difficulties of such modeling is to estimate the resistance value of the gap. Several studies
on the gap creation in moulds have been carried out. Only in some specific circumstances,
such as round shape, is the problem less complicated and a numerical approach can be
used (see refs. [15,16]). For other common shapes such as squares (billet) and rectangles
(bloom and slab), the computational cost for the gap estimation increases dramatically,
necessitating a new approach: the problem decoupling. In the latter, once the thermal
flux becomes an input, the complexity shifts onto the mathematical description of the heat
withdrawn from the mould, which is dependent on several parameters such as casting
speed, lubrication, material; e.g., for steel, two lubricants are typically used (powder or
mineral oil) and specific grades (the peritectic ones) show differences in energy exchange (a
quantification can be found in ref. [17]). To address this issue, mixed analytical-empirical
models are used, see for example [18], so thermal flux is now established and no longer
dependent from contact status; this is a strong assumption, but it allows the analysis to
be performed in a reasonable amount of time. Typically, the mould flux trend decreases
monotonically from meniscus to exit [13,18], although this statement in not widely accepted
and a degree of uncertainty still remains.

3. Travelling Slice Model

3.1. Model Statement

As mentioned in the previous paragraph, the model has to take into account firstly the
thermal aspect of continuous casting process. Analysis is transient and with temperature
dependent thermal properties (taken from IDS software and then compared to [19] shows
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a very good agreement), and time/temperature dependent boundary conditions. In other
words, Fourier’s equation shall be solved over the entire calculation domain:

∂H
∂t

= ∇·(λ∇T) (1)

where T is temperature, H(T) is enthalpy, t is time, and λ is the thermal conductivity of
metal that is casted. It should be noted that enthalpy is temperature dependent,. Following
the physics of the steel continuous casting process, the model should be tridimensional.
In fact, even though geometry remains constant in the casting direction (z axis), boundary
conditions changes along z.

The most natural choice Is to use a growing mesh strategy, where new elements are
added at domain during simulation; however, this approach is less often adopted due to
a higher complexity. As mentioned before, a good computational alternative is to use a
plane model (in the plane perpendicular to the z axis containing the product section), which
moves in z direction according to the following law:

z(t + Δt) = z(t) + v·Δt (2)

where t is time, Δt is time increment and v is casting speed. According to this approach,
which is generally called travelling slice model, boundary conditions start below a certain
level which can be chosen arbitrarily (e.g., 0), and casted products move in negative z
direction; this means that all nodes above 0 shall have fixed temperatures in order to avoid
thermal fluxes in the domain part, which has not yet been casted. As the nodes move below
the aforementioned level, the fixed temperature condition disappears. For a generic non
axisymmetric section, the alternative to a 3D model is a 2D travelling slice (also called r-θ
model), see Figure 2. In the case of a casted round-shaped product, axisymmetry allows
Equation (1) to be solved in a 2D model. In the latter case, the approximated travelling slice
model degenerates into a 1D model (as visible in Figure 2).

Figure 2. Different modeling strategies.

This favorable circumstance allows a comparison of the two models (r-z and degener-
ated travelling slice) to be easily performed with less computational effort, which permits a
parametric analysis to be carried out. It is thus possible to verify in a wide range of product
dimensions and casting speeds the correctness of the hypothesis that heat conduction,
namely energy transfer, in casting direction is negligible.
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3.2. Boundary and Initial Conditions

In a steel continuous casting machine there are three different kinds of thermal ex-
change, each predominant in a certain part of it (as seen in Figure 3).

Figure 3. Prevailing heat exchange mechanisms in a continuous casting machine.

Thermal flux is withdrawn from the mould in order to start solidification; from a
technical point of view, this is called primary cooling. When the mould is left, the casted
product passes through a cooling chamber where energy is removed by arrays of water
sprays (or air-mist for slabs). Here, two concurrent heat transfer mechanisms take place:
convection with cooling media and radiation. The secondary cooling occurs in this zone.
In the last part, machine cooling continues thanks to radiation only.

Since models are transient, an initial condition must be specified; this is a fixed tem-
perature in all nodes of the calculation domain. For steel continuous casting, pouring
temperature is the sum of liquidus temperature (which is dictated by chemical composi-
tion) and a specified superheat, namely the overheating relative to liquidus, typically in
the range 20 ÷ 50 ◦C. This is done to avoid solidification in other devices (tundish and
submerged entrance nozzle if present) prior to mould where steel shall remain in liquid
phase, otherwise technological issues could halt or complicate the casting process.

3.2.1. Mould

As mentioned previously, thermal flux must be considered an input if a decoupled
analysis is adopted, otherwise it becomes an output of the model; the first approach is
employed in this research, as is done in the majority of published papers. From a global
perspective, thermal flux acts on the domain borders; it is a Neumann’s boundary condition,
expressed as follows:

q = −λ∇T·n (3a)

where n is the unit vector perpendicular to surface and q is the thermal flux expressed
in [W/m2].

From a mathematical point of view, the function above is one of time and coordinates
(for shapes as billets, blooms and slabs):

q = f (time, coordinates) (3b)

26



Metals 2023, 13, 1505

Thermal flux distributions are typically empiric: there are several references, however
a first outlook can be found in [20,21].

3.2.2. Cooling Chamber

Cooling of the casted product that started in mould continues in this zone, where heat
is withdrawn both by convection and radiation. A typical boundary condition could be
written as

q = −α(T, cooling f low rate)
(

Tsur f − T∞

)
(4)

where Tsur f is the surface temperature and T∞ is the temperature outside the boundary layer.
Temperature dependence is due to include radiation effects avoiding the fourth power
exponent, simplifying its numerical treatment; for this reason, α can be considered an
equivalent heat transfer coefficient. As for mould heat fluxes, several measuring tests have
been conducted for heat transfer coefficients also, resulting in a wide range of empirical
correlations (see refs. [20–26] for details).

The cooling chamber is divided into sectors that are fed with different water-flow
rates; the first one is just after the mould, and connected to it is Sector 1 (also called “foot
rolls”, in which cooling is intense), followed by Sector 2 (“mobile”) and then by other
sectors (called “fixed”) until the end, depending on the machine layout and productivity.
The three terms are enclosed in brackets because they refer to industrial jargon; for sake of
clarity, the “mobile” sector does not move during casting its name comes from the fact that
it is changed every time the cast section changes in order to get a more uniform cooling
efficiency. The following sectors (the “fixed” ones) do not change because the cooling
accuracy is less sensitive on the product quality when approaching the end of chamber.
The longer the cooling chamber, the faster the casting pace (and thus productivity). The
flow rate decreasing law is chosen to guarantee a smooth cooling path without excessive
reheating on the product surface passing from a sector to the subsequent one. It shall be
pointed out that the goal of secondary cooling is to achieve complete solidification prior to
product cutting.

3.2.3. Cut to Length and Discharge

In this part, the casted product is not subjected to forced cooling anymore; it loses
energy by radiation only. Hoods are used in some layouts to provide a passive control
over how much temperature is left on the product prior to subsequent plastic deformation
processes; in such cases, radiation losses are reduced in order to maintain a specified
enthalpic level in it.

4. Case Study

Following the concepts shown until now, in the case of an axisymmetric product
section, the plane model (or model r-z as in Figure 2) will be compared with the degenerated
1D travelling slice model. As mentioned previously, an increase of casted product size
has been observed recently. It is therefore of great interest to analyze also these cases. For
this purpose, three different casted shapes were investigated, including all rounds with
diameters of 200 mm, 850 mm, and 1200 mm. The 200 mm round represents the traditional
small-size product. Three casting speed values were created to vary in a range of industrial
interest (from 2 m/min to 3 m/min). The 850 mm round represents a typical size of more
a recent steelmaking plant used to feed the subsequent hot forging process. The adopted
casting speed is 0.20 m/min. Nowadays, very big sections have been introduced as an
alternative and more efficient process compared to ingot casting. The 1200 mm will be thus
considered. Two values of casting speed are investigated: 0.08 m/min and 0.04 m/min; the
latter one, although outside industrial range, has been considered to stress the travelling
slice model to see if it fails.

All models have been implemented with commercial FE code MSC Marc and run
on a 64-bit 8-processor (Intel(R) Core(TM) i7-8850H) with 64 GB installed RAM; Table 1
summarizes element and node counts. Degenerated travelling slice model adopts two node
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elements with linear interpolation along length (i.e., for Ø 200 mm, the radius is meshed
with 100 linear elements, see Table 1); in these elements, heat can only flow along length.
Model r-z, on the other hand, employs isoparametric four-node axisymmetric elements; in
this case, the rectangular domain is discretized with a rather homogeneous mapping mesh,
refined only towards the external radius to better simulate the high spatial temperature
gradient associated with solidification. An automatic time stepping procedure has been
selected for all simulation; equations are solved by using a multifrontal sparse solver in the
framework of an implicit numerical scheme. More details can be found in [27].

Table 1. Characteristics of FE models.

Case
Degenerated 1D Travelling Slice Model r-z

Elements Nodes Elements Nodes

Ø 200 mm 100 101 67,756 70,389
Ø 850 mm 425 426 117,270 119,922
Ø 1200 mm 600 601 138,118 140,778

Steel composition is given in Table 2, as well as its characteristics in Table 3; it shall
be highlighted that during solidification, the latent heat is released uniformly in the range
between solidus and liquidus temperatures (also known as the mushy zone). Thermal con-
ductivity of the steel should be divided into two phases: for the liquid one the Wiedemann–
Franz-Lorenz rule is employed, while for solid one regression, formulas from experimental
measurements are followed; explanation of both approaches can be found in [19]. In
Figure 4, the values of enthalpy and volumic mass are reported for different temperatures.
Enthalpy trend is very similar to ref. [28]. This is a common structural steel, widely used
for round bar, rebar, and beam production.

Table 2. Steel chemical composition.

Element Concentration [%] Element Concentration [%]

C 0.210 Mn 1.500
Cr 0.020 Ni 0.020
Mo 0.002 Si 0.200
Cu 0.035 Al 0.045
P 0.010 S 0.002
V 0.003 Fe Balance

Table 3. Some physical parameters of selected steel.

Parameter Value

Liquidus temperature 1541 ◦C
Solidus temperature 1457 ◦C
Solidification range 84 ◦C

Latent heat 297.66 kJ/kg

Boundary conditions are listed in Tables 4–6 for the three product diameters considered
in this work. In particular, these indicate the thermal flux acting in mould, which is time
dependent (the relation can be found in ref. [29]); since casting speed is constant during
simulation, the dependence could be converted as position and thermal flux could be
function of distance from meniscus. Moreover, the heat transfer coefficient (HTC) in the
subsequent regions is reported; the latter one has been calculated according to ref. [20]
and is speed dependent; for Ø 200 mm, examples in Table 4 reports the three HTCs values
(respectively for 2 m/min, 2.5 m/min, and 3 m/min casting speed). For Ø 850 mm and
Ø 1200 mm cases, a single HTC value is provided as only one casting speed has been
considered. It must be observed that as a casted section increases, a less intense cooling
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is required due to lower casting speed and higher energy stored in the liquid steel. As
pointed out previously, cooling is mainly governed by radiation in the discharge section.

Figure 4. Enthalpy and volumic mass trend for the selected steel.

Table 4. Detail of applied boundary conditions for each zone for both models (cast section Ø 200).

Zone Length [m] Boundary Condition

Mould (steel level) 0.68 Thermal flux according to [29]
Sect. 1 (Foot rolls) 0.35 HTC = 1410, 1489, 1523 W/m2·K (depending on speed)

Sect. 2 (Mobile) 1.90 HTC = 720, 759, 795 W/m2·K (depending on speed)
Sect. 3 (Fixed 1) 2.30 HTC = 320, 351, 390 W/m2·K (depending on speed)
Sect. 4 (Fixed 2) 1.15 HTC = 269, 280, 309 W/m2·K (depending on speed)

Discharge 28.6 Radiation to environment

Table 5. Detail of applied boundary conditions for each zone for both models (cast section Ø 850).

Zone Length [m] Boundary Condition

Mould (steel level) 0.64 Average thermal flux = 548 kW/m2

Sect. 1 (Foot rolls) 0.40 HTC = 331 W/m2·K
Sect. 2 (Mobile 1) 0.75 HTC = 251 W/m2·K
Sect. 3 (Mobile 2) 0.75 HTC = 242 W/m2·K

Discharge 32.46 Radiation to environment

Table 6. Detail of applied boundary conditions for each zone for both models (cast section Ø 1200).

Zone Length [m] Boundary Condition

Mould (steel level) 0.64 Average thermal flux = 413 kW/m2

Sect. 1 (Foot rolls) 0.40 HTC = 296 W/m2·K
Discharge 33.96 Radiation to environment

5. Result and Discussion

Figures 5–7 use normalized distance as the abscissa; this is the ratio between local
distance and the position of cutting devices, which is located 35 m after meniscus in all
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cases. Figure 5 represents the computed temperatures (surface and core) for the three cases
of Ø 200 mm; both surface and core temperature are given. A similar pattern for all speeds
is visible, although with different values; moreover, it can be observed that the complete
solidification is reached before for lower speed, which is completely consistent with plant
operations and reference [30].

 
(a) (b) 

Figure 5. Surface (a) and core (b) temperatures for Ø 200 mm.

Figure 6. Comparison of both models on surface temperature (casted section Ø 850 mm).
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(a) (b) 

Figure 7. Surface temperature at different casting speeds (a) and thermal flux components at
0.04 m/min for Ø 1200 mm (b).

Figure 6 compares both models for Ø 850 mm casted at 0.20 m/min. The agreement
between them is significant, since the two curves are virtually overlapped. In Table 7, the
relative error for all sections and all casting speeds can be observed. The error is calculated
as (Treference − Tapprox)/Treference, where subscript “reference” refers to model r-z while
“approx” refers to degenerated travelling slice. The surface temperature is used as the
reference temperature in all circumstances.

Table 7. Relative error on the computed surface temperature for all studied cases in two points.

Case Mould Exit Foot Rolls

Ø 200 mm–2.00 m/min 0.19% −0.74%
Ø 200 mm–2.50 m/min 0.19% 0.51%
Ø 200 mm–3.00 m/min 0.28% −0.59%
Ø 850 mm–0.20 m/min 0.09% −0.28%

Ø 1200 mm–0.08 m/min 0.20% 0.43%
Ø 1200 mm–0.04 m/min −0.87% 1.15%

Please keep in mind that the comparison is limited to the two points that appear in all
cases: mould exit and foot rolls (both of which appear in Tables 4–6). The relative error is
far under the acceptable threshold for industrial use purposes.

Figure 7 relates to the biggest section, the Ø 1200 mm. It must be pointed out that
casting speed in such case, namely 0.08 m/min, is close to the lowest operational limit in
the continuous casting process. As stated in the previous paragraph, a case at 0.04 m/min
has been done only with the purpose of investigating the applicability of the travelling
slice model at very low casting speed; boundary conditions were different in the mould
(average heat flux 316 kW/m2) but not in foot rolls, where same HTC (see Table 6) has
been used. For this reason, the computed surface temperature results are low from an
operational perspective. Moreover, it is visible that radial heat flux is always far bigger than
axial one, confirming the correctness of neglecting this latter one (which is the fundamental
hypothesis of travelling slice modeling). If this assumption is true for a such slow casted
section, it will be even more so in the case of smaller and faster sections. Only in mould the
radial thermal flux is imposed (with a descending law and its average value specified in
Table 6), while it is the result of the computation in all other points; referring to Figure 7b,
the dashed line is the imposed thermal flux, while the continuous one represents the
calculated thermal flux (for both components).
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Figure 8 shows the thermal field for Ø 1200 mm casted at 0.04 m/min, highlighting
the “liquid pool end” that occurs, where the entire section has completely solidified (all
domain is under solidus temperature).

 

Figure 8. Thermal field in [◦C] on whole domain (top) and particular of “liquid pool end” (bottom)
for Ø 1200 mm.

It should be noted that travelling slice model yields the same metallurgical length of
model bidimensional model, confirming its reliability in modeling the continuous cast-
ing process.

One of the last interesting aspects from a computational perspective, is the required
time to run the models; it spans from 21 s to 123 s for a 1D degenerated travelling slice
model (Ø 200 mm and Ø 1200 mm, respectively) to 22,285 s (Ø 200 mm) and 64,638 s
(Ø 1200 mm) for model r-z.

6. Conclusions

In this work, the validity of the travelling slice model is investigated, notably in
large dimension products and low casting speeds. Only in the case of a round section
is a comparison with a reference model possible with a reasonable computational cost.
Two different models (degenerated 1D travelling slice model and 2D axisymmetric reference
model) have been developed and compared. The results show the validity of the travelling
slice model in a wide range of product dimensions and casting speeds. Surface temperature
comparison shows practically the overlap of profiles coming from both models with a
relative error that is always less than 1.5%, also in case of the casting speed outside
industrial range. Moreover, the component of thermal flux along casting direction is always
a negligible portion of total flux, thus confirming the validity of the travelling slice model.
It can be thus stated that also in case of big sections and low productivity, the travelling slice
could be a reliable choice to model the continuous casting process. It should be highlighted
that the computational cost of the reference 2D model is far higher the 1D approximated
model; the ratio of calculation time for the same casted profile is proportional to 103, in favor
of the travelling slice model (on the same hardware). In conclusion, it can be stated that the
travelling slice approach could be considered a proven modeling technique in describing
the continuous casting process. In future works, this will be extended to non-axisymmetric
casted shapes, switching from 1D to 2D.
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Abstract: Inconel 718 is a widely used superalloy, due to its unique corrosion resistance and me-
chanical strength properties at very high temperatures. Hot metal extrusion is the most widely used
forming technique, if the manufacturing of slender components is required. As the current scientific
literature does not comprehensively cover the fundamental aspects related to the process–structure
relationships, in the present work, a combined numerical and experimental approach is employed. A
finite element (FE) model was established to answer three key questions: (1) predicting the required
extrusion force at different extrusion speeds; (2) evaluating the influence of the main processing
parameters on the formation of surface cracks using the normalized Cockcroft Latham’s (nCL) dam-
age criterion; and (3) quantitatively assessing the amount of recrystallized microstructure through
Avrami’s equation. For the sake of modeling validation, several experimental investigations were
carried out under different processing conditions. Particularly, it was found that the higher the
initial temperature of the billet, the lower the extrusion force, although a trade-off must be sought
to avoid the formation of surface cracks occurring at excessive temperatures, while limiting the
required extrusion payload. The extrusion speed also plays a relevant role. Similarly to the role of
the temperature, an optimal extrusion speed value must be identified to minimize the possibility of
surface crack formation (high speeds) and to minimize the melting of intergranular niobium carbides
(low speeds).

Keywords: extrusion; Inconel 718; metal-forming simulation

1. Introduction

Inconel 718 is probably one of the most important among the nickel-based superalloys,
due to its exceptional properties such as high oxidation resistance, corrosion resistance
and high mechanical strength, even at high temperatures. For this reason, Inconel 718 is
currently widely employed in the aircraft engine industry [1,2]. Specifically, it is used
in many critical engine components (i.e., diffusers, combustion chambers, shells of gas
generators, rocket engines and gas turbines), accounting for over 30% of the total finished
component mass of a modern aircraft engine [3].

Despite its outstanding properties, the workability of Inconel 718 shows several
unsolved critical issues. Its peculiar physics characteristics, such as its lower thermal
conductivity, work hardening, presence of abrasive carbide particles, hardness, affinity for
reacting with the tool material, etc., make Inconel 718 difficult to machine [4–6]. Recent
advances in various material processing techniques, e.g., turning, milling and drilling, for
machining Inconel 718 are investigated and discussed in [7]. Although Inconel 718 is sup-
posed to possess good weldability, cracking problems may still arise [8,9]. As highlighted
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in a welding process review [10], strain cracking during the post-weld heat treatment, so-
lidification cracking and liquation cracking may still arise. In the last decade, the possibility
to obtain Inconel 718 components by using additive manufacturing techniques was deeply
explored [11]. In [12], Inconel 718 semi-finished parts were produced by selective laser
melting (SLM) and tensile tests were performed, showing the capability of the SLM process
to produce parts with mechanical properties better than forged and cast materials at room
temperature and equal to properties to forged material at high temperatures. Recently,
additively manufactured metamaterials were also obtained for the thermal stress accom-
modation of metal heat pipes [13]. Inconel 718 can be also coated to improve its wear
resistance, as suggested in [14].

From the industrial end-user point of view, hot plastic deformation manufacturing
processes remain the most common way to obtain Inconel 718 semi-finished parts. It
is well-known that, in these cases, a detailed processing setup is mandatory to control
recrystallization and grain growth phenomena. The main challenge during the hot working
process of Inconel 718 is related to its high deformation resistance during forging and its
tendency to form a duplex grain structure. These issues can be mitigated by precisely
controlling both temperature and deformation during the manufacturing process [15]. As
far as hot forging is concerned, a better understanding of the competition between several
mechanisms (dynamic recovery, dynamic recrystallization and plasticity hardening) is
presented in [16], where several thermo-mechanical parameters are taken into account.
Additionally, an interesting study on the spatial microstructural evolution of the as-forged
and heat-treated Inconel 718 disks can be found in the literature [17]. In this case, due to
the different thermomechanical conditions across the thicknesses, a variation in the grain
size and characteristics of the reinforcing precipitates were observed.

When the final product is characterized by a high aspect ratio, i.e., turbine blades, hot
metal extrusion techniques are generally preferred. This process induces higher plastic
deformation in comparison to forging, thus a finer process parameter tuning is required
to avoid unwanted microstructural effects [18]. A typical failure occurring during hot
metal extrusion is due to the formation of surface cracks. Such a phenomenon was widely
investigated only in the case of aluminum alloy extrusion, where T-shape extrusion ex-
periments were performed and compared with finite element (FE) simulation, in order
to evaluate the possible predictive criteria to assess material recrystallization and surface
crack formation [19].

Nevertheless, to the best of the authors’ knowledge, no works seem to be available in
the literature dealing with the prediction of the above-mentioned microstructural aspects
in the hot extrusion process of Inconel 718 superalloy, along with other technological
characteristics, such as determining the extrusion force, speed and temperature given the
geometry of the mold. To tackle this outstanding problem, a FE-based numerical model
of the extrusion process of an Inconel 718 component was devised. In parallel, a series of
experimental tests were designed and carried out to examine the extrusion of pre-heated
Inconel 718 billets, thus allowing for the comprehensive validation of the numerical model
and respective results. The validated model was then used to perform parametric analyses
in order to pinpoint ranges of processing conditions that avoid the formation of unwanted
features.

2. Materials and Methods

To accomplish all the envisaged tasks, the study focuses on the hot extrusion of an
axisymmetric-shaped component presenting a high aspect ratio (∼=1:8). Therefore, both
experimental and modeling activities were based upon this assumption. In this section,
all the experimental and numerical details regarding the analyses of the present study
are reported.
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2.1. Extrusion Process Set-Up

The studied extrusion setup consists of three main parts, i.e., a mould, a punch and
a processed material (billet), as illustrated in Figure 1. According to this figure, the billet
shows a cylindrical shape at the beginning of the extrusion process (a), to turn into a
nail-like shape at the end (b). It is important to point out that the billet initial diameter
is slightly smaller than that of the accommodating mold. This implies that the punch
compression against the billet produces a radial expansion of the billet in the initial stage of
the process. At the stage when the material can no longer radially expand, then the material
flows through the narrower section of the mold. The punch arrests prior to reaching its
mechanical travel stop in order to obtain the head of the extruded piece.

 

(a) (b) 

Figure 1. Billet, mold and punch, respectively, (a) at the beginning and (b) at the end of the extru-
sion process.

2.2. Process Simulation and Material Modelling

At present, several commercial products are available for metal-forming simula-
tion [20], based on FE approaches. The possibility of using a digital model, for the pre-
liminary set-up of the technological process, would permit considerable time and cost
reductions. Nevertheless, the reliability of these tools is still an object of debate, particularly
concerning the material properties to be introduced in the model [21,22]. In the present
work, Q-form (10.1.6 version) was used. A metal-forming process simulation of a structural
component made of Inconel 718 can be found in the literature, using the same FE code [23].
Such a reference study presented a partial comparison with experiments, suggesting that
the material model proposed herein is sufficiently accurate.

The simulation of hot plastic deformation processes generally requires huge compu-
tational time. In this case, an axisymmetric geometry was chosen, so that the dimension
of the problem could be reduced by employing a plane model. The billet was modelled
by 6-node triangular isoparametric elements (initial mesh: 9000 nodes, 17,000 elements).
Generally, a plastic deformation process involves very high plastic strain, therefore, to
avoid excessive element distortion, re-meshing was performed when strain increments
higher than 0.1 among subsequent steps occurred. Moreover, the mesh was automatically
updated where high strain and temperature gradients were detected. As the deformation
of the mould is negligible, a fine mesh of this component was only required close to the
inner surface where the thermal gradients could be relevant.

As the study is mainly related to the extrusion process simulation, the mold and
punch were modelled as rigid bodies; their initial temperature was 200 ◦C and the initial
temperature of the air was 20 ◦C. The dimension of the mesh was defined according to a
sensitivity analysis performed referring to the damage parameter D.

The numerical model for the FE simulation is based on the usual flow formulation [24],
where the material is considered as an incompressible rigid-viscoelastic continuum. The
contact between the punch, mould and billet is dealt with according to a friction model
proposed by [25]. It can be considered as a combination of constant friction and Coulomb
friction models; the first one is dominant in the case of a high value of contact pressure,
whereas, for low values, friction forces are approximately linearly dependent on the normal
contact pressure.
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The billet was made of Inconel 718, showing Ni (51.5%), Cr (18.4%), Fe (20%), Mo (3%)
and Nb (5%) as major alloying elements (by weight %) with balanced other elements. The
mold was made of a chromium-vanadium-molybdenum alloyed steel.

The physical and mechanical properties of the studied Inconel in the range 20–1100 ◦C
were obtained from [26].

The flow stress of Inconel 718 at different strain rates and temperatures are reported
for the case at ε = 0.7% in [27].

In a more general case, flow stresses can be obtained according to the following
relations [28]:

.
ε

−
D(T)

= A
(

sinhα
σ

E(T)

)0.5
(1)

where
.
ε and σ are the strain rate and the flow stress, respectively, while

−
D(T) is the self-

diffusion coefficient, given by:

−
D(T) =

−
D0exp

(−Qst
RT

)
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where R is the universal gas constant, T the absolute temperature, Qst is the activation

energy and
−
D0 is the maximal diffusion coefficient. In the present study, the latter two

constants are set as:
−
D0 = 1.6 × 10−4 m2/s and Qst = 285 kJ/mol.

The dependence of the Young’s modulus E to temperature T can be obtained through
the following relation [29]:

E = 2(1 + v)G (3)

G = G0

(
1 − 0.5

υ

TM

)
(4)

where G is the shear modulus, G0 is the shear modulus at 300 K (8.31 × 104 MPa), TM is the
meeting temperature (1673 K) and υ is the Poisson coefficient (0.33).

To predict the formation of surface cracks, a damage criterion can be adopted. Several
fracture models are proposed in the literature. In [30], a thorough review of the most
common ductile damage criteria is presented. Probably the most widely used phenomeno-
logical fracture model is the original Cockcroft Latham’s criteria [31]. It assumes that the
material fracture is controlled by maximum principal stress. This approach was improved
in the normalized Cockcroft Latham’s (nCL), also called Oh et al., a criterion where an
equivalent stress is introduced to normalize the maximum principal stress. In the modified
Cockcroft Latham’s (called also Clift et al.) criterion, it is assumed that the ductile fracture
starts or initiates when a critical value of plastic work per unit volume is achieved. Other
fracture models (see [30] for more details), such as Mc Clintock’s, Brozzo’s and RT (also
called Rice and Tracey) models, have been proposed and reported in the literature.

In [19,32], the nCL criterion was indicated as the best amongst the various existing crite-
ria for the prediction of fracture initiation during extrusion. Recently, in [30], a comparative
assessment of failure strain predictions using ductile damage criteria in the metal-forming
of Inconel 718 was performed, concluding that the nCL criterion seems the most suitable
option to predict fracture locus with high accuracy both at room and at high temperatures.
The nCL was also adopted in [33], where a FE simulation of an Inconel 718 machining
process was performed with the aim of predicting chip segmentation during orthogonal
cutting. In particular, another study pointed out that the critical value of D in Equation (5)
should be dependent on the strain path and, therefore, it cannot be considered as a material
constant [34]. Thus, the nCL does not allow for a quantitative prediction of the damage
for an arbitrary technological process of metal forming. The criterion can be used only for
a qualitative comparison of similar technological processes. In this case, the nCL gives
substantial support in evaluating the most critical zones of the final extruded component.
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According to the previously mentioned literature assessments, in this work, the nCL
damage criteria was used:

D =
∫ −

ε f

0

σI
σVM

d
−
ε =

∫ t f

0

σI
σVM

.
εdt (5)

where:
σI = maximum principal tensile stress;
−
ε f = total equivalent strain;
σVM = von Mises equivalent stress;
.
ε = equivalent strain rate;
D = damage index.
The microstructure evolution can be simulated by means of a semi-empirical model [35].

The model takes into account both the recrystallization (dynamic and static) and grain
growth, providing the average grain size and the fraction of recrystallized grains [36]. In
the considered alloy, dynamic recrystallization usually occurs starting on deformed grain
boundaries after the critical strain is reached for a certain applied strain at a certain pro-
cessing temperature [37–39]. The fraction of recrystallized crystals Xdyn can be calculated
by means of Equation (6). The formula is obtained from Avrami’s equation:

Xdyn = 1 − exp

[
−ln2

(
ε

ε0.5

)1.9
]

(6)

The strain condition ε0.5 at which 50% of grains are recrystallized (Equation (7)), that
is a parameter necessary to determine the fraction of dynamically recrystallized grains,
depends on the initial grain size d0 and on the Zener–Hollomon parameter Z, which is
calculated on the basis of processing conditions (strain rate and temperature).

ε0.5 = 0.029 d0.2
0 Z0.06 (7)

The grain size during dynamic recrystallization Ddyn can be determined by Equation (8),
which considers the Zener–Hollomon parameter as the most important to describe the
grain size evolution:

Ddyn = 1.35 · 103d−0.01
0 · Z−0.124 (8)

Further recent work concerning the simulation of microstructure evolution and dy-
namic crystallization in hot plastic deformation of metals can be found in [40,41].

The main process parameters analyzed in the simulations are the punch speed and the
initial temperature of the billet Tb in the range 1020–1090 ◦C, within the classic deformation
temperature limits for Inconel 718 hot working [26]. In fact, these alloys are limited in terms
of processing temperatures due to the intergranular precipitations of Nb compounds at
temperatures above 1150 ◦C that reduce the ductility of the material, while, at temperatures
below 950 ◦C, the material is prone to generate adiabatic shear bands [27].

The mold geometry is characterized by an extrusion ratio of ~1:6. The punch and mold
undergo relevant loads during the extrusion process and, thus, they must be designed
thoroughly, in order to avoid possible failures. Nevertheless, this aspect is strongly related
to the specific product shape and thus it is not the objective of this work.

2.3. Extrusion Process Test

The parent billets were obtained by cutting a circular bar and turned to remove sharp
edges, thus facilitating its self-centering at the first phase of the process. To lubricate and
avoid oxidation at the surface of the billets, a glass-based coating was subsequently applied
(see Figure 2a).
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(a) (b) 

 

 

(c) (d) 

Figure 2. Set of glass-coated billets (a) ready for the extrusion test and (b) after the test. Surface crack
formation after preliminary tests (c) and close up view (d) of the damaged zone.

To perform the extrusion tests, the following procedure was carried out:

• The billet was heated to a temperature Tb (holding time 1500 s).
• The punch and mold were lubricated with a graphite and water mixture.
• The billet was transferred from the oven to the mold (duration time: 3 s).
• The billet was maintained in position for 3 s (in this phase, heat was transferred from

the billet to the mold)
• The punch was moved forward to perform the extrusion of the billet at constant speed v.
• Finally, the punch was retracted and the extruded billet was extracted.

A total of 63 tests were performed at different extrusion speeds, spanning from
0.27vmax to 1.0vmax and at an initial temperature of the billet of Tb = 1090 ◦C. vmax is
a normalizing velocity. The selected speed range and temperature was set, such that the
formation of surface cracks was inhibited. In particular, in the present study, higher temper-
atures (>1095 ◦C and lower extrusion speeds (<0.270vmax) were discarded as preliminary
experimental tests showed the formation of surface cracks on final extruded components at
0.19vmax and at T = 1110 ◦C. An example is shown in Figure 2c,d.

The value of the force was obtained by measuring the hydraulic fluid pressure at a
sampling speed of 100 Hz.

2.4. Macro and Micro-Structure Analysis

The extruded specimen underwent a macro- and micro-structural characterization. In
particular, one extruded sample was cut into two halves along the longitudinal direction to
obtain flat surfaces, above which the microstructural analyses were performed. The target
surface was then manually ground and polished to obtain a mirror-like surface. Afterwards,
the sample was macro-etched (submerged) by using a solution of HCl and iron chloride for
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30 min. The sample was finally rinsed in deionized water with 1 M of sodium bicarbonate
and visually inspected to analyze the macroscopic structural features.

Following this, metallographic samples were extracted from the previously analyzed
sample at the areas circled in Figure 3. These samples were ground and polished again to
reach a mirror-like surface and then etched using Marble’s etchant for 1–2 min to reveal
the microstructure. The microstructure was then analyzed by light microscopy and the
grain size was measured through the line intercept method. The exact locations of analyses
are indicated in Figure 3. In detail, the microstructural characterization was performed
in the centerline of the test specimen and in the proximity of the extruded surface. The
filleted region, indicated by the large circle in Figure 3, was analyzed in detail from a
microstructural point of view in order to detect the critical deformation that triggers the
grain crystallization. In this area, an evaluation of the recrystallized fraction was carried
out by using the image analysis approach (phase partition analysis).

 
(a) (b) 

Figure 3. Microstructural characterization map of analysis: (a) overall view of the component and
(b) close up view of the fillet region.

3. Results and Discussion

3.1. Extrusion Process and Force Evolution: Numerical Simulation and Experiments

Thanks to the numerical simulation of the hot extrusion process, it is possible to
graphically distinguish three phases of the process (see Figure 4), referring to an extrusion
speed v = 0.67vmax. At t = 0, the punch touches the billet, producing its radial expansion
up to t = 0.09 s. After that time, the material starts flowing inside the matrix up to t = 0.18 s.
During this phase, the high friction between the billet and the mold produces heat and,
consequently, a significant increase in the temperature of the billet. From t = 0.18 s up to the
end of the process (t = 0.35 s), the billet shows its final forms and starts flowing more freely.

For the sake of the validation of the FE model, the extrusion force for two different
extrusion speeds is compared (i.e., simulation vs. experiment). Figure 5 shows the evolution
of the simulated extrusion force versus time for two different values of the extrusion speed.
An interpretation of the force evolution can be proposed; during the first phase of the
process (1), (see Figure 5), the slope of the curve is constant and relatively low, up to the
beginning of the second phase (2), where a rapid increase is observed. This is mainly
related to the large plastic deformation occurring in the billet. Moreover, the extrusion
force has to overcome the high frictional forces due to the increase in the contact pressure
occurring between the billet and the mold. In this phase, once the frictional force cannot
increase any further, the peak force is reached. In the last phase (3), a slight decrease in the
force is observed. This is due to the heat produced by the sliding of the mold with respect
to the billet that increases the temperature of the material, thus reducing the flow stress.
Moreover, as the extrusion process evolves, the contact between the extruded part and
the mold shows a progressive area reduction at the head of the billet, with a consequent
decrease in friction, thus a decrease in the extrusion force.
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Figure 4. The three different phases of the process: simulated results.

 

(a) (b) 

Figure 5. Extrusion force versus time for (a) an extrusion speed of 0.27vmax and (b) of 0.67vmax.

The measured values of forces are also reported. The agreement is satisfactory in the
first two extrusion phases (1 and 2, in Figure 5); in the third phase a higher difference is
clearly observed. This is probably related to the high extrusion force reached in this phase.
A large compression force thus acts on the punch, producing a radial expansion due to
Poisson’s effect. It follows that a slight shrink fit in the punch–mold coupling is likely to
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arise. Therefore, an increase in the friction—and consequent force—takes place. In the
simulation, the punch and mold were modeled as rigid bodies and, therefore, this effect
could not be captured.

To even further support the validation concerning the extrusion force, a set of experi-
ments and simulations were carried out at different extrusion speeds. Figure 6 shows the
values of maximum extrusion forces (Fmax) at different extrusion speeds; furthermore, the
simulated results are compared with the experiments (each point is the average of 6–10
different tests). It can be observed that the extrusion force remains almost constant with
respect to the extrusion speed. This is justified by considering that the increase in the flow
stress (and also the force), with the strain rate (and the speed), is counterbalanced by the
heat exchange from the billet to the mold that is reduced for high speeds, promoting high
temperatures and subsequent low stress flow values. Simulated extrusion forces are always
slightly lower with respect to the measurements; this is probably due to the uncertainty of
the value of the friction parameters to be used in the simulation and also due to the shrink
fit phenomena mentioned above.

Figure 6. Maximum extrusion force for different extrusion speed: simulated and experimentally
measured results.

3.2. Parametrical Analyses and Surface Crack Formation

In this section, the results of the parametric simulations to assess the influence of the
billet temperature, and of the extrusion velocity, are shown.

Concerning the maximum extrusion force, Figure 7a shows its inverse proportionality
to the initial billet temperature,Tb, at a constant extrusion speed of 0.67vmax. This is
due to the flow stress of the material that is higher at lower temperatures, making the
extrusion force significantly increase. On the other hand, an increase in the D parameter
also takes place when Tb increases, which nullifies the beneficial effect of the reduction
in the extrusion force at higher Tb. Consequently, Tb must be chosen as the minimum
temperature suitable to guarantee the extruded forces are compatible with the technological
limits due to extruder payloads (Tb = 1090 ◦C in this case). Moreover, the influence of the
extrusion speed on the maximum surface temperature Tb experienced at the surface of
the billet and the damage parameter D are displayed in Figure 7b. Regarding the surface
temperature, it is possible to observe its increase at high magnitudes of extrusion velocities.
This can be imputed to the thermal exchange with the mold that is drastically reduced at
high velocities and, thus, the process becomes almost adiabatic with a significant increase in
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the billet temperature. Conversely, the greater the extrusion speed, the greater the damage
parameter D. Nevertheless, as Ts,max above 1150 ◦C has to be avoided, due to the possible
intergranular melting of Niobium precipitates, extrusion speeds higher than 0.67 should
be avoided.

  
(a) (b) 

Figure 7. Influence (a) of the initial billet temperature Tb on the maximum extrusion force and on
the damage parameter D. Influence (b) of the normalized extrusion speed on the maximum surface
temperature of the billet Ts,max and on the damage parameter D.

For the sake of illustrating a significant full-field distribution of the damage parameter
D over the analyzed domain, we decided to choose the following process parameters:
Tb = 1090 ◦C and v = 0.67vmax. Following this, Figure 8 shows the result of this analysis.
It can be observed that the most critical values occur over the surface of the upper part
of the extruded workpiece (maximum value of D at the point labelled as “A”). In this
zone, the risk of surface crack formation is higher than that of the remaining regions of the
model. Although the damage parameter does not provide a quantitative evaluation of the
crack formation condition, the proposed model is certainly capable of identifying the most
critical regions, as verified by the preliminary experimental tests conducted in this work
(see Figure 2c,d). Therefore, D should be minimized as much as possible to avoid material
cracking within the limits of the other technological constraints.

In order to better understand the obtained results, point “A” was monitored through-
out the whole extrusion process to observe the evolution of the damage parameter D (see
Figure 9). It can be observed that ~50% of damage D accumulates during the first extrusion
step that involves the billet expanding radially (1). At t = 0.08 s, the radial expansion of the
billet in the mold is concluded and point “A” is located by the entrance of the mold diame-
ter reduction. From t = 0.08 s to t = 0.18 s, mostly the inner part of the billet material starts
to flow within the smaller section of the mold (2). In fact, in this time interval, point “A”
does not undergo major displacement and deformation, therefore the damage parameter D
remains almost constant. At t = 0.18 s, the severe plastic deformation of the flowing billet
starts also involving the external regions of the billet, which slides with respect to the mold
wall, including point “A”. At t = 0.19 s, point “A” exits the mold and detaches from the
mold wall (3). In this phase, a further increase in D occurs, mainly due to the positive stress
in the axial direction induced by the friction forces and counterbalanced by the reaction of
the mold. The evolution of the ratio σI

σVM
is also reported to be made clear, according to the

expression reported in Equation (5), when the increase in D is related to an increase in the
strain rate (1).
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Figure 8. Contour plot of the damage parameter D over the billet at the end of the extrusion process
for Tb = 1090 ◦C, v = 0.67vmax.

Figure 9. Evolution of the damage parameter D at point “A” during the extrusion process (Tb = 1090 ◦C)
and of the ratio σI

σVM
.

3.3. Experimental and Numerical Macro and Micro-Structure Analysis

The macro-etched sample (process parameters: Tb = 1090 ◦C; v = 0.67vmax) shows the
presence of a uniform microstructure along the main body of the billet (Figure 10). Some
differences are well highlighted in the proximity of the ends of the extruded sample. In
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detail, the two ends present a coarser grain distribution in comparison to the core of the
billet. This grain distribution is linked to both low material deformation at the larger end,
and at the material first undergoing extrusion at the thinner end. The extruded sample
does not show any fibering due to both a possible homogenous chemical composition
(absence of segregated areas) and to a probable homogenous monophasic recrystallized
microstructure that is not prone to highlight the presence of microstructural bands.

Figure 10. Macro structure of the analyzed sample obtained after macro-etching.

The material, in any case, is composed of a monophasic gamma microstructure with
no apparent precipitates at the micron-scale. Going into the details of the metallographic
characterization, it is possible to observe a colony of grains along the centerline and close
to the extruded free surface. In the centerline of the billet, the grain size is equiaxed
and completely re-crystallized, although, in some regions, re-crystallization did not take
place. The presence of these microstructural features probably indicates a meta-dynamic
recrystallization process. No appreciable variations of the grain size were observed in the
non-re-crystallized grains, although significant plastic deformation induced grain rotation
and shearing effects. At the billet free-surface, the grains seem to be finer in comparison
to the centerline due to higher cooling rates. Such experimental evidence allowed for the
validation of the numerical model regarding the microstructure evolution, as shown in
Figure 11. These results are in good agreement with the simulations in terms of the average
grain size at the end of the process. In fact, finer grains can be easily observed at the
extruded external surface with respect to the centerline, whereas, at the two ends, where
the material is nearly undeformed, their dimension is unchanged (∼=170 μm) in comparison
to the pre-extrusion conditions.

Figure 11. Average grain size (simulated) at the end of the process (in μm).

The analysis of the microstructure in the proximity of the billet large fillet in Figure 12
shows the presence of a gradual deformation of the grains leading to a re-crystallization of
the material that is fully accomplished before the material flows outside the smaller section
of the mold.
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Figure 12. Grain size evaluation: experimentally measured vs. calculated. Labels refer to the regions
listed in Figure 3. Note that regions (a) and (s) do not present a measured grain size.

A graph that compares the calculated grain dimension and the measured grain size is
shown in Figure 12. The graph confirms that the regions with a fully recrystallized grain
show a good agreement as far as the grain size is concerned, between the values evaluated
by using the numerical methods previously presented and the experimental observations.
On the other hand, the same match could not be fully verified at the regions where partial
recrystallization occurred. In this case, the differences are more related to the difficulty in
measuring the grain size by image analysis (intercept method).

Specifically, new grain nuclei, at approximately half of the fillet, are formed, where a
mixture of re-crystallized and un-recrystallized grains are gradually observed. The position
where around 50% of grains are recrystallized can be easily identified, and it corresponds,
by comparing the position from microstructural characterization (Figure 13), to the plastic
strain map obtained from the simulation (Figure 14), to a total strain between 1.2 and 1.5.

In this region, the plastic strains can also be experimentally evaluated by analyzing
the length of undeformed grains and comparing this measurement to the initial dimension
of the austenitic grain to assess the total strain in this position. A very good match was
found with the total strain obtained from the numerical model.

Finally, the length of the extruded samples was measured and compared with the anal-
ogous dimensions obtained via simulation, observing a difference that was always lower
that 5%. This value fulfills the technological requirements for the considered component.

Figure 13. Cont.
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Figure 13. Microstructural characterizaion of the final billet (refer to Figure 3).

Figure 14. Strain distribution at the end of the extrusion process.

4. Conclusions

In this work, an extensive study was carried out to tackle the problem of Inconel 718
hot extrusion by employing both numerical and experimental methods, a subject that is
scarcely addressed by the current literature. The development of a numerical approach,
supported by experimental evidence, allowed for the evaluation of how key technological
parameters (i.e., initial temperature of the billet, extrusion speed) affect both the required
extrusion force and the final quality of the product (i.e., surface cracks, microstructure).
The results show a very good agreement between the measurements and simulation. In
particular, the proposed model was able to accurately predict the evolution of the extrusion
force and the location of the zone of possible surface crack formation. Additionally, the
model was capable of accurately capturing the microstructural grain deformation and
re-crystallization.
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Thanks to the fully validated developed model, the following recommendations can be
drawn to attain the structural integrity and the sought mechanical performance of the final
product. A higher initial temperature of the billet permits the extrusion force to be reduced,
although the surface quality of the final product may be impaired if such a temperature is
excessively increased. For the case presented in this work, a temperature around 1090 ◦C
could be a reasonable trade-off. An increase in the punch speed is also advisable, as it
lowers nCL’s damage parameter, reducing the probability of surface cracks formation.
Nevertheless, excessive values of speed could produce an increase in the temperature of
the billet, which may be detrimental as it may induce the local melting of niobium carbide.
An extrusion speed of 0.6 ÷ 0.7 v/vmax could fulfill the abovementioned requirements.

The proposed procedure aims at providing a robust tool for the setting up of hot
extrusion processes, regardless of the complexity of the geometry. This aspect is pivotal
to reducing the design-to-market time and massively reduces the costly trial and error ap-
proaches.
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Abstract: The hardness and phase composition are, among other things, the critical material prop-
erties considered in the quality control of aerospace gears made from Pyrowear 53 steel after high-
pressure gas quenching. The low availability of data on and applications of such demandingstructures
justify investigating the choice of the material and the need to improve its manufacturability. In this
study, computational finite-element analyses of low-pressure carburizing followed by oil and gas
quenching of Pyrowear 53 steel were undertaken, the objective of which was to examine the influence
of the process parameters on the materials’ final phase composition and hardness. The material input
was prepared using JMatPro. The properties computed by the CALPHAD method were calibrated
by the values obtained from physical experiments. The heat transfer coefficient was regarded as
an objective variable to be optimized. A 3D model of the Standard Navy C-ring specimen was
utilized to predict the phase composition after the high-pressure gas quenching of the steel and the
hardness at the final stage. These two parameters are considered good indicators of the actual process
parameters and are used in the industry. The results of the simulation, e.g., optimized heat transfer
coefficients, cooling curves, and hardness and phase composition, are presented and compared with
experimental values. The accuracy of the simulation was validated, and a good correlation of the data
was found, which demonstrates the quality of the input data and setup of the numerical procedure.
A computational approach to heat treatment processes’ design could contribute to accelerating new
procedures’ implementation and lowering the development costs.

Keywords: steel; modeling; simulation; Pyrowear 53; inverse heat transfer; DEFORM3D; low
pressure carburizing; high-pressure gas quenching; simufact; phase transformations; latent heat;
Koistinen–Marburger

1. Introduction

Quenching is a critical heat treatment operation in the manufacturing process, which
determines the enhancement of the fatigue durability and wear resistance of carburized
steel components, such as power-transmitting gears. Aerospace gearbox development
requires the application of modern materials with more resistance to tempering at elevated
temperatures. In the 1970s, the Pyrowear 53 low-alloy steel was developed when a new
material for power transmission was needed due to the limitations of the commonly used
9310 steel and its tendency to score and scuff under high-temperature conditions. This steel
was designed to operate mainly in power transmission components such as gears due
to its surface durability and fatigue resistance, enhanced by the compressive residual
stress generated during carburizing and related to the delayed formation of martensite
near the surface. Gears made of Pyrowear 53 are able to maintain their properties even
when no lubrication is present due to the material’s wear resistance. The outstanding
properties of Pyrowear 53 are achieved thanks to, among other things, the high content
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of silicon, providing resistance to softening during tempering, nickel, responsible for
added toughness and fabricability, molybdenum, to ensure hot hardness, and vanadium,
providing secondary hardening, whichalso increases the material’s susceptibility to grain
refinement [1]. In contrast to typical steel grades for carburizing, Pyrowear 53 contains
molybdenum and copper. The addition of these two elements distinguishes it among
the variety of steel grades. Molybdenum is responsible for increasing the heat and wear
abrasion resistance, and copper improves the lubrication properties and shock load [2].
The carburization process of Pyrowear 53 is recommended at temperatures between 870
and 927 ◦C, while hardening from 904 to 921 ◦C. To obtain the maximum hardness and
dimensional stability, subzero treatment is recommended at −73 ◦C. Double-tempering is
recommended for applications requiring elevated dimensional stability [3,4]. For parts with
tight dimensional tolerances, such as power transmission components, distortions, being
an effect of heat treating, have a substantial economic impact on the following machining
processes, increasing the overall production costs by 20–40% to eliminate dimensional
deviations [5].

The analysis of the metallurgical effects during quenching is of great importance.
Due to the complexity of the interrelation between the phenomena and their transient
characteristics, it is challenging to capture the sequence and magnitude of these effects
experimentally. Numerical simulations of heat treatment processes have been developed
and used in the industry to analyze transient processes such as quenching thanks to con-
stantly growing computational capabilities and commercial software availability. There are
multiple systems based on the finite-element method, specifically dedicated to heat treat-
ment processes’ design and optimization; among them, DANTE [6], DEFORM2D/3D [7,8],
and Simufact [9] are either fully dedicated or provide specific modules to solve the thermo-
mechano-metallurgical problems often coupled with diffusion models for carburization or
nitriding analyses. For the computational approach to be efficient, this requires detailed
input data, which, in the case of steels’ heat treatment analysis, may be difficult to find in the
literature or to determine experimentally, as the key to numerical simulation is predicting
that the final property of the material is an effect of the stress evolution caused by the
phase transformation, as well as the difference between the properties of the coexisting
phases. Therefore, the precise definition of the input data for specific phases present in the
system is crucial. To define the temperature-dependent thermophysical and mechanical
properties of each phase or the TTT/CCT diagrams, software such as JMatPro [10–12] or
Thermo-Calc [13] based on the CALPHAD method can be used.

Witness specimens are commonly used to eliminate the need to cut up production
parts, leading to increased costs for development efforts. Standard Navy C-ring-type
specimens are known to reflect the dimensional change of the actual components under
investigation. Its asymmetric geometry prevents uniform cooling and delays the begin-
ning of phase transformation in thicker sections, causing distortion. The relatively simple
geometry of the specimens makes it easy to use as, usually, three characteristics are mea-
sured: the outer diameter, inner diameter, and gap. Numerous research works utilizing the
computational approach and using the C-ring-type specimens as the baseline have been
conducted to predict the distortions that are an effect of the heat treatment, confirming the
accuracy of simulations’ capabilities and the geometry of the specimen [5,14–16].

This paper describes the simulation procedure to predict the influence of the carbon
content and quenching process parameters on the phase composition and hardness dis-
tribution after heat treatment. Because of the relatively new process of high-pressure gas
quenching of Pyrowear 53 for applications in demanding structures, such as aerospace
gears, and the limited amount of literature references related to its properties, the objective
of this work was to research them. To achieve this, numerical simulations were used to
predict the material’s behavior under specific process conditions. Quenching by high-
pressure gas quenching (HPGQ) and OH70 quenching oil was employed to validate the
computational results.
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2. Materials, Methods, and Modeling

2.1. Test Specimen

Twelve Navy C-ring-type specimens, as presented in Figure 1, were analyzed in this
study. The choice of the specimen geometry was dictated by the fact that it is widely known
and accepted in the heat treatment industry as having numerous advantages, among which
the most important is the ability to analyze rapid temperature changes during quenching
and their effects on various cross-sections of the treated parts [17–19]. The Navy C-ring is a
short cylinder with an eccentric hole open at one extreme. Each cross-section has a different
size and, therefore, cooling rate, which leads to variations in the metallurgical effects and,
finally, the properties of the material being analyzed. Due to the transient size change,
the C-ring specimen is a good indicator of actual parts’ behavior during heat treatment.
Six specimens were carburized, while another six were left without carburization. All
specimens underwent cryogenic treatment and tempering. Quenching was performed in
OH70 quenching oil. Low-pressure carburizing (LPC) and high-pressure gas quenching
(HPGQ) were performed in an ALD MonoTherm HK.446.VC.10.gr vacuum furnace. The
details of the heat treatment procedure for all samples are presented in Table 1.

Figure 1. The geometry of the C-ring specimen used in the research. Dimensions are in mm.

Table 1. Test plan description for all specimens.

Specimen No. LPC HPGQ Oil Q.

1 + +
2 + +
3 + +
4 + +
5 + +
6 + +
7 +
8 +
9 +

10 +
11 +
12 +

Specimen Nos. 1 to 6 were processed by LPC at 921 ◦C, which consisted of 16 boost–
diffusion cycles. The carbon carrier boosts’ total time was 17 min, while the entire process
time was approximately 9.5 h. After the LPC was finished, specimens were cooled down
slowly to room temperature. The load, containing three carburized specimens, Nos. 1,
2, and 3, and three that were kept uncarburized, Nos. 7, 8, and 9, was then heated up to
913 ◦C and held at this temperature for a sufficient period of time to ensure obtaining a ho-
mogeneous temperature and, therefore, the austenitic microstructure in the whole volume,
then quenched. A standard industrial procedure for parts requiring dimensional stability
cryogenic treatment at −75 ◦C was performed to finish the martensitic transformation.
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Tempering was performed at 230 ◦C for 4 h. As two different techniques of quenching
were employed in this research, a variety of heat-transfer-related parameters had to be
incorporated into the simulation. A protective copper cladding was employed for speci-
mens hardened in oil to prevent surface oxidation and decarburization. The copper coating
and stripping were performed electrochemically. Oil quenching was performed in the
RIVA automatic quenching system, which includes a rotary furnace RDLS with a heating
power of 10 kW, a quenching bath OQ-1000 equipped with a 1.1 kW agitation pump, and
vertical collectors to ensure vertical stirring of the OH70 oil. The oil temperature was 45 ◦C.
The heat transfer coefficient of the oil is shown in Figure 2. The heat transfer in the gas
quenching was considered convective and almost constant [20], which is not realistic and
constitutes the need for optimization to find realistic values. For the sake of this research,
the value of the heat transfer coefficient (HTC) to the environment during gas quenching
was optimized utilizing parabola optimization methods. The cooling curves captured
during an experiment were the objectives. As shown in Figure 3, three heat transfer zones
were defined, and specific upper and lower bounds and initial guesses were initialized for
each. The HTCHPGQ optimization results were further used in the simulations.
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Figure 2. Heat transfer Heat transfer coefficients of OH70 oil’s dependence on temperature (adapted
with permission from Ref. [21], Copyright 2019, Stal, Metale & Nowe Technologie).

Figure 3. Heat transfer zones’ definition.

Hardness was measured using the NEXUS 4303 tester and Vickers method under a
500 g load in the transverse and longitudinal cross-sections of the specimens, as shown in
Figure 4, performed according to aerospace standards to confirm the effective case depth.
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(a) (b)

Figure 4. Hardness check locations in C-ring cross-sections: transverse (a) and longitudinal (b).

Carbon concentration measurement using glow discharge optical emission spec-
troscopy (GD-OES) was performed to provide validation data to correlate the simulation
results with the empirical ones.

2.2. The Material

The material analyzed in this study was the Pyrowear 53 low-alloy steel. The steel’s
chemical composition (wt.%) was measured using a Thermo ARL 3460 optical emission
spectrometer. Table 2 presents the main alloying elements’ content.

Table 2. Chemical composition of Pyrowear 53 steel.

Item C Si Ni Cu Mn Cr Mo V S P Al

Result 0.138 0.945 1.873 1.776 0.319 1.060 3.320 0.092 0.005 0.007 0.002
SD * 0.004 0.008 0.011 0.011 0.001 0.041 0.019 - - - -

* Standard deviation.

In order to obtain an accurate description of the materials’ properties for each phase
present in the material during the whole thermal cycle, which may be further used, the JMat-
Pro simulation was utilized. The CAPLHAD results were then validated and adjusted
by the experimental results. The main adjustments of the inputs made by the authors
consisted of defining the carbon concentration’s influence on the martensite properties,
such as hardness, as shown in Figure 5.
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Figure 5. Dependency of the martensite hardness on carbon concentration for Pyrowear 53 steel.

The model of carbon diffusivity Equation (1) described in [22] and supplemented
with an alloy correction factor Equation (2) [23] that incorporates the influence of alloying
elements on the diffusivity of carbon was used in this research. Thermal data such as
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thermal conductivity and heat capacity also required adjustments; therefore, experimental
data were used [24]. A simulation that utilized the diffusion coefficient as a function of
carbon concentration, temperature, and alloying elements’ concentration was performed.
The results are presented in this paper.

D = 0.47 · exp(−1.6%C) · exp
(−(37, 000 − 6600%C)

R · T

)
· q (1)

where R and T are the Boltzmann constant and the carburizing temperature, respec-
tively. Equation (2) describes the alloy correction factor.

q = 1 + [%Si] · (0.15 + 0.033[%Si])− [%Mn] · 0.0365+

− [%Cr] · (0.13 − 0.0055 · [%Cr]) + [%Ni] · (0.03 − 0.03365 · [%Ni])+

− [%Mo] · (0.025 − 0.01[%Mo])− [%Al] · (0.03 − 0.02[%Al])+

− [%Cu] · (0.016 + 0.0014[%Cu])− [%V] · (0.22 − 0.01[%V])

(2)

Heat Treatment

The continuous cooling transformation (CCT) diagram shown in Figure 6 was determined
experimentally [24]. According to it, martensitic transformation starts at 438 ◦C. Other data may
be found in the literature where values of 437 ◦C [25], 510 ◦C [4], or 460 ◦C [26] are mentioned.
Because of the untypical chemical composition of Pyrowear 53, which may exceed the JMatPro
limits, it was found that, compared to the empirical results, the data lack precision. Therefore,
attempts were made to adjust and validate a numerical model of the material.
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Figure 6. CCT diagram for Pyrowear 53.

The adjustment of the martensite start temperature (Ms) consisted of a modification of
the model presented in [27] by the author. The results of the modification were compared
to the experimental results and showed a good fit, as illustrated in Figure 7. It must
be noted that the carbides present in Pyrowear 53 have a remarkable influence on the
material’s hardness; however, in this simulation, martensite is the only phase formed from
austenite’s decomposition; its hardness depends on the carbon content. Both the carbon
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concentration and hardness shown in Figure 5 are empirical data, and their origin, whether
from structural martensite or carbides, are negligible from the numerical point of view in
this case.
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Figure 7. Comparison of martensite start temperature models. Original vs. modified by the author.

2.3. Modeling and Simulation

The simulation presented in this paper was based on the finite-element method. Two
computational systems, DEFORM3D and Simufact Forming, were used in this study.
An analysis of the thermo-mechano-metallurgical problem coupled with the carbon diffu-
sion phenomenon is presented, and due to the model’s symmetry, a quarter of the specimen
was used, as shown in Figure 8. The models were meshed using 895,845 tetrahedral
elements. Surface refinement was implemented to ensure results’ accuracy close to the
computational domain boundary. Boundary conditions, both thermal and diffusional, were
assigned to the outer surface of the model. The elasto-plastic model of the material was
used in the simulation. Hardness computations were based on a mixture of the volume
fractions of specific phases.

(a) (b)

Figure 8. Computational domain (a) and FE model with control points P1 and P2 and symmetry
planes (b).

2.3.1. Inverse Heat Transfer Analysis

Heat transfer capabilities of gaseous coolants depend on factors such as gas type, pres-
sure, flow rates, turbulent behavior, or the complexity of parts being treated. The present
research deals with two different quenching procedures. The first is well-researched and
uses liquid quenchant OH70 quenching oil in this case, while the second is high-pressure
gas quenching (HPGQ)—a technique in which convection is the primary mode of heat
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transfer during quenching. Because no precise data are available, the heat transfer co-
efficients for the high-pressure gas quenching were optimized, using the DEFORM3D
Inverse Heat Transfer module, to obtain a realistic input for the quenching simulation. The
cooling curves captured from the experiment were used as the optimization objectives,
Broyden–Fletcher–Goldfarb–Shannon as the optimization algorithm, and B-spline as the
interpolation method [8].

2.3.2. Thermal Field and Latent Heat

The thermal field is described by Fourier’s heat conduction equation for transient
heat transfer. Considering the fact that the phase transformation taking place during rapid
cooling of overcooled austenite, i.e., martensite creation, is exothermic, the latent heat of
the phase transformation alters the thermal field, and therefore, Fourier’s equation can be
written as

ρCp
∂T
∂t

= ∇(∇(λT)) + L (3)

where ρ, Cp, and λ are the density, specific heat, and thermal conductivity, respectively [28].
L is the latent heat of transformation considered as an additional heat source that influences
the thermal field during quenching.

L = ΔE
ζn+1 − ζn

tn+1 − tn
= ΔE · Δζ

Δt
(4)

where ΔE is the enthalpy of austenite transformation to a child phase (see Figure 9) and
ζn+1 and ζn are the volume fractions of the specific phase that transformed at tn and tn+1
simulation time steps, respectively [29]. The initial condition at time step t = 0 is defined
as

T |t=0= T0(x, y, z) (5)

and the boundary condition for temperature field calculation during quenching can be
expressed as

−λ
∂T
∂n

= hc(Ts − Te) + R · ε
(

T4
s − T4

e

)
(6)

where Te and Ts are the temperatures of the environment and the steel surface. Because the
product of the Boltzmann constant R and the emissivity ε is considered as the radiation
heat transfer coefficient,

R · ε = hr (7)

Equation (6) can be written as

−λ
∂T
∂n

= hc(Ts − Te) + hr

(
T4

s − T4
e

)
= h(Ts − Te) (8)

where hc and hr are the convection and radiation coefficients, respectively, and where h
is the total heat transfer coefficient [30,31], which combines the effect of convective and
radiative heat transfer, as both of these phenomena take place simultaneously with a varied
intensity along the quenching time. The determination of the total heat transfer coefficient
was the main goal of the inverse heat transfer analysis.
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Figure 9. Enthalpies of Pyrowear 53 calculated in JMatPro [24].

2.3.3. Carbon Diffusion Modeling

A low-pressure carburizing process was used to create the gradient profile of the
carbon concentration. The Neumann-type boundary conditions were used to calculate the
carbon content on the surface [2]. The necessary data were the diffusion coefficient, carbon
content at the surface in the equilibrium condition, and the mass transfer coefficient.

∂C
∂t

= ∇(D(∇C)) (9)

where D is the diffusion coefficient, t is time, and C is the carbon concentration at a
specific position. This type of equation requires initial and boundary conditions’ definition.
The initial condition for t = 0 is given as

C(x, y, z) = C0 (10)

where C0 is the initial carbon content in the steel before carburizing. In this work, carbides’
precipitation was neglected, and the assumption of no soot formation on the steel surface
was made; therefore, the equation for the Neumann-type boundary condition expressing
the mass balance at the surface may be simplified [32,33] as

−D(∇C) = β(Ce − Cs) (11)

where Ce is the carbon concentration in equilibrium with the atmosphere and Cs is the
carbon content in the gas–solid interface that reacts with the hot surface of the steel [33].
The surface carbon concentration Ce is required to calculate the mass transfer coefficient
β. The value of this coefficient was determined from the experiment, where the carbon
saturation was constant in time and equal to 60 min. Then, for processes realized at a
constant temperature, T = 921 ◦C in this research, the value of the mass transfer coefficient
β can be calculated from Equation (12).

β =

(
Δm
A

)
t(Ce − CS)

(12)

where Δm is the mass of carbon that the specimen could absorb with no soot formation on
the surface and A is the specimen’s surface that underwent carburizing. For cyclic processes
such as low-pressure carburizing, the determinative parameters are the number of cycles
and the total time of the saturation kinetic model given as a function of temperature and
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time factors may be used [33–35]. The approach described above allows determining
the carbon concentration in equilibrium with the atmosphere Ce and the mass transfer
coefficient β as 1.47 (wt.%) and 9.87 × 10−3(mm

s ), respectively.

2.3.4. Phase Transformation Kinetics

Depending on the cooling rate, phase transformations may be classified as diffusion-
controlled and diffusionless. For transformation during which diffusion is the governing
phenomenon, the Johnson–Mehl–Avrami–Kolmogorov (JMAK) model is widely accepted
to describe the kinetics of isothermal phase transformation through the nucleation and
growth of the new phase. Cooling the austenite leads to phase transformation into ferrite
(F), pearlite (P), or bainite (B), and the volume fraction of the newly transformed phase can
be predicted according to the JMAK model [36,37].

ζ(F,P,B) = 1 − e−b·tn
(13)

where ζ(F,P,B) stands for the volume fraction of ferrite, pearlite, and bainite, respectively,
and b and n are material kinetic parameters defined as:

n =
ln ln(1−ζ1)

ln(1−ζ2)

ln
(

t1
t2

) (14)

b = − ln(1 − ζ1)

tn
1

(15)

The isothermal times of a certain temperature, t1 and t2, and the corresponding
volume phase fractions ζ1 and ζ2 are defined by means of TTT diagram analysis [29].
Volume fractions of 1% and 99% of the specific phase are usually used as the beginning and
the end of certain phase transformations.

The martensitic transformation is a diffusionless transformation that occurs upon
quick quenching of the austenite phase, and it is characterized by the martensite start
and martensite finish temperatures. As the martensitic transformation is athermal, that
is not being controlled by the thermal history of the material, the volume fraction of the
transformed phase is calculated based on an equation incorporating the degree of under-
cooling of the material. For transformation’s kinetics description, a Koistinen–Marburger
model [38] was used.

ζM = ζA

(
1 − e−KM(MS−T(t))

)
(16)

where

KM =
MS − Mf

ln 0.1
(17)

While both the martensite start and martensite finish temperatures depend on the
alloying elements’ concentration, the KM parameter is considered [39] as

∑
i

Si · xi = 0.14xMn + 0.21xSi + 0.11xCr + 0.08xNi + 0.05xMo. (18)

where T(t) is the temperature at a specific time step and ζM and ζA represent the volume
phase fractions of martensite and austenite, respectively.

2.3.5. Hardness Prediction

Several technological parameters are considered when the heat treatment process is
designed. Hardness is the most-important among them because it is a good indicator of
the overall strengthening of the material while being simple to measure simultaneously.
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The overall hardness of the material is calculated based on the rule of phases mixture,
which defines the total material’s hardness as a weighted sum of the volume fraction of

HV = ζM HVM + ζBHVB + ζP HVP + ζF HVF (19)

where ζi is the volume fraction of the i-th phase and HVi is its hardness for i = M, B, P, F,
representing martensite, bainite, pearlite, and ferrite, respectively.

Multiple models are available in the literature describing models for hardness calcu-
lations, among which the Maynier model Equation (20) is considered reliable, although
limited to carbon concentration up to 0.5%wt [40]. An additional Equation (21) for marten-
site hardness containing over 0.5% of carbon was proposed by Leslie [41]:

• For %C < 0.5,

HV =ζM · (949%C + 156.73 + 21 · log(T85time[s]))+

+ζB · (185%C + 29.14 + (53 · %C + 36.39) · log(T85time[s]))+

+(ζA + ζF + ζP) · (223 · %C + 84.368 + 16.47 · log(T85time[s]))

(20)

• For %C > 0.5,

HV =ζM · (1667%C − 926%C2 + 150)+

+ζB · (185%C + 29.14 + (53 · %C + 36.39) · log(T85time[s]))+

+(ζA + ζF + ζP) · (223 · %C + 84.368 + 16.47 · log(T85time[s]))

(21)

Both cases were used for the computations of the carburized case in steel, as the appro-
priate carbon concentration point has a trespassed point of 0.5% of carbon concentration.

3. Results and Discussion

3.1. Heat Transfer Coefficient Optimization

The inverse thermal analysis and optimization result were that heat removal from
the top, side, and bottom surfaces proceeds at different rates. Such behavior is related
to the transient characteristic of cooling and the turbulent flow of the gas, which heats
up at different rates during the cooling of the sample, changing its ability to accumulate
energy. As a result, different heat transfer coefficient values are locally active on the
surface. The DEFORM3D Inverse Heat Transfer module was utilized for this part of the
simulation due to its capability to determine heat transfer coefficients based on an objective
function, which in the case of quenching are the cooling curves at specific points and an
environmental temperature drop as a boundary condition [42]. Optimization revealed that
the heat transfer coefficient values vary depending on the temperature and the specimen’s
location. The highest values were found for the outer diameter surface (Zone 1) reaching its
maximum, i.e., 1.2 kW

m2·◦C for a temperature of approximately 800 ◦C. Intermediate values
of around 1.1 kW

m2·◦C were determined for the specimen’s flat faces (Zone 3). In contrast,
the lowest heat transfer of a maximum of 0.87 kW

m2·◦C was found for the inner diameter
(Zone 2).

The results showed the heat transfer coefficients as a function of temperature at the
computational boundary, so influenced by the thermal field only with no accounting of
time. The dashed lines in Figure 10 represent the results of the simulation, which did
not take the latent heat of martensitic transformation into account; therefore, a dimple
in the curves, reaching the minimum at 0.5 kW

m2·◦C , is visible. This is a numerical artifact
caused by the apparent heat capacity of the material. Further analyses of the heat transfer
allowed us to optimize the apparent heat capacity and compute the value of the latent heat
of the martensitic transformation by integrating the function described by the heat capacity
peak’s data points. Integration with the trapezoid method and 100 steps were utilized,
and eventually, the latent heat of 244 J

g was determined and used in further simulations.
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Figure 11 shows the optimization results for the heat capacity and the cooling, where the
determined value of martensitic transformation latent heat was used.
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Figure 10. Optimized values of the heat transfer coefficients for specific zones.
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Figure 11. The latent heat of martensitic transformation’s optimization results. Optimized apparent
heat capacity (a) and simulated cooling curve with optimized latent heat (b).

A more detailed analysis, which may include a time factor on the change of the
quenching gas temperature and, therefore, impacting the heat transfer between the gas and
the specimen’s surface, would require a CFD approach and computations of the transient
thermal field in the whole volume of the vacuum chamber, which was not the goal of the
current research.

3.2. Low-Pressure Carburizing

Carbon diffusion was simulated and compared with the GD-OES experimental results.
Figure 12 compares the carbon profiles. Sixteen cycles of carbon boosts followed by a
period of diffusion were modeled. The slight discrepancy of the carbon concentration
curves in Figure 12b is an effect of modeling the diffusion coefficient in the steel and may
be improved in further efforts.

The results of the carbon concentration simulation did not vary between the oil
and high-pressure gas quenching processes. Diffusion coefficient model Equation (1)
supplemented with the q factor implementing the chemical composition’s influence on
material’s diffusivity Equation (2) and mass transfer coefficient Equation (12) allowed
computing the diffusion of carbon with a good fit to the experimental values for Pyrowear
53 steel.
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Figure 12. Simulated carbon concentration. Visualization of the carburized case (a) and comparison
of the experimental and predicted concentration profiles (b) .

3.3. Cooling Behavior

Cooling was analyzed at two control points of the specimen marked in Figure 8. Point
P1 was located in the middle of the thickest cross-section and was the indicator of the core
material behavior. At the same time, the position of point P2 was aimed at carburized
case analysis and, therefore, was located in the thinnest zone 0.05 mm circumferentially
under the surface. Quenching started at time point t = 0. As presented in Figure 13a, in
the first 10 s, the temperature did not drop, which is related to the location of the control
point P1 in the center of the thickest cross-section, 7.95 mm from the surface. Because of the
material’s heat conductivity, a temperature dropin the experimental curve may be observed.
Martensitic transformation starts at approximately 421 ◦C, and because it is exothermic,
the latent heat released during transformation contracts the quenching extraction, causing
a plateau in the cooling curve. The amount of latent heat for Pyrowear 53 was calculated
as presented in Section 3.1, and it was found to be equal to 244 J

g . Figure 13b presents
a simulated cooling curve for control point P2 located 0.05 mm from the surface. Here,
the temperature decreases much faster with no initial period of constant temperature.
Because of the carbon concentration in the surface layer is equal to approximately 1.1% wt.
and the martensitic transformation starts slightly above 100 ◦C (see Figure 7), the plateau
in the cooling curve may not be observed.
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Figure 13. Cooling curves for the core material at P1 (a) and the carburized case at P2 (b).
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The computed cooling rates presented similarity to those obtained from the experiment.
The choice of a cooling rate of 11 ◦C/s was found for a temperature T = 715 ◦C, which
corresponds to a time point of t = 26 s of the quenching process. The decrease of the
cooling rate value corresponding to a temperature of 422 ◦C was related to the temperature
dropduring the exothermic martensitic transformation, as may be observed in Figure 14.
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Figure 14. Cooling rates as a function of the process time (a) and the temperature (b).

3.4. Phase Composition and Hardness

All specimens were tested against hardness. Both longitudinal and transverse cross-
sections, as shown in Figure 4, were measured and showed similar results. The carburized
material presented a similar carbon concentration profile, which did not depend on the
quenching technique. The average hardness at a distance of 0.1 mm from the surface for
carburized specimens was 760 HV. According to the AGMA standards, the effective case
depth (ECD) is the distance from the surface of the specimen where the hardness is 50 HRC,
corresponding to approximately 513 HV. For the analyzed process parameters, an effective
case depth of 1.1 mm can be obtained for Pyrowear 53. Figure 15 compares the hardness
distribution curves obtained from the simulation with the experimental curves, being the
arithmetic average of all carburized specimens. The presented hardness profiles showed
that the differences were barely noticeable, which means the carbon concentration profile
was not affected by the quenching method. Figure 16 presents the transformation and final
distribution of the phases after the quenching. Only two phases were present in Pyrowear
53 after heat treatment by the analyzed process. Although the cooling curve measured
at P1 shown in the CCT diagram in Figure 6 crosses the point of the beginning of bainite
transformation, the bainite was not observed, probably because of its content in the range
of a few percent. Based on that, it was found that no products of austenite decomposition
other than martensite formed with the cooling rates as analyzed, which is in agreement
with other research [26].
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4. Conclusions

This paper presented the results of heat-treated specimens made from Pyrowear
53 low-alloy steel. The simulation of the quenching of previously carburized and non-
carburized specimens was analyzed. The analysis of the C-ring, which went through LPC,
followed by different quenching techniques, also concluded that high-pressure gas quench-
ing provides results comparable to standard oil quenching. The numerical simulation of
the heat treatment processes could accelerate new procedures’ implementation and lower
development costs. The simulation of the heat-treatment process using Simufact Forming
supplied with the input of JMatPro material’s properties, although requiring validations
and some adjustments, provided a good correlation with the experimental measurements
for all analyzed variables. A computational approach as presented in this paper’s procedure
for phase composition and hardness analysis may be successfully applied to the analy-
sis of production parts made from different alloys to optimize the process by providing
metallurgical analysis with a limited testing campaign.
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33. Zajusz, M.; Tkacz-Śmiech, K.; Dychtoń, K.; Danielewski, M. Pulse carburization of steel–model of the process. Trans. Tech. Publ.
2014, 354, 145–152. [CrossRef]

34. Wierzba, B.; Romanowska, J.; Kubiak, K.; Sieniawski, J. The cyclic carburization process by bi-velocity method. High Temp. Mater.
Process. 2015, 34, 373–379. [CrossRef]

35. Smirnov, A.; Ryzhova, M.Y.; Semenov, M.Y. Choice of boundary condition for solving the diffusion problem in simulation of the
process of vacuum carburizing. Met. Sci. Heat Treat. 2017, 59, 237–242. [CrossRef]

36. Avrami, M. Kinetics of phase change. I General theory. J. Chem. Phys. 1939, 7, 1103–1112. [CrossRef]
37. William, J.; Mehl, R. Reaction kinetics in processes of nucleation and growth. Trans. Metall. Soc. AIME 1939, 135, 416–442.
38. Dp, K.; Re, M. A general equation prescribing the extent of the austenite-martensite transformation in pure iron-carbon alloys

and plain carbon steels. Acta Metall. 1959, 7, 59–60.
39. Simufact Engineering GmbH. Simufact Forming Users Manual; Simufact Engineering: Hamburg, Germany, 2022.
40. Maynier, P.; Dollet, J.; Bastien, P. Hardenability concepts with applications to steels. In Proceedings of the International Conference

on Artificial Intelligence in Medicine, New York, NY, USA, 1978; Volume 518.
41. Leslie, W. Interstitial atoms in alpha iron. Leslie WC—The Physical Metallurgy of Steels; McGraw-Hill: New York, NY, USA, 1982;

pp. 85–91.
42. Wu, C.; Xu, W.; Wan, S.; Luo, C.; Lin, Z.; Jiang, X. Determination of Heat Transfer Coefficient by Inverse Analyzing for Selective

Laser Melting (SLM) of AlSi10Mg. Crystals 2022, 12, 1309. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

67



Citation: Rolchigo, M.; Carson, R.;

Belak, J. Understanding Uncertainty

in Microstructure Evolution and

Constitutive Properties in Additive

Process Modeling. Metals 2022, 12,

324. https://doi.org/10.3390/

met12020324

Academic Editors: Francesco De

Bona, Jelena Srnec Novak and

Francesco Mocera

Received: 1 January 2022

Accepted: 8 February 2022

Published: 12 February 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

metals

Article

Understanding Uncertainty in Microstructure Evolution and
Constitutive Properties in Additive Process Modeling

Matthew Rolchigo 1,*, Robert Carson 2 and James Belak 2

1 Oak Ridge National Laboratory, Oak Ridge, TN 37830, USA
2 Lawrence Livermore National Laboratory, Livermore, CA 94550, USA;

carson16@llnl.gov (R.C.); belak1@llnl.gov (J.B.)
* Correspondence: rolchigomr@ornl.gov

Abstract: Coupled process–microstructure–property modeling, and understanding the sources of
uncertainty and their propagation toward error in part property prediction, are key steps toward
full utilization of additive manufacturing (AM) for predictable quality part development. The Open-
FOAM model for process conditions, the ExaCA model for as-solidified grain structure, and the
ExaConstit model for constitutive mechanical properties are used as part of the ExaAM modeling
framework to examine a few of the various sources of uncertainty in the modeling workflow. In addi-
tion to “random” uncertainty (due to random number generation in the orientations and locations of
grains present), the heterogeneous nucleation density N0 and the mean substrate grain spacing S0 are
varied to examine their impact of grain area development as a function of build height in the simu-
lated microstructure. While mean grain area after 1 mm of build is found to be sensitive to N0 and S0,
particularly at small N0 and large S0 (despite some convergence toward similar values), the resulting
grain shapes and overall textures develop in a reasonably similar manner. As a result of these similar
textures, ExaConstit simulation using ExaCA representative volume elements (RVEs) from various
permutations of N0, S0, and location within the build resulted in similar yield stress, stress–strain
curve shape, and stress triaxiality distributions. It is concluded that for this particular material and
scan pattern, 15 layers is sufficient for ExaCA texture and ExaConstit predicted properties to become
relatively independent of additional layer simulation, provided that reasonable estimates for N0 and
S0 are used. However, additional layers of ExaCA will need to be run to obtain mean grain areas
independent of build height and baseplate structure.

Keywords: additive manufacturing; microstructure; properties

1. Introduction

Additive manufacturing (AM) processes for alloys are an exciting frontier in metallur-
gical and materials science and engineering, in part due to the ability to manufacture unique
geometries and compositions not possible via traditional metallurgical processing [1,2],
as well as the potential for local control over microstructure and properties. However,
realizing this potential for local microstructure and property control is difficult in practice.
As discussed extensively in recent review articles on the subject, microstructure and prop-
erties within AM builds result from complex multiscale relationships between material
parameters and processing conditions [3–7]. By taking advantage of these relationships,
a large number of studies have attempted to control features of AM microstructure (and
resulting properties) for various alloys and specific AM processes. One method of control-
ling microstructure is through altering aspects of the energy source itself, such as changing
scan rotation between layers [8], modifying the beam shape [9], using nonlinear spot or
island-based scan strategies [10–12], varying volumetric energy density [13], and using
a pulsed beam with varied frequency and energy [14]. Other aspects of the process can
also be altered to affect microstructure and properties; for example, the application of
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an external magnetic field [15], the use of ultrasonic vibration [16,17], or the variation in
the supports and machining conditions in the case of a deposition that requires support
rods [18]. The feedstock material composition will also affect microstructure and properties.
Examples include the variation of Al content in a steel alloy [19], adding trace quantities
of grain refining solutes and inoculants to titanium alloy melt pools [20], and various
combinations of alloying elements for Ni-base alloys [21]. Whether varying aspects of the
process or the material, all of the aforementioned studies demonstrated some degree of
control over various aspects of microstructure (particularly grain size distribution, texture,
and phase fractions) and/or properties (particularly elastic modulus, tensile strength, and
crack susceptibility).

As manufacturing and characterizing microstructure and properties for all sets of
process conditions and materials is not practical, many of the aforementioned studies
included materials modeling components. For example, Ref. [9] used a computational fluid
dynamics model along with analytical modeling of grain structure transitions to rationalize
observed grain shapes, Ref. [18] used mechanical response modeling to aid in part design,
and [13,21] used thermodynamic calculations to understand and control the phases present
in manufactured parts. However, modeling AM can be challenging due to the large
degree of uncertainty surrounding various input parameters and the details of multiscale
physical phenomena. Coupled modeling of processing, microstructure development, and
constitutive properties can provide insights into AM, but the sensitivity of the models to
the various sources of uncertainty may lead to inaccurate predictions and obscure aspects
of process–microstructure–property relationships. The present work takes advantage
of various codes capable of running on pre-Exascale hardware that were developed in
part through the Exascale Additive Manufacturing project (ExaAM) [22] to address this
challenge. Specifically, we use an ensemble of simulations to examine the sensitivity
of microstructure prediction to uncertain input parameters and physics associated with
solidification and the sensitivity of constitutive properties to the predicted microstructure.
Figure 1 shows the relevant portion of the ExaAM workflow: the model of temperature field
and melt pool evolution (OpenFOAM) [23,24], the model of as-solidified microstructure
development (ExaCA) [25], and the model of constitutive properties (ExaConstit) [26]. It
is noted that input uncertainties, model error, and error associated with model coupling
will propagate downstream to property prediction; the focus of the present work is on
ExaCA and how variation in ExaCA predictions due to uncertainty in initial and boundary
conditions impact ExaConstit results.

The following section gives more background into coupled melt pool–microstructure–
property models for AM processing and further defines specific goals of the present model-
ing effort that address gaps in the literature. An overview of the cellular automata (CA)
algorithm, parameters, conditions, and microstructure output of interest from ExaCA is
then given along with a brief overview of ExaConstit and the procedure for model coupling.
This is followed by predicted microstructure results and analysis of predicted properties to
put the modeled microstructure variations in context. Finally, the main takeaways of the
work are given, followed by future work planned using ExaCA. While this study focuses
on a specific scan pattern (90 degree rotations between layers) and material (Inconel 625), it
is not designed to reproduce a specific result from experiment but rather to demonstrate
model capabilities and their usefulness in investigating the sensitivity of microstructure
and properties to uncertain inputs.
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Figure 1. Schematic of the workflow associated with OpenFOAM modeling of AM processing, ExaCA
modeling of microstructure, and ExaConstit modeling of properties as part of the ExaAM project,
noting sources of uncertainty in model inputs.

2. Background

The evolution of grain structure in AM depends on the complex fluid flow and heat
transport processes common to AM melt pools, as the temperature field in the material and
grain structure evolution at the solid–liquid interface are inherently linked. As-solidified
microstructure is controlled by the conditions in the vicinity of the melt pool as well as
the alloy composition; the morphology of the solidification front is often cells or dendrites
growing perpendicular to the melt pool boundary, though it may also include primary or
secondary phase nucleation and growth [27]. This solidification behavior is dependent
not only on the magnitude of thermal gradient G and cooling rate Ṫ, but on underlying
substrate conditions, variation in the direction of G as a function of location in the melt pool
and time, and solute and interfacial effects at the solid–liquid interface [4,5,28]. For cubic
crystal systems, including the as-solidified FCC Inconel 625 modeled in the present work,
dendritic solidification proceeds along the <001> crystallographic directions. Dendritic
grains with <001> directions closely aligned with the direction of the thermal gradient
at the solidification front will therefore be geometrically favored for advance [29]. In turn,
this leads to highly textured grain structures that are highly anisotropic in the build
direction [30,31], with correspondingly anisotropic properties [32–34].

Modeling of as-solidified microstructure during alloy solidification can be accom-
plished through various methods, each with their own benefits and drawbacks. Recent
review articles have discussed many of these methods, including those at the scale of indi-
vidual cells and dendrites such as phase field and dendritic needle network models, and
those at the scale of the grains themselves, such as the cellular automata and kinetic Monte
Carlo models [35,36]. While subgrain features such as microsegregation, cell or dendrite
morphology, and dendrite arm spacing are useful insights from the higher fidelity models
such as phase field, these models are often limited to small fractions of large problems (such
as AM melt pools) due to their high computational cost. ExaCA is based on the grain-scale
cellular-automata (CA)-based method for modeling alloy solidification originally proposed
by Gandin and Rappaz, which makes subscale assumptions on dendrite growth velocity as
a function of local undercooling and models the grain envelopes, rather than the cellular
or dendritic structure explicitly [37–39]. While at a lower fidelity than phase field (i.e.,
subgrain level details such as microsegregation are not explicitly modeled), the grain-scale
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CA method can account for the key problem physics, namely nucleation, and undercooling-
and orientation-dependent dendrite growth kinetics, while being sufficiently computa-
tionally simple to simulate large problem sizes and ensembles of simulations. Several
CA models for AM grain structure have been developed via coupling to semianalytical,
finite element, finite volume, and thermal lattice Boltzmann-based computational fluid
dynamics models for various electron and laser-based AM processes [40–45]. As the CA al-
gorithm can simulate dendritic growth of any cubic crystal structure, it has been applied to
austensitic stainless steel, β titanium, and Inconel solidification, and accurately reproduced
experimentally observed grain size, morphology, and texture distributions in many cases.

The large thermal gradients in the melt pool tend to favor epitaxial growth of existing
grains at the melt pool boundary. However, nucleation can still be important under
certain processing conditions and/or in melt pools inoculated with additional particles,
as nucleation of fine, relatively equiaxed grains has been linked to strength and ductility
compared to alloy microstructures with more columnar grains [46]. While some CA
simulations neglect nucleation entirely, focusing on conditions where nucleation’s role on
microstructure development can be safely ignored, many other CA models include this
effect either at the melt pool surface, in the bulk undercooled liquid, or both [40,45,47–51].
The nucleation densities in these studies vary several orders of magnitude, and only a few
studies examine the effect of changing nucleation density values on the resulting grain
structure prediction [48,52]. This is a notable source of uncertainty in CA simulations of
AM microstructure, as details of heterogeneous grain nucleation during AM processing is
still an area of active research.

In additional to temperature field and nucleation considerations, the grain structure of
a layer’s substrate (whether it is a baseplate, or partially remelted grains from a previously
deposited layer) will also have an effect on the competition between epitaxial and nucleated
grain growth [53]. After a large number of layers (as is the case in many AM parts, which
may consist of thousands of deposited layers or more), the effect of the baseplate grain
structure would be expected to be negligible, with impingement of grains from previous
layers (from the baseplate and nucleation events) eventually reaching a quasisteady state
in grain size as a function of build height. The final layer of a build is also distinct from
other regions as it does not remelt, and will also have a different microstructure than the
layers near the substrate and in the “bulk” part [54,55]. It has been observed that different
alloy phases, grain shapes, textures, hardness, and yield strengths were present in regions
of microstructure taken from varied distances from the top build surface [56,57]. While a
grain structure used for calculation of constitutive properties should be representative of
a bulk part’s grain structure, and not skewed by the grain structure of the baseplate nor
the transient microstructure of the final layer, the number of layers needed to achieve this
representative region of microstructure is likely scan-pattern- and alloy-dependent. For
example, the aluminum alloy grain structure analyzed by [58] and the titanium alloy prior-β
grain structure analyzed by [59] both appeared to show an initial transient microstructure in
approximately the first 0.5 to 0.7 mm of build above the baseplate surface, before becoming
relatively static further along in the build. The CA calculations and EBSD measurements
of [44] for powder bed fusion of Inconel 718 show that cross-sections taken from 1 and
10 mm above the baseplate have significantly different grain areas and texture. Meanwhile,
the CA model of [42] used to simulate selective laser melting of Ti-6Al-4V showed that the
number of grains present as a function of simulated layer leveled off after about 15 layers,
and the CA model of [60] used to simulate selective electron beam melting of Inconel 718
showed that the average grain diameter became static after 4 to 5 mm of build.

While many models of AM have focused on the connection between process and
microstructure, others have expanded to include modeling of part properties using the
simulated microstructure. Modeling of material stress–strain response requires information
regarding multiple microstructural features, including grain-scale microstructural infor-
mation as well as phase and subgrain data [36]. Mechanical property modeling has been
performed using generated grain-scale microstructure data from phase field models [61],

71



Metals 2022, 12, 324

Voronoi tessellations [62], procedurally generated grain structures designed to resemble
those from AM processing [63], and CA grain structures [60,64,65]. Given the dependence
of constitutive part properties on microstructure, and the dependence of microstructure
on processing conditions, frameworks developed to combine process, grain structure, and
property models fill an important multiscale materials modeling need [64]. The present
work represents the results of such a framework, coupling a process model (OpenFOAM),
a grain structure model (ExaCA), and a crystal plasticity finite element model (ExaConstit)
as part of the ExaAM workflow. By doing so, we aim to answer questions regarding the
development of grain size and texture as a function of the number of layers simulated,
as well as how this development is influenced by heterogeneous nucleation. Whether or
not the initial condition (substrate grain size) or the boundary condition (heterogeneous
nucleation density) dominates grain structure development, and the downstream impact of
each of these sources of uncertainty on ExaConstit-simulated properties, will be addressed.

3. Materials and Methods

3.1. Workflow Description

An example of the workflow used to generate microstructure results is shown in
Figure 2. Temperature input data were generated using a custom application developed
using the OpenFOAM computational fluid dynamic platform to simulate heat and mass
transfer in welding and additive manufacturing; more details on this application are given
in [24]. This data were generated for two raster scan patterns: an “odd” layer, with each
pass by the heat source alternating between the positive and negative X directions, and an
“even” layer, with each pass by the heat source alternating between the positive and negative
Y directions. The scan and material parameters for the relevant material, Inconel 625, are
given in Table 1; the result for each layer is a series of melt tracks approximately 30 to 40 μm
deep and 150 to 175 μm wide. As shown in Figure 2a, these temperature data are a “sparse”
form of the full time-temperature history as previously described by [66], consisting of a
list of Cartesian coordinates from the OpenFOAM simulation that went above the alloy
liquidus temperature. These coordinates are given on a regular grid, alongside the times at
which each coordinate went below the liquidus and solidus temperatures for the final time.
A trilinear interpolation scheme is used to interpolate this liquidus and solidus time from
the OpenFOAM grid spacing to the CA cell size. By using temperature data of this form,
the CA implicitly makes the assumption that solidification from remelted boundaries has a
negligible effect on microstructure, as only the final time that a given CA cell undergoes
solidification is calculated. This assumption previously appeared valid for shallow melt
pools and raster scan patterns resembling those used in this present work [66]. In addition
to the interpolated liquidus and solidus time data, input values are required for the number
of layers simulated, the ordering of the layers, and the offset in the Z (build) direction
between layers. Unless otherwise mentioned, in the present work, we simulate 65 layers of
alternating even and odd scan patterns, offset by 20 μm in the build direction. Using the
temperature data and multilayer input values, a multilayer field of liquidus and solidus
time values can be assembled. This assembly is schematically illustrated in Figure 2b.
Temperature data from older layers are overwritten with data from newer layers, as only
the final time that a given CA cell undergoes solidification is calculated. A field of “layer
ID” values lists the layer during which each cell solidifies; since liquidus and solidus time
values start at zero for each layer, linking the solidus and liquidus data with the appropriate
layer is necessary.

72



Metals 2022, 12, 324

Figure 2. Schematic of the CA model workflow. Liquidus and solidus time data is first interpolated
from the OpenFOAM regular grid to the CA grid for each layer pattern (a), and multilayer data
fields are constructed from the interpolated data and input file instructions (b). The final times that
a given cell goes below the liquidus and solidus temperatures, and the layer associated with the
solidification event is associated with, are tracked. These temperature data are used alongside an
initial substrate grain structure and solidification parameters to initialize a CA simulation (c) and, in
turn, generate as-solidified grain structures (d). Subsections of simulated microstructure are extracted
from a “representative” area for grain area, texture, and property analysis.

Table 1. Material and scan parameters used in the OpenFOAM model for liquid and solid Inconel 625.
The temperature-dependent parameters were considered as constants beyond 2000 K.

Parameter Value

Laser efficiency 31%
Laser power 195 W
Laser depth 4.899 × 10−5 m

Laser radius (Gaussian beam shape) 1.041 × 10−4 m
Laser velocity 0.8 m/s

Laser passes per layer 16
Laser line offset 100 μm

Liquidus temperature 1620 K
Solidus temperature 1410 K

Thermal expansion coefficient for liquid 1.25 × 10−4 K−1

Dendrite arm spacing for drag force 1 μm
Thermocapillary coefficient −3.08 × 10−4 N/(m · K)

Solid and liquid density (function of T) 8603.74–0.68278·T kg/m3

Solid heat capacity 428.38 + 0.23638·T J/(kg·K)
Solid thermal conductivity 8.9164 + 0.014743·T W/(m·K)

Liquid heat capacity 725.74 J/(kg·K)
Liquid thermal conductivity 8.9164 + 0.014743·T W/(m·K)

Latent heat of fusion 217,540 J/kg
Dynamic viscosity 0.003032 kg/(m·s)

Reference density for buoyancy 7569.92 kg/m3

Reference temperature for buoyancy 1620 K
Spatial resolution of generated 5 μm

liquidus/solidus time data
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Once the OpenFOAM data has been read and initialized by ExaCA, a substrate grain
structure must be generated. This was performed using ExaCA itself as a preprocessing step
to generate a “baseplate” microstructure as shown in Figure 2c: initializing an appropriately
sized simulation domain of liquid cells, calculating the probability that a given cell of size
Δx will be the center of a baseplate grain based on an input mean substrate grain diameter
S0, and generating a random number Rsubstrate between 0 and 1 for each cell. For cells
where the condition

Rsubstrate <
Δx3

S03 (1)

is satisfied, randomly oriented grain seeds (each grain has one of 10,000 possible random
orientations) are placed at these sites. The model described in Section 3.2 is then used to let
these grains growth at a constant rate until all liquid cells are claimed by a grain.

After reading in the appropriate OpenFOAM and substrate data for a given run,
ExaCA will also read an input data file containing cell size, time step, and parameters
governing nucleation and growth; these parameters and their use will be discussed in the
following section. Finally, after the completion of an ExaCA simulation, a region 0.5 mm
in the X and Y directions is taken from the center of the resulting microstructure for use
in grain statistics calculation (shown schematically in Figure 2d and described further in
Section 3.3) and properties analysis (described further in Section 3.4).

3.2. CA Model Description

The computational domain is divided into a regular grid of cells, with spacing Δx.
A time step, Δt, is selected and used to convert the “liquidus time” data into values of
“critical time step”, i.e., the time step at which a cell goes below the liquidus temperature
for the final time. The difference between the liquidus and solidus times and temperatures
is used together with Δt to define an “undercooling change” value, or the rate at which the
magnitude of the undercooling increases each time step following the “critical time step”,
at which the cell has zero undercooling. Cells that do not have liquidus and solidus time
data are part of the substrate, and are initialized as solid type. Cells that have liquidus and
solidus time data are part of the melt pool and initialized as liquid type, with the exception
of those that border solid cells that are initialized as active type. The cell undercooling is
only tracked for active and liquid type cells, and only proceeding each cell’s critical time
step (at which the undercooling is set to 0, and decremented by the cell’s undercooling
change value each time step). Cells initialized as solid or active type have a grain ID value
taken from the substrate input file, where each grain ID corresponds to an orientation taken
from a list of 10,000 possible random orientations for the FCC Inconel 625 crystal structure.

The CA algorithm uses a series of rules associated with specific cell types to advance
the system state each time step. The main set of rules relates to tracking the solidification
front inside of undercooled active cells, which represent the solid–liquid interface, and
the “capture” of adjacent liquid cells by grains associated with active cells. The decen-
tered octahedron method, originally published by Gandin and Rappaz [39] and briefly
summarized here, is used to model these grain growth and cell capture processes. The
decentered octahedron method ensures that grain growth, regardless of grain orientation, is
independent of the Cartesian grid directions. All active cells are initialized with associated
octahedra, with the six-half diagonal directions of each octahedron aligned with the <001>
directions of each cell’s grain orientation. These octahedra represent the grain envelopes,
containing cellular or dendritic morphologies that the present model does not explicitly
simulate. All octahedra are tracked independently from one another, even those belonging
to the same parent grain ID. When the time step exceeds an active cell’s critical time step,
the dimensionless size of said active cell’s octahedron, L, is increased by an increment

ΔL =
Δt
Δx

(A(ΔT)3 + B(ΔT)2 + C(ΔT)). (2)
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each time step based on the local undercooling in the cell, ΔT. This interfacial response
function links the local cell undercooling to the dimensionless dendrite growth velocity (in
turn dependent on subscale phenomena such as solute diffusion and interfacial energy)
and the expansion of the grain envelope. The polynomial form of the interfacial response
function shown in Equation (2) and the associated constants A, B, and C are taken from a
previously modeled nickel-based alloy [41], which in turn was chosen based on the interfa-
cial response function calculated for pure nickel [67] and adjusted to match experimental
grain structure data. As each active cell’s octahedron grows, any liquid cell adjacent to
the active cell may become “captured” when the octahedron engulfs the liquid cell center.
The liquid cell then becomes an active cell, becomes a member of the original active cell’s
grain, and is given its own octahedron with the same orientation as the original active cell’s
octahedron. The placement of octahedra centers, the initial size of new octahedra, and the
geometry calculations involved in the cell capture process are provided in the original work
on the decentered octahedron algorithm [39]. The max size of ΔL in Equation (2) is capped
at 0.05 to avoid octahedron growth so rapid that the grain growth becomes dependent on
the code’s iteration order through active cells. When an active cell no longer has any liquid
neighbors, it becomes a solid cell, and its octahedron is no longer tracked. This process is
repeated until all liquid cells associated with a given layer ID have been converted to active
or solid cells, after which simulation of the next layer ID begins.

Heterogeneous nucleation in the CA model is governed by a nucleation density
N0, a mean nucleation undercooling ΔTN , and a standard deviation of the nucleation
undercooling ΔTσ. This is performed in a slightly simplified manner as in the literature
due to the simplifying assumptions of [66]: it is known a priori which cells will undergo
solidification, and that each of these cells will only solidify once (intermediate remelting
and solidification events are neglected). At the beginning of the simulation, a random
number Rnucleation between 0 and 1 is generated for each liquid cell. If the condition

Rnucleation < N0(Δx)3 (3)

is satisfied, the liquid cell is considered a potential nucleus site. Each potential nucleus is
randomly assigned a nucleation undercooling value, taken from a Gaussian distribution
with a mean of ΔTN and standard deviation of ΔTσ. The potential nucleus will either
become extinct if the liquid cell is captured by an adjacent active cell prior to reaching its
assigned nucleation undercooling, or successfully become a nucleus if it remains liquid
type upon reaching its assigned nucleation undercooling. If the nucleation event is suc-
cessful, the cell becomes a new active cell, becomes part of a new grain, and is assigned an
octahedron which will grow via the previously discussed decentered octahedron algorithm.

The values used for all CA model parameters are given in Table 2. These are used
unless otherwise mentioned—notably, the heterogeneous nucleation density N0 and mean
substrate grain diameter S0 will later be varied from their default values to examine their
roles on microstructure development. As a brief aside, the CA cell size of 1.666 μm is one
third of the OpenFOAM data resolution of 5 μm. A previous study using OpenFOAM data
at 5 μm resolution and various ExaCA Δx using similar scan parameters found that this
was the largest cell size able to achieve reasonably converged grain shape results [66]. For a
general set of scan parameters, CA cell size and temperature field resolution required to
fully resolve texture are unknown; however, cell sizes on the order of microns generally
appear able to capture texture evolution in AM melt pool solidification [68]. Cell sizes
on the order of microns are also more than an order of magnitude smaller than most AM
part feature sizes (for example, the thin open cellular structure shown by [2] has internal
support bars on the order of 10 s of microns), which should allow future work modeling
grain structure in fine geometries in addition to bulk parts.
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Table 2. Default values for CA model parameters considered in the present work.

Parameter Symbol Value

Cell size Δx 1.666 μm
Time step Δt 0.083 μs

Interfacial response fitting parameter 3rd order A −1.0302 × 10−7 m/(s · K3)
Interfacial response fitting parameter 2nd order B 1.0533 × 10−4 m/(s · K2)
Interfacial response fitting parameter 1st order C 2.2196 × 10−3 m/(s · K)

Heterogeneous nucleation density N0 1013/m3

Mean nucleation undercooling ΔTN 5 K
Standard deviation of nucleation undercooling ΔTσ 0.5 K

Mean substrate grain diameter S0 45 μm
Offset in build direction for new layers None 20 μm

Number of layers simulated None 65

3.3. CA Data Analysis

To quantify the change in grain structure as a function of distance from the domain’s
bottom surface (i.e., how the grain structure changes as a function of deposited layer),
we introduce two parameters: a mean grain cross-sectional area ς, and a mean weighted
grain cross-sectional area ς̄. Using the entire domain cross-section for calculation of these
parameters would skew the means via inclusion of substrate grains at and beyond the
lateral bounds of the melted region, so we instead define an area in X and Y that is expected
to be representative of the grain structure far from the scan edges. In the case of the even
and odd layer scan patterns simulated through OpenFOAM, we select the 0.5 by 0.5 mm
region (area of 0.25 mm2, see yellow outline in Figure 2d) furthest from the boundaries for
analysis. With a cell size of 1.666 μm, this region is 300 cells wide in the X and Y directions.
At a given Z coordinate within this representative area, the mean grain cross-sectional area
is given by

ς =
0.25 mm2

NG
, (4)

where NG is the number of unique grain ID values represented at the Z coordinate of
interest. As many AM microstructures are dominated by a small number of grains with
large cross-sectional areas, using a simple average of grain cross-sectional areas can skew
small if many small grains are present. We introduce a weighted mean grain cross-sectional
area for this reason, defined as

ς̄ =
1

0.25 mm2

i=NG

∑
i=1

Ai
2. (5)

In Equation (5), the “weights” are the grain areas themselves, as Ai is the cross-
sectional area of a grain with grain ID “i". Multiplying each Ai by itself in Equation (5) in
turn weights the average toward the areas of the largest grains. Paraview images of the
resulting grain structure provide a qualitative way to examine ExaCA results. Two different
colormaps are used in these Paraview images, one for grains that were originally part of
the substrate, and one for grains that formed via heterogeneous nucleation events. The
colormaps describe grains’ misorientation relative to the positive Z (build) direction, that
is, the difference in angle between the positive Z direction and the closest aligned <001>
direction for the grain orientation, which can range from 0 to 62.8 degrees based on crystal
geometry [69].

Regions of grain structure are printed for use by ExaConstit in property calculations,
in a format listing cell X, Y, Z, and grain ID values (with a corresponding file mapping
each grain ID to one of the possible 10,000 random orientations). These representative
microstructure regions are 300 by 300 by 300 CA cells in size, using the same 300 by 300 area
in X and Y from the mean grain area calculations. Two separate 300 cell regions in the Z
direction are selected, a “lower” region consisting of Z coordinates 170 through 469 (roughly
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corresponding to layers 15 through 39), and an “upper” region consisting of Z coordinates
470 through 769 (roughly corresponding to layers 40 through 64). The microstructure
from the first 14 layers is excluded from these representative volumes as it is expected to
skew towards the random texture and grain size of the substrate, and the final (65th) layer
is excluded as the final layer of a build is well-known as being unrepresentative of the
grain structure as a whole. In addition to comparing properties of grain structures with
different S0 and N0, upper and lower regions are compared to quantify property variation
in different spatial locations of the build.

3.4. Crystal Plasticity Model

In order to run the crystal plasticity simulations, we rely on three open source libraries.
The crystal plasticity constitutive response is provided by the ExaCMech library [70] and
then fed into ExaConstit to solve for the bodies response to an applied load. ExaConstit [26]
is a general quasistatic nonlinear solid mechanics velocity-based finite element application
built on the MFEM framework [71]. ExaConstit solves for the balance of linear momentum
as given in Equation (6) using typical solid mechanics FEM discritizations of the weak form
for nonlinear materials.

∇ · σ = 0 (6)

ExaCMech provides a number of different elastoviscoplastic crystal plasticity models
available to the user. These models all employ large strain kinematics with varying crystal-
scale constitutive responses for the elastic and plastic response. A detailed description
of these sorts of models can found in [72,73]. A brief description of the kinematics and
constitutive response of the material will be described here. Starting from the velocity
gradient, L, we can decompose the kinematic response into the following:

L = ḞF−1 = V̇eVe−1 + VeL̂pVe−1 (7)

where F is the deformation gradient, Ve is the elastic left stretch tensor, and L̂p is defined as:

L̂p = Ṙ∗R∗T + R∗ḞpFp−1R∗T (8)

where R∗ is the lattice rotation and Fp is the plastic deformation gradient. The plastic
velocity gradient, L̄p = ḞpFp−1, appearing in Equation (8) is directly related to the combined
macroscopic shearing of the slip systems:

L̄p =
n

∑
α=1

γ̇αs̄α ⊗ m̄α (9)

where γ̇α is the plastic shearing rate on the α slip system and s̄α ⊗ m̄α is the Schmid tensor
defined in the crystal reference frame. Our plastic shearing rate is described by our choice
of models for our slip kinetics and hardening models. For this study, we make use of a
power law slip kinetics formulation with a Voce hardening model. Our slip kinetics takes
on the following form:

γ̇α = γ̇0

(
τα

gα

) 1
m

sgn(τα) (10)

where γ̇0 is a reference shearing rate, τα is a resolved shear stress on the α slip system, gα is
the critically resolved shear strength on the α slip system, and m is the rate sensitivity of
slip. The resolved shear stress can be computed as the following:

τα = σ : (ŝα ⊗ m̂α)sym (11)

where σ is the Cauchy stress. We describe gα using a Voce hardening model as defined below:
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ġα = h0

(
gsat − gα

gsat − gα
0

) nslip

∑
β=1

γ̇β (12)

where h0 is the strength hardening coefficient, g0 is the initial critically resolved shear
strength, and gsat is the saturation critically resolved shear strength.

The crystal elastic moduli for the Inconel 625 used in the simulations are listed in
Table 3 along with the slip system parameters. The elastic moduli were taken from [74]. The
choice of elastoviscoplastic model parameters are based upon stress–strain data obtained
from the stress-relieved AM Inconel 625 in [75].

Table 3. Single crystal elastic constants (Inconel 625) employed in simulation, along with the elasto-
viscoplastic model constants used for Inconel 625.

Parameter Value

C11 243.3 GPa
C12 156.7 GPa
C44 117.8 GPa
h0 791.0 MPa
g0 328.5 MPa

gsat 788.0 MPa
m 0.03
m′ 0.0
γ̇0 1.0 s−1

γ̇s0 5 × 1010 s−1

4. Results

4.1. Baseline Uncertainty in CA Microstructures

To quantify the variation in grain structure as a function of the number of deposited
layers, a baseline for the spread in grain area statistics based on the two significant sources
of “randomness” in ExaCA needs to be established. First, we set the mean substrate grain
diameter S0 and heterogeneous nucleation density N0 to the default values from Table 2.
The first source of randomness is the random number generator seed used to generate
substrate grain orientations and locations, i.e., the seed used in generation of Rsubstrate
values used in the comparison from Equation (1). The second source of uncertainty is
the random number generator seed used to generate heterogeneous nuclei locations, i.e.,
Rnucleation values used in the comparison from Equation (3), and their associated activation
undercooling values. Three different random number generator seeds are used for each of
these two sources of uncertainty, generating three statistically equivalent substrates and
three statistically equivalent sets of nucleation sites. The nine possible permutations of these
seeds are used in simulation initialization, and the resulting mean grain cross-sectional area
(ς) and weighed mean cross-sectional area ( ¯ςW) as a function of build height are shown in
Figures 3 and 4, respectively. As the curves in Figure 3 are similar and have a degree of
noise, ς values are plotted as a moving average with a period of 25 data points (41.666 μm)
for curve visibility.
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Figure 3. Mean grain cross-sectional area (ς) as a function of build height for the various permutations
of random number generation seed for substrate and grain nucleation. ς values shown are moving
averages with a period of 25 data points.

Figure 4. Mean weighted grain cross-sectional area (ς̄) as a function of build height for the various
permutations of random number generation seed for substrate and grain nucleation.

For all substrates and nucleation seeds, three regimes are seen in Figure 3 as a function
of distance from the bottom surface: a sharp drop in ς, a steady and slowly flattening
increase in ς, and a final sharp drop in ς (partially obscured as ς is plotted as a moving
average). The two drops are related to nucleation of grains during simulation of the first
few layers and the final layer, while the increase is related to the quasisteady-state nucle-
ation and impingement of less favorably oriented grains occurring during the successive
simulation of each new layer. Unlike the plot of ς, the plot of ς̄ in Figure 4 does not show
the initial transient nor final transient decrease—by weighting the largest grains more
heavily in the average, a smoother, less noisy description of the dominant microstructural
features is obtained. The increases in ς and ς̄ flattened off significantly after the first 600 μm
(30 layers or so), and even more after the first 1000 μm, though it is not clear that the
grain areas have reached a steady state with respect to build height even after all 65 layers.
Additionally, the increase in ς̄ toward the steady state in Figure 4 appears to be happening
more slowly than the corresponding ς(z) curves in Figure 3.

The spread in ς due to random substrate and nucleation seed increases as a function of
build height through the first 250 μm of solidification, beyond which there is approximately
a ±150 μm2 or ±7% variation from the mean across all substrates and nucleation seeds.
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The spread in ς̄ due to random substrate and nucleation seed increases as a function of
build height through the first 500 μm of solidification, beyond which there is approximately
a ±500 μm2 or around ±8% variation from the mean value. Neither nucleation seed nor
substrate seems to be the dominant factor in the randomness of the grain area data: we
do not see clustering of colors (which would indicate that substrate controls the scatter),
nor do we see clustering of line types (which would indicate that nucleation seed controls
the scatter).

4.2. CA Predictions with Varied Mean Substrate Grain Diameter

Now that the development of ς and ς̄ as a function of build height and random seeds
have been quantified, we examine the effect of varied mean substrate grain size S0 on
microstructure far from the substrate. We generate five substrates with S0 values ranging
from 25 to 65 μm as reasonable guesses for AM baseplate grain sizes. ς and ς̄ as a function
of distance from the bottom build surface starting from these varied initial conditions are
shown in Figures 5 and 6, respectively.

Figure 5. Mean grain cross-sectional area (ς) as a function of build height with various mean substrate
grain diameters S0.

Figure 6. Mean weighted grain cross-sectional area (ς̄) as a function of build height with various
mean substrate grain diameters S0.
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As shown in Figure 5, after approximately 600 μm (20–25 layers), ς for all substrates
is within 20% of its “final” (after all 65 layers) value. After 65 layers of simulation for all
substrates, there is a mean grain area spread of around 250 μm2, a spread similar to the
scatter in ς induced through random number variation in the model from Section 4.1. For
the three smaller S0 values, ς shows more of a true convergence, as the curves for ς(z) with
S0 < 55 μm are mostly indistinguishable after 65 layers. However, the S0 = 55 and 65 μm
curves remain distinct from the S0 = 25, 35, and 45 μm curves. In Figure 6, the ς̄ curves
show a less clear trend in convergence as a function of distance from the bottom surface,
for all substrate grain diameters but particularly S0 = 55 and 65 μm. After 65 layers of
simulation, a ς̄ spread of around 3000 μm2 is present as a function of S0—a spread more
significant than that induced through statistical variation in substrate/nucleation random
seed alone (which was closer to 500 μm2 as shown in Section 4.1).

The difference in mean grain area and mean weighted grain area development among
small and large S0 simulations can be rationalized as a result of the two types of competi-
tion: that among the baseplate grains, and that between baseplate and nucleated grains.
For small S0, favorably oriented grains impinge less favorably oriented baseplate grains
relatively quickly during the initial transient layers. However, with large S0, there are
fewer baseplate grains and impingement is less likely. For large S0, grains unfavorably
oriented with the local thermal gradient direction are therefore more likely to advance due
to this lack of competition. In this case, nucleation and growth of new grains (some of
which will have more favorable orientations than adjacent epitaxial grains) is the only other
mechanism for impinging the less favorably oriented grains. This process is more likely
with large S0, as advancing baseplate grains with unfavorable orientation relative to the
local thermal gradient direction require larger undercooling to advance in said direction.
This larger undercooling provides the opportunity for nucleated grains to grow despite the
large thermal gradient magnitude that would normally suppress nucleated grain growth.
However, this process of baseplate grain impingement via growing nucleated grains takes
many more layers to occur as heterogeneous nucleation of more favorably oriented grains
is relatively rare, and the large magnitude of G present at the melt pool boundary still tends
to suppress growth of nucleated grains. This explains why the decrease in ς(z) and ς̄(z) for
S0 = 55 and 65 μm in Figures 5 and 6 toward the other curves is much more gradual than
the initial transient increase in ς(z) and ς̄(z) seen for the S0 = 25, 35, and 45 μm curves.

This conclusion is supported by Figure 7, which plots the interior region (away from
the scan edges) of the simulated grain structure colored by grain source (baseplate or
nucleation) and grain misorientation. It is shown that while high aspect ratio columnar
grains of relatively similar area are present for S0 = 25 and 65 μm simulations, the larger
S0 simulation volume appears to have more nucleated grains (shades of red), particularly
toward the top surface. Figure 8 also supports this conclusion; it shows the 001 pole
figures using data from the top halves of the volumes from Figure 7 plotted using the
MTEX toolbox. For all S0, a reasonably strong (2–3x a uniform random distribution) 001
texture is observed, along with a secondary near-110 texture. However, these also show
that the 001 texture is slightly weaker as S0 is increased (lighter shades of green/yellow),
and the regions of the pole figure corresponding to unfavorable orientations show slightly
increased intensity (lighter shades of gray). This likely corresponds to both unfavorably
oriented baseplate grains as well as nucleated grains, as unfavorably oriented baseplate
grains as well as nucleated grains (which will have random orientations, though the more
favorably oriented nucleated grains would be expected to grow to the largest sizes) lead
to a slight decrease in the overall texture. We also note that the tall grains extending
through many layers observed in Figure 7 and the 001 textures observed in Figure 8 are
commonly seen in simulated and experimental AM of Inconel alloys [18,21,44,60]. While
the material and scan parameters used in the present simulation were not designed to
reproduce a specific result from experiment, the similarity of the simulated result with
other simulations and experimental grain structures validates the present set of simulated
process and solidification model parameters as relevant to real AM processing.
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Figure 7. Grain structure variation from a rectilinear volume far from the scan edges using the
lower and upper extremes in mean baseplate grain diameter (S0 = 25 and 65 μm), colored by grain
misorientation relative to the build direction and grain source (epitaxial grains from the baseplate
versus nucleated grains).

Figure 8. 001 pole figures from the upper halves of the simulation volumes from Figure 7, with varied
mean substrate grain diameter S0.

4.3. CA Predictions with Varied Nucleation Density

The development of grain structure induced through varying heterogeneous nucle-
ation density N0 was calculated at multiple S0 values to compare the relative importance of
N0 and S0. For S0 values of 25, 45, and 65 μm, ς̄(z) was calculated using N0 = 1012 m−3 and
1014 m−3, and compared to a the N0 = 1013 m−3 results from Section 4.2. This is plotted in
Figure 9, where different line colors are used for different N0 and different line markers are
used for different S0. Purely epitaxial growth (N0 = 0) for the intermediate substrate grain
size S0 = 45 μm is also plotted alongside results for the other permutations of N0 and S0.
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Figure 9. Mean weighted grain cross-sectional area (ς̄) as a function of build height with varied
nucleation density N0 (including a baseline with no nucleation) and mean substrate grain diameter S0.

Convergence of ς̄ curves with varied S0 is strongly dependent on N0. The largest N0
in Figure 9 (black) shows ς̄ with different substrates to be within 1000 μm2 after 500 μm of
build, while the smallest N0 (red) shows little to no convergence of ς̄ (each substrate grain
diameter’s curve “flattens out”, but at different values ς̄ values). The curve corresponding
to purely epitaxial growth (purple dashes) is similar to the curve corresponding to the
smallest N0 of 1012 m−3 (red dashes). Given that nearly entirely epitaxial solidification
is unlikely during AM processing (otherwise, we would see grains spanning the entirety
of parts), this nucleation density is likely on the small side. The slower convergence of ς̄
curves at smaller N0 and faster convergence of ς̄ curves at larger N0 is expected, as reaching
a value of ς̄ independent of distance from the bottom surface depends on the balance of
nucleation and impingement. Impingement is a slow process of baseplate grains blocking
other baseplate grains as additional layers are deposited, while nucleation occurs in every
layer and introduces new grains. The more new grains are introduced, the fewer layers are
needed to reach the quasisteady-state balance of nucleation and impingement. The extreme
condition with zero nucleation would be expected to take a large number of layers to reach
the point where all impingement has occurred and ς̄ is independent of additional layer
deposition, while the extreme condition with infinite nucleation would be expected to reach
this point after a single layer, as all cells would be home to their own grain. As might be
expected, ς̄ as a function of build height has a stronger dependence on the substrate grain
structure when N0 is small, as impingement of substrate grains via nucleation becomes
less common.

Figure 10 shows sections of the grain structures for each N0 value at the fixed S0 of
45 μm. As expected based on the minimal difference in Figure 9 between purely epitaxial
growth (purple dashes) and the nucleation density of 1012 m−3 (red dashes) for the 45 μm
substrate diameter, the 1012 m−3 grain structure is almost entirely epitaxial grains, with a
small handful of large nucleated grains. The 1014 m−3 grain structure, after the first 0.5 mm
or so of the build, is around 50% nucleated grains. Figure 11 shows the 001 and 110 pole
figures for the upper halves of the simulation volumes shown in Figure 10, showing that
while the overall 001 texture is present in approximately equal magnitudes for all N0, a
stronger competing 110 texture is present in the N0 = 1014 m−3 case. This is confirmed by
Figure 10, as the largest nucleated grains tended to have misorientation angles relative to
the build direction of around 45 degrees (i.e., 110 grain orientations); these 110 grains have
tall, columnar shapes similar to the baseplate grains. It is possible that the 110 orientations
favored by the largest nucleated grains are related to the local thermal gradient direction
in regions of the melt pool favorable for nucleation and growth. The overall grain shape
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appeared relatively independent on N0 as it did with S0, with more narrow grain areas the
primary difference as N0 was increased.

Figure 10. Grain structure variation from a representative area (far from the scan volume edges) using
a fixed mean baseplate grain diameter S0 = 45 μm, and three values for heterogeneous nucleation
density N0. Grains are colored by grain misorientation relative to the build direction and grain source
(epitaxial grains from the baseplate versus nucleated grains).

Figure 11. 001 and 110 pole figures from the upper halves of the simulation volumes from Figure 10,
with varied heterogeneous nucleation density N0.

4.4. ExaConstit Model of Constitutive Properties with Varied Mean Substrate Grain Diameter and
Nucleation Density

Representative volume elements (RVEs) from the ExaCA simulations using N0 = 1012

and 1013 m−3 and S0 = 25, 45, and 65 μm were passed to ExaConstit to model their
macroscopic behaviors for part scale predictions. The macroscopic stress–strain response
and distribution of triaxiality will be examined in this study as they are of use in fitting
macroscopic models for part scale predictions [76–82]. As discussed in Section 3.3, these
RVEs consisted of cubes with 300 cells (0.5 μm of material) per side, and two RVEs were
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extracted from each ExaCA simulation: an “upper” RVE corresponding to the top 24 layers
of depositied material (excluding the final layer), and a “lower” RVE corresponding to
the 24 layers of material below the upper sample. Given that ς and ς̄ evolution clearly
depended on N0 and S0, crystallographic texture development as a function of build height
may not be the same. This difference in texture would be expected to result in differences
in ExaConstit’s macroscopic property predictions, particularly when comparing the lower
(more influenced by the baseplate) and upper (less influenced by the baseplate) RVEs.

Simulations were carried out under uniaxial tension at 1 × 10−3 s−1 strain rates out
to 5% strain. Figure 12 shows ExaConstit’s prediction for the stress–strain behavior of
the various permutations of S0, N0, and RVE location in the build. As expected, the
elastic response and plastic response of these RVEs are largely similar given similar grain
morphologies and textures of each RVE. However, we do see differences in the yield stress
and later responses in the fully-developed plastic flow areas of the curve. For example,
the upper S0 = 25 μm, N0 = 1012 m−3 curve has the lowest yield stress and macroscopic
stress response of the various RVEs. The lower S0 = 65 μm, N0 = 1012 m−3 RVE is on the
other end of things and has the highest yield stress. To better compare differences in the
response, we make use of a heat map to compare the relative percent difference between
yield stresses of all samples. The percent differences in yield stress are plotted in Figure 13,
and this figure shows that most samples are similar to one another. The yield stress for the
upper S0 = 25 μm, N0 = 1012 m−3 is the biggest outlier, with a greater than a 5% difference
in the response between this RVE and those using S0 = 65 μm. For the most part, these
differences are largely due to nucleation or baseplate structures having different textures,
and the differences are relatively minor. Other limiting factors on the material response,
such as defects or pores in the solidified material or statistical variation in builds could
play a larger role in an application needs.

Figure 12. Macroscopic stress-strain curves as a function of applied load in the Z (build) direction for
various ExaCA-simulated RVEs.
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Figure 13. Relative percent differences in yield stress between various ExaCA-simulated RVEs.

To drive porosity-models at the part scale, distributions of the hydrostatic stress can
be used to instantiate these models [83]. Rather than examining the hydrostatic stress, we
will examine the stress triaxiality, which is defined as

Triaxiality =
σh

σvm
, (13)

where σh is the hydrostatic stress and σvm is the von Mises stress. Figure 14 shows the stress
triaxiality distributions for the lower and upper RVEs of varied N0 and S0. These distri-
butions are often used in the mechanics community to investigate potential areas with an
increased likelihood of fracture. The width and maximum height of these distributions are
nearly identical for all lower and upper RVEs, though it is noted that the lower S0 = 65 μm,
N0 = 1012 m−3 and upper S0 = 65 μm, N0 = 1013 m−3 distributions have long tails at small
triaxiality. While these tails look significant on the histograms, we note that the y-axis
counts are given on a log scale, and that the number of elements represented in these tails
is relatively insignificant compared to the distribution peaks, which are similar for all RVEs.
These tails likely consist of one or two anomalous grains, either from the baseplate or from
a specific heterogeneous nucleation event.

Figure 14. Stress triaxiality distributions for the lower (left) and upper (right) RVEs with varied N0

and S0.
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4.5. CA Predictions Using Extremes in Substrate Initial Conditions

We can also examine grain structure development starting from the largest possible
“extremes” in initial substrate. For the first extreme, we use a single grain as the substrate,
selecting the orientation from the list of 10,000 with all axes as closely aligned with the
<001> directions as possible. For the second extreme, a single grain is again used as the
substrate, but the orientation with growth directions as misaligned as possible from the
positive Z direction is selected from the list of 10,000 possible orientations. For the final
extreme, each CA cell that is part of the substrate is assigned a different grain ID and
orientation, essentially simulating a substrate grain size equivalent to the CA cell size.

Figure 15 shows the resulting grain structures after 120 layers of CA calculations.
The top surfaces of the simulation domains show the grain shapes and sizes beginning
to resemble those starting from the standard equiaxed substrates from Figures 7 and 10.
Starting from the single crystal substrates, nucleated grains partially block regions of the
substrate from advancing and growth through multiple layers, though regions of the single
crystal substrates are still visible at the top surface after 120 layers. The orientation of
the single substrate grain plays a role in layerwise grain structure development as well,
with more nucleated grains appearing and advancing after fewer layers with the large
misorientation substrate, relative to the small misorientation substrate. This difference
is due to the fact that the low misorientation substrate tends to be closer aligned with
the thermal gradients in more regions of the melt pool, and therefore its growth is more
competitive with nucleated grains (which are less likely to be as closely aligned with the
local thermal gradients). The high misorientation grain is less likely to be closely aligned
with the thermal gradient direction (as evidenced by the fact that misorientations greater
than 45 degrees were rare in Figures 7 and 10), and this high misorientation grain is less
competitive with nucleated grains, which are therefore able to form and grow more readily.
Large area nucleated grains extending through multiple layers are not as readily seen when
starting from the extreme condition where each cell is its own grain. This is likely because
with more substrate grains present, regions of the melt pool favorable for nucleation
through large misalignment between the thermal gradient direction and substrate grain
orientation are less common.

Figure 15. Images of grain misorientation from a representative region of the simulation volume
starting from extremes in possible initial substrate.

The textures of these simulations are also interesting to note; Figure 16 shows the 001
pole figures using the top 30 layers of the volumes shown in Figure 15. The S0 = 45 μm pole
figure, reproduced from Figure 8, is also plotted for reference. For the low misorientation
single grain substrate, the 001 texture is stubborn (likely due to the fact that it is strongly
favored by the thermal conditions), though a weak competing 110 texture does appear
through the growth of nucleated grains. For the high misorientation single crystal substrate,
the 111 texture from the substrate is still visible in the pole figure, but reasonably strong
001 and 110 textures have also developed. Finally, when starting from the smallest possible
grain size, 001 and 110 textures are visible with approximately the same intensity as the
S0 = 45 μm pole figure, but other orientations such as 210 and 111 remain present as well.
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These results show that despite the relative insensitivity of texture to S0 after 15+ layers
observed in Section 4.2, reasonable initial conditions are still required to obtain a reasonable
texture without the need to simulate several millimeters of build. However, we note that
if these simulations were continued for thousands of layers, it is expected that even with
disparate initial conditions, the microstructures far enough from the initial substrate would
still be expected to become indistinguishable.

Figure 16. 001 pole figures from the top 30 layers of the simulation volumes from Figure 15, alongside
the previously generated pole figure using S0 = 45 μm.

5. Discussion

The coupled modeling of process, microstructure, and properties were investigated
using three codes that serve as part of the ExaAM framework for self-consistent modeling
of AM processes. AM raster pattern time–temperature history from the computational
fluid dynamics software OpenFOAM served as input to multilayer grain structure simula-
tions with the cellular-automata-based ExaCA code. A series of ExaCA simulations were
performed, with the main takeaways as follows:

• Mean grain area (ς) as a function of build height (z) was plotted for fixed nucleation
density and substrate, while varying the random number generator seeds used to
generate statistically equivalent sets of nucleation and substrate data. The resulting
ς(z) curves slowly became independent of additional layer deposition (i.e., z), with
spreads in the steady-state ς(z) values of 7%–8% from statistical error due to the
random number generation processes. The same was true for mean weighted grain
area (ς̄).

• Statistical error resulting from substrate generation and nucleation data generation
appeared to contribute to the spread in predicted ς and ς̄ equally. The average of the
ς curves was within 10% of its 65 layer value, and the average of the ς̄ curves was
within 15% of its 65 layer value, after around 500 μm of build (or about 23 layers).

• Examining ς and ς̄ curves with ±20 μm from the default mean substrate grain diameter
S0 = 45 μm, it was found that curves with smaller S0 tended to converge more quickly
than those at larger S0, and reach steady-state values more quickly than those at
larger S0. The spread of these curves with S0 > 45 μm after 1.2 mm of simulated
build remained significant relative to the uncertainty in ς(z) and ¯ς(z) due to random
number generation alone.

• Steady-state values of ς̄ as a function of z were much more readily reached at large
N0, regardless of S0; at N0 = 1014 m−3, this steady state appeared to be reached after
0.6 mm of simulated microstructure. As N0 was reduced to 1012 m−3, S0 had a much
larger impact on the ς̄(z) curves, and ς̄ was still increasing as a function of z after
1.2 mm of simulated microstructure.

• While ς̄ differences due to N0 and S0 were seen throughout the simulated builds
(simulations with smaller S0 and larger N0 tending to have smaller grains and reach
the steady state more quickly than those with larger S0 and smaller N0), the simulated
microstructures were qualitatively similar. The strengths of the 001 and 110 textures,
as well as the tall and narrow grain shapes, were similar across all simulations, though
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it was noted that nucleated grains tended to be more likely than epitaxial grains to
have 110 textures.

• Using RVEs from different regions of these simulated microstructures as input to
ExaConstit calculations, it was found that similar stress–strain behavior and stress
triaxiality distributions resulted from RVEs using various permutations of N0 and
S0, and yield stress values were within ±6% of each other. Only minor differences
were noted in macroscopic mechanical responses between RVEs taken from layers
15 through 39 and RVEs taken from layers 40 through 64, despite differences in ς̄ of up
to 3x between the RVEs with the smallest and largest grain areas.

We conclude that the initial substrate during simulation of multilayer AM grain growth
has a significant effect on grain size development during the first 2 mm of builds for the
simulated scan pattern, particularly for small N0 and large S0. In turn, a CA simulation
looking to obtain a microstructure representative of a structure far from the baseplate for
conditions that favor epitaxial growth should err on the side of smaller S0, particularly
when N0 is small. However, reasonable estimations for constitutive mechanical properties
can be obtained from simulated grain structures with a range of possible S0 and N0 values.
For all S0 and N0 values used, the grain structures and textures were sufficiently similar
after 15 simulated layers such that any differences in predicted properties were on the
order of the differences due to S0 and N0. This is despite the fact that the microstructures
showed non-negligible differences in grain area for different S0, N0, and location in the
build, suggesting that the texture and distribution of orientations in space are relatively
agnostic to these parameters for the conditions tested. However, we note that when using
extremes in S0, such as an extremely small initial grain size or a single grain baseplate, this
texture convergence does not readily appear, and that while texture after 15 layers may be
relatively insensitive to S0 and N0 for the given material and scan pattern, reasonable input
values are still required.

A few caveats apply to the scope of these conclusions. The present study is limited to
modeling constitutive property sensitivity to microstructure input, and the sensitivity of
microstructure to various uncertain input parameters. In real AM processing, additional
physics not accounted for in the present models could complicate the relationships among
substrate, nucleation, microstructure as a function of build height, and location-dependent
properties. Experimental verification for a given material and scan parameters would be
needed to determine to what extent the conclusions drawn regarding microstructure and
properties modeling are valid in practice.

In addition to experimental validation of location-specific microstructure, future work
using ExaCA includes revising the sparse data assumption from [66], allowing ExaCA anal-
ysis using time–temperature history resulting from more complex scan patterns. Generating
multiple OpenFOAM input data sets to gauge the relative significance of time–temperature
history uncertainty (due to energy absorption, etc) on ExaCA output, relative to the uncer-
tainty in N0 and S0 examined in this study, is also a relevant next step toward consistent
prediction of constitutive properties. Future science capability within ExaConstit includes
varying the critically resolved shear strength as a function of distance from grain bound-
aries; a nonuniform resistance to plastic slip would likely yield property predictions that
are more sensitive to the varying grain areas observed in the RVEs. Simulation of addi-
tional layers within ExaCA to determine the amount of material needed for grain area
convergence with small N0 and large S0 may be needed to obtain far from baseplate grain
structures, to be fed to an updated ExaConstit that is more sensitive to grain area.
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Abstract: Hybrid physical-data-driven modeling techniques have steadily been developed to address
the multi-scale and multi-physical aspects of dynamic process simulations. The analytical and
computational features of a new hybrid-evolving technique for these processes are elaborated herein
and its industrial applications are highlighted. The authentication of this multi-physical and multi-
scale framework is carried out by developing an integrated simulation environment where multiple
solver technologies are employed to create a reliable industrial-oriented simulation framework. The
goal of this integrated simulation framework is to increase the predictive power of material and
process simulations at the industrial scale.

Keywords: hybrid modeling; dynamic material processes; evolving domains; data-driven modeling;
genetic algorithm symbolic regression; cooling process

1. Introduction

The predictive power of numerical simulations for modeling and optimizing dynamic
material processes have rigorously been examined by scientists and engineers to avoid
extensive and costly experimental and repeated trial series. The most vital issue related
to these numerical simulation schemes is to generate reliable and accurate results in a
reasonable computational time while handling this process modeling with reasonable
details and realistic conditions. The conventional Finite Element (FE) and Computational
Fluid Dynamic (CFD) solvers have broadly been employed as pillars of the computing
strategy for solving multi-physical phenomena during the considered processes. However,
due to the multi-phase and multi-scale natures of these processes, more sophisticated
simulation frameworks are required to handle the modeling of different phases of material
at different length scales. Hence, in recent years, some multi-solver simulation frameworks
along with extensive interfacing and bridging technologies were proposed to handle the
simulation of material processes at different phases and length scales.

To establish this integrated simulation framework, reliable interfacing and coupling
procedures are required to implement the multi-solver scheme which is a pillar of the
proposed Through Process Simulations (TPS) of materials which might include casting
process to the forming of final parts [1]. To help establish a ground for such an integrated
simulation framework, new and innovative hybrid techniques have widely been pro-
posed [2–4], which help to improve analytical and numerical aspects of simulations. These
upgraded and sophisticated analytical and numerical simulations are founded on hybrid
physical-data-driven schemes where data processing and handling techniques are used to
improve the analytical and numerical modeling. The center stone of the idea is to combine
the power of Artificial Intelligent (AI) and Machine Learning (ML) techniques with various
existing capabilities of analytical and numerical techniques [5]. Hence, the key here is to
integrate sound physical and analytical techniques with emerging numerical simulation
technologies and supplement the integration process with benefits of the hybrid modeling
scheme.
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In the work herein, the ongoing research on new evolving and dynamic mesh nu-
merical concepts along with hybrid physical-data driven modeling and the integration
of AI-computational framework (using Genetic Algorithm Symbolic Regression, GASR)
will be introduced [6]. The framework would address some of the long-standing problems
of speed, accuracy, and reliability of numerical tools for dynamic material processes. The
hybrid-evolving numerical solution proposed herein is based on a computational concept
which institutes the sound physical\mathematical models and does not only rely on the
improved algorithm or solver technology for the material and process simulations. Hence,
some fundamental numerical performances of the simulation technique are described.
Additionally, some outcomes of a simple case study are shown which have been utilized
using the proposed hybrid framework. By this means, the aspects of hybrid physical-
data-driven modeling are interrogated using the developed GASR tool. One of the main
contributions of this paper is to show how new computational technologies combined with
hybrid modeling and suitable AI scheme can transform the traditional material and process
simulation techniques.

2. Dynamic Processes

The optimization of different industrial processes including, casting, extrusion, forging,
and rolling have long been considered, and many technical\economic advantages on the
one hand and also difficult technical challenges, on the other hand, have been examined.
The use of numerical simulations for optimizing these processes has undoubtedly gained
popularity in the last couple of decades and new and innovative methods have been
developed to be a part of design-optimize-verify processes or even used as a part of
real-time monitoring and automation in the production lines [7–11]. The FE and CFD
solvers have traditionally been utilized for these material process simulations where multi-
physical\phase and multi-scale aspects of the material evolutions have been considered.

The conventional meshing and spatial discretization schemes have initially been uti-
lized in these numerical techniques to define a fixed number of simpler subspaces\elements
with approximate or exact functions (e.g., shape functions). These discretized numerical
domains are then formulated into an algebraic system of equations which can be solved
with the FE and CFD solvers. However, many material processes, like casting, extru-
sion or even Additive Manufacturing (AM) processes are characterized by their gradual
production in the time domain. These continuously growing domains for the dynamic
processes are principally described with the rate of material and thermal energy insertion
during the process (e.g., casting speed, AM deposition rate). The main challenges for the
simulation of these processes are the dynamic nature of these numerical domains, their
continuous material insertion, and the evolution of thermal energy characteristics during
these processes.

Although today’s meshing technologies have become very efficient during simulations
(e.g., adaptive re-meshing), even for the complex geometries and also bodies with large
deformations, the issues of dynamic changes of the domain during simulations and their
evolving discretization scheme have not been systematically addressed. For the dynamic
processes like the casting process and AM, the traditional numerical discretization strategy
was based on the domain discretization for the whole final part\billet. The generated
elements in these domains are then deactivated at the start of the transient simulation to
be later activated piece-wise based on the casting speed (or deposition rate) during the
process simulation.

Although this “Block deactivation\activation Technique” (BT) can successfully be
applied to some industrial casting applications like vertical and horizontal casting processes
(shown in Figure 1), the size of the numerical matrices and system of equations is large for
the duration of the transient analysis (deactivation of elements at the start of the process
would not remove their matrices from the equation solver). To mitigate this problem,
there have been some attempts to introduce innovative discretization techniques [12–14]
for dynamic systems including mixed and merge/splitting element and cell division
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techniques. In these techniques, the numerical domain can be divided into Lagrangian,
Eulerian, and Arbitrary Lagrangian-Eulerian (ALE) zones. For the casting and extrusion
(and also AM) applications, the transient extension of the part during the simulation can
numerically be modeled using the splitting element layers at interfaces. Although the
approach can alleviate the existence of a large system of equations from the start of the
simulation, it has limitations in terms of interface geometries and boundaries for the more
complex dynamical systems.

 
(a) 

 
(b) 

 
(c) 

Figure 1. Schematic horizontal casting process at; (a) initial condition; (b) end of transient condition
and; (c) steady-state condition.

For the process simulation of the continuous and semi-continuous casting and its
complicated fluid-mushy-solid coupled analyses (e.g., multi-phase analyses), it is essential
to use an advanced numerical approach, capable of dealing with melt flow, thermal energy
transfer, solidification, and also solid-state conditions. The melt fluid flows into the mould
and its low turbulence/laminar characteristics, mushy and solidification zone (with its
metallurgical aspects), and also the final solid zones need to be simulated accurately to
achieve desired results. These sophisticated numerical simulations have already found their
way into the mainstream industrial tools [15–17] to enable the simulation of chain processes
for production lines. Although the early multi-phase simulations of these processes are an
important part of the framework, the details of these simulations are not discussed here in
this paper. To limit the in-depth technical discussions within a single manuscript, only the
thermal-mechanical simulations of dynamic material processes are presented herein. More
technical discussions about the conventional material processes can be found in [18–20].

3. Evolving Domain Technique

The increasing computational power during the last couple of decades has greatly
affected the way the traditional material process simulations were conducted and more
advanced schemes like coupled multi-physical and multi-phase material modeling have
quickly emerged. Furthermore, the pace of design for more energy-efficient and quality-
oriented industrial processes has significantly picked up in the last two decades where
more innovative and smart virtual tools are utilized to accelerate these processes.
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The new concept of evolving domain and its Dynamic Mesh Technique (DMT) has
been developed recently [20–23] to overcome numerical problems related to the continuous
evolution and transient generation of numerical domains. It treats the extended parts of
the domain as a dynamic zone (e.g., mesh block) which can be appended\evolved in a
predefined or calculated manner and ultimately be attached to the main domain through a
mapping-boundary concept. As the newly generated meshes are attached to the original
domain, a mapping procedure would be performed to handle the new material\energy
input.

For the mapping at the interfaces between the existing discretized domain with a
newly appended mesh block and to overlap grids with multi-resolution (e.g., overlapping
meshes with different sizes) some mathematical representations have already been de-
veloped. The Partition of Unity Finite Element Method (PUFEM), Overlapping Sphere
Elements (OSE) and a few other techniques have already been proposed to handle the
grid-inconsistency [24–26]. For overlapping meshes at the boundary of a numerical domain,
let us assume two interfacing grids with overlapping conditions at the boundaries of Ω1
and Ω2 numerical domains. For linear finite element grids with base functions {vi} i∈I and{

wj
}

j∈J , the overlapping set can be written as [24–26];

{
∅1vi , ∅2wj

}
i∈I, j∈J (1)

If the overlapping meshes are represented with a linear independent relation as;

∅1 ∑ iαivi +∅2 ∑ jβ j wj = 0 (2)

and if it is assumed that ∅2 = 1 −∅1 then it can be shown that;

∅1
(
∑ iαivi − ∑ jβ j wj

)
= −∑ jβ j wj (3)

∑ iαivi − ∑ jβ j wj = Const. (4)

To form a stiffness matrix for the interfacing\overlapping meshes, an assembly can
firstly be formed for non-overlapping elements (as a conventional assembly process)
and secondly, overlapping elements’ terms can be entered with multiple entries. More
comprehensive discussions about the multi-resolution interfacing\overlapping grids can
be found in the literature [25,26].

Figure 2 shows a schematic workflow and dynamic mesh generation for the evolving
domain framework where mesh blocks are inserted during the transient simulation at
subsequent time steps. For the continuous casting and extrusion simulations, a directional
vector (horizontal or vertical) can be predefined to start the directional boundary insertion
and mapping scheme for the generated mesh blocks\layers to resemble the transient
extension of the billet\part. The dynamically generated mesh blocks or element rows
can be appended to the original numerical domain between restarts depending on the
speed and requirement of the numerical model for the industrial process. As the numerical
solution is performed on a full parallel-processing machine, decomposition of the extending
domain for multiple instances of the solver at each restart shall independently be carried
out for the transient solution. The generated element blocks (with the same or different
sizes) are integrated into the original domain matrices by a reassembly process at restarts
points (and become a part of the main domain) as the billet extension step with pre-defined
casting speed comes to the end.
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Figure 2. (a) Schematic workflow for evolving domain framework; (b) meshing initiation step and its generation and
insertion during transient simulation at subsequent restarts [11].

Additionally, for the estimation of the thermal energy evolution and cooling during
the transient process, HTC calculations were carried out to calculate the cooling rates
and thermal gradients. For continuous and semi-continuous casting processes, one of
the popular cooling strategies is to use water spray cooling. The numerical modelings
of cooling processes are also essential to develop a deep understanding of the thermal
evolution and the volatile temperature fields during casting processes. In many casting
processes, the cast billet is impinged by a water jet to extract the thermal energy from
inside of the billet. During the cooling process, the billet undergoes large temperature
fluctuations, especially near its surface. Hence, it is essential to investigate and control
the thermal event to minimize the occurrence of defects on the surface or sub-surface (hot
tearing, cold cracking. . . ).

4. Computational Performance

For the continuous casting application, the issues of long billet sizes and time-
dependent generation scheme based on a pre-defined casting speed are encouraging a new
approach for simulating such processes. One of the main burdens of these new techniques
is the computational time and resources. For dynamic systems, it is essential to have a
strategy to evolve the numerical domain according to the real pace of the manufacturing
process which ultimately delivers a dynamic and growing computational domain. The pro-
posed DMT technique can deliver a method where accurate results can be obtained using
growing and evolving domains [4,9,11]. The computational resources for this technique
are commissioned gradually as the size of the real billet and its simulated counterpart are
growing during the process. Restarting solvers at discrete time steps comes at additional
costs for the repeated matrices’ assemblies and extra Input\Output (IO) activities.

The practical applications of the proposed DMT for real industrial cases can only
be feasible when it can be shown that the technique is capable of competing with the
best available techniques (e.g., BT) in terms of computational performance. To assess the
computational efficiency of the DMT technique against the conventional BT a compre-

98



Metals 2021, 11, 1884

hensive numerical investigation has been carried out to study an industrial size vertical
semi-continuous casting process. For the BT simulation, element blocks are predefined and
the whole model is pre-loaded at the start of the simulation while the contacts between the
blocks are activated consecutively. Table 1 shows the casting process parameters for both
simulation techniques, while Table 2 shows a scenario table designed to assess the com-
putational time and resources of both techniques for all scenarios on a single computing
node. Additionally, Figure 3a shows the BT and DMT numerical models for the vertical
semi-continuous casting process and their meshing strategies. Due to the double symmetric
condition of the rectangular billet, only a quarter of the billet is modeled and meshed for the
transient simulation to save computational time and resources. As it is shown in Figure 3a,
different meshing and contact strategies were used to carry out the casting simulations
for DMT and BT. While both techniques have employed contact elements to simulate the
cooling boundaries (air and water cooling), for BT, the contacts had to be set up for the full
length of the billet. Alternatively, for DMT, as new mesh layers are generated and attached
to the main domain at solver restarts, contact setups needed to be updated [4,9,11].

Table 1. Defined parameters for casting process.

Melt Tem-
perature

[◦C]

Billet
Width

[m]

Billet
Thickness

[m]

Casting
Speed

[m s−1]

Cooling
Water

Temperature
[◦C]

HTC- Air
Cooling

[kW m−2

K−1]

HTC-
Water

Cooling
[kW m−2

K−1]

630 1.24 0.3 0.01 20 1.5
(average)

11
(average)

Table 2. Scenarios Table for DMT and BT case studies using a single computing node with 16 cores.

Scenario
No.

Billet
Length

[m]

No. of
Ele-

ments

CPU
Time
DMT

[s]

CPU
Time BT

[s]

IO Time
DMT

[s]

IO Time
BT
[s]

CPU
Ratio

DMT/BT

S1 0.5 27,189 16,345 20,581 78.62 6.90 79%

S2 1 41,357 45,577 77,387 179.18 7.02 59%

S3 1.4 59,573 84,545 163,063 271.84 13.77 52%

The computational efficiency of DMT in terms of CPU time and IO resources should
be investigated using industrial-scale case studies on a parallel computing platform. Hence,
a table for numerical simulations of industrial-scale scenarios has been prepared for esti-
mation of computational efficiency. Table 2 shows the simulated scenarios for both DMT
and BT models on different numbers of computing nodes. For the purpose of comparison,
numerical models with three different geometries (for the billet lengths 0.5 m, 1 m, and
1.4 m) were created and their corresponding structured meshes were generated accord-
ingly. These models were simulated on a parallel computing platform with the technical
specifications shown in Table 3.

99



Metals 2021, 11, 1884

 

 
(b) 

 
(a) (c) 

Figure 3. (a) BT and DMT models with their meshing strategies and overlaying temperature contours; (b) 3D plot of
computational efficiency for various billet lengths and number of cores; (c) filtered IO times for DMT at each restart point
(for 1.4 m length billet) using one, two and four nodes.

Table 3. Technical specifications and version of operating software for parallel computing nodes.

CPU Name
No. of

Sockets
Cores per

Socket

Total
Memory

[MB]

Communication
Between Nodes

Parallelization
Scheme

LS-DYNA
Release

Accuracy

Intel Xeon
E5-2687W v4 2 8 65,536 InfiniBand

Platform MPI
08.02.00.00

[10060]
MPP R8.1.0 Double

precision

To compare the simulation results, the computational time-history results were post-
processed to calculate the CPU and IO computational times. The three-dimensional plot of
local computational efficiency against three billet lengths and the number of computational
cores is shown in Figure 3b. The local efficiency can be defined as the ratio of the total
simulation time of a base scenario for the specified billet length (i.e., wall clock time)
divided by the CPU time for each scenario. The most efficient scenario using 16 cores for
the DMT technique was used as a base scenario for each billet length. Accordingly, the
higher the efficiency values shown in Figure 3, the lower the total simulation times for the
casting scenarios.

The results of the comparative study presented in Figure 3 show that concerning
numerical efficiency, DMT can outperform BT almost in every scenario. It can also be
clearly seen how the billet length and the parallelization influence the computational
efficiency where DMT can benefit more from heavy parallelization than BT. Only in the
case of 64 cores and only for the short billet length of 0.5 m, BT can slightly beat DMT using
16 cores [4]. Furthermore, Figure 3c shows the increase in IO processing times for DMT
at each restart point (for 1.4 m length billet) using different numbers of computational
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nodes (1, 2, and 4 number of nodes). Due to the increased number of elements and
thus history variables, the time and effort for reading and writing data, decomposing the
mesh for parallelization, and initializing the matrices increase steadily over the whole
transient simulation. It is also clear that using more than one computational node leads
to a significant increase in input/output time while the difference between using 2 nodes
(16 cores) and 4 nodes (64 cores), on the other hand, is not significant. Despite the higher
IO time for the DMT, the total simulation wall clock time is still significantly lower than
the conventional technique due to the fact that the CPU computational time is generally
more than two orders of magnitude larger than IO times for real-size casting applications.

5. Conventional Cooling Models

Different aspects of numerical simulations of material processes are founded on
complicated phenomena governed by the multi-physical and multi-phase interactions
including thermal evolution and heating\cooling modeling. The cooling modelings during
these material processes and their numerical simulations are traditionally based on a
methodology of using theoretical and analytical knowledge along with some practical
experiences. As conventional water impingement cooling is still popular in many material
processes, the numerical modelings of these processes are essential to developing a deep
understanding of thermal evolutions and their effect on final product quality.

During these processes (e.g., casting, rolling, extrusion, etc.), billet\parts are im-
pinged with a water jet to extract thermal energy and to cool down to room temperature.
Although a lot of research has been conducted in the last twenty years to numerically
calculate\estimate the thermal evolution and heat transfer phenomena during industrial
material processes, the complex multi-physical\phase nature of these events could not
fully be described. Hence, simpler analytical estimations of Heat Transfer Coefficient (HTC)
during these processes have broadly been used to accelerate the modeling process. The
mathematical representation of the cooling process on hot surfaces can be expressed with
the simplified governing equations for the water spray cooling system as [27–29];

∇.U = 0
∂U
∂t

= −∇
(

P
ρ

)
+

1
Re

∇2U (5)

where U, P, ρ and Re are velocity vector, pressure, density, and Reynolds number, respec-
tively. The spray wet area can also be defined as;

A = f (x, y, z)
Q
Vs

(6)

where f (x,y,z), vs. and Q are coordinate distribution function, surface flow rate, and water
flow rate, respectively. Various parameters would affect the thermal energy dissipation dur-
ing water spray cooling, namely: temperature difference between billet surface and water,
water flow rate, angle of impingement, water quality, surface roughness, and some other
minor parameters. Since, the type of boiling regime on the hot surface has major effects on
the heat dissipation rate, the complex interaction between surface/steam/water and air
would determine the real cooling HTC. Figure 4 shows a schematic bubble generation and
departure on a horizontal hot surface during a water spray action.
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Figure 4. Schematic bubble dynamics stages on hot surface. Adapted with permission from ref. [22].
2021 Elsevier.

Although there have been many attempts in recent years to carry out interfacial HTC
estimations based on the inverse heat transfer calculations using available experimental
data (with fitting techniques), the generality and accuracy of these estimation techniques
have not been verified [30,31]. To make the HTC estimations simpler, the thermal energy
transfer during cooling can be assumed as the summation of different interchanging
mechanisms between a hot surface and the water as;

qT = q1 + q2 + q3 (7)

where q1, q2 and q3 are single-phase convective, evaporation, and quenching heat flux
densities, respectively. With some mathematical manipulation, for the case of continuous
liquid phase (water) and dispersive gases (water vapor and air), the three-phase continuity
equation for phase k can be written as [32,33]:

∂αk
∂t

+∇(αk
→
Uk) =

Γki − Γik
ρk

(8)

where k denotes the phase and can be either liquid or gas and i is the non-k phase. The
α, ρ, and U represent the phase volume fraction, density, and velocity vector respectively.
More detailed discussions about the conventional spray-cooling modeling can be found
in [27–33].

6. Hybrid Cooling Models

The use of hybrid physical-data-driven modeling and its application in material
science and engineering have increasingly been promoted over recent years and the imple-
mentation of ML and AI technologies within alloy designs and processes have gradually
been utilized. These emerging techniques have a great potential for the future of material
process engineering and industrial manufacturing where it has already been proven that
their potential to generate values in various material process applications and material
modeling domains are significant [34,35]. For the material process simulations, ML and AI
mean algorithm-based and data-driven schemes which enable better representations of
phenomena with more accurate predictions and better continuous learning and improve-
ment. The hybrid models are categorically grouped into different classes, namely; auxiliary,
augmented, full, and dynamic hybrid models where different applications can be handled
using an appropriate type of hybrid model. The description of these models can briefly be
presented as;

� For auxiliary hybrid models, parameters in the physical/empirical models are function-
fitted using ML and AI tools

� In augmented hybrid models, physical models are augmented with terms derived by
function-fitting features of ML and AI tools
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� Fully hybrid models where data trends from ML and AI are used along with physical
laws to derive the hybrid model.

� Trained (or dynamic) hybrid models where the existing hybrid model is a subject of
ML and AI tools for improvement

As these techniques are becoming ostensible for many materials and process modeling
applications including dynamic casting and forming applications, the need for a greater
understanding of technology utilization has raised within material and process simulation
communities. The modeling capabilities of these techniques share the same fundamental
intentions, namely; faster and more accurate modeling and the ability to dynamically
change the rules and functions using new emerging data.

To ease the analytical overburden for the cooling modeling, the concepts of augmented
hybrid modeling have willingly been employed here to estimate HTCs during the casting
process. Since the mass conservation of the sum of the volume fractions in (8) should be
unity (∑k αk = 1), the momentum terms for any of the phases in the equation should be
conserved as [36–40];

∂

∂t
(αkρkUk) +∇.(αkρkUkUk) = −αk∇p + αkρkg +∇.αk

(
τk + τt

k
)
+ Mk (9)

where p and g are pressure and gravitational acceleration. The Mk is the total interfacial
force which can be defined as the rate of bubble generations and their movement relative
to the hot surface during material processes as [36–40];

Mk = FD + FW + FL + FB + FV + FTD + ∑ N
j=1

( .
mjkUj − .

mkjUk

)
(10)

where FD, FW, FL, FB, FV and FTD are the drag, the wall lubrication (smoothness), lift,
buoyancy, virtual mass, and turbulence drag forces (the Basset force is ignored herein due
to negligible effects). The last term on the right-hand side of the equation is defined as
momentum transfer associated with mass transfer. The energy conservation equation for
each phase can also be written as [36–40];

∂

∂t
(αkρkhk) +∇.(αkρkUkhk)−∇.

[
αk

(
λk∇Tk +

μt

σh
∇hk

)]
= Qk (11)

where h, λ, T and Q are enthalpy, thermal conductivity, temperature, and interfacial heat
transfer respectively. For the wall lubrication force (also known as Frank force), which is
the effect that moving the bubbles away from the hot surface, the values can be estimated
as [36–40];

Fw = αdρcCw {(vd − vc)− [(vd − vc).nw]nw}2nw CW = CWE max

⎡
⎢⎣0,

1
CWD

1 − yw
CWCdb

yW

(
yW

CWCdb

)p−1

⎤
⎥⎦ (12)

where nw, Cw, CwE are the normal unit vector for the hot surface, the wall lubrication
coefficient, and bubble Bond coefficient. The p, CWC, and CWD are correction coefficients
and can be assumed as p = 1.7, CWC = 10 and CWD = 6.8 for the casting cooling spray system.
The bubble Bond coefficient can also be estimated as,

CWE =

⎧⎪⎨
⎪⎩

e−0.933E+0.179 1 ≤ E ≤ 5

0.007E + 0.04 5 ≤ E ≤ 33 E = Δρ g L2

σ
0.179 33 < E

(13)

where E is the bond number which is defined as a dimensionless number measuring the
importance of surface tension forces compared to body forces and is used to characterize
the shape of bubbles moving in a continuous fluid. The Δρ, L and σ are density differences,
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characteristic length, and surface tension force per unit length. For the spray cooling during
the casting process, the bond number can be written as [36–40];

E =
g(ρc − ρd)db

σ
(14)

where db is the expected bubble diameter. Although the drag force FD can approximately
also be estimated using analytical calculations (with some simplified assumptions), the
low accuracy of the results would hamper the HTC calculations for jet and spray cooling.
Hence, an augmented hybrid model is used here to combine the analytical and data-driven
techniques for the calculation of the interfacial force.

To start generating data for the calculation of the bubble drag force, a series of numeri-
cal simulations using detailed CFD modelings have been performed. A scenario table has
then been defined for the drag force calculations based on varying bubble diameters and
flow velocities. Table 4 shows the scenario table for the numerical simulations where differ-
ent scenarios based on bubble diameters and water flow rate (e.g., water velocity at nozzles)
are defined. For the data handling and postprocessing of the drag force data, the GASR
technique has been employed. GASR is one of the interesting data processing techniques
where measured and/or calculated data can be fitted by suitable mathematical formulae
(from a different family of functions) using genetic and\or evolutionary algorithms. The
technique has gradually been developed for computer implementation in recent years and
some computer tools are already available based on GASR technologies. HeuristicLab [6]
is one of the open-source academic software tools which have been developed to deal with
a variety of data-driven modeling problems. It is prominently useful for problems where
computational simulations are combined with optimization and design features within
science and engineering research activities.

Table 4. Numerical simulation scenarios for different bubble diameters and water flow rates.

Dia. [m]

Vel. [m/s]
0.1 0.2 0.5 0.8 1 1.5 2 2.5 3 4

0.001 × × × × × × × × × ×
0.002 × × × × × × × × × ×
0.005 × × × × × × × × × ×
0.02 × × × × × × × × × ×
0.05 × × × × × × × × × ×
0.1 × × × × × × × × × ×

The verification of drag force calculation for a single bubble has initially been carried
out using simplified analytical and 2D detailed CFD techniques. One of the simple and
popular analytical technique which can be used to approximate the bubble drag force can
be written as [36–40];

FD = CD
1
8

ρc Aint|vr|vr
α (15)

CD =
24
Reb

(
1 + 0.15Reb

0.678
)

Reb =
ρc|vr|d

μc
(16)

where CD, ρc, Aint =
πd2

4 , d, α, and vr are the drag coefficient, density of continuous phase
(water), interfacial area, bubble diameter, correction factor, and the phase’s relative velocity
(vr = vd − vc, the velocity difference between continuous and disperse phases), respectively.
Figure 5 shows the comparison of drag forces for a single bubble using the simplified
analytical (red) and the detailed CFD techniques (blue), assuming d = 2 mm, α = 1.5, and
ρc = 1000 kg/m3.
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Figure 5. Comparison of bubble drag forces for simplified analytical and CFD technique.

The drag force data for the GASR multi-dimension regression analyses have then been
generated using the results of the detailed CFD simulations. For the initial velocity field
near the hot surface, global transient CFD analyses have been performed to calculate the
water velocity field near the wall where bubbles are generated. Figure 6a,b show the global
CFD simulation for the water cooling impingement on the billet surface and the thermal
boundary setup for the vertical casting process. While Figure 6c show the detailed CFD
simulations for the bubble dynamics for two different bubble diameters.

 
(a) (b) (c) 

Figure 6. (a) Global CFD simulation for water impingement; (b) thermal boundary setup for vertical casting process;
(c) local velocity results of detailed CFD bubble dynamics simulations for two different bubble diameters.

The calculation of bubble’s drag forces using detailed CFD simulations has broadly
been carried out for all planned scenarios and a small database has been generated for
GASR training. In the work herein, the method of symbolic regression is freely used
to obtain mathematical expressions of functions that can fit the cooling data based on
simple rules and broad generalization. It differs from the conventional regression analyses
(linear or nonlinear) where parameters are optimized in the mathematical model, rather it
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generates a routine to create models and their parameters for better a fitting scheme or for
the purpose of getting better insights into the dataset.

Figure 7 shows the graphical presentation of the tree diagram for GASR function fitting
along with resulting expressions for the bubble drag force with varying water velocities
and the bubble diameters. The calculation of HTC values on the interface between the hot
billet surface and water is generally governed by the classical thermal energy transfer law;

q = HTC (Tb − Tw) (17)

where Tb, Tw are temperatures of billet surface and impinging water. As the water flow
momentum\velocity and pressure vary over the billet surface during the cooling process,
the HTC is not uniform over the whole billet surface. Additionally, the HTC calculations
for the casting processes can be split into four distinct temperature ranges (see Table 5),
namely;

 
(a) 

(b) 

Figure 7. (a) Graphical representation of tree-diagram for GASR function fitting; (b) Resulting function for the bubble drag
force with varying water velocities and the bubble diameters.
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Table 5. New hybrid HTCs’ equations for water impingement.

Zone Number HTC Estimations

I–pre-boiling zone
40 < Tb < 100 ◦C HTCpre = α

(
Q
Lb

)β
(7e2 ∗ Tb − 1.67e3)

II–nucleate boiling zone
100 < Tb < 235 HTCnu =

(
μHf g
Tsat cα

f

)(
CpTb
Hf g

)α( σμCp

K g (ρw−ρv )

)β

III–transition boiling zone
235 < Tb < 400 HTCtra = HTCnu

(
1 −

(
Tb−TCHF

Tb

)γ)

IV–film boiling zone
400 < Tb < 550

HTCf = HTCtra

(
1 −

(
Tb−TLe

Tb

)
(H1 + H2)

λ
)

H1 = γ
Tb

×
⎛
⎝ k3

w g ρw Hf g(ρw−ρv)

(
1+

cp Tb
2H f g

)

μw Tb

(
σ

g (ρw−ρv )

)β

⎞
⎠

α

H2 = 5.4×104

Tb
(1 + 0.055Tb) vκ

s

� Pre-boiling: surface temperature below the water boiling temperature (T < 100 ◦C)
where single-phase calculation can be used to estimate the HTC values

� Nucleate boiling: surface temperature between water boiling temperature and Critical
Heat Flux (CHF) temperature where nucleate the boiling regime is dominant. The
formation of the discrete bubbles and their movement under drag, lift, and Frank
lubrication forces (as discussed earlier) enhances the local fluid motion resulting in
an increasing convective HTC. At higher billet surface temperatures near the CHF
temperature, the discrete bubbles would coalesce into large size bubbles which further
enhances the water flow (the so-called “fully developed nucleate boiling regime”). The
rate of change for the surface HTC in the nucleate boiling regime is significant even
with small surface temperature changes. For many industrial casting applications,
the water-sprayed nucleate boiling regime is preferred since it is generating a high
cooling rate.

� Transition boiling: surface temperature between CHF and Leidenfrost temperatures
where transition boiling regime is taking place. The transition boiling regime and
its modeling is one of the challenging issues for HTC calculations during industrial
processes. In this type of boiling regime, the surface thermal energy exchange reduces
as the billet surface temperature increases.

� Film boiling: surface temperature above the Leidenfrost temperature where vapor
films are covering the surface of the hot billet. The modeling of cooling for this
temperature range can be divided into several cooling regimes based on the different
interface of fluid (water) and vapor as continuous, discrete, stable, and unstable.

The continuous HTC functions for the variation of billet surface temperatures have to
be defined from hotter temperatures at the top of the billet to the cooler temperatures at
the lower elevations to enable the simulation of the whole casting process at an industrial
scale.

7. Hybrid-Evolving Technique: Case Study

To investigate the application of the evolving domain technique combined with the
hybrid cooling models for industrial casting processes, a conventional vertical casting
process has been simulated. As stated earlier, the conventional approach for dynamic
systems like casting processes on FE solvers is to pre-mesh the whole cast domain (since
the final shape of the domain is known) and to activate elements during the simulation.
The CPU computational time and memory storage issues are the main drawbacks of
such an approach which restricted the application of the technique for practical industrial
casting simulations (especially for limited in-core computer storage space). Hence, for
the continuous casting applications herein, a gradual extension of the numerical domain
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during the solution could avoid solving large matrices for all time steps and save computer
resources during the calculation.

As part of the multi-physical and multi-phase simulation framework, the hybrid-
evolving technique deals with the cooling phenomena at boundaries while the dynamic
mesh module with its efficient parallel-processing scheme can perform fast and accurate FE
analyses. For the casting process case study herein, the combination of hybrid physical-data
driven technique and the dynamic generative computational scheme has been employed
to promote the application of these new trends in the material science

7.1. HTC Estimations

For the vertical casting application, the thermal energy transfer during the process is
complicated and cumbersome to accurately predict for the final FE simulations. The casting
HTC values change rapidly during the startup condition where different cooling regimes
add to the modeling complications. The HTCs generally rise rapidly with the increasing
billet surface temperatures until a critical temperature is reached where the unstable and
film boiling regimes would reduce the associated HTCs. As stated earlier, the estimation of
CHF temperature point and its associated heat flux can help to understand and optimize
the billet surface cooling rates and thermal-mechanical stress\strain conditions within the
cast billet. The critical billet surface temperature for this study can be estimated at 220 ◦C to
275 ◦C (depending on surface roughness and water quality) where cooling on the hot billet
surface is achieved by heat transfer from the billet to a free-falling film of water running
down on the outside of the billet surface.

Using the analytical and hybrid physical-data-driven models presented in the pre-
vious section, a new set of HTC equations has been derived to model the heat energy
evolution during the casting process. Appendix A present a brief description of the basic
mathematical concepts and their parameter definitions while Table 5 and Figure 8 show
the final derived HTC equations and their graphical representations. Although the use
of a hybrid modeling technique results in long equations for the HTC estimations, the
computer implementations of these equations would ease the calculation times.

 

Figure 8. Comparison of calculated HTCs for hybrid and experimental methods.

As it can be seen in Figure 8, the HTC values are rising towards the CHF point
where maximum cooling can be achieved for both experimental measurements and the
hybrid model. Although the maximum thermal heat transfer for both models is similar
the HTC measured and calculated values below CHF shows some inconsistency. At first
glance, it seems that the hybrid model is overestimating the HTC values for billet surface
temperatures between 60 ◦C to 230 ◦C. The experimental HTC graph is calculated based
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on the method in [41–43] where temperature measurements were obtained using a set
of installed thermo-couples. Figure 9 shows the in-house testing apparatus for plate
cooling tests along with the thermo-couple arrangements and the view of the water jet
impingement. Using the apparatus, water can be impinged on a fixed and stationary
plate using an appropriate size nozzle. Due to difficulties of measurements on the surface
of the hot plate, the thermo-couples were mounted on the back of the plate inside a set
of pre-drilled holes. The distance of these thermo-couples to the surface of the plate is
a minimum 3 mm which makes the recorded temperatures within the bulk of the plate
(not exactly on the surface). Hence, for these thermo-couples, the large thermal gradient
forming at the very near of the plate surface cannot be captured accurately. Subsequently,
the final HTC estimations using the experimental data seem to show underestimated values
(e.g., showing zero HTC at about 60 ◦C) which may explain some of the inconsistencies
between the recorded and calculated values at the lower temperatures.

   
(a) (b) (c) 

Figure 9. (a) Plate cooling test apparatus; (b) thermo-couple arrangements for the plate, (c) side view of water jet impinge-
ment.

7.2. Hybrid Evolving Simulation

In this case study, an industrial contact-less vertical casting process with rectangular
cross-section has been modeled using the dynamic and evolving domain technique [4]. To
avoid the complicated mold-filling and fluid-thermal-mechanical interaction simulations,
a simple filling condition has been estimated and an initial state of the billet is assumed
(e.g., after 50 mm of casting) along with initial thermal conditions. A preliminary struc-
tured mesh has been generated with thermal and displacement degrees of freedom. The
convection and radiation of the melt (at the top of the mold) are taken into account using
the results of free-convention CFD simulations (shown in Appendix B, Figure A1).

For the water-cooling HTCs, the values based on the hybrid modeling have been
implemented and used for the rectangular quarter-model billet (using input parameters
shown in Appendix B, Table A1). Figure 10 shows the FE simulation of the billet and the
resulting cooling curves for the Hybrid-evolving model. Figure 10a,b show the generation
of dynamic mesh layers with their temperature contours during the evolving scheme
for the billet quarter model, while Figure 10c shows the temperature comparison for the
measured and simulated billet surface temperatures below the water impingement zone.
As it appears from the comparison of the cooling curves, although the hybrid cooling
model can predict the temperature gradient at the start of the casting process relatively
well, it shows some degree of instability in the transition boiling zone (temperature between
280 ◦C to 400 ◦C). Despite all the efforts to adjust the data on the simulated HTCs (results
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using the hybrid cooling model) to the phenomena at this temperature range, due to the
difficulties in the modeling of the stochastic unstable film formation on the billet surface
(film formation and breakage) the results show some degrees of discrepancy.

   
(a) (b) (c) 

Figure 10. (a,b) Generation of dynamic mesh layers with overlaying temperature contours; (c) temperature curves for
measured and simulated methods.

8. Conclusions

The hybrid-evolving approach introduced in this paper employs a new numerical
evolving-domain technique combined with analytical-numerical-data driven hybrid mod-
els to simulate industrial casting processes. One of the advantages of this combined
approach is to increase the accuracy and flexibilities of the process simulations while
limiting the required computational time and resources. The technique relishes enough
agility and flexibility to be implemented on mainstream commercial solvers for material
processes. The framework is also easily adaptable to various dynamic material processes
and provides a practical simulation routine for these processes at an industrial scale.

At the start of the manuscript, some technical aspects of the new evolving domain
and dynamic mesh technique have shortly been presented and the computational perfor-
mance of the technique is investigated. In the following parts of the paper, the contagious
concepts of multi-phase cooling modeling combined with its augmented genetic-algorithm
ML model have briefly been scrutinized and the potential application of the method for
industrial material processes are highlighted using a case study for the vertical casting
application.

At the first glance, it can be presumed that for the evolving domain technique the
mandatory repeated initializations and solver matrices’ re-assembly processes at every
restart can introduce some disadvantages in terms of computational efficiency. However,
detailed computational investigations have proved that processing smaller size matrices
used throughout the simulations in this technique can outperform the conventional simu-
lation techniques, especially on the parallel computational nodes. Furthermore, there is a
possibility to shorten IO time for these initializations using embedded mesh data within
the active computer memory of the FE solver. Thereby, the required input data could be
passed to the solver directly instead of the conventional way via external input files.

As a final statement, the intention herein is to promote and encourage the use of a
combination of hybrid modeling techniques with the latest developments on dynamic
process simulations to upgrade computational material science to the next level. The
opportunity to follow the trend on the new hybrid modeling schemes for further material
processes would be taken and this would be the subject for the extension of the research
work presented herein.
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Appendix A

The conventional analytical approach for the calculation of HTC values in different
temperature ranges can briefly be summarized for quick estimations. For the pre-boil
temperature range (0 to 100 ◦C), a single-phase liquid (water) spray impingement cooling
regime can be assumed where the HTC estimation is generally governed by the classical
thermal energy transfer law;

q = HTC (Tb − Tw) (A1)

where Tb, Tw are temperatures of the billet surface and impinging water. As the water flow
momentum\velocity and pressure vary over the billet surface during cooling processes,
HTCs are not uniform over the whole billet surface. If it is assumed that the spray flow is
laminar (low velocity) and the surface of the billet is smooth and uniform, the following
correlation functions can be derived for the Nusselt number distribution (Nusselt num-
ber is the ratio of convective to conductive heat transfer normal to the billet surface) at
impingement point as [36–40];

Nu = 0.7212 Re0.5Pr0.4
L 0.7 ≤ Pr ≤ 3 (A2)

Nu = 0.7212 Re0.5Pr0.37
L 3 ≤ Pr ≤ 10 (A3)

where Re and PrL are Reynolds and Prandtl numbers. For the water flowing parallel to
the billet surface below the impingement zone (trailing water), an approximate correlation
function can be defined as;

Nu = 1.5874 Re0.33Pr0.33
L

(
25.735

r3

Re
+ 0.8566

)−0.67

(A4)

where r is a non-dimensional radius (ratio of nozzle to impingement area radius). For
HTCs during the nucleate boiling regime (temperature range between boiling and CHF),
the simple empirical relationship for the thermal flux has been proposed by [44] as;
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qnb
μ.h f g

(
σ

g(ρ f − ρv)

)0.5

=

(
1

Cs f

(
cp f ΔT

h f g

)
Pr−1.7

f

)1.95

(A5)

where ρf, ρv, σ, μ, hfg, cpf and Prf are the density of water and vapor, surface tension, water
dynamic viscosity, latent heat of evaporation from water to vapor, specific heat of water
and water spray Prandtl number, respectively. The Csf is a constant which depends on the
interaction of the water spray with the billet surface and can be assumed as 3.07 × 10−3.
The use of this empirical equation is limited to certain ranges of water flow rates and
temperature differences. The better empirical relationship which takes into account the
water flow rates (spray velocity) and wider density ratios is proposed as [45,46];

qc

ρv.h f gvs
= 0.221 ×

(
ρw

ρv

)0.645(
1 +

L
l

)−0.364
(

2σ

ρlvj
2(L − l)

)0.343

(A6)

where qc, ρw, vs, L and l are critical heat flux (maximum heat flux), water density, velocity of
water spray and characteristic length of heated surface and subcooled zones, respectively.
This empirical function is valid for wide ranges of fluid to vapor density ratios (up to 1600)

and Weber numbers (up to 5 × 106). The Weber number can be defined as e = vs
2ρw L
σ . For

the film boiling regime, a simplified practical formulation can be adopted to estimate the
maximum film boiling heat flux using simplified principals as [47];

q = 0.425 ×

⎛
⎜⎜⎜⎝

k3
f g ρ f hp f

(
ρw − ρ f

)(
1 +

cp f ΔTsat
2hp f

)

(μw ΔTsat

(
σ

g (ρw−ρ f )

)0.5

⎞
⎟⎟⎟⎠

0.25

(A7)

where ρw, ρf, kf, μw, hpf, cpf and σ are density of water and vapor film, film thermal
conductivity, water dynamic viscosity, latent heat of evaporation from water to vapor film,
specific heat of water and surface tension, respectively.

Appendix B

The estimation of HTCs for the air cooling and water impingement boiling regimes is
essential for any industrial material processes. The modeling of the convection, conduction,
and radiation phenomena during cooling processes and their resulting thermal evolution
within billets and parts is a cumbersome task. The convective HTC for the air cooling (for
free convection) can be estimated using [36–40];

hc =
kNu

λ
(A8)

where Nu is Nusselt number, k is the air thermal conductivity and λ is the characteristic
length (for casting application it can be assumed as a distance from the melt-pool top
surface to the water impinging point). The radiation HTC for air cooling can be assumed
as;

hr = ε σ T4/CαT (A9)

where C and α are correction factors, σ is a constant (Stefan–Boltzmann constant) which
can be assumed as 5.672 × 10−8 W/m2-K4 for casting applications and ε is the billet
surface emissivity (for aluminum billets it can be assumed as 0.19 W/m2). The C and α are
correction factors which can be estimated using an initial free-convection CFD simulation
of the casting process. Figure A1 shows the variation of radiation HTCs with billet surface
temperature during the semi-continuous casting process of aluminum alloys
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Figure A1. Radiation HTC for a range of billet surface temperatures with overlaying image of CFD
free convection-radiation simulation.

For the hybrid-evolving framework used for the simulation of the casting process in
this study, the water impingement process and its HTC curves are employed to extract
thermal energy and to cool down the billet in a controlled manner. This would generally
give the opportunity to control the microstructure formation, reducing thermal residual
stresses and minimizing defects on the final billet. The transient fluctuations of HTCs
during the process and its effects on solidification and microstructure formation of the cast
billets are the most challenging parts of hybrid analytical-numerical simulation for cooling
processes.

Hence, the proposed hybrid technique herein, has been focused on combining sound
and simple analytical, efficient data-driven training techniques and a set of sequential de-
tailed simulations in a way to achieve more accurate results in a reasonable computational
time. Moreover, the overall planned simulation framework includes modules for the cool-
ing and solidification which would be formulated and integrated into a commercial-based
software platform as;

• HTC calculator using the hybrid cooling models for the water spray process (using
augmenting hybrid method)

• Solidification module [48] for incorporating the change of phase into melt flow during
casting processes (not discussed in this paper)

• Controlling module for mixing the cooling and solidification modules using in-house
coding

Additionally, in this research work, special attention has been devoted to the devel-
opment of more practical and affordable models with proper engineering accuracy and
limited computational time and resources. Table A1 describes the parameters for the new
hybrid HTC functions which have been implemented for the casting case study herein.
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Table A1. Definition of parameters for hybrid HTCs equations.

Zone Number Parameters Validity

I–pre-boiling zone

Q–water flow rate [m3/s]
Lb–billet perimeter [m]

Tb –billet surface temp [◦C]
α = 1.35
β = 0.3

40 < Tb < 100

II–nucleate boiling zone

μ = 0.000267 [Ns/m2]
Hfg = 2257e3 [J/kg]

cf = 0.016 [J/s]
Cp = 4219 [J/kg K]
K = 0.68 [W/m K]

g = 9.81 [m/s2]
rw = 995 [kg/m3]
rv = 0.6 [kg/m3]
σ = 0.059 [N/m]

α = 0.8
β = −0.515

100 < Tb < 235

III–transition boiling zone TCHF = 235 [◦C]
g = 0.42 235 < Tb < 400

IV–film boiling zone

vs = 1 [m/s]
α = 0.4
β = 0.5
γ = 0.5
k = 0.6
l = 0.15

400 < Tb < 550
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Abstract: The main goal of this paper is mathematical modelling and computer simulation of
isothermal decomposition of austenite in steel. Mathematical modelling and computer simulation of
isothermal decomposition of austenite nowadays is becoming an indispensable tool for the prediction
of isothermal heat treatment results of steel. Besides that, the prediction of isothermal decomposition
of austenite can be applied for understanding, optimization and control of microstructure composition
and mechanical properties of steel. Isothermal decomposition of austenite is physically one of the
most complex engineering processes. In this paper, methods for setting the kinetic expressions for
prediction of isothermal decomposition of austenite into ferrite, pearlite or bainite were proposed.
After that, based on the chemical composition of hypoeutectoid steels, the quantification of the
parameters involved in kinetic expressions was performed. The established kinetic equations were
applied in the prediction of microstructure composition of hypoeutectoid steels.

Keywords: mathematical modelling; computer simulation; austenite decomposition kinetics;
microstructure transformations

1. Introduction

The research of the mathematical simulation of microstructure distribution in steel
is one of the highest-priority research areas in the simulation of phenomena of the heat
treatment of steel. By using the additivity rule and kinetic equations of isothermal de-
composition of austenite, it is possible to calculate kinetics of austenite decomposition at
continuous cooling of steel. The prediction of isothermal decomposition of austenite can
be applied for understanding, optimization and control of microstructure composition and
mechanical properties of steel [1–4].

The most common method of computer prediction of isothermal decomposition of
austenite results is based on the chemical composition of steel by using time-temperature-
transformation (TTT) diagrams [5].

Studies of the kinetics of isothermal decomposition of austenite have been intensified
in the course of some pioneering studies on the isothermal decomposition of austenite [6–8].

The prediction of microstructure composition is usually based on semi-empirical meth-
ods derived from kinetic equations of microstructure transformation [9]. To describe the
transformation kinetics by mathematical methods, a semi-empirical approach is employed
using the Johnson–Mehl–Avrami–Kolmogorov (JMAK) equation together with additivity
rule [10,11].

The phase transformations can be categorized into two categories: reconstructive
phase transformations and displacive phase transformations. Decompositions of austenite
into ferrite and pearlite in steels are typical examples of reconstructive phase transforma-
tions, while martensite, bainite, and Widmanstatten ferrite phase transformations can be
recognized as displacive phase transformations [12].

Metals 2021, 11, 1292. https://doi.org/10.3390/met11081292 https://www.mdpi.com/journal/metals117
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The formation of ferrite occurs by nucleation at the austenite grain boundaries. After
that the ferrite grows inside the austenite grains. The rate of volume fraction of the ferrite
is a function of the nucleation rate and the velocity of the ferrite/austenite interface. The
nucleation rate is primarily a function of the undercooling below the Ae3 temperature and
the grain size of austenite [13,14].

The nucleation mechanism of pearlite involves the formation of two phases, ferrite
and cementite. The nucleation of cementite is a rate-limiting step in hypoeutectoid steels.
The proeutectoid ferrite nucleates first and continues to grow with the same crystallo-
graphic orientation during the pearlite formation. For hypereutectoid steels, the role of
the nucleation of ferrite is a limited process in comparison with the roles of the cementite
nucleation. In eutectoid steel, the pearlite nucleation is assumed to occur at the austenite
grain corners, edges, and boundaries.

Two different theories are proposed for the growth of pearlite. The Zener–Hillert
theory assumes that the volume diffusion of carbon in the austenite is the rate-controlling
mechanism [15,16]. In addition, Hillert theory assumes that grain boundary diffusion of
the carbon atoms is the rate-controlling mechanism. The nucleation rate of pearlite follows
the general nucleation theory [16].

The Johnson–Mehl–Avrami–Kolmogorov (JMAK) theory predicts the overall transfor-
mation rate on the basis of nucleation and growth rates. It is the most widely used model
to describe the austenite–pearlite transformation kinetics [15].

Bainite was discovered nearly eight decades ago [17]. The research work carried out
in the field of bainite is immense [17–20]. A qualitative theory to explain bainite formation
still remains a subject of controversy [18,21]. One theory suggests a diffusion-controlled
transformation where bainitic growth occurs by a diffusional ledge mechanism, while the
other suggests that the bainite reaction is a displacive transformation [18]. Both theories
have assumed models to predict the transformation kinetics [22,23]. The growth of bainite
and Widmanstatten ferrite requires the partitioning of interstitial carbon. Because of this
reason, their growth is controlled by diffusion of interstitial atoms of carbon [12].

Computer simulation of isothermal decomposition of austenite in steel is still a com-
plex problem. The dependence of the physical quantities involved in the kinetic expressions
of austenite decomposition has not yet been sufficiently defined in the literature. Efforts
are being made to predict the dependence of physical quantities in the kinetic expressions
of austenite decomposition on chemical composition.

This work proposes inversion methods for quantification of kinetic parameters and
setting the kinetic expressions in the prediction of isothermal decomposition of austenite
into ferrite, pearlite, or bainite.

The proposed method of setting kinetic relations can be used in the calculation of
characteristic kinetic parameters for other groups of steel. The established model can
be used for computer simulation of austenite decomposition in other steels with similar
chemical compositions.

2. Materials and Methods

2.1. Methods for Estimation of Kinetic Parameters of Austenite Isothermal Decomposition
2.1.1. Kinetics Expressions of Austenite Decomposition in an Incremental Form

Kinetics of isothermal decomposition of austenite can be defined by Avrami′s isother-
mal equation:

X = 1 − exp(−ktn) (1)

where X is transformed part of the microstructure, t is time, and k and n are kinetic
parameters. By extracting the time component, Equation (1) can be written as:

t =
1

k
1
n

(
ln
(

1
1 − X

)) 1
n

(2)
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In computer-based mathematical analysis, it is convenient to define the kinetics of
austenite decomposition in an incremental form. By differentiating Avrami′s equation, it
follows that:

dX
dt

= exp(−ktn)nktn−1 (3)

After introducing Equation (2) in Equation (3) and a short rearrangement, it fol-
lows that:

dX
dt

= nk
1
n

(
ln

1
1 − X

)1− 1
n
(1 − X) (4)

Equation (4) can be written in an incremental form, and the volume fraction ΔX(N) of
austenite transformed in the time interval Δt(N) can be calculated as [3]:

ΔX(N) = nk
1
n

(
ln

1
1 − X(N−1)

)1− 1
n (

1 − X(N−1)
)

Δt(N) (5)

where X(N−1) is the volume fraction of austenite transformed in previous N − 1 time
intervals. Kinetic parameters k and n can be evaluated inversely by using data of time
of isothermal transformation. The total volume fraction of austenite transformed during
isothermal decomposition can be calculated as:

X =
N

∑
i=1

ΔX(N) (6)

2.1.2. Ferrite Transformation

The ferrite transformation takes place by the mechanism of nucleation and growth,
with the following assumed kinetic parameters [13]:

nF = 4 (7)

kF =
π

3
IFSGF

3 (8)

where S is the surface of austenite grain suitable for nucleation, while IF is the nucleation
rate and GF is the growth rate defined as:

IF = T− 1
2 D0 exp

(
−Qdif

RT

)
exp

(
− k1

RT(ΔT)2

)
(9)

GF =
cγ − c0

cγ − cα
D0 exp

(
−Qdif

RT

)
1

yD (10)

In Equations (9) and (10), T is temperature, ΔT is the undercooling below the critical
temperature Ae3, D0 is the material constant, R is the universal gas constant, Qdif is the
diffusion activation energy, while c0, cα, and cγ are the concentrations of steel, ferrite and
austenite at the boundary with ferrite, respectively. The effective diffusion length is defined
as [7,13]:

yD =
k2

(ΔT)n1
(11)

where k1, k2 and n1 are the kinetic parameters dependent on chemical composition of
steel. After introducing Equations (9)–(11) in Equation (8), and after some modification,
Equation (8) can be rewritten as [14]:

kF = SD4
0 exp

(−4Qdif
RT

)
exp

(
−k1

RT(Ae3 − T)2

)(
cγ − c0

cγ − cα

)3( (Ae3 − T)n1

k2

)3

(12)
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To determine the values of the constants k1, k2 and n1, it is first necessary to determine
the value of the coefficient kF for three temperatures, and then to solve a system of three
equations with three unknowns (k1, k2, n1).

It was assumed that the ferrite transformation does not take place to the end, but to
the maximum volume Vmax = VrF × V, when the normalized volume fraction of ferrite can
be defined as [18]:

ξF =
XF

VrF
(13)

In Equation (13), XF is the volume fraction of ferrite and VrF is the relative volume of
ferrite. The linear temperature dependence of the volume VrF can be evaluated using an Fe-
Fe3C diagram with the following assumptions: at temperatures Ae3 and Bs, the volume VrF
is equal to 0, while at temperature Ae1, it takes the maximum value VrF = c0/0.8 (Figure 1).

VrF = a1 + a2T, for Ae3 > T ≥ Ae1 (14)

where:
a1 =

Ae3

Ae3 − Ae1

c0

0.8
(15)

a2 =
−1

Ae3 − Ae1

c0

0.8
(16)

VrF = a3 + a4T, for Ae1 > T ≥ TF (17)

where:
a3 =

−TF

Ae1 − TF

c0

0.8
(18)

a4 =
1

Ae1 − TF

c0

0.8
(19)

Figure 1. Effect of transformation temperature on the volume fraction of proeutectoid ferrite.
(a) Scheme of an extension of the eutectoid field with a temperature of austenite decomposition in a
Fe-C system; (b) scheme of a TTT diagram for hypoeutectoid steel.

The real volume of ferrite can be written as:

dVF =

(
Vmax − VF

Vmax

)
dVFe =

(
VrFV − VF

VrFV

)
dVFe (20)

dVF = (1 − ξF)dVFe (21)

The extended volume of ferrite is defined as:

dVFe =
4
3

π IFSGF
3V(t − ti)

3dt (22)
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where ti is the incubation time. After introducing Equation (22) in Equation (21), it fol-
lows that:

VrF dξF = (1 − ξF)
4
3

π IFSGF
3(t − ti)

3dt (23)

VrF dξF = (1 − ξF)4kF(t − ti)
3dt (24)

VrF
dξF

(1 − ξF)
= 4kF(t − ti)

3dt (25)

After integrating Equation (25), it follows that:

− ln(1 − ξF)VrF = kFt4 (26)

For small values of the normalized volume fraction of ferrite, Equation (26) can be
written as:

− ln(1 − XF) = kFt4
i (27)

At any temperature, knowing an incubation time of ferrite transformation, found out
from the IT diagram, the value of the kinetic parameter kF can be written as:

kF =
− ln

(
1 − XFti

)
(ti)

4 =
− ln(1 − 0.01)

(ti)
4 (28)

From Equation (26), follows the normalized volume fraction of ferrite which is:

ξF = 1 − exp
(
− kF

VrF
t4
)

(29)

Equation (29) can be written in an incremental form, when the normalized volume
fraction of ferrite formed by the mechanism of nucleation and growth in the time interval
Δt(N) can be calculated as:

Δξ
(N)
F = 4

(
kF

VrF

) 1
4
(

ln
1

1 − ξ
(N−1)
F

) 3
4 (

1 − ξ
(N−1)
F

)
Δt(N) (30)

At any time of transformation, the real volume fraction of ferrite can be calculated as
XF = ξFVrF (Equation (13)).

2.1.3. Bainite Transformation

The bainite transformation begins at a temperature Bs. Like ferrite transformation, it
does not take place to the end, but to the maximum volume Vmax = VrB × V, when the
normalized volume fraction of bainite can be defined as [18]:

ξB =
XB

VrB
(31)

where VrB is the relative volume of bainite, while XB is the volume fraction of bainite
defined as:

dξBVrB = (1 − ξB)IBudt (32)

where u is the volume of the structural unit of bainite. The nucleation rate is defined as [14]:

IB = T− 1
2 D0 exp

(
− Qdif + k6

RT

)
exp

(
− k7

RT(ΔT)2

)
exp

(
− ti

t

)
(33)

where k6 and k7 are the kinetic parameters dependent on chemical composition of steel.
After introducing Equation (33) to Equation (32), it follows that:
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dξBΔVrB

(1 − ξB)
= T− 1

2 D0 exp
(
− Qdif + k6

RT

)
exp

(
− k7

RT(ΔT)2

)
exp

(
− ti

t

)
udt (34)

VrB

∫ dξB

(1 − ξB)
= T− 1

2 D0 exp
(
− Qdif + k6

RT

)
exp

(
− k7

RT(ΔT)2

)
u
∫

exp
(
− ti

t

)
dt (35)

If the following is accepted [24]:

t∫
0

exp
(
− ti

t

)
dt ≈ ktn (36)

Equation (36) can be rewritten as:

− ln(1 − ξB)VrB = T− 1
2 D0 exp

(
− Qdif + k6

RT

)
exp

(
− k7

RT(ΔT)2

)
k8tnB (37)

where k8 is the kinetic parameters. The time of bainite transformation can be expressed by:

t =

⎡
⎢⎢⎣ − ln(1 − ξB)VrB

T− 1
2 D0 exp

(
− Qdif+k6

RT

)
exp

(
− k7

RT(ΔT)2

)
k8

⎤
⎥⎥⎦

1
nB

(38)

For small values of the normalized volume fraction of bainite it can be taken that
ln(1 − ξB)VrB ≈ ln(1 − XB); therefore, Equation (38) can be rewritten as:

t =

⎡
⎢⎢⎣ − ln(1 − XB)

T− 1
2 D0 exp

(
− Qdif+k6

RT

)
exp

(
− k7

RT(ΔT)2

)
k8

⎤
⎥⎥⎦

1
nB

(39)

As a rule, at low temperatures austenite is completely transformed into bainite, when
it can be assumed that VrB ≈ 1 and ξB ≈ XB. With this assumption, the kinetic parameter
nB can be defined as:

nB ≈ 2.661
log(t0.99)− log(ti)

(40)

where ti is the incubation time and t0.99 is the finish time of the isothermal bainite transfor-
mation found out from the IT diagram. The denominator of Equation (39) is a function of
temperature; therefore, for the incubation time and constant temperature, Equation (39)
can be rewritten as:

ti = t0.01 =

[− ln(1 − XB)

kB

] 1
nB

(41)

At any temperature, knowing an incubation time of bainite transformation, found out
from the IT diagram, the value of the kinetic parameter kB can be expressed by:

kB =
− ln

(
1 − XBti

)
(ti)

nB
=

− ln(1 − 0.01)
(ti)

nB
(42)

For 99% of austenite transformed into bainite, Equation (38) can be written as:

t0.99 =

[− ln(1 − ξB)VrB

kB

] 1
nB

=

⎡
⎣− ln

(
1 − XB

VrB

)
VrB

kB

⎤
⎦

1
nB

(43)
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where the linear temperature dependence of the volume VrB is assumed:

VrB = a5 + a6T. (44)

Coefficients a5 and a6 can be determined by corresponding values of the volume VrB
on two different temperatures in IT diagram. Based on Equations (39) and (41), the kinetic
parameter kB can be written as:

kB = T− 1
2 D0 exp

(
− Qdif + k6

RT

)
exp

(
− k7

RT(ΔT)2

)
k8 (45)

With the previously determined kinetic parameter nB, the defined temperature de-
pendence of the volume VrB and with the known values of the constants k6, k7 and k8, the
kinetics of the bainite transformation is completely defined. To determine the values of the
constants k6, k7 and k8, it is first necessary to determine the value of the coefficient kB for
three temperatures, and then to solve a system of three equations with three unknowns.

Based on Equations (46) and (47), the volume fraction of bainite and the normalized
volume fraction of bainite can be determined by:

XB = VrB

(
1 − exp

(
− kB

VrB
tnB

))
(46)

ξB =
XB

VrB
= 1 − exp

(
− kB

VrB
tnB

)
(47)

Equation (47) can be written in an incremental form, when the normalized volume
fraction of bainite formed in the time interval Δt(N) can be calculated as:

Δξ
(N)
B = nB

(
kB

VrB

) 1
nB

(
ln

1

1 − ξ
(N−1)
B

)1− 1
nB (

1 − ξ
(N−1)
B

)
Δt(N) (48)

At any time of transformation, the real volume fraction of bainite can be calculated as
XB = ξBVrB (Equation (31)).

2.1.4. Pearlite Transformation

In the remaining undercooled austenite that has not transformed into ferrite or bainite,
at temperatures lower than Ae1, the pearlite transformation takes place. The kinetics of
pearlite transformation is independent of the kinetics of the previous ferrite or bainite
transformation. At temperatures Ae1 > T ≥ Bs the remaining volume available for pearlitic
transformation is VrP1·V, while at temperatures T < Bs the remaining volume is VrP2 × V,
where VrP1 = 1 − VrF and VrP2 = 1 − VrB.

For pearlite transformation by the mechanism of nucleation and growth, the following
kinetic parameters are assumed:

nP = 4 (49)

kP =
π

3
IPSGP

3 (50)

where S is surface of austenite grain suitable for nucleation, while IP is the nucleation rate
and GP is the growth rate defined as [14]:

IP = T− 1
2 D0 exp

(
−Qdif

RT

)
exp

(
− k3

RT(ΔT)2

)
(51)

GP = ΔTD0 exp
(
−Qdif

RT

)
(cγα − cγFe3C) (52)

123



Metals 2021, 11, 1292

In Equations (51) and (52), ΔT is the undercooling below the critical temperature Ae3,
while cγα and cγFe3C are the concentrations of austenite at the boundary with ferrite and
cementite, respectively. k3 is the kinetic parameters dependent on chemical composition.
After introducing Equations (51) and (52) into Equation (50) and after some modifications,
it can be rewritten:

kP = SD4
0 exp

(−4(Qdif + k5)

RT

)
exp

(
−k3

RT(Ae1 − T)2

)
(cγα − cγFe3C)

3(Ae1 − T)3k−4
4 (53)

To determine the values of the constants k3, k4 and k5, it is first necessary to determine
the value of the coefficient kP for three temperatures, and then to solve a system of three
equations with three unknowns.

The real volume of pearlite can be written as:

dVP = (1 − ξP)dVPe (54)

where the normalized volume fraction can be expressed by:

ξP =
XP

VrP1
(55)

The extended volume of pearlite is defined as:

dVPe =
4
3

πIPSGP
3V(t − ti)

3dt (56)

After introducing Equation (56) into Equation (55), it follows that:

VrP1 dξP = (1 − ξP)
4
3

π IPSGP
3(t − ti)

3dt (57)

VrP1 dξP = (1 − ξP)4kP(t − ti)
3Δdt (58)

VrP1
dξP

(1 − ξP)
= 4kP(t − ti)

3dt (59)

After integrating Equation (59), it follows that:

− ln(1 − ξP)VrP1 = kPt4 (60)

For small values of the normalized volume fraction of perlite, Equation (60) can be
written as:

− ln(1 − XP) = kPt4
i (61)

At any temperature, knowing the incubation time of pearlite transformation, found
out from the IT diagram, the value of the kinetic parameter kP can be written as:

kP =
− ln

(
1 − XPti

)
(ti)

4 =
− ln(1 − 0.01)

(ti)
4 (62)

From Equation (60) follows the normalized volume fraction of pearlite, which is:

ξP = 1 − exp
(
− kP

VrP1
t4
)

(63)
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As for ferrite and bainite transformation, Equation (63) can be written in an incremental
form. The normalized volume fraction of pearlite formed by the mechanism of nucleation
and growth in the time interval Δt(N) can be calculated by:

Δξ
(N)
P = 4

(
kP

Vrp1

) 1
4
(

ln
1

1 − ξ
(N−1)
P

) 3
4 (

1 − ξ
(N−1)
P

)
Δt(N) (64)

The presented method for estimation of kP and ξP is also valid at temperatures lower
than Bs. In that case, in the above equations, the relative volume VrP1 should be replaced
by the relative volume VrP2.

2.2. Materials

With the aim of qualitatively and quantitatively defining the influence of chemical
composition on the isothermal decomposition of austenite, the values of kinetic parameters
were investigated on a number of hypoeutectoid, low-alloy steels [25]. Their composition
is shown in Table 1.

Table 1. Chemical composition of studied steels (balance Fe).

Designation
(DIN)

Chemical Composition, wt. %

C Si Mn P S Cr Cu Mo Ni V

42CrMo4 0.38 0.23 0.64 0.019 0.013 0.99 0.17 0.16 0.08 <0.01
Ck45 0.44 0.22 0.66 0.022 0.029 0.15 - - - 0.02

28NiCrMo74 0.30 0.24 0.46 0.030 0.025 1.44 0.20 0.37 2.06 <0.01
34Cr4 0.35 0.23 0.65 0.026 0.013 1.11 0.18 0.05 0.23 <0.01

25CrMo4 0.22 0.25 0.64 0.010 0.011 0.97 0.16 0.23 0.33 <0.01
36Cr6 0.36 0.25 0.49 0.021 0.020 1.54 0.16 0.03 0.21 <0.01
41Cr4 0.44 0.22 0.80 0.030 0.023 1.04 0.17 0.04 0.26 <0.01

3. Results

Section 2.1 presents methods for estimating kinetic parameters, which completely
define the kinetics of austenite isothermal decomposition into ferrite, pearlite and bainite.
The calculated values of the kinetic parameters depend on the chemical composition, i.e.,
they are valid only for one steel.

The critical temperatures of austenite decomposition were calculated based on
Equations (65) and (66) [26], and Equation (67) [27].

Ae3 = 883.49 − 275.89%C + 90.91(%C)2 − 12.26%Cr + 16.45%C%Cr − 29.96%Mn + 23.50%C%Mn
+ 8.49%Mo − 10.80%C%Mo − 25.56%Ni + 14.71%C%Ni + 1.45%Mn%Ni + 0.76(%Ni)2

+ 13.53%Si − 3.47%Mn%Si
(65)

Ae1 = 727.37 + 13.40%Cr − 1.03%C%Cr − 16.72%Mn + 0.91%C%Mn + 6.18%Cr%Mn − 0.64(%Mn)2

+ 3.14%Mo + 1.86%Cr%Mo − 0.73%Mn%Mo − 13.66%Ni + 0.53%C%Ni + 1.11%Cr%Ni
− 2.28%Mn%Ni − 0.24(%Ni)2 + 6.34%Si − 8.88%Cr%Si − 2.34%Mn%Si + 11.98(%Si)2

(66)

Bs = 830 − 270%C − 90%Mn − 37%Ni − 70%Cr − 83%Mo (67)

The dependence of kinetic parameters of ferrite, pearlite and bainite transformation
on the content of carbon, chromium, molybdenum and nickel was estimated by regression
analysis (Equations (68)–(78)). Because of the similar content of manganese and silicon
in studied steels, these elements were not included in the regression analysis. Based on
the proposed equations, the kinetic parameters involved in mathematical model of ferrite,
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pearlite and bainite transformation can be calculated for any other chemical composition
of hypoeutectoid, low-alloy steels (Table 2).

k2 = exp(−4.02 − 11.11%C − 1.99%Cr + 20.76%Mo − 40.99%Ni) (68)

n1 = 6.23 − 2.25%C − 0.81%Cr + 5.17%Mo − 8.83%Ni (69)

k3 = 106003024.20 − 51200507.88%C − 19751485.43%Cr − 256581910.00%Mo + 25605277.23%Ni (70)

k4 = exp(−33.63 + 61.93%C − 15.96%Cr + 6.20%Mo − 3.60%Ni) (71)

k5 = 97606.14 − 488262.55%C + 134064.43%Cr + 28612.33%Mo + 29497.32%Ni (72)

k6 = 190361.38 − 288009.61%C − 76052.87%Cr − 693123.59%Mo + 78021.58%Ni (73)

k7 = exp(10.37 + 24.69%C + 1.24%Cr − 9.98%Mo + 2.63%Ni) (74)

k8 = exp(81.35 − 73.62%C − 16.43%Cr − 127.88%Mo + 14.57%Ni) (75)

nB = 1.57 + 1.74%C − 0.47%Cr − 1.79%Mo + 0.16%Ni (76)

a5 = −1.0130 + 3.7800%C + 1.8340%Cr + 4.2012%Mo + 0.4655%Ni (77)

a6 = 0.003525 − 0.006847%C − 0.002777%Cr − 0.006653%Mo − 0.001100%Ni (78)

Table 2. Kinetic parameters of austenite isothermal decomposition.

Transformation Constant
Steel Designation (DIN)

42CrMo4 Ck45 28NiCrMo74 34Cr4 25CrMo4 36Cr6 41Cr4

Ferrite

k1 2.5 × 105 2.5 × 105 - 2.5 × 105 2.5 × 105 2.5 × 105 2.5 × 105

k2 3.8321 × 10−5 1.7441 × 10−4 - 9.0625 × 10−10 6.3183 × 10−8 8.8213 × 10−9 1.1941 × 10−9

n1 4.6923 5.2095 - 2.3955 3.3200 2.5230 2.3547
a1 8.8839 8.7592 - 7.8504 3.1064 10.0511 14.7870
a2 −0.0115 −0.0114 - −0.0101 −0.0039 −0.0130 −0.0195
a3 −1.8688 −4.4695 - −1.7667 −1.4606 −1.5163 −1.7387
a4 0.0032 0.0070 - 0.0030 0.0024 0.0027 0.0031

Pearlite
k3 27,988,177 76,767,479 16,492,913 31,355,038 43,316,272 56,142,707 93,514,410
k4 1.1450 × 10−11 9.8057 × 10−5 2.1918 × 10−19 6.1325 × 10−12 8.6385 × 10−17 2.5088 × 10−17 5.4094 × 10−12

k5 51,728 −92,146 214,273 47,324 149,610 151,595 46,211

Bainite

k6 −99,033 51,128 −101,946 −15,089 −77,442 −34,123 −16,704
k7 3.2308 × 108 2.4803 × 109 2.0943 × 109 2.5027 × 109 2.5966 × 106 2.2482 × 109 1.6819 × 109

k8 5.4488 × 107 1.1746 × 1020 8.1265 × 107 8.0362 × 1014 6.6340 × 1010 2.7482 × 1012 4.2311 × 1013

nB 1.4923 2.30043 1.09856 1.58602 1.12141 1.51777 1.74637
a5 2.989028 1.000000 - 2.349733 2.794667 3.587317 2.881892
a6 −0.003041 0.00000 - −0.002139 −0.002667 −0.003902 −0.002973

4. Discussion

The values of kinetic parameters given in Table 2 were verified by comparing the
modeled curves of the isothermal transformation (IT) diagram of steel 42CrMo4, 36Cr6,
Ck45, and 28NiCrMo74 with those obtained experimentally. In Figures 2–5, the dashed
lines show the experimental IT diagram, while the mathematically determined times of
start (incubation time) and times of finish of the isothermal austenite decomposition, t0.01
and t0.99, are shown by solid lines. Additionally, Figure 2 shows curves corresponding to
bainite volume fraction of 25%, 50%, 75% and 90%.
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Figure 2. IT diagram of steel 42CrMo4.
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Figure 3. IT diagram of steel 36Cr6.
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Figure 4. IT diagram of steel Ck45.
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Figure 5. IT diagram of steel 28NiCrMo74.

The times of start and finish of isothermal decomposition of austenite were calculated
based on Equations (30), (48) and (64), and the known values of the kinetic parameters.
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Kinetic parameters of ferrite, bainite and pearlite transformation, kF, kB and kP, were
calculated by Equations (12), (45) and (53), respectively. Other physical quantities used in
the developed mathematical model are shown in Table 3.

Table 3. Physical quantities used in modelling of austenite isothermal decomposition.

Quantity Value Units Description

D0 = 2.3 × 10−5 m2 s−1 Material constant

Qdif = 1.48 × 105 J mol−1 Diffusion activation energy

R = 8.314 J mol−1 K−1 Universal gas constant

S = 170153 m−1 Surface of austenite grain suitable for
nucleation

cγ = 1186.661 exp(−7.2834 × 10−3 T) wt.% C Concentration of austenite

cα = 0.1592−1.3423 × 10−4 T wt.% C Concentration of ferrite

cγα = 9.6782−8.82 × 10−3 T wt.% C Concentration of austenite at the
boundary with ferrite

cγFe3C = −0.5248 + 1.28 × 10−3 T wt.% C Concentration of austenite at the
boundary with cementite

Figures 2–5 show that differences between times of transformations in experimentally
and mathematically determined IT diagrams are not relevant. Therefore, it is seen that the
kinetic parameters involved in an established mathematical model of ferrite, pearlite and
bainite transformation can be successfully determined on the basis of Equations (68)–(78)
with high accuracy. Developed model avoids the use of simple empirical expressions in
predictions of isothermal decomposition of austenite.

Since the developed model is written in incremental form, it is suitable for predicting
austenite decomposition during the continuous cooling of steel using Scheil′s additivity
rule. Additionally, it is very easy to extend this approach in the prediction of the kinetics of
austenite decomposition for other types of steel.

5. Conclusions

In this paper, the equations for the estimation of microstructure constituents’ volume
fractions after the isothermal decomposition of austenite have been proposed. Isothermal
decomposition of austenite implies quenching of steel from the austenite range to the
temperature of isothermal transformation where all austenite decomposes at a constant
temperature.

The inversion methods for the calculation of characteristic variables in the mathemati-
cal model of kinetics of austenite decomposition were developed.

The mathematical model was verified by the comparison of experimentally and
mathematically determined IT diagrams of steel. It can be concluded that characteristic pa-
rameters included in the mathematical model of ferrite, pearlite and bainite transformation
can be successfully evaluated by the proposed method.
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Abstract: The waveguides used in spacecraft antenna feeders are often assembled using external
couplers or flanges subject to further welding or soldering. Making permanent joints by means
of induction heating has proven to be the best solution in this context. However, several physical
phenomena observed in the heating zone complicate any effort to control the process of making a
permanent joint by induction heating; these phenomena include flux evaporation and changes in
the emissivity of the material. These processes make it difficult to measure the temperature of the
heating zone by means of contactless temperature sensors. Meanwhile, contact sensors are not an
option due to the high requirements regarding surface quality. Besides, such sensors take a large
amount of time and human involvement to install. Thus, it is a relevant undertaking to develop
mathematical models for each waveguide assembly component as well as for the entire waveguide
assembly. The proposed mathematical models have been tested by experiments in kind, which have
shown a great degree of consistency between model-derived estimates and experimental data. The
paper also shows how to use the proposed models to test and calibrate the process of making an
aluminum-alloy rectangular tube flange waveguide by induction soldering. The Russian software,
SimInTech, was used in this research as the modeling environment. The approach proposed herein
can significantly lower the labor and material costs of calibrating and testing the process of the
induction soldering of waveguides, whether the goal is to adjust the existing process or to implement
a new configuration that uses different dimensions or materials.

Keywords: induction heating; mathematical modeling; process; control; automation; optimiza-
tion; waveguide

1. Introduction

Modeling the process of induction soldering is one of the easier and more effective
ways to improve the quality of process control, which helps to enhance the ultimate product.
The authors in [1–3], describe how such modeling can be used for quality improvement in
the photovoltaic industry. The authors of [1] present a multiphysical model of induction
soldering for making modular solar panel systems. The model presented in the paper
can be used to optimize the process of induction soldering by adjusting the geometry
of the head to heat the solder more efficiently and evenly (the “head” hereafter refers to
the work-head of the induction soldering unit). The model also makes adjustments for
deviations resulting from the specifics of materials in use.

The authors in [2,3] use modeling to analyze the effects of cell cracking on the perfor-
mance of solar cells. Their simulations show that cracks do not necessarily compromise
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the performance of photovoltaic modules. The authors in [4] present an induction heating
model implemented in Cedrat Flux 10.3, a commercial package. Experimental tests prove
the model to be accurate. The simulation results are consistent with the experimental
temperature profile of the specified surface points. The model has the advantage of be-
ing able to predict such parameters as current density and magnetic flux field inside a
workpiece—these parameters are difficult to measure directly.

The authors in [5] show that reduced-order models constitute a fairly effective and
promising tool for controlling the induction soldering process by means of indirect measure-
ments. A fourth-order system is obtained by proper orthogonal decomposition. The model
does enable the process to attain the desired temperature; at the same time, it is sufficiently
simple from the computational standpoint to run on a relatively cheap microcontroller.

As part of the research presented in [6], the authors developed a thermal model
of the infrared soldering process. The model is able to predict thermal effects from the
parameters of convection in an infrared furnace to the detailed thermal response including
the solid–liquid transition of the solder. The authors in [7–9] present a neural-network
model of induction soldering process control. The model greatly improves the quality
of controlling the process of induction soldering for spacecraft waveguides. The authors
in [10] describe the use of a neural-network model developed to control the process of
oil-and-gas equipment repair and maintenance.

The authors of [11,12] present a mathematical model of the process of spacecraft
waveguide induction soldering. These papers clearly demonstrate the high quality of the
proposed models. The proposed models have also been proven to be quite efficient for
this application.

The authors in [13] present a mathematical model, which is a neural-fuzzy controller
for the process of waveguide induction soldering. Experimental tests in kind prove the
model to be accurate.

The simulation modeling of the soldering process is the topic of many works.
Satheesh et al. [14] carry out the numerical estimation of soldering process in terms of
strain fields and localized transient temperature. Works [15–17] are devoted to the issues
of modeling and analysis of induced stresses, as well as the effect of the soldered joint
geometry on such parameter. The authors of [18] propose a mathematical model of the
process of induction brazing of products made of nonmagnetic metals, considering the
existing nonlinearities of the process under consideration and using the orthogonal ex-
pansion to reduce the complexity of the numerical study of the proposed model. Given
how commonly simulation modeling is used to optimize induction heating-based pro-
cesses in a variety of mechanical engineering applications, it is clear that the approach is
highly efficient when it comes to modeling such processes [19–21]. The author in [22] uses
COMSOL Multiphysics simulation system to investigate how the head parameters affect
the efficiency of heating parts and the maximum heating zone. The electromagnetic field
parameters are modeled there at 22 to 100 kHz. The simulation results show that heating
is fastest at lower frequencies; as such, electromagnetic fields penetrate deeper into the
material of the parts.

However, in the works available in the public domain at the moment, the issues
of modeling the induction heating process of special structures that are widely used in
communication systems are not considered. The present work is intended to close the
existing knowledge gap and to present a mathematical apparatus that provides high-quality
modeling of the process of waveguide path soldering using induction heating.

The first steps of simulating the induction soldering process can be conveniently done
in ready-made modeling software such as Simulink (a MATLAB extension) [23], which can
be used for modeling both static [24] and dynamic systems [25]. Further, it is possible to
verify the created models both in the COMSOL Multiphysics environment [26–29] and in
the well-known ANSYS system [30–33]. As an alternative to the Simulink package, the
present work uses the Russian software SimInTech [34–36]. SimInTech allows not only to
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implement models of complex dynamic systems [37], but also to test systems for automated
control of complex objects and technological processes [38].

In this work, the resulting mathematical models were used in the development of
an adaptive (smart) process control system for the induction soldering of waveguide
assemblies in order to obtain an even heating of soldered elements in order to make a
high-quality permanent joint. The applicability and usability of the proposed algorithm is
tested both by computational and in-kind experiments.

2. Materials and Methods

2.1. Mathematics Behind Models

In order to model the induction heating process of waveguides, it was necessary to
develop mathematical models for individual waveguide assembly components and for
entire waveguide assemblies. A waveguide assembly consists of a waveguide rectangular
tube and a flange or a coupler.

As mathematical models for heating assembly elements, which are used to work out
the technological process of the induction soldering of thin-walled aluminum waveguide
paths, we write the expression of the temperature field with a continuously operating
stationary source (1):

T(x, t) =
∫ t

0

Q
cρF

√
4πat

e(−
x2
4at −bt)dt (1)

b =
αp
cρF

(2)

where Q is the amount of heat [J], F is the cross-section of a waveguide element [m2], x is
the distance from the heat source [m], cp is the volumetric heat capacity [J/m3], t is time [s],
b is the coefficient of convective heat transfer from the rod surface to the environment (see
Equation (2)), a is the thermal conductivity coefficient and p is the cross-sectional perimeter.

The cross-section of an element of the waveguide path can be represented in the
following form (3):

F = AB − A′B′ (3)

where A and B are the length and width of the product, respectively, and A′ and B′ are the
length and width of the inner hole in the product, respectively.

For the tube, the assumption is made that the cross-section is heated evenly. Ac-
cordingly, an expression can be formulated for calculating the temperature field from the
action of an instantaneous heating source in a flat rod, considering the input of geometric
constraints (reflections), which is applicable for bodies bounded by mutually perpendicular
planes (a parallel tubed, rectangular plate), for a rod of finite length and for an infinite
wedge with an opening angle π/n, where n is an integer [39].

The essence of the reflection method is reduced to the expansion of the bounded body
along the corresponding coordinate to infinity and the selection of additional sources in
the extended area so that the boundary conditions on the surface of the bounded body are
satisfied [39].

Based on the fact that the waveguide tube is limited on two sides, one side situated in
the immediate vicinity of the induction heating source is as follows (4):

T(x, t) =
∞∫

i=−∞

∫
j=−1,1

Q
cρF

√
4πat

e(−
(x−jl−2iL)2

4at −bt) (4)

where x is the distance from the left side [m], t is time [s], a is the thermal conductivity
coefficient, L is the rod length [m], l is the end-to-heat source distance and j is the number
of reflections taken into account in the calculation, selected in such a way that, for j + 1 for
any x and t, T(x,t) ≤ ε is valid as ε → 0.
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Equation (4) rapidly converges, and only a few terms are considered for real bodies. As
the temperature is equalized, the number of retained members of the series increases [39].
An illustration of the computational domain is presented in Figure 1 describing the distribu-
tion of heat sources in the heated element of the waveguide path (tube/flange/coupling).

Figure 1. Heat source distribution scheme.

The diagram illustrates the movement of the energy source and point O1 to point O2
along the x-axis in time t. In this case, this source is reflected relative to the planes x = 0,
x = L and y = B/2 and y = −B/2.

Equation (4) makes it possible to represent the new mathematical models describ-
ing the heating of elements and assemblies of waveguide paths, which differ from the
known ones considering the geometry of the products and allow the development of the
parameters of the induction soldering process.

2.2. Waveguide Assembly: Tube Model

For a waveguide tube, the following assumptions must be made:

1. The tube is a sufficiently long body of a homogeneous material;
2. The cross-section of the waveguide tube along the entire length is constant;
3. The tube is similar to the rod in terms of heat transfer and thermal conductivity.

The conclusion here is that a mathematical model of a planar heat source in a rod
holds true for a planar heat source in the rectangular tube of a waveguide assembly. This
effectively introduces a geometric constraint on one side of the rod, whereas we denote
and take into account the finiteness of the tube where the flange overhangs it when a
respective joint is made. Another assumption is that the waveguide tube heats evenly over
its cross-section as a result of being thin (<2 mm) and that the head is designed in a way to
enable the even heating of the tube along its perimeter.

A realistic image of a standard waveguide assembly tube is shown in Figure 2. With
the introduction of restrictions and the projection of the tube (Figure 3), the calculation
in Equation (5) for the process of heating the waveguide tube, considering the geometric
dimensions of the product, can therefore be written as follows:

T(x, t) = ∑
j=−1,1

Q
Fcρ

√
4at

e(−
(x+jl)2

4at −bt) (5)
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Figure 2. Photorealistic image of a waveguide assembly tube.

Figure 3. Projections of a waveguide assembly tube with its dimensions. F is the cross-sectional area
of the tube; p is the cross-sectional perimeter.

To test the effectiveness of the proposed approach, the curves produced by the waveg-
uide assembly tube heating model for various power levels of the induction heater are
obtained (Figure 4). Thus, this calculation procedure is sufficiently consistent with the
process of induction heating for waveguide assembly tubes.

2.3. Waveguide Assembly: Flange Model

Flange (Figure 5) heating is simulated in a similar manner to the methodology de-
scribed above. A flange is a relatively small body, which means heat is withdrawn from
it at a relatively low rate. This means that, at certain heating rates, the temperature will
be uniform along the sectional axis near the soldering zone, which in turn means that no
adjustment for temperature distribution in that plane is necessary. However, a flange is
quite thin along its other axis, and therefore its heat distribution along that axis cannot be
even. Unlike a tube, a flange is finite on either side, which means that the heat reflection
off the finite boundaries of the body needs to be adjusted for.
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Figure 4. Curves produced by the waveguide assembly tube heating model, where dotted lines are
model-derived data, solid lines are experimental data, orange curve is for 11 kW heating, blue curve
is for 5 kW heating, and lilac curve is for 3 kW heating.

Figure 5. Photorealistic image of a flange.

Thus, with the introduction of constraints and the projection of the flange/coupling
(Figure 6), in this study, a new calculation in Equation (6) for the heating process of the
flange/coupling of the waveguide assembly is proposed:

T(x, t) =
j

∑
i=0

2Q
Fcρ

√
4at

e(−
(x+2iL)2

4at −bt) (6)

where x is the distance from the left side [m] and L is the flange/coupler length [m].
The curves produced by the waveguide assembly flange heating model for vari-

ous power levels of the induction heater are obtained (Figure 7). Thus, this calculation
procedure is sufficiently consistent with the process of induction heating for waveguide
assembly flanges.
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Figure 6. Projections of a waveguide assembly flange with its dimensions. F is the cross-sectional
area of the flange; p is the cross-sectional perimeter.

Figure 7. Curves produced by the waveguide assembly flange heating model, where dotted lines are
model-derived data, solid lines are experimental data, red curve is for 11 kW heating, green curve is
for 5 kW heating, and yellow curve is for 3 kW heating.

137



Metals 2021, 11, 697

2.4. Waveguide Assembly Model

When modeling the distribution of heat energy between assembly components (Figure 8),
the assumption is that there is a certain law of energy distribution that is bound to both the
dimensions and the configuration of the head.

Figure 8. Standard tube–flange waveguide assembly.

The induction soldering of waveguides requires a head with a slanted opening to
localize peak heat near the soldering zone. Given this specific feature of the technology,
it can be assumed for modeling that all the head-transferred energy is released in the
soldering zone. Thus, let us assume for convenience that all of the generator’s energy
will be transferred to the assembly being soldered. Therefore, the law of heat distribution
between the waveguide assembly components will be as follows:

q(t) = q(t)M(x) + q(x)(1 − M(x)) (7)

where q(t) is a permanent heat source, M(x) is the coefficient of heat distribution between
the assembly components, M(x) belongs to [0, . . . , 1] and x belongs to [n, . . . , m], where
n and m are, respectively, the upper boundary and the lower boundary, and x is the
flange/coupler to head distance.

For this research, the distribution function (7) was derived empirically. A design
diagram (Figure 9) could explain the essence of the energy distribution during the heating
of the waveguide array.
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Figure 9. Diagram of the heat distribution of a continuously operating source of the waveguide assembly.

3. Experimental Study and Discussion

3.1. Verification of Proposed Mathematical Models

For the verification of the compliance of the developed mathematical models with
the real technological process of the induction heating of waveguide paths, a series of
experiments was conducted using an experimental installation for the induction soldering
of waveguide paths for spacecraft, which includes a high-frequency generator (66 kHz),
a voltage source (up to 10 V, with an output current of up to 150 A and a power of up to
15 kW), a matching device, a flat inductor with a working window of a 26 mm × 15 mm
rectangular section and a manipulator–positioner.

Non-contact temperature sensors AST A250 are used to measure the temperature
in the system. These pyrometers have the following characteristics: spectral range is
1.6 μm, accuracy is ±0.3% of the measured value + 1◦C, distance to spot size ratio is 200:1
(350 ◦C–1800 ◦C). The temperature is measured from the flat surface of the flange in the
area of the proposed connection with the pipe. On the pipe, measurements were carried
out at a distance of 1 cm from its side in the area of maximum energy application formed
by the magnetic field of the inductor. The layout of pyrometric sensors is presented in
previous work [40].

The experiments were conducted for a tube and a flange for a waveguide path with a
standard size of 22 mm × 11 mm by heating them and fixing the temperature values by
means of contactless pyrometry. Summary graphs (Figure 10) could be used to compare
the model-generated curves and real-world process curves of induction heating; the graphs
are specific to the assembly components of spacecraft waveguides.
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Figure 10. Waveguide component heating curves: (a) 22 mm × 11 mm tubes; (b) 22 mm × 11 mm flanges, where dotted
lines are model-derived data, solid lines are experimental data, orange and red curves are for 11 kW heating, blue and green
curves are for 5 kW heating, and lilac and yellow curves are for 3 kW heating.

From the graphs shown in Figure 10, it can be seen that the mathematical models
proposed in this work repeat the real technological process of heating the elements of
the waveguide path with a high degree of reliability. In this case, the waveguide tube
experiences more intense heating in comparison with the flange, which is due to the small
thickness of the tube.
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As can be seen in Figure 10 as well as in the standard error values given in Table 1,
the induction heating models developed for thin-walled aluminum waveguide assemblies
were proven to be accurate in simulating this process. In-kind and simulation experiments
showed that the models could indeed be used to test and calibrate the process parameters
for the induction soldering of thin-walled aluminum spacecraft waveguides.

Table 1. Standard deviation: simulation vs. real-world processes.

Waveguide Component
Heating Power P, kW

3 5 10

Tube 1.4 1.6 1.5
Flange 1.5 1.8 1.7

3.2. Implementation of the Proposed Models to Calibrate the Induction Soldering
Control Algorithms

To test and calibrate the process of making a permanent joint, it is necessary to imple-
ment a model in the simulation system of choice, which in this case was SimInTech [34,35].

SimInTech (Simulation in Technic) [36] is an environment for the dynamic simula-
tion of technical systems; it is designed to validate process control systems for complex
facilities. SimInTech simulates processes found in various industries and can also model
control systems to help improve the design of such systems by testing every decision at
any stage of the project [37]. SimInTech is designed to investigate and analyze in detail
nonstationary processes in nuclear and thermal power plants, automatic control systems,
tracking drives and robots or any other systems whose dynamics can be described by a
system of differential algebraic equations and/or implemented by structural modeling
methods. SimInTech is mainly intended for making models, designing control algorithms
and debugging them on the object model, as well as for generating source codes in C for
programmable controllers [38].

The model the authors implemented in SimInTech was an automated control system
that comprised a control action, actuators, the controlled object and feedback (Figure 11).

Figure 11. Overview of the SimInTech model, where detV is the deviation in heating rates, Tst
is the stabilization temperature, Vheat is the workpiece heating rate, generator is the actuator
input, q_generator is the control action, T1 is the waveguide tube temperature and T2 is the
flange/coupler temperature.

The induction soldering of thin-walled waveguides was implemented as a proportional-
integral-differentiating (PID) controller (Figure 12), which uses the set of actuators (Figure 13).
The amplification factor is marked with a blue number in the Figure 13 and at the given
moment is equal to 1. The upper circuit is the transfer function of a standard genera-
tor; the lower circuit is the transfer function of a standard feedback-enabled motor. The
deconstructed controlled object in SimInTech shown in Figure 14 is of particular interest.
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Figure 12. Deconstruction of the control action block in SimInTech, where detV is the deviation in
heating rates, Tst is the stabilization temperature, Vheat is the workpiece heating rate, generator is
the actuator input, q_generator is the control action, T1 is the waveguide tube temperature, * is the
multiplier, k/s is the integrating link and to_generator is the control action output.

Figure 13. Deconstruction of actuators in SimInTech, where generator is the actuator input, drive is
the input of the positioner, cont_1 is the control action for heating and cont_2 is the control action for
workpiece positioning.

Figure 14. Deconstruction of the controlled object in SimInTech.

This submodel centers around a block that simulates the distribution of heat be-
tween the waveguide assembly components. It has the following inputs: q_generator
and h_position. The block is followed by blocks that implement the waveguide assembly
components: the upper one is used for a tube and the lower one for a flange. The outputs
are current temperatures of the corresponding waveguide assembly components.

Curves of the control process for soldering a 22 × 11 tube–flange assembly plotted
by SimInTech is shown in Figure 15. The head to assembly distance was set to 4 mm. The
assembly heating rate was altered, as the process was controlled by the flange temperature:
18 ◦C/s (Figure 15a), 14 ◦C/s (Figure 15b) and 10 ◦C/s (Figure 15c).
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Figure 15. Waveguide induction soldering process control curves, with a distance of 4 mm to the
inductor window: (a) 18 ◦C/s, (b) 14 ◦C/s, (c) 10 ◦C/s. The red curve is for the waveguide tube
temperature (TTb), and the green curve is for the flange temperature (TFl).
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The simulation experiment showed that the temperatures of the soldered components
had the least scatter at 10 ◦C/s. Simulations at a lower heating rate were considered
unadvisable due to the peculiarities of the soldering technology, as flux would only be
active for a limited time.

To eliminate the temperature scatter, soldering was again simulated at 10 ◦C/s but,
this time, with a 3 mm distance between the waveguide assembly and the inductor window;
this redistributed temperatures from the waveguide tube to the flange. Figure 16 shows
the simulation results that prove the process to be of high quality.

Figure 16. Waveguide inductions’ soldering process control curves, with a distance of 3 mm to the inductor window,
10 ◦C/s: the red curve is for the waveguide tube temperature (TTb), and the green curve is for the flange temperature (TFl).

In order to exclude the spread of temperatures of the elements to be soldered, the
soldering process was simulated at a rate of 10 ◦C/s, but the distance from the waveguide
assembly to the inductor window was reduced to 3 mm for the temperature redistribution
from the waveguide tube on the flange. The simulation results (Figure 16) show a good fit
of the model to the real process.

Table 2 summarizes the numerical values of the operation quality of the automatic
control system of induction soldering in the process of optimizing the control parameters:
the heating rate of the waveguide assembly and the distance between the flange/coupling
and the inductor window. The standard deviation is evaluated by the next Equation (8):

SD =

√
1
n

n

∑
i=1

(
Ti

Diff − TDiff
)2

(8)

where TDi f f
i =

∣∣∣TTb
i − TFl

i

∣∣∣ is the absolute waveguide elements temperature difference,

TDi f f
= 1

n

n
∑

i=1

∣∣∣TTb
i − TFl

i

∣∣∣ is the mean value of waveguide elements temperature difference,

n is the number of temperature control points, Ti
Tb is the tube temperature in i-th point,

Ti
FL is the flange temperature in i-th point.
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Table 2. Overregulation (OR) and standard deviation (SD): flange/coupling temperature vs. tube
temperature (in ◦C).

Distance from the Waveguide Assembly
to the Inductor Window, mm

Heating Rate, ◦C/s

18 14 10

OR SD OR SD OR SD

3 - - - - 0.8 4.3
4 18.2 39.7 10.8 38.4 4.8 21.1

A multitude of experiments can be run to test soldering parameters on various waveg-
uide assembly configurations by using the mathematical models developed here for testing
and calibrating the induction soldering process for thin-walled aluminum waveguides.
The use of the models can reduce R&D costs as they enable pre-calibrated experimentation
in kind, which effectively cuts the costs of consumables.

4. Conclusions

The goal of this work was to develop mathematical models of induction soldering
for waveguide assembly components, which could help in testing and calibrating the
induction soldering process for the thin-walled aluminum waveguides found in spacecraft.
To verify the developed models, the research team carried out simulations and tests in kind,
which showed the models were indeed accurate in predicting the actual induction heating
processes observed in the induction soldering of thin-walled aluminum waveguides found
in spacecraft.

The standard deviation of the temperature difference between simulation and
real-world processes did not exceed 2 ◦C, which is satisfactory in terms of induction
soldering technology.

In addition, the authors studied the application of the developed mathematical ap-
paratus for calibrating the control of the induction soldering process. The results showed
that the found effective values of the heating rate and the distance from the wave-guide
assembly to the inductor window allowed the control of the technological process with
low overregulation (0.8 ◦C) and for a low standard deviation between the temperatures of
the soldered elements to be maintained (4.3 ◦C).

In future, we aim to extend this research to achieve the following:

• To develop a set of adaptive induction soldering process control methods that employ
state-of-the-art data mining algorithms;

• To implement a prototype spacecraft waveguide induction soldering control system
based on the developed mathematical models and algorithms;

• To test the applicability, usability and effectiveness of such a prototype system with
computational and in-kind experiments;

• To design a process diagram to integrate the proposed software prototype into an
existing experimental system for the induction soldering of spacecraft waveguides.

Integrating the developed models in the existing process control hardware and soft-
ware for spacecraft waveguide induction soldering will help to cut costs due to the use of
the models to test and calibrate different induction soldering parameters on a variety of
waveguide configurations and sizes.
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Abstract: Thin-walled structures are of great interest because of their use as lightweight compo-
nents in aeronautical and aerospace engineering. The fabrication of these components by additive
manufacturing (AM) often produces undesired warpage because of the thermal stresses induced
by the manufacturing process and the components’ reduced structural stiffness. The objective of
this study is to analyze the distortion of several thin-walled components fabricated by Laser Powder
Bed Fusion (LPBF). Experiments are performed to investigate the sensitivity of the warpage of
thin-walled structures fabricated by LPBF to different design parameters such as the wall thickness
and the component height in several open and closed shapes. A 3D-scanner is used to measure the
residual distortions in terms of the out-of-plane displacement. Moreover, an in-house finite element
software is firstly calibrated and then used to enhance the original design in order to minimize the
warpage induced by the LPBF printing process. The outcome of this shows that open geometries are
more prone to warping than closed ones, as well as how vertical stiffeners can mitigate component
warpage by increasing stiffness.

Keywords: additive manufacturing; laser powder bed fusion; thin-walled structures; warpage; finite
element analysis

1. Introduction

Additive manufacturing (AM) is an industrial process increasingly integrated in the
production chain. Nowadays, the aerospace and aeronautical industries are “printing”
several high-performance metallic components [1,2]. Laser Powder Bed Fusion (LPBF),
also known as Selective Laser Melting (SLM), is the most widely adopted AM technology
to fabricate complex structures through a layer-by-layer metal deposition sequence, as it
provides remarkable geometrical accuracy and satisfactory mechanical properties from a
wide range of metallic powders [3,4]. The LPBF process is carried out in a closed chamber
with controlled atmosphere (e.g., argon) to prevent oxidation. The 3D-printing process
consists of the following steps: (i) a new powder layer (30~60 μm) is spread, (ii) the high-
energy laser beam selectively melts the power bed according to a user defined scanning
sequence, and, (iii) the base-plate is lowered to allow for the deposition of a new powder
layer. This sequence is repeated until the building process is completed. At the end of
the AM process, the loose powder is removed, allowing for the final cooling stage at
ambient temperature.

In AM, the material undergoes repeated heating and cooling cycles, high tempera-
ture gradients are generated and, consequently, large thermal deformations are induced.
The temperature gradient between layers produces residual stresses and plastic deforma-
tions because the material cannot freely expand and contract. As a result, the accumulated
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stresses generate warpage and, eventually, cracking in thin-walled structures, compromis-
ing both the geometrical accuracy and the structural integrity of the AM component [5–8].

Part warpage and the accumulation of residual stresses are closely related to the actual
parameters of the printing process, the scanning strategy and the geometrical features of the
built. Compared to the blown powder or wire feeding AM techniques, in LPBF processes
the size of the melting pool is smaller, the scanning speed is higher and, consequently,
the thermal gradients are also higher (up to 107 ◦C/m), particularly when printing thin-
walled structures [9–13].

Several experimental and numerical analyses have been performed to mitigate both
residual stress and distortion in AM [14–21]. Yakout et al. [15] studied the effect of the
thermal expansion coefficient and the thermal diffusivity in the Thermo-Mechanically
Affected Zone (TMAZ) of SLM samples by experimental measurements and finite element
(FE) analysis. Lu et al. [22] proposed a substrate design strategy to mitigate the residual
stresses in AM processes. Ramos et al. [23] optimized the building strategy to reduce
both deformations and residual stresses by controlling heat concentration during the LPBF
process. LevkulichL et al. [24] performed sensitivity analysis of the process parameters in
SLM to study their effects on the stress evolution of Ti-6Al-4V built. Their results showed
that, by increasing the laser power and reducing the scanning speed, it is possible to
mitigate the residual stresses of metal deposition. Contrarily, Li et al. [25] found that similar
process parameters induce higher residual stresses at the single-track end of SLM Ti-6Al-4V.
Cao et al. [6] investigated the effect of substrate preheating. They found that by increasing
the preheating temperature it is possible to minimize part distortion and residual stresses.
Recently, some researches introduced geometric compensation as an effective strategy to
counterbalance the part distortions induced by the thermal field in AM [26–28].

Several works [29–31] have studied the warpage of single-walled parts by LPBF.
Among them, Li et al. [29] showed the influence of the scanning sequence and, particularly,
the scanning length on the warpage of components. Chen et al. [30] analyzed the maximum
warpage of Ti6Al4V adopting different wall thicknesses. Ahmed et al. [31] investigated
the dimensional accuracy of AlSi10Mg parts. Contrariwise, the warpage mechanism of
thin-walled components of greater geometrical complexity has scarcely been investigated.
Furthermore, no strategy for warpage control has been developed for them. This is the
main objective of the present investigation.

In this work, a variety of thin-walled components are printed by LPBF, varying their
wall-thickness and building-height. Different open and closed shapes are compared and a
3D-scanner is used to measure their actual warpage. These results are used to calibrate a
thermo-mechanical FE model implemented in an in-house 3D-printing FE software used
for the numerical simulation of the AM process. Thereby, this numerical tool is used to
define a structural optimization strategy to mitigate the warpage of thin-walled parts
printed by LPBF.

2. Experimental Campaign

The experimental campaign is carried out using a Concept Laser M2 powder bed
machine (Concept Laser, Lichtenfels, Germany). This equipment uses a Yb-fibre laser with
a maximum input power of 400 W (D4 Sigma Gaussian beam). The building process takes
place in a closed chamber (250 × 250 × 280 mm3) with an annealed Ti-6Al-4V base-plate
(250 × 250 × 25 mm3) and a controlled atmosphere of pure argon (the oxygen content is
restricted to 100 ppm).

In this research, the gas atomized Ti-6Al-4V powder used for building has a spherical
shape, with a size of 15~53 μm. The chemical composition of this powder is given in Table 1.
Before the printing process, the powder is dried in a vacuum oven (Fengxun, Shanghai, China)
(vacuum degree less than 80 kPa) at 125 ◦C during 2.5 h.
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Table 1. Composition of Ti-6Al-4V alloy powder (wt.%).

Al V O H N C Fe Si Ti

6.28 3.90 0.098 0.002 0.020 0.008 0.022 0.026 Balance

The 3D-printing is characterized by a 90◦ rotating scan pattern. Table 2 reports the
processing parameters adopted for the manufacturing process. In addition, no preheating
is used in this work.

Table 2. Processing parameters used in the PLBF process.

Laser Power
(W)

Layer Thickness
(μm)

Scan Speed
(mm/s)

Hatch Spacing
(μm)

Laser BeamDiameter
(μm)

200 30 1000 100 100

Figure 1 shows the thin-walled structures printed on the LPBF base-plate after remov-
ing the loose powder. These include:

• Single-wall structures of different thicknesses and heights;
• Cylindrical structures of different diameters and heights;
• Square-section structures of several thicknesses;
• Open-section structures (e.g., semi-cylinder, L-shape, etc.).

 

Figure 1. Typical thin-walled structures printed by LPBF.

Figure 2 shows the Breuckmann SmartSCAN3D scanner (Aniwaa, Central Singapore,
Singapore) with the measurement accuracy of 0.015 mm, used to measure the actual distor-
tion of all the components after the 3D-printing process. The relative component warpage
is calculated by the Geomagic Qualify software (3D Systems, Rock Hill, Washington, DC,
USA) by comparing the experimental 3D-scan images with the nominal CAD geometries.
It should be mentioned that all the measurements are done before the removal of the
substrate (cutting phase).
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Figure 2. Breuckmann SmartSCAN3D scanner for the warpage measurements.

Scale Effect on the Part Warpage

In this section, the sensitivity to the dimensions (e.g., wall-thickness, building height
and component size) of the thin-walled components is examined. Therefore, the warpage is
measured by 3D-scanning to obtain its relation with the actual dimensions of the 3D-printed
structures.

The first assessment study considers a single-wall geometry with a base length of
50 mm and a total height of 50 mm. Three thicknesses of 1 mm, 2 mm and 5 mm, respec-
tively, are investigated.

Figure 3 compares the final warpage distributions as measured for the three wall
thicknesses used. It can be seen that the thinnest wall presents the more pronounced
warpage, up to 0.41 mm in the middle of the final cambered surface. As the wall-thickness
increases, the warpage rapidly decreases; the maximum out-of-plane displacement for
the 5 mm thickness wall is only of about 0.03 mm. Hence, as the thickness is increased,
the wall warpage is restrained by the enhanced structural stiffness of the component.
Simultaneously, higher residual stresses are induced by the printing process.

Figure 3. Residual warpage (out-of-plane displacement) for the single-wall structures for different wall-thicknesses:
(a) 1 mm; (b) 2 mm; (c) 5 mm, respectively. (d) Maximum warpage recorded in the middle section.
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A second study analyses three different wall heights (37 mm, 43 mm and 50 mm,
respectively) for the same single-walled geometry and a fixed thickness of 1 mm. Figure 4
compares the residual warpages of the three thin-walled structures. It is possible to observe
that increasing the component height results in larger part warpage. This is not only
because of the reduced wall thickness, but also because the higher the component, the less
sensitive it is to the clamping conditions at the base and, thus, the more free it is to deform.

Figure 4. Residual warpage contour-fills of the thin-walled structures with different heights: (a) 37 mm; (b) 43 mm;
(c) 50 mm, respectively. (d) Maximum warpages recorded in the middle section.

Next, a closed thin-wall cylindrical structure is studied. The diameter is 50 mm and the
wall thickness is to 1 mm. The cylinder heights are of 30 mm, 50 mm and 70 mm, respectively.

Figure 5 shows the contour-fills of the warpage for the three cylindrical structures
with different heights. It can be found that increasing the height leads to larger warpages
as observed for the single-wall. However, the maximum warpage is remarkably lower than
in both the single-wall and the square thin-wall structures. In this case, the (cylindrical)
shape noticeably improves the structural stiffness of the printed structure for the same
reduced wall thickness and component height.

 

Figure 5. Contour-fills of the final warpage of the cylindrical thin-wall structures with different building heights: (a) 30 mm;
(b) 50 mm; (c) 70mm, respectively. (d) Maximum warpages recorded in the middle section.

A further assessment study is performed assuming a thin-wall cylindrical geometry
with a thickness of 1 mm and a height of 50 mm. Different cylinder diameters of 50 mm,
70 mm and 90 mm are studied. Figure 6 depicts the contour-fills of the final warpage of
the three cylinders. As expected, by increasing the diameter, the warpage is also more
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pronounced. Eventually, if very large diameters are considered, the results of the open
single-wall should be replicated.

 
Figure 6. Contour-fills of the final warpage of the cylindrical thin-wall structures with different diameters of: (a) 50 mm;
(b) 70 mm; (c) 90 mm; (d) Maximum warpages recorded in the middle section.

Finally, the last assessment studies a closed square thin-wall section. The same base
length and height of 50 mm are used, while wall thicknesses of 1 mm, 2 mm and 5 mm
are investigated. Figure 7 shows the contour-fills of the residual warpage for the three AM
structures. Once again, it can be observed that the thicker the wall-thickness, the smaller
the observed warpage. Therefore, a pronounced bulging is shown by the component with
the thinnest wall. Nevertheless, the overall structural stiffness of the closed section allows
for a reduction of the maximum out-of-plane displacements: 0.37 mm compared to 0.41 mm
as measured for the open single-wall. This is because the deformation of each one of the
walls conforming the square thin-wall section is constrained by the substrate and also
laterally. Notably, the cylinder of similar dimensions shows a much better performance
than the square thin-wall section of similar dimensions, Figures 5b and 7a, respectively.
This is explained as follows. In LPBF, high tensile stresses in the hoop/wall direction exist
at the top for two components. Large tensile stresses also happen along the corners of
the square part due to the high cooling rates at such locations; this builds up compressive
stresses in the central region of each square wall so that any small disturbance can favour
the bulging perpendicular to the wall. This is not the case for the cylinder.

Figure 7. Contour-fills of the final warpage of the square thin-wall section with different wall-thicknesses: (a) 1 mm;
(b) 2 mm; (c) 5 mm, respectively. (d) Maximum warpages recorded in the middle section.
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3. Numerical Modeling

In LPBF the following two operations are repeated for each layer (see Figure 8):

1. Recoating: the baseplate is lowered to accommodate a new powder layer;
2. Laser-scanning: the laser heat source generates a molten pool which follows a user-

defined trajectory to selectively melt the powder bed consolidating the new layer
comprising the AM build.

 
Figure 8. The schematic of the used layer-by-layer model for LPBF.

The most suitable numerical strategy to approach the simulation of the LPBF process
is by the inherent strain method [32]. This method allows for a fast prediction of the
distortions and residual stresses of the fabricated component. Therefore, the detailed
simulation of the laser movement along the scanning trajectory is replaced by a layer-by-
layer (or even multi-layer) analysis. This assumption is generally accepted when simulating
LPBF processes because the scanning speed is very high (up to 1 m/s) compared to other
AM technologies and the TMAZ is very localized, and it affects only the last few (2–3)
layers. As a consequence, thermo-plastic (inherent) strains are only generated within
the TMAZ.

This given, the original CAD geometry is firstly sliced according to the thickness of
the powder-bed and then the FE discretization is generated accordingly. The birth-death FE
activation technique is adopted [19,33] to progressively add the elements belonging to each
new layer to the computational domain, Ω. In the initial FE discretization of the nominal
CAD geometry, all elements are inactive. Inactive elements are not computed or assembled
into the global system of equations. The numerical simulation of the building process
consists of a sequence of layer activations. Hence, at each time-step, the elements belonging
to the next layer are switched on (activated), becoming part of the current computational
domain. For each time-step, the thermo-mechanical analysis is performed for all the active
elements, until the whole layer-by-layer deposition sequence is completed.

3.1. Mechanical Problem

The stress analysis enforces the conservation of the balance of momentum and the
continuity equations within the current active domain:

�s + �p + b = 0 (1)

(�u − eT) − p/K = 0 (2)

where b are the body forces per unit of volume and K(T) is the temperature-dependent
bulk modulus and p and s, are the hydrostatic (pressure) and the deviatoric components of
the Cauchy stress tensor, σ. Thus:

σ = pI + s (3)

The strain tensor, ε(u) = �su, can also be split in its volumetric and deviatoric parts,
evol = �·u and e, respectively, so that:

ε = evolI/3 + e (4)
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The deviatoric stress tensor is computed as:

s(u) = 2G(e(u) − einh) (5)

where G(T) is the temperature-dependent shear modulus and einh is the inherent strain
tensor, as:

einh = eTI + evp (6)

which typically includes both the thermal deformation, eT(T), and the visco-plastic strains, evp.
Commonly, the inherent strain method does not contemplate the solution of the ther-

mal problem. Therefore, the inherent strain tensor is assumed as a (constant) user-defined
material parameter depending on the material and process characterization. Its value can
be obtained either experimentally or numerically, through the detailed simulation of the
molten pool solidification.

In this work, a staggered thermo-mechanical solution is adopted to solve the AM
problem [34,35]. Therefore, both the thermal and the mechanical analyses are carried out
in a layer-by-layer manner. On the one hand, the thermal deformations can be computed
from the actual (non-uniform) temperature field (inherent shrinkage method). On the other
hand, the (inherent) visco-plastic deformations are defined as:

evp = diag(el, et, ez) = I(el, et, ez)T (7)

where el, et and ez are the longitudinal (aligned with the scanning direction), transversal
and vertical (building direction) visco-plastic components, respectively [33–35]. In LPBF,
the thickness of the deposited layer is very small, so ez can be neglected. Additionally,
thin-walled parts can be assumed to be in a quasi-plane-stress condition, so that the only
inherent strain component to be considered is the one along the mid-line of the cross-section,
regardless of the scanning pattern.

3.2. Thermal Problem

H being the hatch spacing, the total travelled scanning length for each layer is:

lscan = A/H (8)

where A is the area of the current layer. The volume of the Heat Affected Zone (HAZ) is
given by:

VHAZ = lscan × d × s = (d/H) × (s/t) × V (9)

where d is the laser beam diameter and s is the penetration (depth) of the melt-pool, while
V = A·t is the volume of the layer, being t its thickness. In this work, d = H (no overlapping)
and s = t (the melt-pool depth is the layer thickness). Thus, the volume of the HAZ
corresponds to the volume of the layer being activated.

Hence, the heat source density accounting for the total energy input during the
scanning sequence of the whole layer is computed as:

q = ηP/V (10)

where η is the laser absorptivity and P is the laser power. This heat source is delivered
during the whole scanning phase, which is characterized by a time interval, Δtscan com-
puted as:

Δtscan = lscan/Vscan = A/(H × Vscan) (11)

where Vscan is the scanning velocity. Observe that the LPBF process also includes the
recoating operation, that is a cooling phase of duration Δtcool.
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Often, the thermo-mechanical analysis is accelerated by lumping several layers into a
single time-step. Therefore, the equivalent time-step of the analysis results in:

Δteq = n·(Δtscan + Δtcool) (12)

where n is the number of lumped layers (in this work n = 10) and the power input is
uniformly spread in the lumped volume, Vlump, so that:

qeq = ηP/Vlump (13)

3.3. Geometrical Models and FE Meshes

The coupled thermo-mechanical analysis is performed using the in-house FE software,
COMET, developed at the International Centre for Numerical Methods in Engineering
(CIMNE) [36,37]. The definition of the CAD geometries, and the corresponding the FE
mesh generation as well as the pre/post-processing operations are carried out using the in-
house pre/post-processor GiD [38]. The hardware used to run the simulation incorporates
an Intel(R) Core (TM) i7-9700, 3.0 GHz processor and 16.0 GB of RAM.

Figure 9 shows the FE meshes of three different thin-walled geometries including
both open and closed structures with a fixed thickness of 1 mm. The dimensions of these
structures and the corresponding numbers of the hexahedral elements and nodes are listed
in Table 3.

Figure 9. 3D FE mesh models of thin-walled structures.

Table 3. Dimensions of the proposed thin-walled structures and the numbers of FE elements
and nodes.

Thin-Walled Parts Dimensions Number of FE Elements Number of Nodes

Semi-cylindrical part Φ50 mm × H50 mm 21,606 37,618
Cylindrical part Φ50 mm × H50 mm 34,632 63,336

L-shaped part L50 mm × W50 mm
× H50 mm 34,366 55,392

The average mesh size in all cases is of about 1 × 1 mm2 within the horizontal XY plane,
and 0.3 mm in the building direction (a lumping layer-height). All these thin-walled work-
pieces have the same height of 50 mm. The LPBF process is simulated with a sequence
of 167 time-steps through a layer-by-layer activation strategy. Each layer used for the
simulation has a thickness of 0.3 mm, thus including 10 physical layers (30 μm of loose
powder is spread at each recoating step).

The temperature-dependent thermal and mechanical properties used to feed the
constitutive model of Ti-6Al-4V alloy have been calibrated in a previous work [5], as shown
in Table 4.

The thermal boundary conditions adopted in all the proposed analyses are defined
through a heat convection coefficient of 12.7 W/(◦C·m2) and an emissivity of 0.35 [39].
The ambient temperature is set to 26◦C during the whole LPBF process. The efficiency of
the LPBF process, when Ti-6Al-4V loose powder is used, is defined in terms of the heat
power absorption coefficient fixed to η = 0.4 [39].
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Table 4. Temperature-dependent material properties of Ti-6Al-4V alloy [5].

Temperature
(◦C)

Density
(kg/m3)

Specific Heat
(J/(kg·◦C))

Thermal
Conductivity
(W/(m·◦C))

Poisson’s
Ratio

Young’s
Modulus

(GPa)

Thermal
Dilatancy

(μm/m/ ◦C)

Yield Stress
(MPa)

20 4420 546 7 0.345 110 8.78 850
205 4395 584 8.75 0.35 100 10 630
500 4350 651 12.6 0.37 76 11.2 470
995 4282 753 22.7 0.43 15 12.3 13

1100 4267 641 19.3 0.43 5 12.4 5
1200 4252 660 21 0.43 4 12.42 1
1600 4198 732 25.8 0.43 1 12.5 0.5
1650 3886 831 35 0.43 0.1 12.5 0.1
2000 3818 831 35 0.43 0.01 12.5 0.01

All the thin-walled structures are printed at the same time (see Figure 1). Nevertheless,
the simulation strategy assumes that each component is printed separately. This is because
the heat conductivity of the loose powder is extremely low, so that most of the heat is
evacuated by radiation through the upper surface of the layer being printed as well as by
heat conduction through the baseplate. Therefore, the in-plane (XY) heat flux through the
loose powder is negligible compared to the heat flow in the vertical (building) direction.

4. Calibration and Results

4.1. Calibration of the Numerical Model

In order to calibrate the numerical model used for LPBF, the warpage profiles of
the thin-wall semi-cylindrical, cylindrical and L-shaped structures are computationally
predicted and compared with the experimental 3D-scan results.

Figure 10a,b shows the out-of-plane displacements of the semi-cylindrical and cylin-
drical parts, respectively. The displacements at several control points are specifically used
as a reference to assess the accuracy of the simulation. Similarly, Figure 11 compares the ex-
perimental and computed displacements of the L-shaped part. Once calibrated, the numerical
model is able to faithfully reproduce the experimental results obtained by 3D scanning.

Figure 10. Comparison of the out-of-plane displacement fields obtained through 3D scanning and numerical simulation:
(a) semi-cylinder; (b) cylinder.
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Figure 11. Comparison of the out-of-plane displacement fields obtained through (a) 3D scanning and (b) numerical
simulation for the L-shaped structure.

It can be seen in Figure 10a that a visible bulge (of approximately 0.4 mm) occurs at
opposite sides of the semi-cylindrical part, while the cylindrical geometry just shows very
small radial displacements (less than 0.08 mm), these being more pronounced in the mid-
section. The open L-shaped thin-wall structure also shows large deformations at the edges
of each wall, as shown in Figure 11 and successfully predicted by the numerical model.

The slight discrepancies between the experimental and computed results are attributed
to the mutual thermal influence among all the components as they are printed together
(see Figure 1); this influence is disregarded in the FE simulation.

4.2. Results and Discussion on the Warpage Mechanism of the Thin-Walled Structures

Understanding the mechanical response of the 3D-printed geometries is necessary to
establish a procedure to alleviate the warpage phenomenon in LPBF manufacture. As an
example, the above results clearly illustrate that open thin-wall structures are more prone
to deformation than closed ones.

Focusing on the open thin-walled semi-cylindrical geometry (Figure 10a), it is ob-
served that the formation of the bulging progresses as the LPBF printing process moves
away from the substrate as shown in Figure 12a. The bulging gets more pronounced
when printing the upper half of the component because the mechanical constraining from
the substrate restrains the development of the distortion in the bottom half. Figure 12b,c
shows the evolution of the longitudinal and vertical stresses, σxx and σzz, respectively, at
two stages of the manufacturing. It can be noted in Figure 12b that the internal surface
sustains compressive stresses while tensile stresses are induced in the external surface. As a
consequence, the wall deforms outwards. The vertical tensile stresses induced by the high
cooling rate and the small bending stiffness of these structures also promote the bulging as
shown in Figure 12c.

Contrarily, the closed thin-walled cylindrical part presents a much higher structural
stiffness, and thus the AM process only produces a small deformation in the radial direction.

Dunbar et al. [40] studied the warpage of two thin-walled cylinders built by SLM.
They also found that the warpage is relatively small. Throughout the printing process,
the maximum warpage occurs several layers below the most recently deposited layer.
This confers a final concave shape to the component.

Next, the warpage mechanism of the thin-wall L-shape structure is analyzed. Figure 13
shows the evolution of the longitudinal stresses (σxx) and the vertical stresses (σzz). Dur-
ing the building process, large tensile stresses develop at the top and two side edges while
compressive stresses are produced in the central area of the built. As a result, warpage
is visible along the lateral edges (see Figure 11). Note that a similar stress distribution
and bulging phenomenon also take place when fabricating the single-wall and the square
thin-walled section (see Figures 4 and 5).
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Figure 12. Semi-cylindrical part: the evolutions of (a) total displacements and (b) longitudinal
stresses (σxx) as well as (c) vertical stresses (σzz).

 

Figure 13. L-shape component: evolutions of (a) longitudinal stresses and (b) vertical stresses.

Yang et al. [41] also carried out a distortion analysis of thin-walled L-shaped and cross
structures; their results showed that the side with longitudinal scan suffers larger distortion,
whereas the side with transverse scan is distortion-free. Obviously, the mechanical response
of thin-walled structures is closely related with the scan strategy.
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5. Structural Optimization for Warpage Control

As above mentioned, the main difficulty for fabricating thin-walled AM components
is their low structural stiffness and the high thermal stresses, especially at the sharp corners.
In order to minimize the part warpage, a structural optimization strategy is proposed
to enhance the overall stiffness of the component and particularly when open sections
must be fabricated. The idea consists in adding vertical stiffeners able to resist the thermal
stresses by locally increasing the structural stiffness and, at the same time, reducing the
cooling rate at the edges of AM components as shown in Figure 14.

Figure 14. Proposed modification of the local stiffness of thin-walled structures.

Figure 15 shows the final warpage of both the open semi-cylindrical and L-shaped
thin-walled parts with and without the vertical stiffeners. The warpage minimization is
noticeably achieved.

 

Figure 15. Warpage of the open (a) semi-cylindrical and (b) L-shaped thin-walled parts with and
without vertical stiffeners.
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Figure 16 shows the residual von Mises stresses of the open semi-cylindrical and
L-shaped thin-walled structures. These residual stresses are mitigated by lowering the
cooling rates at the edges of the two structures, thus increasing the local heat accumulation.
Note that there still exist large residual stresses in the bottom area of both components.
However, substrate preheating just before LPBF can successfully mitigate the residual
stresses in this area to achieve high-quality fabrication of thin-walled components [5,7].

Figure 16. Residual von Mises stresses of the open (a) semi-cylindrical and (b) L-shaped parts with
and without vertical stiffeners.

6. Conclusions

In this work, the warpage of several thin-walled structures fabricated by LPBF is
investigated. The major conclusions of this study are:

1. The wall thickness plays a significant role on the warpage of the final part. Thicker
walled structures present reduced warpage.

2. Increasing the build height as well as reducing the wall curvature causes larger
warpage, as shown for the cylindrical structures.

3. Open sections (e.g., semi-cylinder, L-shape, etc.) are more prone to warpage than
closed ones (e.g., cylinder and square section) because of their reduced structural
stiffness.

4. The use of vertical stiffeners enables locally enhancing the structural stiffness of thin-
walled structures, minimizing the residual warpage induced by the LPBF process.

5. FE analysis of LPBF processes is a useful tool to analyse different thin-walled struc-
tures in order to predict the actual warpage. The developed FE model has been
calibrated with experimental 3D-scanning images.
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Abstract: The solidifying steel follows highly nonlinear thermo-mechanical behavior depending on
the loading history, temperature, and metallurgical phase fraction calculations (liquid, ferrite, and
austenite). Numerical modeling with a computationally challenging multiphysics approach is used
on high-performance computing to generate sufficient training and testing data for subsequent deep
learning. We have demonstrated how the innovative sequence deep learning methods can learn from
multiphysics modeling data of a solidifying slice traveling in a continuous caster and correctly and
instantly capture the complex history and temperature-dependent phenomenon in test data samples
never seen by the deep learning networks.

Keywords: sequence deep learning; neural networks; casting; steel; solidification; multiphysics

1. Introduction

While developments of advanced steel solidification processes, such as metal-based
additive manufacturing, are making steady progress, the field is still dominated by more
traditional techniques, such as ingot, foundry, and continuous casting. Continuous casting
produces over 95% of the world’s steel. Experiments are limited due to the molten steel’s
harsh environment and the many process variables, which affect their complex multi-
physics phenomena. Advancement of these established manufacturing processes mostly
relies on the improved quantitative understanding gained from sophisticated multiphysics
numerical models. Remarkable advances in computing technology and numerical algo-
rithms in the last 30 years have enabled more realistic and accurate multiphysics modeling
of steel solidification processes on high-performance computing systems.

Lee et al. [1], followed by Teskeredžić et al. [2], demonstrated multiphysics modeling
of steel solidification by coupling a fluid flow of molten steel thermal-stress models of solid-
ifying shell to predict solidification and stress formation on simplified casting geometries.
Koric and Thomas [3] incorporated a bounded Newton-Raphson method from an in-house
code [4] into Abaqus [5] commercial finite element code, which provided an order of magni-
tude performance increase in solving solidification thermo-mechanical problems, including
the explicit finite element formulation [6]. Later Koric et al. [7] devised and validated a new
enhanced latent heat method to convert spatial and temporal superheat flux data into the
finite-element thermo-mechanical model of the solidifying shell and mold. The modeling
approach was demonstrated via simulation of the multiphysics phenomena in continuous
commercial casters of carbon steel grades [8], and lately, stainless steel grades [9]. Besides
pure Lagrangian approaches, researchers have also lately used a combination of Eulerian
approach in liquid, Lagrangian in solid, and Eulerian-Lagrangian in mushy (semi-solid)
zones in treating multiphysics phenomena in steel solidification [10] as well as meshless
numerical methods [11]. Application of steel solidification multiphysics models in crack
formation mechanisms was also the subject of recent research works [12,13]. However,
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finding efficient and accurate multiphysics computational approaches, which can be widely
applied on commodity computers, remains a challenge.

Lately, machine learning techniques, particularly deep learning, which is inspired
by the biological structure and functioning of a brain, have accomplished significant
successes in wide areas of science and engineering, such as natural language processing,
computer vision, voice recognition, autonomous vehicle driving, medical diagnosis, and
financial service. Numerical modeling in mechanics and material science is not an exception.
Various surrogate deep learning data-driven models have been trained to learn and quickly
inference the thermal conductivity and advanced manufacturing of composites [14,15],
topologically optimized materials and structures [16,17], the fatigue of materials [18],
nonlinear material response such as in plasticity and viscoplasticity [19,20], and many
other applications.

2. Thermo-Mechanical Model of Steel Solidification

We use the modeling results from the existing multiphysics (thermo-mechanical)
model [3] with a solidifying slice domain traveling in the Lagrangian frame of reference
down the continuous caster to generate training and testing data for the sequential deep
learning methods. The governing equation for thermal behavior of the solidifying shell is
given in Equation (1)

ρ

(
∂H
∂t

)
= ∇ · (k∇T), (1)

where k is thermal conductivity, ρ is density, and H is specific enthalpy including the latent
heat during phase transformations, such as in solidification and transition from δ-ferrite to
austenite. Inertial effects are negligible in solidification problems, so using the quasi-static
mechanical equilibrium in Equation (2) as the governing equation is appropriate:

∇ ·σ(x) + b = 0, (2)

where σ is the Cauchy stress tensor and b is the body force density vector. The rate repre-
sentation of total strain in this thermo-elastic-viscoplastic model is given by Equation (3):

.
ε =

.
εel +

.
εie +

.
εth, (3)

where
.
εel ,

.
εie,

.
εth are the elastic, inelastic, and thermal strain rate tensors, respectively.

At temperatures close to and above the solidification/melting point, steel alloys show
significant time- and temperature-dependent plastic behavior, including phase transfor-
mations. Kozlowski et al. [21] created a visco-plastic constitutive equation to model the
austenite phase of steel, relating inelastic strain to stress, strain rate, temperature, and steel
grade via carbon content, Equation (4)

.
εie[sec−1] = fC

(
σ[MPa]− f1εie|εie| f 2−1

) f 3
exp

(
− Q

T[K]

)
where :
Q = 44, 465
f1 = 130.5 − 5.128 × 10−3T[K]
f2 = −0.6289 + 1.114 × 10−3T[K]
f3 = 8.132 − 1.54 × 10−3T[K]

fC = 46, 550 + 71, 400(%C) + 12, 000(%C)2

, (4)

where Q is an activation energy constant, σ (MPa) is Von Mises effective stress, f1, f2, f3, fc
are empirical functions that depend on absolute temperature (K), and %C is carbon content
(weight percent) representing steel grade (composition).
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Another constitutive model, so called Zhu power law model [22] in Equation (5), was
devised to simulate delta ferrite phase with relatively higher creep rate and weaker than
austenite phase.

.
εie(1/ sec .) = 0.1

∣∣∣∣∣∣∣∣
σ(MPa)

fδc(%C)

(
T(◦ K)

300

)−5.52

(1+1000εie)
m

∣∣∣∣∣∣∣∣

n

where :

fδc(%C) = 1.3678 × 104(%C)−5.56×10−2

m = −9.4156 × 10−5T
(◦

K
)
+ 0.3495

n = 1
1.617×10−4T(◦K)−0.06166

. (5)

The delta-phase model given in Equation (5) is applied in the solid whenever delta-
ferrite’s volume fraction is more than 10%, to approximate the dominating influence of
the very high-creep rates in the delta-ferrite phase of mixed-phase structures on the net
mechanical behavior. While there are sophisticated constitutive models applied in the
mushy and liquid zones in the previous works [23,24], in this work, the elastic-perfectly-
plastic constitutive model with small yield stress is applied above the solidus temperature
Tsol, to enforce negligible strength in those volatile zones. The highly nonlinear constitutive
visco-plastic models in Equations (4) and (5) are efficiently integrated at the integration
points in UMAT subroutine [3] and linked with Abaqus, which, in turn, solves the coupled
thermo-mechanical governing Equations (1) and (2) by the implicit nonlinear finite element
solution methodology.

The low carbon steel grade was chosen for this work with 0.09 wt%C, Tsol = 1482.4 ◦C,
and Tliq = 1520.5 ◦C, whose solidification path is shown in the pseudo-binary iron-carbon
phase diagram shown in Figure 1.

Figure 1. Pseudo-binary iron-carbon phase diagram with solidification path for 0.09 wt%C low
carbon steel grade.

Highly temperature-dependent and nonlinear material properties for this steel grade
are given in Figure 2a for elastic modulus and enthalpy and in Figure 2b for thermal
conductivity and thermal expansion.
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(a) (b) 

Figure 2. Temperature dependent material properties for 0.09 wt%C steel grade: (a) elastic modulus
and enthalpy and (b) thermal conductivity and thermal expansion.

The phase fraction and temperature-dependent material properties in Figures 1 and 2
and other interfacial calculations are an integral part of UMAT and other user-defined
subroutines, which are programmed and linked with Abaqus to provide a complete
multiphysics model of steel solidification on the continuum level [3,8].

Generalized plane strain conditions can realistically recover a full 3D stress state
in long objects under thermal loading [3,4], such as in continuous caster in Figure 3a
with the considerable length and width. The slice domain in Figure 3b travels down
the mold with casting velocity in a Lagrangian frame of reference. It consists of a single
row of 300 coupled thermo-mechanical generalized plane strain elements with 602 nodes,
which provide generalized plane strain condition in axial (z-direction). In addition, a
second generalized plane strain condition was imposed in the y direction by coupling the
vertical displacements of all nodes along the bottom edge of the domain. Time-dependent
profiles of thermal fluxes leaving the chilled surface on the left side of the domain and
their displacement due to mold taper and other interactions with the mold provide the
solidifying slice domain’s thermal and mechanical boundary conditions. These profiles’
temporal variations are inputs for the sequence deep learning methods, while the calculated
temperature and stress histories are their targets (labels).

 
(a) (b) 

Figure 3. (a) Continuous caster with solidifying slice finite element domain and (b) thermal and
mechanical boundary conditions.

167



Metals 2021, 11, 494

3. Deep Learning Models

Deep learning is a subset of machine learning. Deep learning models consist of
neural networks, a hierarchical organization of layers of neurons connected to other
neurons’ layers.

3.1. Dense Feedforward Neural Network

As shown in Figure 4, the most straightforward neural network, the so-called dense
feedforward neural network, comprises linked layers of neurons that calculate predictions
based on input data.

Figure 4. Dense feedforward deep neural network.

The layers with neurons feed information forward to other layers based on the received
input, and this forms a complex network that learns with some feedback mechanism. The
number of hidden layers, i.e., the layers in between input and output layers, defines a
neural network’s deepness. Neurons of successive layers are connected through associated

weights and biases W and b. The output Ŷ[l]
for a layer l is calculated as:

Z[l] = W[l]Z[l−1] + b[l]

Ŷ[l]
= f [l](Z[l])

, (6)

where W[l](nl × nl−1) and b[l] (nl−1 × 1) are matrix of weights and vector of biases, re-
spectively which are updated after every training pass. f[l] is the activation function that
transforms Z into output for every neuron in the layer l. Activation functions in neural
networks are nonlinear functions such as Rectified Linear Unit (ReLu), Sigmoid, and Hy-
perbolic Tangent. They enable the neural network to learn almost any complex functional
relationship between inputs and outputs. At the end of each feed-forward pass, the loss
function L compares the predictions to the targets by calculating a loss value that measures
how well the network’s predictions match what was expected. Then, in a backpropagation
process, the optimizer minimizes loss value iteratively with gradient descent in Equation (7)
and other similar optimization techniques. The gradients of loss function L are calculated
with respect to the weights in the last layer, and the weights are updated for each node
before the same process is done for the previous layer and backward until all of the layers
have had their weights adjusted. Then, a new k iteration with forward propagation starts
again. After a reasonable amount of iterations, the series Wk should converge toward the
minimum loss value location. The parameter γ is called the learning rate.
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3.2. Recurrent Neural Networks

In a feedforward neural network, we assume that all inputs (and outputs) are inde-
pendent of each other. However, we want to predict the next value in a sequence for many
deep learning tasks, such as a word in a sentence, by knowing which words came before
it. The most known sequence neural network is the family of recurrent neural networks
(RNN). They are called recurrent because they perform the same task for every element
of a sequence, with the output being dependent on the previous computations. Sequence
learning predicts for a given input sequence x0, . . . , xT the matching outputs ŷ0, . . . , ŷT at
each time step while minimizing the loss function L between predictions ŷ0, . . . , ŷT and
actual targets y0, . . . , yT . The diagram in Figure 5 shows RNN being unfolded in time into
a full network for an entire sequence and is described by the propagation expressions in
Equation (7).

st = f (Uxt + Wst−1 + b)
ŷt = Vst + c

. (7)

Figure 5. Recurrent neural network with its unfolding in time calculations.

st is the hidden state at time step t, also known as the “memory” of the recurrent
network since it captures information about what happened in all the previous time steps.
It is calculated from the previous hidden state and the input at the current step represented
by W (hidden-to-hidden) and U (input-to-hidden) weight connections, respectively, f is
the activation function, and b is a bias. Output prediction at time step t is calculated from st
using V (hidden-to-output) weights and c bias. Similarly, to the dense feedforward network,
all weights and biases are updated from their loss gradients by backpropagations. However,
recurrent neural networks often consist of very deep computational graphs repeatedly
(recurrently) applying the identical operation at each time step of a long-time sequence.
This may cause the vanishing or exploding gradient problems during backpropagation
and makes it challenging to train long sequence data with RNNs. To address the vanishing
gradient problems of traditional RNN, the long short-term memory (LSTM) [25] and gated
recurrent unit (GRU) [26] are devised. Hidden state (memory) cells in the LSTM and GRU
advanced recurrent neural networks are designed to dynamically “forget” some old and
unnecessary information via select gated units that control the flow of information inside a
memory cell, thus avoiding multiplication of a long sequence of numbers during temporal
backpropagation. GRU has a simpler gated unit architecture than LSTM and generally
learns faster than LSTM. A recent work [19] has shown that GRU’s formulation is less prone
to overfitting in materially non-linear sequence learning and allows faster training due to
the smaller number of trainable parameters. A comprehensive mathematical overview of
LSTM and GRU networks can be found here [27].

3.3. Temporal Convolutional Neural Network

The temporal convolutional network (TCN) is a variant of Convolutional Neural
Networks particularly adept for sequence learning tasks. The two-dimensional (standard)
version of Convolutional Neural Networks (CNN) is generally considered the best deep
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learning model available today for computer vision tasks. Convolution is sliding a smaller
matrix (known as a kernel or filter) over a larger matrix representing an image. At each run,
we do an element-wise multiplication of the two matrix elements and add them. The kernel
slides to another portion of the image matrix until the whole image is convoluted, and a
feature map corresponding to a particular kernel is computed. The gradients of the loss
function with respect to kernel weights are then calculated in a backpropagation process,
and the weights are updated similar to dense feedforward artificial neural networks. There
are many kernels in a typical computer vision CNN such as geometric shapes, edges,
distribution of colors, etc. This makes these networks very robust in image classification
and other similar data that contain 2D-spatial properties. TCN uses a one-dimensional
version of CNN where the kernel slides along a single dimension, i.e., time. In these
so-called casual convolutions, an output at time t is convoluted only with elements from
time t and earlier in the previous layer, as shown in Figure 6. No information from the
future is propagated into the past. To produce an output of the same length as the input
layer, zero padding of length (kernel size − 1), is added to keep subsequent layers the same
size as previous ones. Multiple 1D convolutional layers are typically stacked on top of each
other in order to learn from the previous time steps.

Figure 6. Temporal convolutional neural network.

The dilation factor (DF), or receptive field enlargement with gaps in entries of sub-
sequent convolution layers, is increased exponentially to achieve large receptive field
sizes. Since TCN does not perform recurring calculations, it is more robust with respect to
vanishing and exploding gradients than any RNN network. It is more computationally
and memory efficient. More detailed information about TCN can be found in [28].

4. Results and Discussion

Instantaneous heat flux profile on the chilled surface is essential for the multiphysics
analysis that drives the solidifying shell’s transient heat transfer. Similarly, the chilled so-
lidifying shell surface’s displacement profile due to the mechanical contact and interactions
with the mold surface is an important boundary condition for mechanical analysis. Based
on a variation of the time histories of heat flux and displacement boundary conditions,
the multiphysics model of solidifying slice from Chapter 2 is run for 17 s of simulation
time that the slice spends solidifying in the mold. Thus, we generate temperature and
stress histories at the four spatial control points along the slice’s bottom edge at the chilled
surface and 1, 2, and 3 mm in the domain interior (see Figure 3), which are used as targets
(labels) for the sequence deep learning methods. The points are chosen on those locations
since casting quality depends on the solidification conditions on the chilled surface and
its subsurface. It is known from the steel plant observations that the thermal flux has an
overall decaying profile due to transient heat transfer, while the displacement profile has an
increasing trend due to mold taper. After having several temporal points defined randomly
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within ranges of expected profile values, a radial basis interpolation with Gaussian function
is used to connect (interpolate) the points and to emulate additional fluctuations and data
noise observed in the actual flux and displacement profiles due to sudden changes in
contact conditions and interfacial heat transfer between mold and steel surfaces. Many
thousands of these thermal and displacement variations provided all possible scenarios
that the solidifying shell encounters on its chilled surfaces while traveling down the caster,
as well as a sufficient number of data samples generated for deep learning. One such test
input data sample with displacement and heat flux profiles is given in Figure 7.

 
(a) (b) 

Figure 7. Example of a testing input data sample: (a) displacement profile and (b) flux profile.

Figure 8 shows the schematic diagram of a training process in sequence learning in
this work. The modeling database provides inputs for sequence neural networks and tem-
perature and stress sequences, i.e., labels (targets). The loss function compares predictions
from the neural network to the labels and calculates a loss value. The optimizer minimizes
the loss value and updates the weights of the network iteratively, as explained earlier.

Figure 8. Training process in sequence deep learning.
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The three deep learning models have a comparable number of approximately 3.5 million
total trainable parameters, such as entries in W, U, V, b, and c weight and bias matrices
in Figure 5 that connect a multitude of nodes and layers of the recurrent neural networks,
and with each network consisting of 3 hidden layers. This provided an optimum be-
tween computational cost and minimization of errors. The input and target data for over
14,000 samples, each with 100 time steps, are generated using high-throughput computing
capabilities of several nodes of the high-performance computing cluster called iForge at
the National Center for Supercomputing Applications at the University of Illinois. Ap-
proximately, 80% of the generated data samples are randomly selected for training with
the LSTM, GRU, and TCN sequence deep learning methods, discussed in Section 3, on an
iForge’s computing node equipped with GPUs using Keras [29] with TensorFlow backend.
The remaining 20% of the data is set aside for testing and validation. Figure 9 depicts an
example of each sequence learning model’s convergence plots for 150 training epochs in
terms of scaled mean absolute error (SMAE).

(a) (b) 

Figure 9. Convergence history: (a) LSTM and (b) GRU and TCN.

The training of the LSTM sequence learning model is generally extremely unstable,
as can be seen in Figure 9. This is not the case with GRU and TCN. Both deep learning
models provided accurate qualitative and quantitative results, with slight variations in the
SMAE and steady converging. Figure 10 shows ground-truth stress and temperature results
calculated for the four control points by the multiphysics model and the corresponding
sequence learning predictions from the neural networks for the test input sample in Figure
7, which was never trained by any deep learning network.

The GRU and TCN deep learning models almost perfectly predicted the highly
complex and coupled multiphysics thermo-mechanical phenomena of steel solidification
with multiple visco-plastic constitutive laws, generating tensile and compressive residual
stresses on the chilled surface and its subsurface. These stresses and strains are responsible
for most cracks and other defects initiating in the continuous casting of steel [4]. The LSTM
model, on the other hand, only roughly predicted the temperatures and stresses histories
mainly due to its limited capabilities to cope with long sequences of data such as here
with 100 time steps. We have inferred results from many other test samples, which again
were never trained by the deep learning networks. Every time the GRU and TCN models
were able to accurately predict the stress and temperature histories. This is summarized in
Figure 11 in terms of average SMAE with its standard deviation for all the testing samples.
The LSTM-based model has the highest error values among the models, while the GRU-
and TCN-based models have similar error values. However, the TCN model was eight
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times faster in training than the GRU-based model due to its convolutional algorithm that
avoids recurrent calculations and generally much better utilizes the GPU hardware.

 

Figure 10. Output results, ground-truth, and deep learning predictions for the 4 control points, corresponding to the testing
input sample in Figure 7.

Figure 11. Training times and testing scaled mean absolute error (SMAE).
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5. Conclusions

We have applied and compared the three types of deep sequence learning methods,
short-term memory (LSTM), gated recurrent unit (GRU), and temporal convolutional
network (TCN), to a multiphysics model of steel solidification. We have found that only
the TCN- and GRU-based models could learn and gain enough artificial intelligence to
accurately reproduce the extremely complex multiphysics behavior of a solidifying steel
domain moving in a continuous caster. At the same time, the TCN-based model is also
significantly more computationally efficient. Moreover, once appropriately trained on
a high-end computing system with sufficient sequenced data generated from classical
multiphysics finite element simulations, the model’s trained weights and biases can be
transferred to any low-end computer. Thus, the deep learning models developed in this
work can almost instantly produce (inference) good quality results for unseen input data
on laptops and without any modeling software. Finally, it is worth pointing that the
deep learning methodology developed here is not confined to the slice domain or the
constitutive models used in this work. Still, it is readily applicable to other solidification
domains and constitutive models. These and other similar Artificial Intelligence (AI)-
based surrogate data-driven methods will open the door for future highly accelerated
multiphysics modeling, design, optimization, and process predictions in steel solidification
and other complex manufacturing processes.
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Abstract: Ultrasonic treatment (UST) and its effects, primarily cavitation and acoustic streaming, are useful
for a high range of industrial applications, e.g., welding, filtering, cleaning or emulsification. In the
metallurgy and foundry industry, UST can be used to modify a material’s microstructure by treating
metal in the liquid or semi-solid state. Cavitation (formation, pulsating growth and implosion of tiny
bubbles) and its shock waves, released during the implosion of the cavitation bubbles, are able to break
forming structures and thus refine them. In this context, especially aluminium alloys are in the focus of
the investigations. Aluminium alloys, e.g., A356, have a significantly wide range of industrial applications
in automotive, aerospace and machine engineering, and UST is an effective and comparatively clean
technology for its treatment. In recent years, the efforts for simulating the complex mechanisms of UST
are increasing, and approaches for computing the complex cavitation dynamics below the radiator during
high intensity ultrasonic treatment have come up. In this study, the capabilities of the established CFD
simulation tool FLOW-3D to simulate the formation and dynamics of acoustic cavitation in aluminium
A356 are investigated. The achieved results demonstrate the basic capability of the software to calculate the
above-mentioned effects. Thus, the investigated software provides a solid basis for further development
and integration of numerical models into an established software environment and could promote the
integration of the simulation of UST in industry.

Keywords: aluminium; ultrasonic melt treatment; cavitation; CFD simulation; structure refinement

1. Introduction

Cavitation, caused by high-intensity ultrasonic treatment (UST), is used in a wide range of industrial
applications and becomes more and more interesting for metallurgy and foundry processes. It can be used
as an effective method for modifying a material’s microstructure and to improve the material’s mechanical
properties [1,2]. Especially in the context of the treatment of aluminium alloys, many investigations were
conducted in the last 20 years. Aluminium and its alloys are thereby of primary importance as they are
used for the manufacturing of a wide variety of industrial components in automotive, aerospace, shipping
and mechanical engineering. The UST of aluminium can be conducted in a liquid or semi-solid state [3–9].
In the process, extreme pressure amplitudes (higher than the material’s cavitation threshold) are induced
by an immersed sonotrode through high-frequency sinusoidal mechanical vibration, which causes the
formation of cavitation bubbles during the phase of negative pressure amplitudes, pulsating growth and
the collapse of cavities accompanied by energy release in the form of shock waves [1,10–12]. Since the
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pressure intensity decreases exponentially with growing distance, in most cases, cavitation activity is
limited to a small cavitation cloud close to the sonotrodes tip [1,13]. The mentioned dynamics within
the cavitation cloud, including temporal pressure and temperature changes, can evoke several refining
metallurgical effects, mainly:

• Wetting: The aluminium melt inevitably contains low amounts of Al2O3, a by-product resulting from
the hydrogen-absorbing reaction of aluminium and H2O vapour. On the surfaces of these Al2O3

particles, hydrogen deposits prevent Al2O3 from wetting. Shock waves, resulting from the collapse
of cavitation bubbles near the particle, remove the hydrogen deposits and make the Al2O3 particles
available as nucleation sites for heterogeneous nucleation [9,14–16].

• Nucleation: The released shock waves result in a change of pressure ratios close to the collapsing
bubbles. This leads to an increase of the alloy’s solidification temperature, and thus to the formation
of solid aluminium grains. Below liquidus temperature, a few of the grains are thermally stable and
survive the drop to normal ambient pressure; they support microstructures’ refinement as available
nucleation sites [5,15–19].

• De-agglomeration: The releasing shock waves are able to separate agglomerated particles and, in this
way, enhance the particle distribution and increase the amount of available nucleation sites within
the scope of heterogeneous nucleation [1,16].

• Fragmentation: This effect takes place at temperatures below the liquidus temperature, when the
alloy starts to solidify and dendrites form. Pulsating cavitation bubbles close to the dendrites and its
roots bend the dendrite arms during pulsation regularly. Either during bending or through shock
waves, dendrite arms break. The broken off dendrite arms henceforth are the basis for growing
dendrite structures [1,16,20–26].

The knowledge of the development, size and dynamics of cavitation (zone) is of high importance
for effective usage of the mentioned effects, e.g., for the process design of ultrasonic supported systems.
In recent years, efforts for simulating ultrasonic treatment and its effects have increased. An overview
of most of the published simulation studies so far was given in [27]. So far, much progress has been
made, but looking at the efforts for simulating ultrasonic treatment in its entirety, it still is in the stage of
development. While we presented a comprehensive approach for the simulation of UST in [27], the study
lacked a detailed investigation of cavitation dynamics. Therefore, in this study, the capabilities of the
established CFD (casting) simulation tool FLOW-3D, developed by Flow Science, Inc. (Santa Fe, NM, USA)
to calculate and visualize cavitation in aluminium melt, here A356, were investigated.

2. Numerical Modelling

2.1. General

All modelling and simulation activities were performed using the CFD simulation software
FLOW-3D v11.2, whereas for analysis purposes, the software FlowSight v11.2 was used. Both programs
were developed by Flow Science, Inc. Within the scope of the investigations, a compromise had to be found
between the resolution of the visual results (depending on the cell size) and the associated computing time
(depending on the cell size, the time step definition and the CPU power). As a minimum requirement,
the definition of the time steps should allow the most accurate reproduction of the sinusoidal curve on
which the sonotrode movement is based (see Section 3.1). For this reason, the investigated time frame for
the development of cavitation was set to 0.001 s, and the time step for calculation was set to 1.5625 × 10−6 s.
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2.2. Meshing and Geometry

To minimize the required simulation time, only necessary and essential elements were modelled and
simulated, without neglecting a real system. The fluid volume was 8 × 8 × 8 mm (xyz), deducting the
immersed sonotrode volume. The sonotrode used had a diameter ds of 5 mm and an immersion depth of
4 mm, and its material was defined as ceramic. The selected dimensions allowed for a very small cell size
with an acceptable amount of cells. In addition, particularly in the case of in situ experiments, sonotrodes
with diameters of just several mm are used [19,25,28,29]. Since the investigations were conducted in
isothermal conditions, heat transfer could be neglected. Thus, no sonotrode temperature was defined.
The radiator movement was controlled by a sinusoidal translational velocity component in the z-direction,
corresponding to an ultrasonic system with 20 kHz and a peak-to-peak amplitude of 35 μm, which
leads to 20 calculated oscillations. The atmospheric pressure and temperature were set to 101,325 Pa
and 293.15 K, respectively. Due to the reasons mentioned above, the cell size was 5 × 10−5 mm, and the
primary three-dimensional system was discretised with 4,608,000 cells. That way, the corresponding visual
results have a high resolution at acceptable computing times. To let acoustic waves propagate across the
boundaries and avoid reflecting effects close to the radiator, multi-block meshing was defined. In this
case, it means that the mesh block of the primary system (Mesh Block 1) is completely enclosed by another
mesh block (Mesh Block 2) with a cell size of 1 mm. The boundaries of Mesh Block 1 were defined as
inter-block mesh boundaries. Figure 1 displays the described modelling of Mesh Block 1.

Figure 1. Geometric alignment of the simulation model setup.

2.3. Fluid

Fluid properties were set corresponding to aluminium silicon alloy A356 at 973.15 K, since the speed of
sound within aluminium is known for this temperature from [30]. The main parameters used are presented
in Table 1. To account for acoustic waves in fluids that would otherwise be treated as incompressible,
the (limited) compressibility model was activated. That way, it is possible to simulate sharp pressure
changes, like those occurring during UST. The compressibility coefficient β is defined as:

β =
1

ρc2 (1)

where ρ and c are the respective fluid density and adiabatic speed of sound [31]. Therefore, the material’s
density and speed of sound can be considered for the calculation of acoustic pressure.
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Table 1. Physical fluid parameters of A356 [30,31].

Parameter A356 Unit

Density 2437 kg/m3

Viscosity 0.0019 kg/m/s
Specific heat 1074 J/kg/K

Thermal conductivity 86.9 W/m/K
Liquidus temperature 881.15 K
Solidus temperature 825.55 K

Speed of sound 4600 m/s
Compressibility 1.94 1/Pa
Surface tension 0.871 kg/s2

2.4. Cavitation Physics

Within the cavitation model, cavitation is measured by a transport equation, which calculates the
advection, production and dissipation of the cavitation volume fraction, according to the following
equations, which are the default equations for FLOW-3D v11.2 [31]:

DVcav

Dt
= Cavproduction − Cavdissipation, (2)

Cp = Ce
Eturb

σ
ρlρv

√[
2
3

pcav − p
ρl

]
(1 − fcav) (3)

Cd = Cc
Eturb

σ
ρ2

l

√[
2
3

p − pcav

ρl

]
fcav (4)

Vcav is the computed cavitation volume fraction; Cp is the cavitation production coefficient; Cd is the
cavitation dissipation coefficient; Ce the evaporation coefficient; Cc the condensation coefficient; Eturb is the
turbulent kinetic energy (alternatively 10% of the total kinetic energy if no turbulence model is selected);
pcav is the specified cavitation pressure; p is the local fluid pressure; σ is the material surface tension;
and fcav is the mass fraction of cavitation within the cell, with ρl and ρv as the densities of liquid and
vapour. The coefficients used for cavitation production and dissipation are default values (0.02 and 0.01,
respectively) that can be adjusted. The newly opened void region was treated as a fixed pressure bubble with
the pressure equal to the cavitation pressure, which is a fixed parameter that currently does not depend on
temperature [31]. Hydrogen gas at 973.15 K was assumed to be the gas species inside the cavitation bubbles.
The respective gas density was calculated by the general gas equation:

pV = nRST −→ n
V

=
p

RST
, (5)

where p is the gas pressure, V the gas volume, n the amount of gas, Rm the universal gas constant and
T the thermodynamic temperature of the gas [32]. Using the molar mass of H2 and the data in Table 2,
the gas density of cavitation bubbles was 0.025 kg/m3. While in real cases, it is expected that the pressure
within the bubbles changes with positive and negative pressure amplitudes resulting from the radiator,
the average value still is the atmospheric pressure. Due to simplification, the average value of hydrogen
density was used within a so-called one fluid simulation to reduce the complexity of the simulation
model in which one density within the bubbles can be defined. Within the scope of the bubble and phase
change model, the relationship between pressure, volume and temperature followed an adiabatic law.
The pressure in each bubble was inversely proportional to its volume to the power of γ. Since the bubble
and phase change model allows tracking collapsed bubbles with void particles, this feature was activated
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to analyse the distribution of cavitation activity within the analysed volume. For an accurate calculation
and visualization, opening bubbles had to be resolved by a minimum of three cells across the diameter [31].

Table 2. Parameters and values used for the calculation of hydrogen density at 973 K [32].

Parameter Value Unit

Gas pressure p 101,325 Pa
Universal gas constant Rm 8314.41 J/(kmol K)

Temperature T 973.15 K
Molar mass M (H2) 2.016 kg/kmol

The so-called general moving object (GMO) model calculates the radiator movement by a sinusoidal
translational velocity component in the z-direction, corresponding to an ultrasonic system with 20 kHz
and a peak-to-peak amplitude of 35 μm. The sinusoidal translational velocity is calculated by:

v(t) = ω · s0 · cos(ωt + φ0), (6)

with:
ω = 2π f , (7)

where v(t) corresponds to the angular frequency, ω is the angular frequency with f as the frequency, s0 is
the amplitude (17.5 μm) and φ0 is the phase angle. The GMO model calculates the kinetic energy, which is
caused by the radiator movement, and its transfer on the fluid by momentum and mass conservation.
For moving object/fluid coupling, the explicit numerical method was chosen, in which the fluid and GMO
motions, i.e., the radiator, of each time step are calculated using force and velocity data from the previous
time step. Besides gravitation and the activation of the GMO model for the movement of the radiator,
the surface tension model, as well as the viscosity and turbulence model were of primary importance.
All specific parameters and values used are listed in Table 3.

Table 3. Summary of the chosen models with the corresponding parameters.

Model Parameter A356 Unit

Bubble and phase change Gamma 1.4 Without unit
with adiabatic bubble and Pressure 101,325 Pa

dynamic nucleation
Cavitation with empirical Cavitation pressure 0 Pa

model for cavitation control (Cavitation threshold)
active model for voids and Surface tension coeff. 0.871 kg/s2

activated cavitation Density of cav.bubbles 0.025 kg/m3

potential model Cav. production coeff. 0.02 Without unit
Cav. dissipation coeff. 0.01 Without unit

Surface tension model with Surface tension coeff. 0.871 kg/s2

explicit numerical Temperature dependence 0 kg/s2/K
approximation for surface Contact angle 90 Degrees

tension pressure

3. Results

3.1. Radiator Movement

First, the software’s capabilities to follow the sinusoidal curve shape and to calculate the entered
amplitude were analysed. The result is demonstrated in Figure 2. The chosen time step to calculate the
oscillation can be considered sufficient to correctly generate the targeted amplitude of 35 μm. Both calculated
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amplitude and frequency correspond to the entered parameters and are not impaired by the chosen time
steps. Therefore, the chosen time step can be considered a solid basis for the following investigations.

Figure 2. Analysis of calculated radiator movement: (a) actually calculated radiator amplitude and
(b) velocity amplitude and frequency.

3.2. Cavitation

Figure 3 shows the juxtaposition of the cavitation volume fraction, pressure analysis and fluid fraction
for five different times in the cells right below the radiator surface. The analysis of the cavitation volume
fraction (Figure 3a) reveals a fast increase in cavitation activity within the first 0.0003 s. From there,
the cavitation zone starts expanding in all directions in the form of little branches. The distribution
of cavitation activity seems mostly homogeneous; only in some sectors, slightly stronger activities are
measureable. The pressure analysis in Figure 3b) allows gaining better insight into the pressure conditions
within the cavitation zone. It reveals the permanently varying pressure distribution within the cavitation
zone and, in addition to it, the formation of locally occurring positive pressure hotspots, the values of which
are much higher than the usual pressure amplitudes. Furthermore, the boundaries of the active cavitation
zone towards the rest of the fluid are partially clearly recognisable. Volume fraction rendering (Figure 3c)
highlights sectors with volume fraction values between 1.0 (100% fluid) and 0.0 (100% void). This way,
e.g., the occurring bubbles or cavities are made visible, and better insight into the cavitation activity
is possible. At t = 0.0001 s, a conspicuous ring structure is visible. Considering the radiator movement
(Figure 2b), it becomes evident that the radiator reached its negative location peak at t = 0.0001 s. Therefore,
it can be assumed that the ring structure arises from the fluid displacement caused by the radiator.

In addition to the cavitation volume fraction results shown in Figure 3a, the cavitation area dimensions
in yz-layer in the cross-section of the sonotrode after t = 0.001 s are demonstrated in Figure 4. Starting from
the radiator surface, the cavitation area also expands downwards. The cavitation area can thereby be
divided in two zones: a primary zone (zone 1), where the cavitation activity is highest and a transition zone
(zone 2) between zone 1 and the rest of the fluid, where the cavitation activity is continuingly decreasing
to zero. Since the pressure amplitude decreases exponentially with growing distance to the radiator
and cavitation dynamics are directly dependent on the pressure conditions, cavitation activity decreases
as well.
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Figure 3. Development of the cavitation zone on the radiator’s surface at different times: (a) cavitation
volume fraction, (b) pressure and (c) fluid fraction.
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Figure 4. Dimensions of the cavitation zone in the central yz-layer after t = 0.001 s.

In addition to the results illustrated in Figure 3, the volume fraction distribution in and around
emerging bubbles is calculated, as demonstrated in Figure 5. The displayed bubble in Figure 5a has
a maximum size of four mesh cells, which corresponds to roughly 200 μm, and forms and collapses
within 30 μs. Figure 5b shows the corresponding pressure values during bubbles’ expansion and
compression and after bubble collapse. Until the final collapse, the bubble is surrounded by a negative
pressure field, which adjusts to the pressure values of the rest of the fluid with increasing distance to the
bubble. After the bubble vanishes or collapses (t = 0.000240 s), a short pressure hotspot occurs.

Figure 5. Bubble dynamics: (a) fluid fraction in and around the bubble and (b) pressure conditions in the
area around the bubble and after collapse.
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Apart from this, the volume fraction rendering shows that proceeding from the spherical radiator
boundaries, more and more areas with volume fractions lower than 100% arise. From there, these areas
increasingly appear right up to the radiator’s surface centre with every oscillation and cover the whole
radiator surface. Figures 6 and 7 support the observation that the occurring cavities seem to expand from
the radiator surface edge to its centre. With every oscillation, the area without volume contact spreads
in the direction of the surface centre. This occurs when the radiator is moving upwards, and a negative
acoustic pressure builds up and disappears or collapses when the sonotrode changes its direction and a
positive pressure amplitude builds up.

Figure 6. Expanding cavitation activity and respective pressure build-up.

3.2.1. Shielding Effect

Since it is known that cavitation influences the acoustic pressure propagation and that it is an
important factor for cavitation dynamics, the pressure oscillation with and without the activated cavitation
model was analysed. Figure 8 shows the comparison of the pressure developments in the centre line 4
mm below the radiator. Without the activated cavitation model, pressure oscillates sinusoidally around
the ambient pressure of almost 100,000 Pa regularly, and no abnormalities are registered; whereas with
the activated cavitation model, considerable fluctuations in pressure values are perceptible. It can be
concluded that the cavitation activity has a damping influence on acoustic pressure development and
propagation, even if pressure eruptions higher than the normal pressure oscillation (without cavitation)
occur, due to collapsing bubbles, were measured.

3.2.2. Collapsing Bubbles

As already mentioned, the software is able to track collapsed bubbles via void particles as a
quantitative measurement that fulfil the function of markers. Within the investigated time period (1000 μs),
one-thousand seven-hundred fifty-two collapsed bubbles were registered. Figure 9 demonstrates the
overlay of collapsing bubbles with the corresponding pressure values at that exact moment. It reveals that
the collapse activity increases and decreases the more the positive pressure amplitude nears and leaves its
local peak. Nearly all collapses take place close to the radiator surface; collapsing activity decreases with
increasing distance to the radiator.
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Figure 7. Fluid fraction analysis on the radiator surface: (a) t = 0.00027 s, (b) t = 0.00037 s and
(c) t = 0.00097 s.
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Figure 8. Comparison of acoustic pressure amplitudes 4 mm below the radiator with and without the
activated cavitation model.

Figure 9. Bubble collapse distribution compared to pressure amplitudes.

4. Discussion

Based on the results obtained, it can be stated that the software is able to qualitatively simulate the
acoustic cavitation effects. The accurate calculation of radiator movement, depending on a sufficient time
step setup, was verified, as can be taken from Figure 2. The emergence and propagation of active cavitation
areas, including cavitation volume fraction per cell, was calculated. The visualization of cavitation opening
and closing depends on and is limited by the chosen cell size. For this reason, not all or just sufficiently
sized cavitation bubbles are shown. A smaller cell size would result in a greater amount of opening and
closing activity, but would require higher computing times. However, even if the cell size is too coarse and

186



Metals 2020, 10, 1529

neglects opening and closing of every single bubble, the cavitation volume fraction indicated all areas of
cavitation activity and collapsing bubbles were counted. In this context, the fluid fraction is another useful
indicator for characterizing cavitation areas. Analysing the visualized cavitation bubbles, the qualitative
accordance of bubble dynamics is recognizable: cavitation bubbles grow for a while and then suddenly
contract. Since the pressure rendering allows for the pressure conditions around the bubbles and after their
collapse to be analysed, it becomes clear that the pressure close to the bubble areas differs from the rest of
the fluid. After the bubble collapse, positive pressure hotspots occur, adequate for the behaviour of shock
wave formation after collapse. The amount of collapsed bubbles could therefore function as a quantitative
benchmark for different ultrasonic systems and dimensions. The fact that the collapsing activity decreases
with increasing distance to the radiator’s surface matches the exponential decrease in oscillation energy
and qualitative cavitation dynamic according to:

A = A0e−αx (8)

I = I0e−αx (9)

where A and I are the amplitude and intensity of a plane ultrasonic wave, α is the attenuation factor and x
is the propagation distance [1].

Next to the fundamental simulation of cavitation dynamics, the influence of cavitation on the
propagation of acoustic pressure is also taken into account. Even for a short investigated time frame,
the correlation between cavitation development and the damping of acoustic pressures is simulated.
Taking the expanding cavities on the radiator’s surface into account, it stands to reason that they are one
(major) factor of the shielding effect, as already described in literature. If open or void volumes exist on
the surface, the radiator is not able to build up pressure in the same way it does at the areas where the
radiator is in full contact with the fluid. This is logical, as the acoustic pressure PA directly depends on the
material’s density and the speed of sound:

PA = A0ρcω (10)

where ω = 2π f is the angular frequency [1]. A lower pressure built up at the void contact areas therefore
will automatically lead to a lower acoustic pressure distribution.

From a holistic point of view, the software FLOW-3D (accurately) simulates acoustic cavitation and
thus could be a helpful tool for the setup of ultrasonic systems and basic investigations (e.g., erosion
analytics). Even if there is still a need for further development of the numerical models for the special
application of ultrasonic treatment, FLOW-3D still represents a good basis for advanced numerical
developments of acoustic cavitation models, e.g., detailed acoustic behaviour in different liquids. Due to
the easy adjustment of fluid and system parameters like viscosity, surface tension, as well as frequency
and amplitude, cavitation activity for different fluid states and ultrasonic systems can be investigated.
Furthermore, the scale and cell size are largely unlimited within the software, thus allowing for very
small-scale investigations with corresponding small cell sizes. Another interesting approach could also be
so-called two fluid simulations, which are more complex, but allow a more comprehensive definition of
another fluid or gas, i.e., hydrogen.

5. Conclusions

In this study, the capability of the CFD software FLOW-3D to simulate acoustic cavitation during
ultrasonic treatment with a frequency of 20 kHz and a peak-to-peak amplitude of 35 μm within a time
frame of 0.001 s was investigated. The results obtained can be summarized as follows:
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• The occurrence, propagation and dynamics of cavitation can be simulated.
• The software allows the analysis of pressure conditions in and around the cavitation zone during

bubble lifetime, as well as during and after collapse.
• Volume fraction along the bubble-fluid interface can be evaluated.
• Tracking of collapsed bubbles is possible.
• The influence of cavitation on pressure propagation (shielding effect) is taken into account.
• Further investigations should also take the possibility of so-called two fluid simulations into account.

In summary, it could be shown that some of the essential ultrasonic and cavitation effects can be
calculated with the software used. The software thus provides a good basis for the further development of
numerical, UST-specific models and thus could be a helpful tool for further developments of UST towards
industrial application.
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