
mdpi.com/journal/healthcare

Special Issue Reprint

Information Technologies 
Applied on Healthcare

Edited by 
Giner Alor-Hernández, Jezreel Mejía-Miranda, José Luis Sánchez-Cervantes 
and Alejandro Rodríguez-González



Information Technologies Applied on
Healthcare





Information Technologies Applied on
Healthcare

Editors

Giner Alor-Hernández

Jezreel Mejı́a-Miranda
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Preface

The importance of healthcare has increased, and it will be central for recovery in several sectors

at the global level, such as the economy, education, tourism, and e-commerce. According to analysis

carried out by international organizations such as UNICEF and the European Union, by the year 2030,

it is expected that there will be a huge increase in the use of e-health services by young people, where

emergent technologies, including Artificial Intelligence, Big Data, the Web, IoT Technologies, and

mobile devices, as well as governmental policies, will play a crucial role in successfully delivering

relevant data to health professionals in order to obtain information and advice that benefit health

consumers.

Therefore, the main objective of this Special Issue was to collect and consolidate innovative and

high-quality research contributions regarding Information Technologies Applied on Healthcare to

different disciplines and its challenges such as the systematization and standardization of healthcare

information systems, the detection of diseases at early stages, open healthcare data, integrated health

services, cybersecurity and data protection in healthcare, interoperability data health, information

technologies in healthcare, human–computer interaction (HCI) in healthcare, intelligent medical

devices and smart technologies, artificial intelligent techniques applied to healthcare, digital

healthcare, telehealth (telemonitoring for diseases, remote consultation, and remote education

and support), prognosis, diagnosis and treatment in healthcare, big data analytics for healthcare,

computer games for healthcare, m-Health, smart technologies for healthcare, predictive modeling

and analytics for healthcare, computer vision in healthcare, and healthcare decision support systems.

This Special Issue aims to provide insights into the recent advances in the aforementioned

topics by soliciting original scientific contributions in the form of theoretical foundations, models,

experimental research, surveys, and case studies of Information Technologies Applied on Healthcare.

This Special Issue in Healthcare contains two types of contributions: research and review papers.

All accepted papers align with the scope of the Special Issue, and all of them provide interesting

research techniques, models, and studies directly applied to the field of healthcare. Last but not least,

we would also like to express our gratitude to the reviewers who kindly agreed to contribute to the

evaluation of papers at all stages of the editing process. We equally and especially wish to thank MDPI

Publishing for granting us the opportunity to edit this Special Issue and provide valuable comments

to improve the selection of research works.

Giner Alor-Hernández, Jezreel Mejı́a-Miranda, José Luis Sánchez-Cervantes, and Alejandro

Rodrı́guez-González

Editors
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Deep Learning-Based Yoga Posture Recognition Using the
Y_PN-MSSD Model for Yoga Practitioners

Aman Upadhyay 1, Niha Kamal Basha 1,* and Balasundaram Ananthakrishnan 2

1 School of Computer Science and Engineering, Vellore Institute of Technology (VIT), Vellore 632014, India
2 School of Computer Science and Engineering, Center for Cyber Physical Systems, Vellore Institute of

Technology (VIT), Chennai 600127, India
* Correspondence: niha.k@vit.ac.in; Tel.: +91-9842444786

Abstract: In today’s digital world, and in light of the growing pandemic, many yoga instructors opt
to teach online. However, even after learning or being trained by the best sources available, such
as videos, blogs, journals, or essays, there is no live tracking available to the user to see if he or
she is holding poses appropriately, which can lead to body posture issues and health issues later in
life. Existing technology can assist in this regard; however, beginner-level yoga practitioners have
no means of knowing whether their position is good or poor without the instructor’s help. As a
result, the automatic assessment of yoga postures is proposed for yoga posture recognition, which
can alert practitioners by using the Y_PN-MSSD model, in which Pose-Net and Mobile-Net SSD
(together named as TFlite Movenet) play a major role. The Pose-Net layer takes care of the feature
point detection, while the mobile-net SSD layer performs human detection in each frame. The model
is categorized into three stages. Initially, there is the data collection/preparation stage, where the
yoga postures are captured from four users as well as an open-source dataset with seven yoga poses.
Then, by using these collected data, the model undergoes training where the feature extraction takes
place by connecting key points of the human body. Finally, the yoga posture is recognized and the
model assists the user through yoga poses by live-tracking them, as well as correcting them on the
fly with 99.88% accuracy. Comparatively, this model outperforms the performance of the Pose-Net
CNN model. As a result, the model can be used as a starting point for creating a system that will help
humans practice yoga with the help of a clever, inexpensive, and impressive virtual yoga trainer.

Keywords: convolutional neural network; deep learning; Mobile-Net SSD; Pose-Net; posture recognition;
tensor flow lite

1. Introduction

Information technology and science [1] are progressing at breakneck speed, making
human life more convenient than ever. Everyone currently recognizes the significance of it
in daily life. The impact of computers and computer-powered technologies on healthcare
and allied disciplines, as well as every other domain, is extensively established. Yoga,
Zumba, martial arts, and other hobbies, in addition to standard medical procedures, are
commonly recognized as strategies to improve one’s health. Yoga is a set of practices
related to a person’s physical, mental, and spiritual well-being that originated in ancient
India. Artificial intelligence technologies [2], such as Pose-Net and Mobile-Net SSD, as
well as human posture detection, can be effective in incorporating tech yoga. Human body
posture detection remains a difficult task despite extensive research and development in
the fields of artificial intelligence and computer vision. Human posture detection has a
wide range of applications, from monitoring health to enhancing the security of the public.
Yoga has become a popular kind of exercise in modern society, and there is a desire for
training on how to perform proper yoga poses. Since performing incorrect yoga postures
can result in injury and tiredness, having a trainer on hand is essential, and since many

Healthcare 2023, 11, 609. https://doi.org/10.3390/11040609 https://www.mdpi.com/journal/healthcare1
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people do not have the financial means for an instructor, this is where AI offers guidance.
The instructor must correct and perform each pose for the individual, and only then can the
practitioner perform each pose. However, in today’s situation, more people have adapted
to using online tools for their needs and are comfortable with this in their homes. This has
led to demand for a tech-driven yoga trainer. As a result, the automatic assessment of yoga
postures is proposed for yoga posture recognition, which can alert practitioners. Pose-Net
and Mobile-Net SSD (together named as TFlite Movenet) play a major role in using the
Y_PN-MSSD model. A Pose-Net layer takes care of the feature point detection, while the
Mobile-Net SSD layer performs human detection in each frame.

The working of the model is categorized into three stages:

1. The data collection/preparation stage—where the yoga postures are captured with
the consent of four users who are trained yoga professionals, as well as an open-source
dataset with seven yoga poses.

2. The feature extraction stage—by using these collected data, the model undergoes
training in which the feature extraction takes place by connecting key points of the
human body using Pose-Net layer.

3. Posture recognition—using the extracted features, yoga postures are recognized using
the Mobile-Net SSD layer, which assists the user through yoga poses by live-tracking
them as well as correcting them on the fly. Finally, the performance of the Y_PN-MSSD
model is analyzed using a confusion matrix and compared with the existing Pose-Net
CNN model.

In the past, many researchers have proposed models for tech yoga practices, and these
are discussed below under Section 2. The methodology to recognize yoga postures is given
in Section 3. By incorporating the given methodology, the data were prepared, trained,
and tested on the proposed model, which is explained in Section 4. Finally, as detailed
in Section 5, the results were analyzed and compared with those of the existing model to
justify their performance. Deep learning typically needs less ongoing human intervention.
Deep learning can analyze images, videos, and unstructured data in ways that machine
learning cannot easily do. One of the biggest advantages of using a deep learning approach
is its ability to execute feature engineering by itself. In this approach, an algorithm scans the
data to identify features that correlate, and then combines them to promote faster learning
without being told to do so explicitly. This proposed work uses a unique fusion of Pose-Net
and Mobile-Net for better pose estimation when compared with other contemporary works
using conventional CNN networks. Additionally, the combination of Pose-Net and Mobile-
Net provides better accuracy when compared with other works. These are discussed in
detail in the Materials and Methods section and Experimental Results section, respectively.

2. Literature Review

Chen et al. [3], in their paper titled “PoseNet: A Convolutional Network for Real-
Time 6-DOF Camera Re-localization”, demonstrate a monocular, six-degrees-of-freedom
delocalization system that is reliable and works in real-time. Graph optimization is not
required, however, as additional engineering would be needed. Their system uses CNN
to infer the six poses from a camera shot of a single RGB image (in an end-to-end way).
The method can run both indoors and outdoors in real time and computes each frame in
large-scale outside scenes. It achieved an accuracy of around 2 m and 6 degrees, and it can
achieve an accuracy of up to 0.5 m and 10 degrees. This is accomplished with the use of
a productive, 23-layer deep ConvNet, proving that ConvNets may be utilized to address
challenging, out-of-image-plane regression issues. This was made possible by leveraging
transfer learning from large-scale classification data. They demonstrate how the network
can localize using high-level features, and its resistance to challenging lighting, motion
blur, and various intrinsic camera points of view.

Islam et al. [4], in their paper “Adversarial PoseNet: A Structure-aware Convolutional
Network for Human Pose Estimation”, implemented a joint occlusion method for a human
body, which overlapped frequently and led to incorrect pose predictions when used for hu-
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man pose estimation in monocular images. These conditions may result in pose predictions
that are biologically improbable. Human vision, on the other hand, may anticipate postures
by taking advantage of the geometric limitations of joint interconnectivity. Alex et al. [5],
in their paper on simple and lightweight human pose estimation, demonstrated using
benchmark datasets that the majority of existing methods often aim for higher scores by uti-
lizing complicated architecture or computationally expensive models, while neglecting the
deployment costs in actual use. They examine the issue of straightforward and lightweight
human posture estimation in this study. Chen et al. [6], in their paper on continuous
trade-off optimization between fast and accurate deep face detectors, demonstrated that
DNNs, i.e., deep neural networks, are more effective at detecting faces than shallow or
hand-crafted models, but their intricate designs have more computational overheads and
slower inference rates. They researched five simple methods in this context to find the best
balance between speed and accuracy in face recognition.

Zhang et al. [7], in their paper “Yoga Pose Classification Using Deep Learning”, pro-
posed a persistent issue in machine vision that has presented numerous difficulties in the
past. Many industries, including surveillance cameras, forensics, assisted living, at-home
monitoring systems, etc., can benefit from human activity analysis. People typically enjoy
exercising at home these days because of our fast-paced lives, but many also experience
the need for an instructor to assess their workout form and guide them. Petru et al. [8],
in their paper “Human Pose Estimation with Iterative Error Feedback” presented a deep
neural network (ConvNets), a type of deep hierarchical extractor, offering outstanding
performance on a range of classifications using only feed-forward neural processing. Al-
though feed-forward architectures are capable of learning detailed descriptions of the input
feature space, they do not explicitly describe interconnections in the output spaces, which
are highly structured for tasks such as segmenting objects or estimating the pose of an
articulated human. Here, they offer a framework that incorporates top-down feedback and
broadens the expressive potential of hierarchical feature extractors to include both input
and output regions.

Yoli et al. [9]. in their paper “Yoga Asana Identification: A Deep Learning approach”,
describe how yoga is a beneficial exercise that has its roots in India, can revitalize physical,
mental, and spiritual wellbeing, and is applicable across all social domains. However, it
is currently difficult to apply artificial intelligence and machine learning approaches to
transdisciplinary domains such as yoga. Their work used deep-learning methods, such
as CNN and transfer learning, to create a system that can identify a yoga position from
an image or frame of a video. Andriluka et al. [10] used an approach for grading yoga
poses presented using computerized visuals representing contrastive skeleton features. In
order to assign a grade, the primary goal of the yoga pose classification was to evaluate
the inputted yoga posture and match it with a reference pose. The research proposed a
contrastive skeleton feature representation-based framework for analyzing yoga poses. In
order to compare identical encoded pose features, the proposed method first identified
skeleton key points of the human body using yoga position images, which act as an input,
and their coordinates are encoded into a pose feature, which is used for training along with
sample contrastive triplets.

Belagiannis et al.’s [11] work discusses the introduction of deep-learning-based cam-
era pose estimation, and how deep learning models perform transfer learning based on
knowledge gained using generic large datasets. As a result, researchers are able to create
more specific tasks by fine-turning the model. They first described the issue, the primary
metrics for evaluation, and the initial architecture (PoseNet). Then, they detected recent
trends that resulted from various theories about the changes needed to enhance the ini-
tial solution. In order to promote their analysis, they explicitly suggested a hierarchical
classification of deep learning algorithms that focused on addressing the pose estimation
problem. They also explained the presumptions that drove the construction of represen-
tative architectures in each of the groupings that were identified. They also offered a
thorough cross-comparison of more than 20 algorithms, which was comprised of findings
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(localization error) across different datasets and other noteworthy features (e.g., reported
runtime). They evaluated the benefits and drawbacks of several systems in light of accuracy
and other factors important for real-world applications.

Buehler et al. [12] in their paper have proposed a spatio-temporal solution that is
essential to resolving depth and occlusion uncertainty in 3D pose estimation. Prior ap-
proaches have concentrated on either local-to-global structures that contained a pre-set
spatio-temporal information or temporal contexts. However, effective suggestions to cap-
ture various concurrent and dynamic sequences and to perform successful real-time 3D
pose estimation have not been implemented. By modelling local and global spatial in-
formation via attention mechanisms, the authors of this study enhanced the learning of
kinematic constraints in the human skeleton, including posture, local kinematics linkages,
and symmetry.

Chiddarwar et al. [13] concluded that the Pose-Net CNN model was good for yoga
posture recognition and developed an android application for the same. The real time data
had been captured and processed to detect yoga postures, which guided the practitioners
to perform safe yoga by detecting the essential points. Apart from these models, the
proposed Y_PN-MSSD model performed well on the captured postures performed by
trained yoga practitioners.

Ajay et al. [14] proposed a system that provided consistent feedback to the practitioner,
so that they can identify the correct and incorrect poses with relevant feedback. They had
used a data set that consisted of five yoga poses (Natarajasana, Trikonasana, Vrikshasana,
Virbhadrasana and Utkatasana), which acted as an input to the deep learning model,
which utilized a convolutional neural network for yoga posture identification. This model
identified mistakes in a pose and suggested solutions on how the posture can be corrected.
Additionally, it classified the identified pose with an accuracy of 95%. This system prevents
users from being injured as well as increases their knowledge of a particular yoga pose.

Qiao et al. [15] presented a real-time 2D human gesture grading system using monoc-
ular images based on OpenPose, which is a library for real-time multi-person keypoint
detection. After capturing 2D positions of a person’s joints and skeleton wireframe of the
body, the system computed the equation of motion trajectory for every joint. The similarity
metric was defined as the distance between motion trajectories of standard and real-time
videos. A modifiable scoring formula was used for simulating gesture grading scenarios.
The experimental results showed that the system worked efficiently with high real-time
performance, low cost of equipment and strong robustness to the interference of noise.

A blockchain-based decentralized federated transfer learning [16] method was pro-
posed for collaborative machinery fault diagnosis. A tailored committee consensus scheme
was designed for optimization of the model aggregation process. Here, two decentralized
fault diagnosis datasets were implemented for validations. This work was effective in data
privacy-preserving collaborative fault diagnosis. This proposed work was suitable for real
industry applications. A deep learning-based intelligent data-driven prediction method
was incorporated in [17] to resolve sensor malfunctioning problem. Later on, a global
feature extraction scheme and adversarial learning were introduced to fully extract infor-
mation of sensors as well as extract sensor invariant features, respectively. This proposed
work was suitable for real industry applications.

A two stream real-time yoga posture recognition system [18] was developed and a best
accuracy of 96.31% was achieved. A yoga posture coaching system [19] using six transfer
learning models (TL-VGG16-DA, TL-VGG19-DA, TL-MobileNet-DA, TL-MobileNetV2-DA,
TL-InceptionV3-DA, and TL-DenseNet201-DA) was exploited for classification of poses,
and the optimal model for the yoga coaching system was determined based on evaluation
metrics. The TL-MobileNet-DA model was selected as the optimal model as it provided an
overall accuracy of 98.43%.

Qian et al. [20] proposed a contactless perspective approach, which is a kind of vision-
based contactless human discomfort pose estimation method. Initially, human pose data
were captured from a vision-based sensor, and corresponding human skeleton informa-
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tion was extracted. Five thermal discomfort-related human poses were analyzed, and
corresponding algorithms were constructed. To verify the effectiveness of the algorithms,
16 subjects were invited for physiological experiments. The pose estimation algorithm
proposed extracted the coordinates of key points of the body based on OpenPose, and
then used the correlation between the points to represent the features of each pose. The
validation results showed that the proposed algorithms could recognize five human poses
of thermal discomfort.

3. Materials and Methods

Deep learning is an integral and essential learning-based method (ANNs) that repre-
sents the working of neurons in the human brain with the help of weights. This helps in
representing the connection between neurons. It is an e-architecture [21], this allows crucial
information from images to be learned automatically.

CNN is one of the deep learning models that has been widely utilized for estimating
yoga poses. However, they are judged only based on images rather than videos. Here, the
proposed Y_PN-MSSD model uses TFlite Movenet for recognizing yoga poses. Initially, an
input (yoga pose) has been captured and processed using trained TFlite Movenet, where
the Pose-Net detects the feature point from the input and the Mobile-Net SSD detects
the person in the captured frames. Finally, the model recognizes the correct/incorrect
yoga pose. The working of the model is depicted in Figure 1. The detailed description of
Pose-Net and Mobile-Net SSD are given below with their respective architectures depicted
in Figures 2 and 3.

 
Figure 1. The working of the Y_PN-MSSD model.

 
Figure 2. Pose-Net architecture.
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Figure 3. Mobile-Net SSD architecture.

3.1. Pose Net

It is a deep learning framework that identifies the positions of joints in images or
video sequences involving human body movement. The joints are considered as key points,
which are indexed by Part ID with a range from 0.0 to 1.0, with 1.0 as the highest score.
Among different layers, soft-max activation function, which is at the last layer, has been
replaced with a series of fully linked layers. Figure 1 depicts its high-level architecture.
The performance of this model [22] depends and differs completely on the device and
output stride. Because of this, the model works on posture positions in the entire scale of
captured images, regardless of the size. Here, an encoder, localizer and regressor act as
three components. The encoder generates the encoding vector, which contains the features
of the input image represented as a 1024-dimensional vector. The localizer generates a
vector with localized features. Finally, a regressor is used to perform regression on the final
position using two linked layers in the model.

3.2. Mobile-Net SSD

It is a model that computes the input for making bounding box and categorize them
from an input which is also called as object detection model. Single Shot Detector (SSD) in
this model uses Mobile-Net [22] to achieve optimized object detection, which will work
faster on mobile devices. This model contains offset values (cx, cy, w, h) where cx is the
input, cy is the output and w is the weight and h is the score. The scores contain confidence
values for 20 objects, and the background value is reserved as 0. Here, the extracted features
are used as an arbitrary backbone and the resolution is calculated by reducing the extra
layers. Then, this model computes the resolution by concatenating six levels of output.
Finally, by utilizing non-maximum suppression (nms), the bounding boxes are filtered out.
For a better understanding of the interface, users should first read the manual instruction
(guide) of how the YogGuru-Ai works and how efficiently the pose can be performed. The
user first needs to select the pose according to their benefit and need. The user should then
face the camera. For proper functioning and to obtain good accuracy of the model, the
user should practice yoga in a good lighting environment. Figure 3 depicts the Mobile-Net
architecture details.

After the correct imitation of the pose, the counter begins. The sound of the counter
timer motivates the yogi or the user to perform yoga for a longer period of time. If any
difficulty is faced by the user while performing the pose, the user can visit the guidelines
section for seeing the solution through the FAQ. Table 1 shows the various layers involved
in the Y_PN-MSSD implementation. The outcome of the Pose-Net is to locate the position
of various joints, while the role of Mobile-Net will be to determine the specified pose
and validate the orientation and pose by connecting the joints. Figure 4 shows the role
and block specific output of Pose-Net and Mobile-Net networks in determining the right
yoga posture.
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Table 1. Layer details of the proposed Y_PN-MSSD model.

Layer Size

Input 224 × 224 × 3 (RGB)
Conv 1 64 × 64
Conv 2 192 × 192

Inception (1) 256 × 256
Inception (2) 480 × 480
Inception (3) 512 × 512
Inception (4) 512 × 512
Inception (5) 512 × 512
Inception (6) 528 × 528
Inception (7) 832 × 832
Inception (8) 832 × 832
Inception (9) 1024 × 1024

M_Con 3 1024 × 1024
M_Con 3 1024 × 1024
Avg_pool 1024

FC 1024
Soft_max 1000
Output Pose
Output Orientation

Figure 4. Block level details of Pose-Net and Mobile-Net and their respective output.
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The input image is fed into the convolution layer (Con), where the edges are enhanced
and embossed. Then, the output of convolution layer is fed to the Inception Layer (Incep),
where a combination of layers (namely, 1 × 1 Convolutional layer, 3 × 3 Convolutional layer,
5 × 5 Convolutional layer) with their output filter banks concatenate the input into a single
output vector (position of joints), which acts as an input of the next layer. The convolution
layer of Mobile-Net (M_Con3) handles the output vector for depth-wise convolution. The
separated output vectors are further fed into the average pooling layer (Avg_pool), which
reduces the dimensions. In the fully connected layer, the output of the previous layer is
multiplied with a weighted matrix and a bias vector is added. Finally, the soft max layer
(soft_max) converts the vector scores based on the normalized probability distribution
to detect the pose of the subject along with its orientation. Figure 5 shows the detailed
structure of each layer in the proposed model for determining the right yoga posture.

Figure 5. Block diagrammatic representation of the architectural flow of the proposed model.

The flow diagram pertaining to the working of this proposed Y_PN-MSSD approach
has been depicted in Figure 6 and in terms of user interface has been depicted in Figure 7.

3.3. Dataset

The proposed model has been trained and tested on an open-source dataset [23] that
is comprised of seven yoga poses: Cobra, Chair, Dog, Shoulder stand, Triangle, Tree, and
Warrior. This dataset can be accessed using the following link: https://www.kaggle.com/
datasets/amanupadhyay/yoga-poses (accessed on 2 January 2023). There are 70 total films
of the seven positions, and 350 total instances of the seven poses. About 150 photographs
were scraped for each posture from the internet and added to our own datasets. These
films were recorded with a camera at a distance of four meters in a room with a frame rate
of thirty frames per second. The frame rate can also be increased to a higher value and
this will not have any significant bearing on the outcome. Four individuals performed
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these positions with little modifications in order to obtain robust trained models. Figure 8
shows an example of each pose. It must also be noted that no-pose data images are also
taken into consideration. Here, the first image belongs to a no-pose dataset category
and later the images of tree, shoulder stand and triangle are in the first row, whereas the
image data of chair, cobra, dog and warrior postures are in the later row. Though some
of the images in the dataset are in different orientations, they are adjusted by keeping
the yoga mat as the reference and subsequent adjustments are made before subjecting the
images for training. Images without regular orientation and not having a yoga mat are not
considered for training and testing. When the yoga mat is not recognized, an automated
alert prompting the user to practice yoga using a mat is generated by the model as shown
in Figure 8. This way, the orientation of images is nullified. For both training and testing,
the dataset has been used with 320 instances and 30 instances. For testing purpose, various
films at different time intervals of data are built and called a secondary dataset. There are
30 examples in this unique dataset with 50 images for each posture.

Figure 6. Block representation of the proposed Y_PN-MSSD model.
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Figure 7. Working of Y_PN-MSSD model with respect to the user interface.
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Figure 8. Various frames of yoga postures (cobra, chair, dog, tree, warrior, triangle, shoulder stand,
neutral) in dataset used for training the Y_PN-MSSD model.

3.4. Real-Time Pose Estimation

In computer vision [24], human pose estimation is a major topic that has had signifi-
cant progress in recent years from 2D-based single-person pose to multiple-person pose
estimation. In general, algorithms [25] estimate poses by detecting key points of the body
on an image or video and connecting them to generate output. Here, the x and y coordi-
nates are considered as key points. Keras has been used for real-time multi-person pose
estimation to extract critical points to estimate different postures. Each video is subjected
to posture estimation. Each pose has been calculated for five consecutive frames, and each
frame is taken every two seconds per video. It generates an array of 18 key points [26] for
each pose with x and y coordinates. The pose estimation function extracts essential points
from a frame, as shown in Figure 8.

The code generates a two-dimensional array in the form of a dictionary, which has keys
that represent the coordinates of body parts and values. If several values are identified for
a key in the dictionary, then all information has to be displayed, along with their respective
levels of confidence. Even if the confidence level is low in comparison to other values, the
first identified body point present in the dictionary is considered. As a result, the code
must be updated based on a high level of confidence by choosing its value (example: in the
tree or triangle pose) as depicted in Figure 9. Here, by using different confidence levels,
six body points are detected, namely two arms, two leg joints, i.e., upper thighs, and two
being the ends of the legs or the feet.

 

 

 

Figure 9. Feature extraction using Y_PN-MSSD model.

11



Healthcare 2023, 11, 609

Many crucial points are observed with varying levels of confidence while detecting
poses for a person. Keras pose estimation works by including the first key point found
without taking confidence intervals into account. A few tweaks to the Keras posture
estimation [27] were made in this work to account for important places with the highest
confidence levels. The study used these x and y coordinates to extract characteristics such
as angles between body joints and the ground, allowing models to be trained to reach high
accuracy. These cases are given top consideration in order to ensure that no anomalous
data are used as input. In this work, we have used cross-entropy as the cost function
to gauge how well the model performs for the given dataset comprised of seven yoga
poses. Cross-entropy can be defined as a measure of the difference between two probability
distributions for a given random variable or set of events. The cross-entropy function
between two probability distributions A and B can be stated formally as:

H(A, B) = −sum x in X P(x) × log(Q(x)) (1)

where P(x) is the probability of the event x in P, and Q(x) is the probability of event x in
Q. A margin of error typically lets us know by how many percentage points the actual
results obtained differ from the ideal value. In this case, the correct yogic pose is provided
by the animated image and it is matched with the live pose frame. The joint positions are
identified and lines are drawn. When comparing the joint positions of the live frame and
animated image, a deviation of up to 5% is permitted. The Algorithm 1 for pose estimation
is shown below:

Algorithm 1: Estimating correct pose

Input: Video, which is converted into frames and fed as images.
Step 1: Feed the input video. Convert it into N frames.
Step 2: Use the real-time multi-person pose estimation in Keras.
Step 3: Extract critical points to estimate posture.
Step 4: Set frame rate as 2 fps and estimate pose for five consecutive frames.
Step 5: Generate an array of 18 key points (p1, p2, . . . ., p18) for each pose with x and y coordinates.
Step 6: Form a dictionary D with these key points. {D} = {p1, p2, p3, . . . .., p18}
Step 7: Update the confidence values for the key points.
Step 8: Use these key points to detect arms, knees, joints, etc.
Step 9: Test the video frame with the model trained using these key points to estimate the correct posture.

• Let {Dv} be the dictionary generated by the input video. Let {Da} be the dictionary generated for a
particular yoga pose (Yi) specified by the animated image (Ia).

• Compare {Dv} and {Da}.

� If {Dv} = {Da} => Yi (Yoga pose recognized) => All connected lines become green.
� If {Dv} �= {Da} => Yi not matched => The connected lines remain white.

• The user adjusts their pose according to the image until their pose matches with the yoga pose (Yi)
specified by the animated image (Ia). [till {Dv} = {Da} situation is satisfied]

Output: Predicting whether the right pose is attained.
Step 10: Stop execution.

3.5. Interface

The interface was designed [28] with a view to help users see whether the yoga pose
performed by them is correct or not. Therefore, a menu to select the yoga pose that the
user would like to perform is provided. On selecting the required pose, the model will
open an inbuilt webcam to analyze the pose. Here, the model Pose-Net in combination
with Mobile-Net SSD are loaded in the background with much training performed on it.
This recognizes the pose that the user performs through the webcam. In Figure 10, we
can see that a tree pose (Figure 10a) has been performed by the user and similarly the
chair pose (Figure 10b) has been enacted, and thus the model detects the pose. The model
then checks whether the pose that user has enacted is right or not. If it matches with the
training data of the required pose, then the connecting line goes green in color, otherwise
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it will remain in white. It will not turn green unless the user has performed the correct
posture. Hence, the model can tell where the user goes wrong and simultaneously a timer
is incremented until the pose is performed correctly. However, the timer stops if the user
breaks the pose structure. This helps to record how much time the user has stood in the
correct yoga pose. This will in turn help the user to improve next time. The user interface
also shows the basic guidelines to perform the yoga pose. For performing any pose, this is
the sequence of instruction the user should follow. If the user does not practice yoga on a
mat, an automated alert is generated, prompting the user to practice yoga on a mat. This is
depicted in Figure 9. The basic flow is as follows:

(a) When the app asks for permission to use the camera, allow it to access and capture
the pose.

(b) Select what pose the user wants to perform using the dropdown.
(c) Read the instructions of that pose so that the user will know how to perform that pose.
(d) Click on Start pose and see the image of that pose on the right side and replicate that

pose in front of the camera.
(e) If the user performs the correct pose, the skeleton over the video will turn green in

color and a sound will be played.

 
(a) 

 
(b) 

 
(c) 

Figure 10. (a) Cobra pose recognition by Y_PN-MSSD model, (b) chair pose recognition by Y_PN-
MSSD model, and (c) alert generated when a yoga mat is not recognized.
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The described model uses Pose-Net and Mobile-Net for human pose prediction. For
the ease of the user, the model has an easy-to-use graphical interface. The interface is made
into an application with the help of JavaScript. The interface has been developed with
ReactJS and an amalgamation of a plethora of json, php, and html scripts. Figure 11 shows
the main home page that will be seen by the user. For users’ convenience, the model divides
the webpage into categories: 1. Working (“Lets hop in”) and 2. Guide. The application
also presents a guided menu wherein the user can select the yoga exercise of their choice.
They can also see that each posture name has a guided figure attached within the menu
display bar.

 

Figure 11. The home page and the user guide on various poses of the Y_PN-MSSD model.

Figure 12 shows tree and triangle yoga postures, respectively. Additionally, some facts
and ways to perform certain yoga poses are also described in a side note. This will guide
the user on how to carry out a certain pose even if any user is unaware of the yoga asana. In
addition, there is a guide page on how to deal with hardware or camera issues on browser.
Some of the potential issues faced during the experiment were occlusion and illumination
changes. These challenges will be addressed in future work.

 

Figure 12. Tree posture and Triangle posture along with a proper guide on how to perform them.

4. Experimental Results

The proposed model provided in this paper uses the layer of a deep learning model
to detect wrong yoga postures and correct them to improve. The vectors for nearby joints
are used for estimating the angles. The extraction of feature points for pose estimation
techniques are characterized in this work. These characteristics are then entered into
categorization systems, which give feedback for the correctness of the yoga pose. As a
result, the work is split into three parts: (1) feature extraction and time computation for
every frame, (2) recognition, and (3) feedback generating time per frame for categorizing
yoga poses. Each method’s extraction and computation of features take the same amount of
time. This experiment has been performed using NVIDIA GeForce GTX-1080 and Xeon(R)
CPU E3-1240 v5. While training and test datasets consist of numerous ups and downs in
accuracy until the 200 epoch, an accuracy of 0.9988 was finally attained after 200 epochs.
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The loss of training and testing dropped gradually after 150 to 200 epochs. This results
in coming up with a high confidence training model for classifying yoga postures. The
accuracy and loss values have been depicted in Figure 13. It must be noted that the training
was carried out using a dataset that contained frames taken from an open-source dataset
and also data captured from four users performing seven yoga poses. These two entities
constituted the training dataset. The testing was performed using the real time video
captured by the user. Hence, the training accuracy is lower than the validation accuracy.
The validation accuracy being higher than the training accuracy is a good indicator that
the model performs very well in a real-time scenario. Additionally, another approach
was carried out to validate the performance of the model in which the dataset was split
into training and validation data in the ratio of 80:20. The training and validation sets
were mutually exclusive. The accuracy plot for this approach is depicted in Figure 14. It
can be seen that the validation accuracy was closely following the training accuracy and
there were no major deviations between the curves. Additionally, the loss was decreasing
significantly with increasing epochs, which once again confirmed the robust result of the
model in terms of accuracy of classification.

 
Figure 13. Accuracy and loss of Y_PN-MSSD model when tested in real time.

Figure 14. Accuracy and loss of Y_PN-MSSD model when tested with same dataset.

The loss of training and test datasets gradually decreased from epoch 0 to 200. The
model does not appear to be over fitting based on the training and validation accuracy.
Because the research is categorizing input features into one of seven labels, the loss function
employed is categorical and the confusion matrix is depicted in Figure 15. This explains
the obtained accuracy in a pictorial way, where in the last class-7, the accuracy is slightly
fluctuating due to which the obtained accuracy is coming out to be 0.99885976. Table 2
depicts the details of hyperparameters used in the proposed model. An ablation study
was carried out to choose the best possible optimizer. For obtaining the desired accuracy,
hypermetric tuning was performed in which we have to change the optimizer, namely
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Adam, AdaDelta, RMSProp, and Adagrad, along with activation function softmax. The
comparison of optimizers along with loss and accuracy in 200 epochs is shown in below
Table 3. From the table, it can be concluded that the proposed Y_PN-MSSD model with
Adam optimizer outperforms the other optimizers.

Figure 15. Confusion matrix of Y_PN-MSSD model with predicted labels on x-axis and true labels
on y-axis.

Table 2. Hyperparameters of the proposed Y_PN-MSSD model.

Hyperparameters Values

Image input shape 224 × 224
Channel 3

Batch size 64
Epochs 200

Optimizer Adam
Loss function cross-entropy
Learning rate 10−3

Minimum learning rate 10−6

Table 3. Performance of Y_PN-MSSD model based on different optimizers.

Sl. No Optimizer Epochs Loss Accuracy

1 Adam 200 0.00513306 0.99885976
2 AdaDelta 200 1.95524644 0.45952108
3 RMSProp 200 0.01959268 0.99087798
4 Adagrd 200 1.35576283 0.52793616

A confusion matrix is used to evaluate the performance of the proposed yoga recog-
nition model. The frame-based metrics and even score are computed using the following
metrics. They are True Positive Rate, False Positive Rate, precision, and recall, respectively.
The overall performance is compared with the accuracy of the model. The mathematical
model for the given metrics are shown below.

False Positive Rate (FPR) = FP/TN + FP (2)

Precision = TP/TP + FP (3)

Recall, True Positive Rate = TP/TP + FN (4)

Accuracy = TP + TN/TP + TN + FP + FN (5)
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The proposed method is tested with the user pressing the “Get ready to pose” button
in the user interface when the video is subsequently captured on the fly. The joints will be
located and the connections between joints will be shown in white until the user’s pose
matches with that of the pose exhibited by the animated image shown. Once the pose is
matched, the connections will turn from white to green, indicating to the user that the
correct pose has been attained. The video capture is then turned off by hitting the “stop
pose” button in the user interface. To explain this better, some additional sample output
images indicating the transition from incorrect pose to correct pose on the fly have been
included as Figure 16.

 

 

Figure 16. Sample output indicating incorrect pose (white connections) and user on the fly making
adjustments until the correct pose (green connections) is attained.

The proposed model result is compared with the existing Pose-Net CNN model with
respect to the derived metrics and it is observed that the proposed model outperforms the
existing model and is tabulated in Table 4. It is observed that the false positive rate of the
proposed model is less when compared to the existing model. Additionally, the precision,
recall and accuracy of the proposed model show the best results, and both the models
are trained and tested with the same seven yoga posture dataset. Table 5 compares the
accuracy of the proposed model with other contemporary works involving yoga posture
recognition. It can be seen that the proposed system yields the highest accuracy of 99.88%.

Table 4. The confusion metrics of the proposed model (Y_PN-MSSD) and existing model (Pose-
Net CNN).

Model Pose Net CNN [13] Proposed Y_PN-MSSD

FPR 0.03 0.01
Precision 0.97 0.98

Recall, TPR 0.98 0.99
Accuracy 0.98 0.99

Table 5. Comparison of accuracy of proposed system and other works involving yoga posture recognition.

Model Model Used
Best Accuracy Obtained

in Each Work

[27] Distributed CNN, 3D-CNN 96.31%

[26]
TL-VGG16-DA, TL-VGG19-DA,

TL-MobileNet-DA, TL-MobileNetV2-DA,
TL-InceptionV3-DA, and TL-DenseNet201-DA

98.43%

Proposed
System Y_PN-MSSD 99.88%
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5. Conclusions and Future Work

Human posture estimation has been a subject of hot research in recent years. Human
posture estimation varies from other computer vision problems in which key points of
human body parts are tracked based on a previously defined human body structure. Yoga
self-instruction systems have the potential to popularize yoga while also ensuring that it is
properly performed. Deep learning models look to be promising because of substantial
research in this field. In this paper, the proposed Y_PN-MSSD model is used to recognize
seven yoga asanas with an overall accuracy of 99.88%. The accuracy of this model is
based on Pose-Net posture assessment and Mobile-Net SSD. A Pose-Net layer takes care of
feature point detection, whereas a Mobile-Net SSD layer performs human detection in each
frame. This model has been categorized into three stages. In stage one, which is the data
collection/preparation stage, the yoga posters are captured from the four users as well as
an open-source dataset with seven yoga poses. Then, at the second stage, these collected
data have been used for training the model where the feature extraction takes place by
connecting key points of the human body. At last, the yoga posture has been recognized.
This model will assist the user to perform yoga poses in a live tracking mode and they
can correct the posture on the fly. When compared with the Pose-Net CNN model, the
proposed model gives better results in terms of accuracy. Additionally, activity recognition
is demonstrated in a real-world context and a model such as this could help with pose
identification in sports, surveillance, and healthcare in the future. For self-training and
real-time forecasting, this model can be used by augmenting the inputs. In future, the
yoga posture recognition application can be trained with more number of yoga poses.
Additionally, full-fledged training can be performed to build a fully adapted real time
model for a real-time noise environment to act as a professional yoga trainer. Future work
will be towards addressing other challenges faced during the implementation such as
occlusion and illumination changes. Additionally, the proposed model will be enriched
to detect more yoga postures. An audio-based alert can be included as part of the future
scope to indicate a signal to the user when the correct posture is attained.
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1 Computer and Systems Engineering Department, Faculty of Engineering, Zagazig University,
Zagazig 44519, Egypt; Mamohamedali@eng.zu.edu.eg (M.E.I.); amhm162@gmail.com (A.M.H.)

2 College of Engineering and Information Technology, Buraydah Private Colleges,
Buraydah 51418, Saudi Arabia

3 State Key Laboratory for Information Engineering in Surveying, Mapping and Remote Sensing,
Wuhan University, Wuhan 430079, China

4 Faculty of Engineering, Sana’a University, Sana’a 12544, Yemen
5 LDDI Laboratory, Faculty of Science and Technology, University of Ahmed DRAIA, Adrar 01000, Algeria;

dahou.abdghani@univ-adrar.edu.dz
6 Faculty of Computer Science and Engineering, Galala University, Suez 435611, Egypt;

abd_el_aziz_m@yahoo.com
7 Artificial Intelligence Research Center (AIRC), College of Engineering and Information Technology,

Ajman University, Ajman 346, United Arab Emirates
8 Department of Mathematics, Faculty of Science, Zagazig University, Zagazig 44519, Egypt
9 Department of Applied Informatics, Vytautas Magnus University, 44404 Kaunas, Lithuania
* Correspondence: alqaness@whu.edu.cn (M.A.A.A.-Q.); robertas.damasevicius@vdu.lt (R.D.)

Abstract: Nowadays, the emerging information technologies in smart handheld devices are motivat-
ing the research community to make use of embedded sensors in such devices for healthcare purposes.
In particular, inertial measurement sensors such as accelerometers and gyroscopes embedded in
smartphones and smartwatches can provide sensory data fusion for human activities and gestures.
Thus, the concepts of the Internet of Healthcare Things (IoHT) paradigm can be applied to handle
such sensory data and maximize the benefits of collecting and analyzing them. The application
areas contain but are not restricted to the rehabilitation of elderly people, fall detection, smoking
control, sportive exercises, and monitoring of daily life activities. In this work, a public dataset
collected using two smartphones (in pocket and wrist positions) is considered for IoHT applications.
Three-dimensional inertia signals of thirteen timestamped human activities such as Walking, Walking
Upstairs, Walking Downstairs, Writing, Smoking, and others are registered. Here, an efficient human
activity recognition (HAR) model is presented based on efficient handcrafted features and Random
Forest as a classifier. Simulation results ensure the superiority of the applied model over others
introduced in the literature for the same dataset. Moreover, different approaches to evaluating such
models are considered, as well as implementation issues. The accuracy of the current model reaches
98.7% on average. The current model performance is also verified using the WISDM v1 dataset.

Keywords: Internet of Healthcare Things; human activity recognition; smart technologies for health-
care; m-Health; mobile devices; digital healthcare

1. Introduction

1.1. Motivation

Smart solutions for Internet of Healthcare Things (IoHT) [1], also known as Healthcare
Internet of Things [2], Internet of Medical Things [3], or Medical Internet of Things [4],
systems have extensively emerged since the Industry 4.0 revolution [5], making use of
digital devices, in particular wearable sensors and smart handheld devices. In the new
phase of the industrial revolution, termed Industry 5.0, collaborative interaction between
machines and people is coming back to the forefront [6]. Unlike aiming to find the best
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ways to connect devices together—in the first place—which was a goal of Industry 4.0, there
is great interest in moving toward personalization in Industry 5.0. This means that creative
thinking and smart usage of the entities of smart systems are expected to increase the
productivity and benefits of emerging IoT-based solutions [7]. The guidelines of Industry
5.0—under the umbrella of IoT—open up a new window to the development and enhance-
ment of existing smart IoHT systems, in particular, during present-day circumstances, such
as the spread of COVID-19, and ehealth and telehealth services can be provided without
in-person visits [8,9], while decision support provided by artificial intelligence methods
can facilitate doctors’ decisions [10]. Numerous applications are categorized under IoHT
applications. For example, indoor localization and IoT applications inside smart buildings
such as keeping social distances have been used since the COVID-19 pandemic began [11].
In addition, such applications are used for traditional tasks such as the monitoring of
daily life activity [5,12,13], fall detection [14] and assisted living [15–18], bad habits (such
as smoking) detection and control [19], monitoring of industrial workers’ activity [20],
monitoring the heart rate of vehicle drivers [21], using wearable sensors to monitor heart
activity [22,23], mHealth Apps for Self-Management [24], gait detection for people with
Parkinson’s disease [25,26], and many others.

The implementation of IoHT systems starts with data acquisition, followed by a
preprocessing and feature-extraction phase, and finally arrives at the decision-making stage.
Most known approaches in the literature can be categorized as video-based, WiFi-based,
and sensory-based. Video-based human activity monitoring approaches may provide rich
information via videos and images for indoor activities when there are no ad hoc cameras
in outdoor environments such as walking tracks, parks, traditional malls, and swimming
pools. Conversely, both wearable sensors and smart handheld devices are very suitable for
the environment-invariant Human Activity Recognition (HAR) models. Another concern is
that maintaining the privacy of individuals is questionable in vision-based approaches [27],
while dealing with data fusion from sensors presents no such compromise. However,
WiFi-based recognition of activities of daily life [28–30] has the advantage of using the fixed
WiFi devices, but such approach has no applicability in outdoor environments.

A great interest is devoted to employing wearable sensors (e.g., accelerometer units),
embedded sensors in smart devices (e.g., accelerometer, gyroscope, and magnetometer),
and Kinect sensors [31] to develop HAR models [12,32]. Currently, smart devices such as
smartphones and smartwatches are receiving much attention in such IoHT applications
for obvious reasons [5]. On the other hand, a special-purpose real-time health monitoring
device may have concerns regarding the efficient implementation in terms of power con-
sumption [33]. When data acquisition is performed through many sensors and/or devices,
there is a need for a suitable IoT framework to be able to move to the preprocessing stage. In
preprocessing stage, the tri-axial activity signals registered by the sensors usually first need
noise filtration, then segmentation in window length that ranges from <1 to 30 s [5,34] with
more focus on reasonable small lengths (e.g., 2–10 s) in order to simulate real-time situations.
Furthermore, feature extraction can follow the traditional approach of handcrafting a set of
fine features selected in the time domain (mean, standard deviation, min, max, Pearson
coefficients, etc.) and the frequency domain (energy, entropy, FFT coefficients, etc.), or they
may follow the modern trend of deep learning networks [16,34]. In the latter approach,
features are implicitly extracted as the encodings of hidden layers of the network, while
outer layers such as fully connected layers together with softmax layer are responsible for
the decision-making (i.e., classification and recognition). Following the feature engineering
approach, the Random Forest (RF) algorithm [35], Multilayer Perceptron (MLP) [36] (one
variant of artificial neural networks), Support Vector Machines (SVMs) [37], and Naive
Bayes (NB) [38] are among the well-known shallow classifiers.

However, deep learning models perform well for many available human activity
datasets in the literature [34], but the RF algorithm, for example, performs better than a
single LSTM classifier for a specific dataset addressed in [16]. In addition, the recent studies
in [17,39–41] in IoT applications depend on shallow classifiers. Recently, hybrid ensemble
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approaches that make use of shallow classifiers in addition to deep convolutional layers
are significantly bullish [28].

The limitation of existing approaches concerning a dataset collected by two smart-
phone units (in pocket and wrist positions) of human activities and gestures introduced
by Shoaib et al. [42] motivates improving the state-of-the-art results. In this paper, an
interesting and challenging dataset of thirteen activities is addressed. Activities are divided
into two groups: the first group consists of hand gestures such as eating, smoking, drinking
coffee, typing, and writing, and the other group consists of biking, jogging, standing,
sitting, walking, walking upstairs, and walking downstairs. As a classification problem,
the whole dataset is handled at a time in the training and testing processes. Using a feature
set that is adequate to sensors’ positions on the human body, an impartial comparison
between the aforementioned shallow classifiers is conducted. The RF algorithm shows
outstanding performance compared to previous models in the literature according to both
subject-dependent and stratified k-fold cross-validation evaluation metrics. Furthermore,
for testing the model generalization, another dataset, namely WISDM v1 [43], is used to
examine the applied model performance.

1.2. Related Work

In the literature, numerous human activity datasets were collected from smartphones
and/or smartwatches, e.g., WISDM v1 and v2, UCI–HAR, and UniMiB SHAR; see the survey
by Demrozi et al. [44] for complete details. Shoaib et al. published a public dataset in [42]
using two smartphone units. Below, we shed light on some closely related studies that
addressed this dataset. In [42], a simple feature set of mean, standard deviation, median, min,
max, semi-quartile, and the sum of the first ten FFT coefficients were extracted from each
sensor stream, and the magnitude of its 3-dimensional signal was applied to the NB classifier.
Since the readings of the accelerometer, linear accelerometer, gyroscope, and magnetometer
sensors in both smartphones were registered, the focus in [42] was to evaluate the combination
of sensors and device positions on the body, besides determining the effect of the window
length from 2 to 30 s. The accelerometer and the gyroscope from both devices’ positions gave
the best performance. Baldominos et al. [45] performed a comparative study between different
machine learning techniques (deep and shallow). Readings of the four sensors mentioned
above were used. For shallow techniques, handcrafted features such as the mean and the
standard deviation of raw signals and skewness, kurtosis, and the lower and upper quartiles
of real coefficients of FFT of each dimension were obtained. The ensemble of randomized
decision trees (ET) outperformed both shallow classifiers such as RF, MLP, NB, and K-nearest
neighbors and convolutional neural networks (CNN). Alo et al. [46] examined two deep
learning models, namely deep-stacked autoencoders (DSAE) and deep belief neural networks
(DBNN). Only signals of the accelerometer are considered in both devices. Besides raw signals,
the magnitude vector and the vectors of pitch and roll angles are used for training the models.
The DSAE showed notable performance over both DBNN and the shallow classifiers (with the
time-domain features in [42]) such as SVM, NB, and linear discriminant analysis. There are
also deep learning models proposed for HAR using wearable sensors. For example, in [47], a
combination of long short-term memory (LSTM) and a conventional neural network (CNN)
was proposed to solve the HAR problem. In [48], a new HAR model was developed based
on convolutional and LSTM recurrent units. In [49], a new model called iSPLInception was
developed based on the Inception-ResNet framework from Google. It showed acceptable
performance using different HAR datasets. In [50], the authors studied the applications of
several deep learning methods. They found that the hybrid CNN-BiGRU showed the best
results. Among the aforementioned studies, stratified k-fold evaluation criteria were
applied by Shoaib et al. [42], while dataset samples were divided into train/test sets with
a subject-dependent measure in [45,46]. Moreover, there is a variance between the different
studies about the most suitable sensors for this task. Finally, there is some confusion about
the superiority of conventional machine learning approaches versus deep learning models
for this specific dataset.
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To solve such conflicts, this paper proposes an individual model that proves supe-
rior according to both evaluation criteria. In addition, an impartial comparison between
previous approaches and the current one has been performed.

1.3. Contribution of Current Work

• Presenting a light human-activity-recognition system using wearable sensors.
• Implementing a robust real-time model based on the Random Forest algorithm that

outperforms other known classifiers and deep learning models.
• Handling a complex dataset of thirteen different human activities and gestures and

improving the state-of-the-art results according to both subject-dependent and strati-
fied k-fold cross-validation measures and using a different dataset, namely WISDM
v1, for verifying model performance.

• Conducting sensitivity analysis for the applied model parameters (Random Forest
size and depth).

1.4. Paper Organization

This document is organized as follows: Section 2 introduces the applied IoHT system
framework. Section 3 presents the experimental results within the discussion. Section 4
handles the effect of important parameters on model performance. Section 5 provides
a comparison with previous related studies. A different dataset is used to verify model
performance in Section 6. The discussion of obtained results is given in Section 7. Section 8
includes conclusions, limitations, and future extensions of this work.

2. The Applied Approach

2.1. Dataset

Table 1 presents the generic information of dataset addressed here. Activity signals
were recorded at a frequency of 50 Hz from the accelerometer, linear accelerometer, gyro-
scope, and magnetometer sensors of two Samsung Galaxy S2 smartphones. One device
was put in the right pocket, and the other was placed on the right wrist. Ten subjects were
asked to perform thirteen activities following a protocol; see Table 2 for the duration of each
activity performed for each subject. This data set comprises six activities involving hand
gestures, namely eating, smoking, drinking coffee, typing, and writing, and seven activities
involving full-body motions, namely biking, jogging, standing, sitting, walking, walking
upstairs, and walking downstairs. The total number of observations was 1,170,000. Activity
signals were successfully registered, and there were no missing values. More details about
the settings of collecting activities can be reviewed in [42].

Table 1. Dataset collection configuration.

Parameter Information

# Subjects 10
# Activities 13

Total # Observations 1,170,000
Missing values NO

Device Two Samsung Galaxy S2 smartphones
Position on Body Right pocket and right wrist

Sensors Accelerometer, Linear Accelerometer, Gyroscope and Magnetometer
Frequency 50 Hz
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Table 2. Dataset activities.

Activity Abbreviation Duration (min)

Biking BK 3
Having Coffee CO 5

Walking Downstairs DS 3
Eating ET 5

Jogging JO 3
Sitting ST 3

Smoking SM 5
Standing SN 3

Giving a Talk TK 5
Typing TP 5

Walking Upstairs UP 3
Walking WK 3
Writing WR 5

2.2. Sensory Data Processing

The applied model makes use of the readings of accelerometer and gyroscope sensors,
where the acceleration and angular velocity of body limbs are sufficient for characterizing
the activities performed. This point of view coincides with the well-known study of Anguita
et al. [51]. Figure 1 clarifies the sensors’ positions on the human body in order to acquire
activity signals. Figure 2 shows the signal separation into body and gravity components
using the Butterworth filter. Figure 3 presents the IoHT framework applied here. When
applying the model, it is suggested to connect devices through Bluetooth technology. Then,
the processing takes place at one central point (i.e., smartphone) as shown in Figure 3.

Figure 1. Activity signal acquisition from handheld smart devices.
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Figure 2. Accelerometer signal separation into body and gravity components using the Butterworth
filter with a corner frequency of 20 Hz.
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Figure 3. The composition of the applied IoHT system.

Activity Signal Preprocessing. According to previous studies, e.g., [51–53], it is preferred
separate body and gravity components of accelerometer signals using, for example, a fourth-
order Butterworth low-pass filter with a corner frequency of 20 Hz to filter out the body-
acceleration component, since signals were collected at 50 Hz–. For real-time considerations,
signals were segmented using a window length of 2.56 s (i.e., 128 data points) with an overlap
of 50% [51]. Figure 2 presents an illustrating example of acceleration signal separation for the
walking activity in a time interval of 2.56 s. Thus, there is a fusion of six time-series signals:
body acceleration, gravity acceleration, and gyroscope readings of both devices.

Feature Representation. The features for smartphone-based activity signals (with the
numerical participation in the feature vector in parenthesis) are listed as follows:

• (F1-12) Mean and standard deviation (STD) of each of the acceleration signal (AS) and
its jerk signal (JS)

• (F13-24) Autoregressive (AR) model coefficients for AS
• (F25) Signal magnitude area (SMA)
• (F26) Tilt angle (TA)
• (F27-30) Roll angle (RA) Equation (1): mean, STD, entropy of JS, and power
• (F31) Angle of x-component of AS Equation (2)
• (F32-34) Entropy of JS
• (F35-37) Power of AS

Roll angle = arctan(−BAz,−BAy) (1)

where BAy and BAz are body acceleration in y and z dimensions, respectively.

Angle of x-component of AS = real
(

arccos
(

max
(

min
( Bx · Gm

||Bx|| ∗ ||Gm|| , 1
)

,−1
)))

(2)

where the only real part of the resulting quantity is used; Bx and Gm are body acceleration
in the x-axis and the mean of gravity component in 3D, respectively; and the denominator
represents the multiplication of the 2-norm of each vector. For the rest of the features, the
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readers can review [51]. Such a feature set is sensitive to body kinematics (e.g., wrist and leg
motion in action). Thus, the 3D signals of each of the four operating sensors are represented
by 37 features. Furthermore, combining the extracted features results in a 222-dimensional
feature vector where the separation of body and gravity components of the accelerometer
is performed.

Scaling and Normalization. The numerical values of the feature vector have a great
variance in magnitude; e.g., SMA can reach a value that is a few hundred times that of
the power of AS and the STD of acceleration JS. In order to eliminate the negative effect
on the classification task, scaling is performed in terms of the segment length (slen). The
coefficients of the AR model, TA, mean, and STD of AS, mean of JS, mean of RA, and power
of RA are scaled by

√
slen, while the angle of the x-component of AS is scaled by slen, and

finally the scaling factor slen2 is applied for SMA. The rest of the features are used without
scaling. This treatment is heuristically examined. After that, the whole feature vector is
normalized in [0, 1] as illustrated in Figure 3.

Classification Layer. Commonly applied classification algorithms in human-activity-
recognition tasks are referred to here as RF, MLP, SVM, adn NB. RF [35] is a voting-based
classifier where a decision tree is created for each sample inside a random subset of features.
Then, the decision is taken for the sake of the class that is the most voted for. Thus, the
most important parameters of the RF classifier are the number of decision trees and the
maximum depth of the tree. MLP [36] contains interconnected processing units called
neurons in one or more layers. Each neuron is characterized by its activation function,
that is, a function of the weights of the preceding layer. The training algorithm, which is
responsible for finding the best weights, plays a vital role in the network performance. In
addition, the number of layers, number of neurons, and type of activation function are the
most important parameters for the MLP. SVM [37] depends on finding the best hyperplanes
that achieve the maximal margin between the nearest examples in high-dimensional spaces
of two different classes. For a multiclass problem, n ∗ (n − 1)/2 binary SVM models are
generated to distinguish n classes. NB [38] is a simple classifier that makes use of Bayes’
rule to determine the class with the highest posterior probability.

3. Experimental Results and Analysis

3.1. Setup

Well-known machine learning (ML) classifiers in the IoT area, namely RF, MLP, SVM,
and NB, are examined in an impartial comparison in order to clarify the most suitable one
for this specific application. Since subject-dependent evaluation is usually easier than k-fold
cross-validation in human-activity-recognition applications [54], the outstanding classifier
according to the first mentioned criteria is examined in the later one. ML algorithms are
referred to under the Scikit-learn framework in Python. Table 3 illustrates the parameters
of each classifier during the experiments conducted here.

Table 3. Classifiers settings and parameter values.

Classifier Function Call Settings and Parameters

RF RandomForestClassifier() # estimators = 200, max. depth = 25, min. samples split = 2

MLP MLPClassifier()
solver: quasi-Newton method, # hidden neurons = 75,

activation function: tanh, max. # iterations = 1000, momentum = 0.9,
initial learning rate is 0.01, validation ratio = 15%

SVM svm.SVC() kernel: radial basis function, polynomial degree is 3

NB GaussianNB() μ and σ parameters of Gaussian distribution are estimated
using maximum likelihood

Performance of the examined ML algorithms is evaluated according to four metrics,
namely the classification accuracy (Equation (3)); the F1-measure, which is the average of
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precision and recall of classification; (Equations (4) and (5)); execution time; and size on
the disk.

Accuracy =
TP

TP + TN + FP + FN
(3)

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)

where TP represents the true-positive, TN is the true-negative, FP is the false-positive and
FN is the false-negative classification rate. The best settings for each classifier are used
in experiments after examining various training options. Experiments run on a computer
machine with 10 GB RAM and 2.60 GHz i5 CPU.

3.2. Subject-Dependent Evaluation

The samples of each class are randomly separated, with 70% in the training and
validation set and 30% in the testing set. The test samples are never introduced training
any of examined classifiers, but samples of the same subject may appear in both training
and testing sets. For impartial comparison, the simulation procedure was repeated by
10 independent runs, where each time, the same training/testing data are provided to each
classifier. The average classification rates for activity recognition are presented in Figure 4.

Figure 4. Average F-measure scores of the activities: Bike (BK), Coffee (CO), Downstairs (DW), Eat
(ET), Jog (JO), Sit (ST), Smoke (SM), Stand (SN), Talk (TK), Type (TY), Upstairs (UP), Walk (WK) and
Write (WR). Compared classifiers are evaluated under subject-dependent criteria.

Figure 4 shows the average classification rates for different activities per classifier. RF has
the highest rate for each activity. Biking, eating, jogging, sitting, typing, and writing activities
are successfully recognized with a rate > 99%. The activities walking downstairs, walking
upstairs, and smoking are the least recognized by the RF classifier with a rate slightly less
than 98%. Such behavior can be justified by reading the confusion matrix shown in Figure 5.
On average, eight examples of walking downstairs were misclassified as walking upstairs,
and vice versa for 11 examples of walking upstairs. Another notable conflict occurred for
nine examples between smoking and giving a talk. It was noticed that conflicts occurred
between very close activities, which is likely expected in such applications. However, the
overall performance of the current model (employed sensors + preprocessing + features +
classifier) is accepted, and it can be further improved by providing more training examples.
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Figure 5. Confusion matrix for the RF classifier under subject-dependent evaluation criteria.

Table 4 provides a summary of comparing different ML algorithms, as well as im-
portant implementation issues. On average, the accuracy (and F-measure) of RF reaches
98.72%, which exceeds the accuracy of each of SVM, MLP, and NB by 1.3%, 1.27%, and
11.1%, respectively. MLP takes a notably long training time of 90.41 s, while NB training
occurred quickly at less than one second, and RF needed about 29.3 s to announce its
decisions. RF occupies about 22.68 MB of the disk, which is the largest size, while NB needs
only 0.046 MB space. To improve the readability of comparative results of all classifiers,
Figure 6 presents an illustrative radar plot.

M Acc. (%)

Std Acc.

M F-m (%)

Std F-m

Tr. Time (sec)

Size (MB)

RF SVM MLP NB

Figure 6. Radar plot for compared classifiers according to mean and standard deviation of accuracy
(M Acc (%)) and (Std Acc), respectively; mean and standard deviation of F-measure (M F-m (%)) and
(Std F-m), respectively; raining time in sec. (Tr. Time (sec)); and Size on disk in MB (Size (MB)).

3.3. Stratified k-Fold Cross-Validation

In the experimental settings of collecting this dataset, a controlled protocol was per-
formed by each of the 10 participants. Each participating subject performed the same set
of activities within the same permitted time duration. Thus, by chance, for this particu-
lar dataset, 10-fold cross-validation implicitly involved the stratified 10-fold validation
followed in Shoaib et al. [42]. Moreover, the common evaluation criterion for human
activity recognition models, i.e., leave-one-subject-out, can also be applied via the 10-fold
cross-validation for this particular dataset. The latter measure criteria are of interest where
the dataset provides subject-independent evaluation, and hence it examines the model’s
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of generalization ability for newly introduced data. The average accuracy of the applied
RF-based model here is equal to 92.54%.

Table 4. Performance of compared classifiers for subject-dependent evaluation.

Accuracy F-Measure
Training Time

(sec)
Size on Disk

(MB)

RF Mean 98.72 Mean 98.72 29.3 22.683Std 0.1015 Std 0.1015

SVM Mean 97.43 Mean 97.42 19.69 13.593Std 0.2279 Std 0.2398

MLP Mean 97.47 Mean 97.49 90.41 0.143Std 0.3837 Std 0.3736

NB Mean 88.82 Mean 88.87 1 0.046Std 0.3693 Std 0.3677

4. Sensitivity Analysis for Model Parameters

The performance of the RF algorithm is tremendously sensitive to both the number of
decision trees (known as RF size) and the longest path from a tree head to the leaves (known
as RF depth). For RF depth ≥ 15, with a suitable RF size ≥ 50, the applied RF-based model
can provide notable recognition performance under subject-dependent evaluation measure;
see Figure 7a. Moreover, increasing the RF size up to 400 trees has a slight improvement
in the model accuracy. Conversely, under 10-fold cross-validation evaluation, the model
accuracy grows by 1% when increasing both RF size and RF depth from (50, 10) to (15, 200);
see Figure 7b. Moreover, increasing the RF size to 400, for example, will not enhance the
model accuracy as much as the notable increment in processing time in this case. From
Figure 7, we can conclude that with an RF depth between 15 and 25 and an RF size equal to
200, an efficient recognition model can be implemented for these kinds of IoHT systems
that make use of sensory data from smartphones.
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Figure 7. Model performance for different values of both forest size (50, 100, 200, 400) and forest
depth (15, 20, 25, 30, 40) for (a) subject-dependent and (b) 10-fold cross validation criteria.
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5. Comparison with Previous Studies

Different studies in the literature have addressed this dataset according to different
evaluation measures. Table 5 provides the previous best recognition rates according to
subject-dependent evaluation. Baldominos et al. [45] have tested shallow techniques
against the deep CNN model. Only raw signals are used in 60 s segments. The ensemble of
randomized decision trees (ET), with a set of handcrafted features, provides an average
overall accuracy of 95.3%, while the accuracy of the CNN-based approach decreases to
85%. Stacked autoencoders provided better results than deep belief networks, where the
accuracy reached 97.13% according to Alo et al. [46]. In a later study, besides raw activity
signals, the magnitude vector and the vectors of pitch and roll angles were provided to
deep networks in segments with a length of 2 s.

Table 5. Recognition rates of each activity for different models under subject-dependent validation
criteria. ET: ensemble of randomized trees, FC: fully connected layer, AE: autoencoders, and DBN:
deep belief networks.

Reference Input Signals Segment Length (s) Feature Extraction Classifier Accuracy (%)

Baldominos et al. [45] Raw signals 60 Handcrafted ET 95.3

Baldominos et al. [45] Raw signals 60 CNN hidden layers FC layer 85

Alo et al. [46]
Raw signals,

magnitude vector,
pitch and roll vectors

2 Sparse AE layers FC layer 97.13

Alo et al. [46]
Raw signals,

magnitude vector,
pitch and roll vectors

2 DBN hidden layers DBN output layer 91.57

Current model Raw signals 2.56 Handcrafted RF 98.7

The proposed DL model was able to outperform the conventional classifiers such as
support vector machines (SVM), Naive Bayes (NB), and linear discriminant analysis (LDA);
however, the RF classifier was not included in this comparison. The current RF-based
model presents the best recognition results among related studies. However, samples of
the same person may appear in both the training and testing sets, but the experimental
findings are still useful for seeking good models since registered data points occurred at
different timestamps.

Moreover, the current model improves the recognition rates obtained by Shoaib et al. [42].
Table 6 shows the rates of each activity when stratified 10-fold cross-validation criteria are
applied. Numerical values of Shoaib et al.’s model were computed from the confusion
matrix in Figure 2c in [42]. The applied classifier was NB, but features were extracted
from segments with a length of 5 s, and only accelerometer and gyroscope signals were
used. Because of the suitable feature set used within the current model, the activities that
directly depend on hand movement are well-recognized. The improvements in the rates of
activities are as follows: having coffee (0.83 to 0.92), eating (0.89 to 0.99), smoking (0.82 to
0.95), giving a talk (0.86 to 0.97), typing (0.95 to 0.98), writing (0.89 to 0.97). For the other
activities, the current model performs worse than or equal to Shoaib et al.’s model. In
conclusion, the average overall accuracy is improved by 1.4%.

Table 6. Recognition rates of each activity for different models under 10-fold cross validation criteria.

Ref. BK CO DW ET JO ST SM SN TK TY UP WK WR Accuracy (%)

Shoaib et al. [42] 0.99 0.83 0.98 0.89 1 0.90 0.82 0.92 0.86 0.95 0.96 0.85 0.89 91.2
Current model 0.99 0.92 0.91 0.99 0.99 0.76 0.95 0.94 0.97 0.98 0.83 0.80 0.97 92.54

30



Healthcare 2022, 10, 1084

6. Applied Model Performance for WISDM Dataset

In this section, the validation of the applied framework is extended to the WISDM
dataset [43]. It is one of the most addressed datasets in the HAR literature. WISDM v1
contains a total of 1,098,207 examples of activities that have been collected by 29 subjects.
Six activities, namely walking (37.2%), jogging (29.2%), upstairs (12.0%), downstairs (10.2%),
sitting (6.4%), and standing (5%), were registered via a smartphone in the front pants pocket
(see Figure 1) of each subject. Walking and jogging activities were the most represented
in this dataset. Activity signals were registered using the embedded accelerometer of the
smartphone at a 20 Hz sampling rate. In the experimental settings, a window size of 10 s
(according to the original study [43]) with 50% overlapping was applied to raw signals. The
proposed feature set was generated for each activity segment, where the feature vector was
74 dimensions; since only the accelerometer signals are available, the RF classifier is called.
Using the best settings, e.g., RF size and depth (200, 25), gave acceptable classification rates
for this dataset. For 10-fold cross-validation criteria, the applied model gave an average
accuracy of 94%, while for the subject-dependent evaluation (i.e., 70% training and 30%
testing), the average accuracy reached 98.56%. This model performance regarding this
dataset is comparable to many recent related studies in the literature, as summarized in
Table 7.

Among the compared studies that appear in Table 7, using a window of 5 s for segments
in [55] is more challenging than using longer segments, but a deep learning model was able
to achieve 94.2% accuracy under 10-fold cross-validation. Moreover, an accuracy value of
98.85% was obtained in [56], but applying 95% overlapping when doing segmentation, and
this is questionable in such a HAR study (i.e., overlapping usually ranges from 0 to 50%).
In addition, for a 70%/30% split, using a more efficient RF such as (50, 20) gives an average
accuracy of 98.34%, which is still close to the best performance obtained. However, under
10-fold cross-validation, using an RF with (50, 20) does not degrade the accuracy by more
than 0.02%.

Summing up, the applied framework shows good performance for the WISDM v1
dataset under different evaluation criteria, while usually, only one of them is used in
previous related studies. This model behavior reflects the robustness and suitability of both
the feature set and the classifier algorithm for real-time HAR applications.

Table 7. Applied model results for WISDM dataset. MLP: multi-layer perceptron. LR: logistic
regression. Stat. Feat.: statistical features. Att. M.: attention mechanism. R. B.: residual block. LSTM:
Long short-term memory.

Evaluation Reference
Segment

Length (s)
Feature

Extraction
Classifier Accuracy (%)

10-fold
cross

validation

Kwapisz et al. [43] 10 Handcrafted MLP 91.7

Garcia-Ceja et al. [55] 5 CNN FC layer 94.2

Catal et al. [57] 10 Handcrafted
Ensemble of

(LR, MLP, j48) 91.62

Ignatov [58] 10 CNN + Stat.
Feat. FC layer 93.32

Current model 10 Handcrafted RF 94

Gao et al. [56] 10 CNN + Att. M. FC layer 98.85

70%/30%
split

Suwannarat et al. [59] 8 CNN FC layer 95

Abdel-Basset et al. [60] 10
CNN + R. B.

+ LSTM + Att. M. MLP 98.90

Zhang et al. [61] 11.2 CNN FC layers 96.4

Zhang et al. [62] 10 CNN + Att. FC layer 96.4

Current model 10 Handcrafted RF 98.56
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7. Discussion

The applied framework introduces one example of an IoHT system that is examined
using two datasets with different settings. Shoaib’s dataset contains thirteen activities
gathered by 10 subjects at a sampling rate of 50 Hz, while WISDM v1 has six activities
collected by 29 subjects at a sampling rate of 20 Hz. Such a variety of activity signal
resources constitutes a strong test for any proposed HAR model. Applying the different
common evaluation criteria of HAR models in the same study is highly recommended to
ensure its superiority. Later observation is missing in most studies in the literature.

More evidence is needed for the use of the dense production of deep learning models
in the HAR field. Such models have thousands of parameters learned during training
(tremendous computational load). However, they should at least outperform the conven-
tional shallow approaches. Classical handcrafted features are meaningful and interoperable
to a great extent, while the interpretation of most deep models, in particular in the HAR
field, is still in its infancy.

In [46], the applied DL model required the help of extra inputs such as magnitude and
pitch and roll signals, together with the raw 3D acceleration signals, in order to improve
the performance. One the other hand, features extracted implicitly from DL models may
need refinement via feature selection approaches in order to eliminate illusive features of
classifiers. Recent studies such as [63] and others have emphasized the role of applying
feature selection with DL models. On the other hand, the RF algorithm performs feature
selection as one of the steps performed to achieve its classification result. One important
observation is the degradation of accuracy when moving from the subject-dependent to 10-
fold cross-validation criteria. For the WISDM v1 dataset, the misclassification is relatively
high between upstairs and downstairs in comparison to other activities, in addition to
the difficulty when applying 10-fold cross-validation (i.e., different subjects are used for
training and testing). The later result has also been reported by different previous models
such as [43,55,60], which cn probably be attributed to the sensor position on subjects’ bodies.
A similar notation also holds for Shoaib’s dataset, where in Figure 5, the confusion matrix
shows that the majority of false predictions take place between the activities of walking
upstairs and walking downstairs .

8. Conclusions and Future Trends

In this work, an efficient model for an IoHT system is introduced through a set of care-
fully handcrafted features and a shallow classifier such as Random Forest for the dataset of
Shoaib et al. [42]. Participants used to collect this dataset followed a specific protocol, which
may be called a controlled environment. Similarly to related studies, using accelerometers
and gyroscope sensors in smartphones is convenient for such applications. Moreover,
inducing features (e.g., statistics of the roll angle vector and the angle of the x–component
of body acceleration with a gravity vector) that depend on body kinematics (e.g., wrist and
leg motion) improve the model performance. The presented model provides state-of-the-art
results under both subject-dependent and 10-fold cross-validation criteria. Moreover, the
current model performance was verified by another dataset, namely WISDM v1 [43] under
both aforementioned evaluation criteria.
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Abstract: The digitalisation of geriatric care refers to the use of emerging technologies to manage
and provide person-centered care to the elderly by collecting patients’ data electronically and using
them to streamline the care process, which improves the overall quality, accuracy, and efficiency
of healthcare. In many countries, healthcare providers still rely on the manual measurement of
bioparameters, inconsistent monitoring, and paper-based care plans to manage and deliver care
to elderly patients. This can lead to a number of problems, including incomplete and inaccurate
record-keeping, errors, and delays in identifying and resolving health problems. The purpose of
this study is to develop a geriatric care management system that combines signals from various
wearable sensors, noncontact measurement devices, and image recognition techniques to monitor
and detect changes in the health status of a person. The system relies on deep learning algorithms
and the Internet of Things (IoT) to identify the patient and their six most pertinent poses. In addition,
the algorithm has been developed to monitor changes in the patient’s position over a longer period
of time, which could be important for detecting health problems in a timely manner and taking
appropriate measures. Finally, based on expert knowledge and a priori rules integrated in a decision
tree-based model, the automated final decision on the status of nursing care plan is generated to
support nursing staff.

Keywords: geriatric care; IoT; vital parameters; posture recognition; image recognition; deep learning;
non-contact monitoring

1. Introduction

Geriatric care is a field of healthcare that focuses on the physical, mental, and social
needs of older adults. As people age, they may experience physical, cognitive, and social
changes that require special care and support. Geriatric care is based on the specific needs of
older adults and aims to improve their health and well-being as well as manage age-related
diseases and conditions so that they can maintain their independence, quality of life, and
overall comfort. Such care often involves a multidisciplinary approach with care provided
by a team of health care professionals, including physicians, nurses, therapists, and social
workers, who are trained in gerontology and geriatrics [1,2]. The estimated number of
dependent people in need of some form of long-term care in Europe is 30.8 million, and
this is expected to increase to 38 million by 2050. Furthermore, the expected shortage of
nurses will reach 2.3 million in 2030. By 2080, the population aged over 80 years and older
in Europe will have multiplied by 2.5. It should be noted that the majority of dependent
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patients suffer from Alzheimer’s and chronic diseases, such as past myocardial infarction,
congestive heart failure, cardiac arrhythmia, renal failure, and chronic pulmonary disease,
have an increased risk of mortality in nursing homes [3].

Currently, the main problems are caused by the absence of tools to design automated
care plans. The problems identified are related to the lack of digital evidence-based pro-
tocols for different situations and the nonadherence to existing protocols by nursing staff.
Typically, an individualised nursing care plan is developed for the elderly patient upon
admission to meet their needs. This plan is developed based on a thorough assessment
of the person’s medical history and evidence-based care practices. As elderly individuals
reside in nursing homes, it is common for their health to decline, which makes it crucial
to monitor their health status while they are there. Thus, caregivers must regularly check
important biometric data, such as blood pressure, heart rate, body temperature, and respira-
tory rate. Collecting and documenting patient vital signs data manually is a relatively slow
and therefore inefficient process. Depending on the types of vital signs, it usually takes up
to five minutes to assess three to six vital signs [4]. Moreover, this information is usually
documented in paper form separately from the nursing care plans, and therefore, the whole
process takes up to 13 min per patient [5]. Furthermore, care plans have to be regularly
re-evaluated by comparing current and historical health records to look for abnormalities
and changes that could have clinical significance. However, biometric data are documented
separately from nursing care plans and records of doctors. With such fragmented data
sources, the process is human-dependent, highly inefficient, and cumbersome and can
take up to 37 min per patient [5,6]. Moreover, in the absence of a systematic approach in
geriatric care management, it becomes challenging to quickly capture monitoring data and
act on them. This can cause caregivers to miss any unusual changes in the biometric data,
leading to delays in administering treatment.

During the course of our research, several hospices from Latvia, Estonia, and Poland
(e.g., Orpea) were contacted, and it was concluded that geriatric care management systems
with a digital care plan and remote monitoring solutions are currently not available in these
markets. Facilities rely on outdated software that was developed for inpatient hospital ser-
vices without taking into account the nursing care plan. In particular, in Scandinavian and
UK markets (e.g., Appva), some tools have been developed that include a simple digitised
nursing care plan without remote monitoring or decision support capabilities; however,
none of these companies have shown an interest in providing the service in the Baltic States.
Therefore, in many countries, including the Baltic States, nurses use paper-based care plan
templates and manually prepare time-consuming documents. Consequently, data loss and
missing information in care plans are common problems. Based on the problems identified
during oral interviews and discussions with various stakeholders in Lithuania, the follow-
ing needs for long-term care at home and in specialised institutions have been narrowed
down as the most recurrent and yet relatively possible to complete with limited funding:
(1) easily create nursing care plans for new patients with action protocols for nursing staff;
(2) ensure adherence to and traceability of the execution of the protocols; (3) automate
patient monitoring; (4) reduce manual paper documentation; (5) easily adapt nursing care
plans according to changes in the health of the patient; and (6) enable a transition from
reactive care to proactive care.

Digitalised care systems could be a solution to meet the multidimensional need to
monitor whether elderly patients in geriatric care facilities are receiving optimal care, thus
monitoring patients more efficiently and providing personalised care. Digitalisation also
helps a relatively small number of healthcare workers to reduce the need for repetitive
manual work and use the collected data for proactive decision making. Furthermore, the
combination of Internet of Things (IoT) and artificial intelligence (AI) technologies can aid
in the analysis of data and ensure continuous monitoring of elderly patients to positively
impact their care and outcomes [7–10]. By collecting data on patient activity and health,
advanced AI algorithms can analyse patterns and detect deviations from normal behaviour,
allowing caregivers to respond in a timely manner.
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In this study, we propose an intelligent geriatric care management system based on AI
and IoT to track and detect changes in the health status of elderly patients, thus ensuring
efficient digitalisation of personalised care plans. The proposed solution can be used to
tackle two of the most urgent problems in the area: nursing staff shortages and the costly
and inefficient long-term care process. Although home care for dependent and elderly
people is becoming more and more popular, it is still not a viable option for everyone due
to the expensive infrastructure required and the difficulties in gaining access to their homes
in an emergency. Even if people choose to live in a nursing home, it is still difficult to
monitor, care, and treat elderly residents on a regular basis. With the growing demand for
healthcare nurses, fragmented remote health monitoring tools, and lack of existing solutions
for real-time modifications of nursing care plans, it is crucial to have a cost-effective and
semi-autonomous solution available in the market.

2. Related Works

In recent years, there has been a growing interest in the development of digital health
solutions to support older people and promote healthy ageing [11,12]. However, elderly
individuals are more likely to develop diseases such as dementia, diabetes, and cataracts,
suffer from physical and cognitive impairments, and have low levels of physical activity, all
of which lead to a continuous decline in their health. This makes it difficult for staff to keep
track of elderly people, to monitor changes in their health, to record and store all readings
systematically, and to always react quickly and appropriately to the changes and adjust
the care plan. Furthermore, as life expectancy continues to increase, the need for nurses
working in geriatrics is also increasing. As such, remote monitoring and wearable devices
can be used to measure vital signals, evaluate physical activity, and inform caregivers
or physicians about changes in their health, which aids in the early detection of health
risks [13,14].

2.1. The Use of Wearable Devices

Recently, wearable technology has benefited from technological progress, as the size of
devices has significantly reduced, while the efficiency of energy consumption has improved
simultaneously [15]. In particular, wearable technology can be used for a variety of pur-
poses, ranging from keeping track of physical activity to monitoring clinically important
health and safety data. Wearable devices provide real-time monitoring of the wearer’s
walking speed, respiratory rate, measuring sleep, energy expenditure, blood oxygen and
pressure, and other related parameters [16]. Such devices can also be useful tools for
people living with heart failure to facilitate exercise and recovery [17,18]. Comparatively,
a study demonstrated the strong potential for improvement in healthcare through the
use of wearable activity monitors in oncology trials [19]. The use of wearable technology
to identify gait characteristics is another intriguing example [20], where lower limb joint
angles and stride length were measured simultaneously with a prototype wearable sen-
sor system. The study [21] investigated how a wearable device could help physicians to
optimize antiepileptic treatment and prevent patients from sudden unexpected death due
to epilepsy. For particular groups of individuals that suffer from chronic disease such as
diabetes mellitus, cardiac disease, or chronic obstructive pulmonary disease, wearables
may be used to monitor changes in health symptoms during treatment and may contribute
to the personalisation of healthcare [22–24]. The use of wearables within a group of elderly
population brings additional challenges. For example, it is very important to detect falls,
which has already become a topic of particular importance in this field. For example, in [25],
a framework was proposed for edge computing to detect individual’s falls using real-time
monitoring by cost-effective wearable sensors. For this purpose, an IoT-based system that
makes the use of big data, cloud computing, wireless sensor networks, and smart devices
was developed and integrated with an LSTM model, showing very promising results for
the detection of falls by elderly people in indoor circumstances. The validity and reliability
of wearables have been addressed by many studies focusing on different classes of devices
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used to measure activity or biometric data [26–29]. Apparently, there is no consensus
among researchers, as findings depend on the manufacturer, device type, and the purpose
for which it was used. This is also true because devices are constantly being upgraded to
new models, which suggests that their validity and reliability will improve with time.

2.2. Contactless Measurement of Vital Signs

There are still some concerns regarding the reliability and accuracy of wearables to
detect physical activity and evaluate health-related outcomes within elderly individuals, as
they are generally designed primarily to collect biometric information during activities of
daily living in the general population [30–33]. First, the ability of older people to recognise
the need for wearables and properly use them poses new challenges. Second, the high
prevalence of different diseases in this population and the heterogeneity associated with
their lifestyle, needs, preferences, and health point to the need for wearable devices that
are valid and reliable and that can accurately measure and monitor important signals.
Additionally, taking into account the problems associated with time-inefficient work in care
homes, contactless monitoring of vital signs may be beneficial for healthcare [34–36]. In
particular, contactless measurement techniques can be applied to measure the respiratory
rate and monitor the heart rate variability, which is one of the fourth most important
vital parameters [37]. Monitoring the respiratory rate is useful for the recognition of
psychophysiological conditions, the treatment of chronic diseases of the respiratory system,
and the recognition of dangerous conditions [38,39]. Combining respiratory rate and heart
rate data provides even more useful information on the condition of the cardiovascular
system [40,41]. The most promising method of noncontact monitoring of the respiratory
process is through infrared and near-infrared cameras [42,43]. An infrared camera is a
device that can capture small temperature changes on the surface of an object and/or
in the environment. This device can record the temperature fluctuations of airflow from
the mouth or nose. Infrared cameras can successfully measure the respiration rate if
advanced computer vision algorithms that are insensitive to constantly varying lighting
and temperature conditions are applied.

2.3. Benefits of Computer Vision Techniques

Image recognition is one of the main methods used to determine an individual’s
pose and activity. The use of pose estimation technology in geriatric care offers several
advantages, including the continuous monitoring of patients, early detection of potential
health problems, essential data on the patient’s movements, and, in particular, the detection
of extra situations (e.g., the person is lying on the ground and not moving) [44]. Pose
estimation algorithms vary in complexity and accuracy, ranging from simple rule-based
algorithms to more complex deep-learning-based algorithms. Simple algorithms may be
faster and easier to implement but typically they are not as accurate as more complex ones.
Deep-learning-based algorithms, on the other hand, may provide more accurate results
but may be more computationally intensive and require large amounts of training data.
Comparatively, deep-learning-based methods have shown great potential for improving
the accuracy of human posture recognition, for both single individuals [45,46] and multiple
individuals [47,48] in images or videos. In particular, methods such as the multisource deep
model [49], the position refinement model [50,51], and the stacked hourglass network [52]
have demonstrated the effectiveness of deep learning in human posture recognition. These
methods use convolutional neural networks to extract features from input images and
estimate the positions of human joints. However, the early detection of falls [53–55] is one
of the most important functions of the geriatric care system as it allows prompt medical
assistance to be provided and can prevent further injuries. Human fall detection systems
can help to identify when a fall has occurred and alert caregivers or emergency services
immediately. Therefore, various types of fall detection and prediction systems suggested
in the field not only rely on image recognition techniques [42,56,57] but also employ other
information sources, for example, biological factors or signals obtained by wearable devices

39



Healthcare 2023, 11, 1152

that are more commonly used for fall risk assessments [58,59]. Although computer vision
techniques have been used widely and very successfully in medicine, the monitoring and
identification of patients in nursing homes should take into account the fact that image
capture devices cannot always be used to track patients (e.g., hygiene rooms) according to
privacy and ethical requirements [60,61]. In addition, capturing certain information with
cameras may not always be possible due to changes in the environment or, for instance,
in cases when the person reappears or is partially obscured by other objects, which poses
the additional challenge of re-identifying the same individual. Therefore, it is important to
determine which factors may be automatically recorded and tracked over time utilising
image processing technology. It is also crucial that the solution is quick. As such, it is
essential to carefully assess the trade-off between precision and speed in order to choose a
solution that meets the specific requirements of the application.

3. Materials and Methods

The proposed solution includes (1) an IoT module with integrated wearable and
contactless devices; (2) an AI module that utilises deep learning architectures for the image
recognition of patient posture and activity; and (3) a decision support module for generating
the patient-personalised nursing care plan.

An IoT module has been developed to monitor and transfer data in real time. It
consists of sensors connected to an Arduino microprocessor to monitor the patient’s vital
signs. This module integrates not only body-worn devices that are networked but also a
number of remote devices for monitoring health data. In general, such devices can collect
and transmit the collected data, such as heart rate, body temperature, and physical activity,
to a remote system or application, usually through wireless connectivity (e.g., Bluetooth,
Wi-Fi). Some wearable health devices also have built-in sensors and algorithms that can
perform basic health assessments, such as tracking sleep patterns, counting steps taken,
and estimating calorie expenditure.

In this study, four IoT devices, a Fitbit wristband, smart scale, smart blood pressure
device, and a camera, were used to monitor the health of elderly patients in a nursing home
(Table 1). Data collected from these devices were sent to the server and processed to obtain
the final decision (Figure 1).

Table 1. Types of IoT devices used in the research.

IoT Device Type Device Name

Camera EZVIZ CS-C3TN 1920 × 1080
Wrist band Fitbit Charge 5

Blood Pressure Withings BPM Connect
Scales Withings Body+

A patient room in a hospital for the elderly was equipped with cameras to continuously
monitor the status of the patients in real time. The video footage from these cameras
was sent directly to a server where it was stored, processed, and analysed using image
processing algorithms. This was necessary to monitor patients’ motor activity, changes, or
progress in movement and consequently make the necessary changes to the care plan or
react in emergency situations such as falls, pressure sores, etc. In parallel to the cameras, the
patients were also given Fitbit wristbands for the additional monitoring of physiological
parameters. These wristbands were equipped with sensors to monitor the patient’s vital
signs, such as heart rate and respiratory rate. The data from the Fitbit bracelets were sent to
Google Cloud and then to a server using APIs. The geriatric nurse also used specialised
equipment to monitor the patients’ weight and blood pressure. Withings body+ connected
scales make it easy to monitor weight, BMI, fat, water, and body mass, which is later
automatically synchronised with the smartphone via Wi-Fi or Bluetooth. In particular,
monitoring the following parameters is important for patients at risk of complications such
as high blood pressure, diabetes, etc.
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One of the main limitations is that off-the-shelf IoT devices do not offer the option of
sending data directly to a third-party server. As a result, all data must first pass through the
provider’s cloud services and use their API. This also leads to software limitations, such
as only allowing one IoT device of a certain type per account, making the data collection
pipeline more complex than is necessary.

Figure 1. Data collection pipeline of the GCM system.

Data captured by all smart devices not only digitalise the tracking of key physiological
parameters but also enable the investigation of dependencies between these indicators
and a patient’s health status or its change, but only when a statistically reliable sample
is collected. If computer-vision-based health monitoring is involved, real-time visual
information collection must include data storage and analysis [44,62,63]. For the experi-
ment, data collection started on 15 September 2022 and data were uploaded to the server
Dell PowerEdge R7525 (AMD EPYC 7452 32-Core Processor/2350 MHz; 512 GB RAM;
NVIDIA GA100 [A100 PCIe 40 GB], 2 × 450 GB SSD; 2 × 25 Gbps LAN MT27800 Family
[ConnectX-5] 2 × 100 GBps [ConnectX-6]). In total, 1.412 TB of data were accumulated
during the observation period between 15 September 2022 and 28 December 2022. In
addition to the data collected from the IoT devices, the system also allowed manual input
from healthcare personnel. This included additional parameters that were not captured by
the IoT devices, such as bedsores, changes in eating habits, changes in bowel movements,
etc. These data were entered into an Excel spreadsheet by healthcare professionals and
then automatically uploaded to the database.

By continuously monitoring a patient, wearable health devices can provide a more
comprehensive view of a patient’s health status. However, it is important to ensure that
the system is secure, respects the patient’s privacy, and complies with relevant regulations
and standards [64,65]. However, it has been observed that wearable gadgets are frequently
taken off and thrown away for either purposeful or unintentional reasons, so a balance
needs to be struck between functionality, dependability, and cost. This is a common issue
with wearable health monitoring devices, particularly among patients with dementia, who
may forget where they have placed their device or may not understand the importance of
wearing it consistently.

Non-contact monitoring of vital signs using cameras and image recognition techniques
is a promising area of development in healthcare technology and has the potential to
improve the accessibility, efficiency, and cost-effectiveness of vital sign monitoring. The
use of AI-based image recognition algorithms, mainly deep learning architectures, allows
images to be automatically analysed to assess vital signs.

YOLOv3 (You Only Look Once, Version 3) [66] is a real-time object detection algorithm
that allows specific objects to be identified in videos. YOLOv3 uses a variant of the
Darknet neural network architecture, specifically Darknet-53 as its backbone network. The
architecture consists of 53 convolutional layers, which was trained on the ImageNet dataset,
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which was designed for computer vision research [67]. YOLOv3 also contains several key
features that help to improve the detection accuracy and performance, including residual
skip connections, upsampling, and multiscale detection. The most important feature of
the algorithm is that it performs detection at three different scales by downsampling the
dimensions of the input image by factors of 32, 16, and 8, respectively (see Figure 2).

Figure 2. The architecture of YOLOv3 algorithm.

The AlphaPose algorithm allows us to detect keypoints in the bodies of several people
with high accuracy in real-time video or images. The 17 keypoints detected by AlphaPose
include the nose, eyes, ears, shoulders, elbows, wrists, hips, knees, and ankles (see Figure 3).
As the Figure 3 shows, the algorithm can successfully detect the following keypoints in
video footage of a patient in a movement position. All of these keypoints are used to
construct a human body skeleton representation, which can be used for various applications
such as activity estimation [68], process recognition [69], and human fall detection in
different environments [54,55,70,71].

Figure 3. AlphaPose algorithm illustration: keypoints on patients’ bodies in video footage.

In particular, a decision support system relies primarily on the expert knowledge of
geriatric staff nurses who are experienced in developing nursing plans for patients with
different health problems. Their expertise has been used to create the rules that guide the
decisions made by nursing professionals which, in this case, are mapped into the output
of how to proceed with the nursing plan. Individual experts suggest different decisions
based on critical factors in certain cases, so it would seem reasonable to use Fuzzy logic or
Neuro-fuzzy models, which are more similar to human thinking. However, given that most
of the input variables are of the verbal and integer type, the use of such models will not be
efficient. In addition, we do not have enough statistical data to create mappings between
numerical values and verbal estimates (e.g., Breathing: Increased → X breaths per minute)
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and to create fuzzy sets based on this. Therefore, we decided to rely on the Decision Tree
supervised learning approach which can handle both numeric and non-numeric values, has
fast decision times, enables parameter optimisation, and has the possibility of refinement if
the accuracy of the result is not satisfactory (e.g., Random Forest). In the decision support
module, a Decision Tree with a Gini impurity value was used, and a prepruning process
was applied to prevent overfitting. The Gini impurity value is given by

Gini = 1 −
c

∑
j=1

p2
j ,

where pj is a proportion of observations that belong to class c for a particular node.
The fine-tuning of Decision Tree hyperparameters involves a depth limited to a max-

imum of 3 and a minimum number of samples equal to 6 in a finite node. An average
classification error of 92% was achieved.

For patient reidentification, the study made use of the Bag of Visual Words (BOVW),
since it has been proven to be successful in a number of computer vision tasks, including
human reidentification and human action classification [72–74]. With the BOVW approach,
local features (such as SIFT descriptors) from images are first extracted and then grouped
into a visual vocabulary. Each image is then represented as a histogram of visual words,
which may be used for classification or retrieval tasks using machine learning algorithms.
More specifically, the K-means algorithm was trained using the final list of features that
were retrieved from patient images. As a result, the features were grouped into visual
words. Finally, a ML-based classifier was used to generate a categorisation of images based
on a newly created vocabulary.

Performance Metrics

The F1 score is a metric that is widely used to evaluate the performance of a classifica-
tion model. For a multiclass classification, the F1 score for each class is calculated using the
one-against-rest (OvR) method. In this approach, the metric for each class is determined
separately. However, rather than assigning multiple F1 scores to each class, it is more
common to take an average and obtain a single value to measure the overall performance.
Three types of averaging methods are commonly used to calculate F1 scores in a multiclass
classification, but only two of them are recommended for unbalanced data, as in our case.
More specifically, macroaveraging calculates the F1 score for each class separately and
derives an unweighted average of these scores. This means that each class is treated equally,
regardless of the number of samples it contains. The macroaveraging F1 score is given by

Macroavg F1 =
∑n

i=1 F1i

n
,

where n is the number of classes. In contrast, a weighted averaging calculates the F1 score
for each class separately and then takes the weighted average of these scores, where the
weight for each class is proportional to the number of samples in that class. In this case, the
F1 result is biased towards the larger classes, i.e.,

Weightedavg F1 =
∑n

i=1 wi × F1i

n
,

where wi =
ki
N is the weight of the class i, N is the total number of samples, and ki is the

number of samples in the class i.

4. Results

4.1. Implementation of the Geriatric Care System

The geriatric care plan system for end-users, i.e., nursing home staff, was created using
C# programming language and the ASP.NET Core 6.0 framework for the back-end. The
front-end was built using Node.js version 19 and the Angular framework, while testing
was carried out using Karma. PostgreSQL was used as an open-source relational database
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management system. The use of these technologies allowed developers to create a robust
and scalable system that was able to handle the large amounts of data generated by IoT
devices. In addition, Docker was used to containerise the software for deployment by
combining the system and all of its dependencies into a single container that could be
quickly deployed on any platform that is compatible with Docker. The architecture of the
system is demonstrated in Figure 4.

Figure 4. UML deployment diagram of the geriatric care system architecture.

Wearable gadgets synchronise the data with cloud servers, since the data they generate
needs to be processed and analysed. Once the data have been received by the cloud servers,
the company’s server pulls the data from the Google cloud servers using API and then
parses the files and saves information in the Postgre database. In contrast, the data captured
by the cameras are sent directly to the server. This dataset is then processed in the back-end
and analysed alongside the wearable data in order to provide a more comprehensive view
of a patient’s health status. The main purpose of .NET backend is to act as a bridge, passing
data between the Angular front-end and the Postgre database. The back-end is written
using REST API methodology to provide a standardised way for different applications or
devices to communicate.

4.2. AI-Based Data Analytics and Decision Making

To prepare a nursing care plan, a rich set of data is collected about the patient, as
summarised in Table 2. Then, the recommendations for the actions to be taken in a nursing
plan are generated from the geriatric care management system.

For demonstration purposes, the collected data were analysed to detect possible
dependencies. The radar graph below (see Figure 5) is a single patient’s chart of selected
vital signs over a 50-day observation period, displaying SBP (systolic blood pressure), DBP
(diastolic blood pressure), HR (heart rate), SPO2 (oxygen saturation), sleeping hours, and
weight measurements. The data analysis was carried out on three patients on the ward, but
no significant dependencies between variables were identified. It may be assumed that that
some trends could be determined if the data were gathered over a longer period of time
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and additional variables, such as pain level, temperature, and even verbal type indicators,
were included.

Table 2. Patient information.

No Variable Definition Instances of Possible Values/Range

1 FN First name -
2 LN Last name -
3 BD Birth date yyyy/mm/dd
4 HE Height 1.20 m–2.20 m

Input data

1 MoveC Movement capabilities Lying; sitting in a wheelchair; with as-
sistive devices; etc.

2 RiskC Risk of collapse None; low; medium; high
3 Bedsores Bedsores Yes; no

4 Diseases All patient’s diseases Heart failure; Alzheimer; dementia;
Cancer; etc.

5 Med Taken medications Antibiotics; antihypertensives; antide-
pressants; etc.

6 BMI BMI unit change per week <0.5 plus; <0.5 minus; 0.5–1 plus; etc.

7 MoveH Movement habits Unchanged; slowed down; increased;
falling on the ground

8 EatH Eating habits Parenteral nutrition; fed by another per-
son; independent eating; etc.

9 EatC Eating capabilities
Swallows solid food; swallows only
mashed food; swallows only liquids;
etc.

10 Bowel Bowel habits Regular bowel movements; diarrhoea;
constipation; faecal incontinence

11 Sleep Sleeping <4 h; 4–6 h; 6–8 h; >8 h; apnoea
12 Breath Breathing Increased; slowing down; with apnoeas
13 PL Pulse Normal; bradycardia; tachycardia

14 BP Blood Pressure
Normotension; hypotension; hyperten-
sion mild; hypertension moderate; hy-
pertension severe; etc.

15 Temp Temperature <36.0 °C; 36.0–37.4 °C; etc.
16 Sat Saturation ≥94%; <94%
17 Urine Daily urine output Concentrated urine; very frequent; etc.
18 Fluid Fluid tracking <500 mL; ≥500 mL
19 Gly Glycaemia <2.5 mmol/l; ≥2.5 mmol/l
20 Con Consciousness Unchanged; changed; unconscious

21 Pain Perceived level of pain None; mild; moderate; severe; unbear-
able

Output data

1 Plan Nursing plan Continue current plan; monitor; adjust;
extra situation

The geriatric care personnel was responsible for writing the rules for the care plans.
These rules were based on best practise and experience in the field and were designed to
ensure that patients receive the most appropriate and effective care. More specifically, care
plans were tailored to the specific needs of current and future patients, taking into account
their medical history, current condition, and other relevant factors. The variables listed
in Table 2 were included in the care plan, as they indicate the patient’s medical history,
current health status, and other relevant factors that can influence treatment. On the basis
of this information, the initial set of rules covered a wide range of scenarios and options,
but after optimisation, the patient care plan eventually consisted of 61 rules with the four
possible outputs of the care plan: “Continue current treatment”, “Monitor”, “Adjust”, or
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“Extra situation” (see Figure 6). All remaining cases that were not included in the rules
were assigned to the care plan “Continue current treatment” by default.

Figure 5. Six different health parameters collected for a single patient.

Figure 6. Examples of different care plan with IF-THEN rules defined by the staff.

In particular, the nursing care plan was designed to be flexible and adaptable to allow
healthcare professionals to adjust the patient’s geriatric care according to his or her health
status and changing needs. Those rules and the output generated by the geriatric care
management system help healthcare personnel to respond more quickly to changes in a
patient’s health, shape the patient-personalised geriatric care, reduce the risk of human
error, and make better use of staff time by concentrating more on essential social support.

Figure 7 shows a schema for an AI-based decision support system. Four of the
21 variables (see Table 2) are automatically registered; that is, three of them were retrieved
from IoT devices and one (change in movement) was obtained from the camera. The value
of the latter variable was generated from the AI-based image recognition module. The
remaining variables were taken from the MS Excel spreadsheet file, where all data were
entered manually.

46



Healthcare 2023, 11, 1152

Figure 7. Schematic diagram of proposed geriatric care management systems

Image Recognition Solution

An AI-based image recognition module is a block consisting of several sequential
algorithms that detects changes in the movement of a patient. In this project, we used the
camera to film nursing home patients, that is, one room with three patients. The video
was recorded at 1920 × 1080 pixel resolution with a frequency of 10 FPS, therefore storing
10 unique images per second to obtain 10FPS × 60 = 600 images per minute. An image was
analysed every five seconds with the assumption that no significant changes in motion
would be detected in that time period.

The image processing included

• Brightening: to increase the overall luminosity of the image, improve visibility, and
increase the clarity of the image during low light conditions;

• Cropping: to keep only regions of interest in the image;
• Denoising: to remove noise from the image, typically by applying a low-pass filter. It

also improved the quality and clarity of the image by removing noise, which could
be especially useful if the image was taken under poor conditions or with a low-
quality camera.

• Edge detection: to identify edges in the image by finding points of a rapid intensity
change. It can also be used to identify and extract features or objects in the image,
such as lines, shapes, or boundaries.

After image processing, the algorithm integrating YOLOv3 and AlphaPose [75] was
used to detect human poses. The algorithm includes the three main components [76].
First, the Symmetric Spatial Transformer Network (SSTN) takes the detected bounding
boxes to generate pose proposals. The SSTN allows the spatial context and correlations
between the keypoints to be captured, leading to more accurate pose estimates. Second, the
Parametric Pose Non-Maximum-Suppression (NMS) is a component that is used to remove
redundant pose detections and improve the overall accuracy of the pose estimation. Finally,
the Pose-guided Proposals Generator is used to create a large sample of training proposals
with the same distribution as the output of the human detector.

The next step is the problem of identifying and classifying patient postures, which in
this case, included the following six postures: “walking”, “standing”, “sitting”, “fallen on
the ground”, “lying in bed”, and “sleeping”. For the verification of all poses, a sequence
of three images was taken for a period of 15 s, except for the last two poses. The poses of
“sleeping“ and “laying in bed“ correlate with the parameters of the smart bracelet (sleep
time and heart rate), so these parameters were also assessed. If the patient was found to be
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lying in bed, the assessment time was extended by up to one minute to identify whether
the patient was “lying in bed” or “sleeping”. In particular, the pose was assessed every
minute until a new pose was captured.

A pose change algorithm was developed to detect differences between adjacent images,
that is, to identify that a person was walking rather than standing or that a person was just
lying on a bed rather than sleeping. Figure 8 illustrates the example of three iterations of
assessment frames of the “walking” pose taken every five seconds. Comparing the images
taken every five seconds, we can see that the pose remained the same, although the frames
were not identical and the patient’s coordinates varied.

Figure 8. Three iterations of the assessment frames of the patient in the “walking” pose taken every
five seconds.

In order to define changes in movement habits, an additional algorithm (see Algorithm 1)
was created to evaluate movement changes over a longer period of time tm−n, where m is a
current time moment, n is a number of days before tm, 1 ≤ n ≤ 3. This algorithm calculates
the duration (hours) in each pose per day. The percentage change is then evaluated,
compared with threshold value kth and a response is generated that includes three possible
values: “Unchanged”, “Slowed down”, or “Increased”. The pseudocode of the algorithm is
provided below.

Algorithm 1 Evaluation of changes in movement habits

ActH = Walking(hrs) + Sitting(hrs) + Standing(hrs)
kth = 12.5%
Di f f (a, b) = ((a − b)/b) ∗ 100
if Di f f (ActH(tm−1), ActH(tm−2) ≤ −kth ∧ Di f f (ActH(tm−2), ActH(tm−3) ≤ −kth then

MoveH is slowed down
else if Di f f (ActH(tm−1), ActH(tm−2) ≥ kth ∧ Di f f (ActH(tm−2), ActH(tm−3) ≥ kth then

MoveH is increased
else MoveH is unchanged
end if

For demonstration purposes, the identification of tough poses observed in the real-
world environment is shown below. For instance, Figure 9 shows a skeleton-based posture
recognition in various lighting environments. In well-illuminated areas, patients can be
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detected by identifying all skeleton keypoints (Figure 9c). It has been observed that at
night or at twilight/night, walking patients can be identified quite accurately with all
keypoints (Figure 9a,b), but when patients are sleeping with their blankets, few keypoints
were successfully detected (Figure 9d) or keypoints were not detected at all (Figure 9a).

Figure 9. Examples of skeleton-based posture recognition in various ambient light conditions:
(a) patient walks in a semi-lit environment; (b) patient walks during the night; (c) two patients sit in a
fully-lit environment; (d) patient is lying down at night.

Another example demonstrates a skeleton-based posture recognition for two different
scenarios. In Figure 10a, the keypoints in the patient’s body were detected when the
patient was lying on the ground, which refers to the status “falling on the ground”. To
correctly recognise this pose, a training dataset with artificially simulated falling poses was
created. Comparatively, Figure 10b shows that the keypoints in the body were identified
for all persons located in the ward, but the nursing personnel needed to be the exception.
Therefore, additional data were collected to train a deep learning algorithm to distinguish
staff from patients. Consequently, the nursing personnel was identified by their clothes,
more specifically, white trousers and a blue top, which they had to always wear.

Figure 10. Examples of skeleton-based posture recognition in different scenarios: (a) the patient is
lying on the ground; (b) patients are visited by nursing staff.
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4.3. Experimental Results

A posture detection algorithm of captured video material was tested to identify
six different poses. The results are summarised in a confusion matrix to evaluate the
performance of the algorithm. More specifically, the confusion matrix provides a visual
representation of the number of correct and incorrect predictions made by the classifier:
the rows represent the actual class labels, while the columns represent the predicted class
labels. The diagonal elements show the number of correct predictions (see Figure 11).

Figure 11. Testing results: confusion matrix of posture classification.

The posture recognition algorithm was trained using 9300 labelled images and tested
using 3792 images. An average posture recognition accuracy of 91.63% was achieved for
the testing data set (Figure 11). Posture labelling was performed manually on the images
obtained from the video stream for training and testing purposes. The Receiver Operating
Characteristic (ROC) curve of the stratified testing dataset is provided in Figure 12.

Figure 12. Testing results: ROC curve of the posture recognition algorithm.

The AUC values for each posture class ranged from 0.8790 to 0.9427, with the highest
value obtained for the sitting posture class. The sleeping and lying in bed posture classes
resulted in the lowest AUC values, with values of 0.9047 and 0.8790, respectively. These
lower values suggest that it might be more difficult for the classifier to distinguish between
these postures and others. Comparatively, the AUC value for the fallen on the ground
posture class was 0.9177, which is slightly lower than those of the other more successfully
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recognised posture classes. This could be due to the lack of training data for this posture,
which might have led to lower accuracy. Next, Table 3 summarises the estimated values of
precision, recall, and F1 score for each class of interest, together with macro and weighted
F1 scores for the evaluation of the overall performance of the posture recognition algorithm.

Table 3. Testing results: performance metrics of the posture recognition algorithm.

Class Precision Recall F1 Score

Walking (WAL) 0.9554 0.9374 0.9463
Standing (STA) 0.8722 0.9163 0.8937
Sitting (SIT) 0.9406 0.9427 0.9416
Fallen on the ground (FOG) 0.9354 0.8333 0.8814
Lying in bed (LIB) 0.8951 0.8878 0.8914
Sleeping (SLE) 0.8844 0.9047 0.8944

Macro F1 score 0.9082
Weighted F1 score 0.9125

The patient re-identification testing results are summarised in Figure 13. The support
vector machine (SVM) method was used to generate categories of images, providing labels
for the patient classes. In our case, the maximum number of classes was set to four: three
classes represented the maximum number of patients the ward can accommodate, while
the separate class “None” referred to unauthorised individuals such as nursing staff, family
members, doctors, or others. The class names for patients were labelled “First”, “Second”,
and “Third” (see Figure 13).

Figure 13. Confusion matrix showing the re-identification of three patients (referred to by the class
labels “First", “Second", and “Third".)

The confusion matrix in Figure 13 summarises how successfully the algorithm identi-
fies three ward patients in common areas. One can observe that an accuracy level of 90%
was obtained for the “First” class, a value of 88% was obtained for the “Second” class, and
a value of 91% was obtained for the “Third” class. Although the lowest accuracy level of
87% was achieved in the "None” class, considering that there can be around 6–13 people in
a single tray, this is a pretty good accuracy level. It was observed that female patients and
nursing home staff were more easily recognised, but other patients, nonmedical nursing
home staff, and visiting relatives were the most confused with these patients.

Finally, to conduct a real-time experiment, patient positioning verification was carried
out. This included 16 scenarios with diverse positions. The results are summarised in
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Table 4. Two prediction errors were determined. More specifically, the patient was “lying
in the bed”, but he was detected as “sleeping”, as he was covered up, his heart rate was
reduced, he did not move for more than one minute, and it was night time. Another
prediction error also related to the sleeping pose. The patient was lying in the bed without
covering up; however, it was determined that he was not sleeping based on readings
from the smart wristband. It should be noted that the prediction may also be impacted by
ambient light conditions. From a technical perspective, the proposed system performed
pose estimation with an average output time of 182 ms, including the algorithm used to
predict the pose from the possible outcomes.

Table 4. Real-time scenario testing results of posture recognition.

No. Actual Pose Predicted Pose Ambient Lighting Confidence

1 Walking Walking Day time (well-lit) 98.0%
2 Sitting Sitting Day time (well-lit) 97.5%
3 Sitting Sitting Day time (well-lit) 98.2%
4 Lying in bed Sleeping Night time (poorly lit) 89.3%
5 Standing Standing Day time (perfect) 99.7%
6 Lying in bed Lying in bed Evening time (semi-lit) 87.9%
7 Sleeping Lying in bed Evening time (semi-lit) 88.6%
8 Standing Standing Day time (perfect) 99.1%
9 Sleeping Sleeping Night time (poorly lit) 85.4%
10 Walking Walking Day time (perfect) 93.6%
11 Lying in bed Lying in bed Day time (perfect) 94.2%
12 Standing Standing Day time (perfect) 99.3%
13 Walking Walking Night time (poorly lit) 96.0%
14 Sitting Sitting Day time (perfect) 98.5%
15 Sleeping Sleeping Day time (perfect) 91.0%
16 Fallen on the ground Fallen on the ground Day time (perfect) 99.8%

To test the correctness of the output of the geriatric care management system, different
scenarios involving nursing home staff were developed. The results revealed that the
system provided the correct output in all cases. The system was designed to generate
changes to the treatment plan immediately after any changes are made. When a healthcare
professional makes a change to the care plan, the system analyses the data from the
patient’s IoT devices and determines the appropriate course of action. The system then
automatically updates the results of the action to be taken for the individual patient and
alerts the healthcare professional. This allows healthcare professionals to stay up-to-date
with the patient’s condition and make any necessary adjustments to their treatment in a
timely manner.

5. Discussion

There are a few areas for improvement, as the proposed geriatric management care
system is still in its initial stage of functioning. Personality identification, which relates
to the continuous contactless assessment of the patient, is the most challenging concern.
Comparatively, wearable devices do not raise any questions at the moment; their purpose
is clear, but elderly people have a problem with wearing them because they find them
annoying. The creation of the nursing care plan itself could be fully automated later on,
with a follow-up on what action should be taken when the situation changes. However,
to fully automate it, a lot of statistical data are needed, including actions taken by nurses,
from which the system could be learnt, that is, from the actions taken by the care worker on
each individual situation. Taking into account the current data (Table 2), there are at least
20,155,392,000 possible combinations of parameters that define the health condition, which
are likely to increase in the future due to the inclusion of additional parameters. For this
purpose, a list of actions is provided in the geriatric care management system, from which
the care worker must indicate (select from the list) what they intend to do. In this way, a
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dataset of situations and decisions with all the actions taken accordingly is continuously
accumulated. Once a representative sample of data has been accumulated (say after at least
one year), the correctness of the automated action is improved.

The challenge with consistent and accurate patient identification makes it reasonable
to consider other methods of individual identification than BOVW. As patients usually stay
in their own wards, the accuracy of identification is high when the patients are present and
nursing staff visit them a certain number of times per day. However, the accuracy drops in
common areas (e.g., resting, eating) because there are more patients and personnel present.
Mainly because of their distinguishing clothes, nursing workers are simpler to identify (see
column “None” in Figure 14). However, the elderly patients themselves are more likely to
be confused with each other in common areas, with a best individual identification result
of 0.914 achieved (see Figure 14).

Figure 14. Confusion matrix of the re-identification of three patients (referred to class labels “First”,
“Second”, and “Third”) in the two common areas of nursing homes.

As an alternative method, gait recognition (GR) technology can be used for patient
identification. This method examines the uniqueness of an individual’s walking or running
pattern using machine learning (ML) techniques [77]. More specifically, ML algorithms are
trained to recognize subtle differences in a person’s gait and thus can use this information to
identify individuals even if their face is obscured in the image [78,79]. An additional benefit
of GR technology is that gait information can be used not only for personal identification,
but also for medical purposes, such as monitoring and for the diagnosis and treatment of
various movement disorders [80,81]. For example, gait recognition technology can be used
to identify and diagnose various types of neurodegenerative diseases (such as Parkinson’s
and Alzheimer’s disease) or assess the course of disease [82–85]. This can help doctors and
healthcare professionals to develop more effective nursing care plans and interventions as
well as monitor the progression of these conditions over time. However, GR technology
usually requires a variety of sources or capture devices to gather data about an individual’s
gait, including multiple video cameras, motion sensors, radars, and other specialized
equipment [79,86]. In addition, the accuracy of gait recognition technology can be affected
by a range of factors, including the angle at which the gait is captured.

Finally, it should be noted that elderly people are choosing to live independently at
home for as long as possible. In such cases, intelligent geriatric care management system
monitoring adapted to the individual home and operating remotely can be very helpful
for ensuring that the elderly person is safe and providing faster reactions to emergencies
(i.e., fall detection) and appropriate care. In the near future, we plan to develop the
necessary software and hardware package (e.g., for the proper functioning of the system
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such as a stable internet connection) for the home care services and to test it in real-world
environment with the possibility of transmitting the data to the responsible physician
for monitoring.

6. Conclusions

In this study, a geriatric care management system based on IoT and AI algorithms was
proposed to monitor some of the most important vital signs in a noncontact manner and
to facilitate the adjustment of the care plan. The system provides an intelligent assistance
function, which suggests how to proceed with the patient’s care plan based on the available
data and the decision support module.

A built-in posture recognition algorithm allows staff to react quickly to extreme
situations, which are highly expected at night or during peak working hours. Another
algorithm was developed to monitor changes in a patient’s movement habits over a longer
period of time, which can be important for detecting health problems more quickly and
taking appropriate action. This is a value-added functionality of the system, as it is very
difficult for nursing staff to do this in a natural way, as it is not possible to monitor every
patient 24 h a day without smart technology. During this study, it was observed that
the most confusing poses are “lying in bed” and “sleeping”. Detecting the individual or
pose when the patient is fully or partially occluded is also quite challenging. However,
capturing the pulse and sleep mode and combining these indicators with the outputs of the
image recognition algorithms resulted in better detection of the “sleeping” and “lying in
bed” poses, i.e., the accuracy was improved by around 15.48% and 22.06%, respectively.
Additionally, the system is resistant to data deficiencies; if certain data are not received
at the current time, the value is taken from the last time of recording. In any case, the
final decision is made by the human, and in case of error or incorrect output, one has the
opportunity to correct it.

Other concerns are ensuring that smart health monitoring devices are worn and
maintained at all times, as patients often want to remove devices (particularly patients
with a dementia), and nursing staff do not always notice quickly when the devices need
to be loaded. Therefore, the involvement of care specialists is crucial to ensure the system
operates effectively and efficiently. In addition, it is equally important to make sure that
patients feel comfortable and moreover that their privacy and trust in smart technologies
are maintained at the appropriate level. By involving nursing staff in the implementation
process, they can provide valuable feedback, suggestions, and ideas, leading to a better
overall outcome.
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Abstract: Purpose: This study aimed to reflect on the challenges of Health Information Systems
in Portugal at a time when technologies enable the creation of new approaches and models for
care provision, as well as to identify scenarios that may characterize this practice in the future.
Design/methodology/approach: A guiding research model was created based on an empirical study
that was conducted using a qualitative method that integrated content analysis of strategic documents
and semi-structured interviews with a sample of fourteen key actors in the health sector. Findings:
Results pointed to the existence of emerging technologies that may promote the development of
Health Information Systems oriented to “health and well-being” in a preventive model logic and
reinforce the social and management implications. Originality/value: The originality of this work
resided in the empirical study carried out, which allowed us to analyze how the various actors look
at the present and the future of Health Information Systems. There is also a lack of studies addressing
this subject. Research limitations/implications: The main limitations resulted from a low, although
representative, number of interviews and the fact that the interviews took place before the pandemic,
so the digital transformation that was promoted was not reflected. Managerial implications and
social implications: The study highlighted the need for greater commitment from decision makers,
managers, healthcare providers, and citizens toward achieving improved digital literacy and health.
Decision makers and managers must also agree on strategies to accelerate existing strategic plans
and avoid their implementation at different paces.

Keywords: digital transformation; health information systems; emerging technologies; Health 4.0;
empirical study

1. Introduction

Globalization, associated with many rapidly evolving factors, such as the COVID-19
pandemic, leads to an ever-increasing need to share health data outside of the physical
space where they are generated [1,2]. Demographic changes, increased chronic diseases,
rising health spending, and fairer healthcare access are global challenges [3], which, if
associated with the increase in people’s average life expectancy and the growth in their
literacy, show the greater importance of new Health Information Systems (HISs) that allow
efficient communication between the Health Systems (HS) and their stakeholders. This
has resulted in recent years in a new generation of emerging technologies that offer new
opportunities for healthcare delivery and the practice of medicine while also ensuring
greater efficiency of HIS and more responsive communication channels.
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HIS includes mechanisms for capturing, processing, analyzing, and transmitting any
needed information in health services whilst also having an important role in care planning,
management, and even in research for public health [4]. With a growing need for decen-
tralized and remote work, HIS also plays a key role since they support communication
among geographically dispersed actors, promote solutions to value chain management, and
support new business models. In addition, digital health offers a valuable opportunity to
handle health issues, such as the pandemic situation, with near real-time responsiveness [5].
This trend is transversal to other areas of knowledge, with different types of applications,
as demonstrated in the study of Epizitone et al. [6]. Information and Communication
Technologies (ICT) applied to the health context have been the subject of several research
works, with a greater incidence in the Digital Transformation (DT) of this sector [1,7],
such as processes related to healthcare delivery models and medical practices [8]. Some
studies point to digitalization as a future priority in the health and public sector, rein-
forcing the need to adopt intelligent technological applications [9–12] and connectivity
mechanisms [13,14]. Cavallone and Palumbo [15], for example, stated that Industry 4.0
(I4.0), Artificial Intelligence (AI) and Digitalization are revolutionizing the design and the
delivery of care.

Despite the progress observed in recent decades, the gap that emphasizes the need to
create solutions with responses to extreme events is demonstrated by some authors [16,17].
In addition, Gehring and Eulenfeld [18] argued that there is still a pressing need to signifi-
cantly improve the infrastructure and functionalities of the HIS for the benefit of users and
also for research in areas such as biomedical sciences, health sciences, and also computer
and information sciences.

Knowledge of the current HISs’ development state is a requirement when researching
future directions. An analysis of current HISs [19] identifies five different groups of
obstacles that limit these systems’ application and development—(i) technical problems,
(ii) usage problems, (iii) quality problems, (iv) operational functionality, and issues related
to (v) maintenance and support. In addition, the study of Khubone et al. [20] discussed
a set of challenges that should not be ignored when adopting HIS, which are mainly
related to the lack of technical consensus, poor leadership and limited human resource,
staff resistance and lack of management, and non-engagement of the users. In the area of
telemedicine, Tabaeeian et al. [21] compiled a set of barriers that should not be ignored
when implementing such solutions, concluding that “the future of telemedicine depends
on consistency in system usage and minimizing problems, increasing system compatibility
with users and learning how to use”. In turn, the development of a HIS requires several
connections between local systems, which can be small county or regional systems or
national platforms, a connection between different sectors (such as public, private, and
other), and can even need the articulation at an international level (e.g., between European
countries, or USA and Canada).

There is a generally recognized importance of HISs by health policymakers. In Por-
tugal, this is a reality reflected by the creation of the National Strategy for the Health
Information Ecosystem 2020 (ENESIS-2020) [22]. This working framework elected the main
goal to have more efficient information processes that would (i) increase the general sharing
of information and knowledge between all actors to promote the literacy and general
health of citizens; (ii) offer greater efficiency for healthcare providers; (iii) offer greater
rationalization of resources with an impact on global efficiency and health management;
and (iv) offer an alignment of HIS strategies with other European countries (i.e., standards
and interoperability).

Considering the impact that these systems have on healthcare management and the
medical practice, whilst also considering the current technological trends currently reported
in the literature, this study aimed to understand the current state of HIS in Portugal and
its main challenges, as well as foresee future trends about the use and impact of this type
of systems that can benefit with emerging I4.0 technologies. The authors adopted a two-
phase methodological approach. First, the authors carried out a literature review, covering
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topics related to the role of HIS with existing technologies, namely the ones that could
enhance the development of these systems. A focus on digitalization technologies was
pursued. Secondly, the results from the literature review were compared to the current
Portuguese HIS situation. This was achieved by conducting an empirical study based on
interviews with some representative HIS actors in Portugal while also considering some
official documents, legislation, and strategies/policies currently in force in Portugal.

Theoretically, this work aimed to advance some likely future trends and scenarios
for the Portuguese’s HIS based on the Industry 4.0 drivers. In practical terms, it was
expected to provide some recommendations to practitioners and decision makers on the
opportunities of DT and the expected main impacts on the Portuguese HIS. As an additional
contribution, it was also intended to identify some aspects that would enable societal health
empowerment through the adoption of emerging technologies.

This article is structured into six sections. The current section presents the gaps,
the motivations for this study, and the main objectives to be achieved. In Section two, a
literature review is conducted. The third section describes the methodology adopted in this
study. Section four presents the main results, challenges, and future scenarios for HISs in
Portugal obtained from the point of view of the study participants (i.e., the interviewees)
and from documents, legislation, and strategies/policies analyzed. In Section five, the
authors present their views on future challenges and scenarios for the Portuguese HISs.
Finally, the last section is devoted to some final remarks.

2. Theoretical Framework

2.1. Evolution of HIS to Date

The practice of medicine has changed significantly in the last 50 years, with ICT making a
strong contribution to this change. There have also been changes in the information paradigm
itself, moving from institution-centered information to a more patient-centered approach [8].

Due to globalization and other circumstantial factors, such as the COVID-19 pandemic,
there is an increasing need to share health data outside of the physical space where they
are generated [1,2,20]. Furthermore, the change in the clinical information consumption
patterns, where the citizen assumes an increasingly significant role, is also a reason that
highlights the importance of HIS. The final use given to the data, which before was focused
on responses to clinical practice, has gradually assumed greater importance also in health
planning and clinical and epidemiological research.

Over the past decades, HIS has had various stages, as briefly described in Figure 1,
which presents HIS usage in health in four digital eras—from Health 1.0 to Health 4.0.

The first era, also called Health 1.0, began in the 1960s and was associated with the
introduction of patients’ records. During this period, HIS was exclusively designed to
store patients’ information locally, in paper or digital format. Access was limited and only
available in each service, department, or institution.

Afterward, in the Health 2.0 era, which started in the late 1980s, HIS was further
developed, so to allow the grouping of patients’ data in digital repositories with private
access to authorized users and necessary services, materializing the Electronic Health
Record (EHR). The information was then citizen-centered [23], increasing the role of pa-
tients/citizens in HISs as they started to have limited access to the information recorded by
health professionals.

The Health 3.0 era, which began in the early 2000s, was characterized by the develop-
ment of Personal Health Records (PHR). During this time, the main goal of HISs was to
support the citizen’s life cycle, with data introduced by both healthcare providers and the
citizen himself. This further advancement of HIS allowed patients to engage proactively
and collaboratively in their care. Thus, data were co-created and maintained by both
providers and patients [24], and society moved from institution-centered information to
a more patient-centered approach [8]. PHR quickly became attractive, as it allowed the
centralization of each citizen’s health data in digital platforms widely available, engaging
both providers and receivers in healthcare deliverance.
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Figure 1. Evolution of HIS in health according to technological “eras”.

Nevertheless, most countries and providers still felt that there was a need to have a
connected decentralized health system. This was made possible by new communication
platforms and emerging technologies, as well as the use of Artificial Intelligence (AI),
developed during this past decade. Personalized Health Information Systems prevail, but
with a vastly improved connectivity between healthcare actors, in what is called the Health
4.0 era.

2.2. The Fourth Industrial Revolution and the HIS

The creation of digital ecosystems through a set of tools that enable the connection
between the digital and the physical worlds is paramount in Industry 4.0 (I4.0) technologies.
This last concept, which is a product of the fourth Industrial Revolution (4IR), is intricately
related to principles such as interoperability, decentralization, real-time responsiveness, data-
based services, virtualization, and modularity [25]. I4.0 uses, for the technologies developed,
a variety of concepts such as automation and data exchange through cloud computing, Big
Data, Internet of Things (IoT), Robotics, 5G Technologies, Virtual and Augmented Reality,
Additive Manufacturing, Cyber-Physical Systems, and AI, among others [25–27].

With the promise of empowering the creation of better healthcare services, 4IR en-
hances the personalization and individualization of the services provided, the optimization
of resources associated with the practice of medicine, as well as the promotion of health
based on preventive models [28,29]. Concepts include Health 4.0 [25,30,31] Healthcare
4.0 [32], Medicine 4.0 [33] or Care 4.0 [34], Hospital 4.0 [35,36], or more specific applications
such as Surgery 4.0 [37], represent only some approaches/applications that make use of
I4.0 emerging technologies to create new models of medical practice and health promotion.
These concepts, in their different terminologies, represent just some extensions of the I4.0
principles applied to the medical/health area.

Several authors considered that Health 4.0 could not be dissociated from the Digital
Transformation (DT) concept, as the latter is used not only in the deliverance of care but
also in the governance processes of all the value chains [38]. Health 4.0 makes possible the
future virtualization of healthcare delivery and medical practice [31].

Connectivity and computing power, enhanced by emerging technologies, are crucial
factors in the deliverance of need-oriented care, considering individualized approaches
based on preventive and predictive models. The emerging technologies of I4.0, when
applied to healthcare, can greatly enhance the productivity of the providers, as well as
promote the creation of preventive care models since they allow for early detection of
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health-related anomalous situations [28]. It is then possible to avoid future health issues
(and costs) for both citizens and society alike.

Some other applications include, for example, additive manufacturing or 3D printing,
which allows faster and more personalized creation of health products, such as implants,
tools, and specific devices, according to the different needs and requirements of each
patient [39]; or robotics, which can be used in surgery and physiotherapy services, fostering
improvements in performance, movement, and control. IoT allows connectivity with
mobile and other devices, enabling the automatic collection of human data. Other examples
include Big Data which, in addition to storing a large amount of data, allows, through
Data Analytics, the identification of patterns and trends, enabling the decision-making on
predicted problems of future health events. Finally, AI can help manage and analyze data,
make decisions, and identify and forecast upcoming health trends or issues [40].

Recently, Large Language Models (LLMs) with billions of parameters have brought a big
boost to the base models of deep learning, and several architectures have emerged, such as
ChatGPT and BERT (which are among the best known). The research and interest around
these deep learning technologies are huge and promising. ChatGTP, launched in late 2022,
presents both great potential and challenges for the Medicine and Healthcare sectors.

AI-assisted technologies have for some time (and with different degrees of success)
been employed in several aspects’ areas of healthcare. For example, in 2016, IBM launched
Watson for Oncology [41], an AI clinical decision-support for cancer treatment, that
achieved moderate success before being discontinued for failure to achieve the same
clinical marks as real-time physicians [42]. Other examples come from radiology or pathol-
ogy, where AI-assisted tools are being employed to identify tumors, differentiate between
healthy and abnormal tissue samples, and provide clinicians with diagnostic suggestions,
which lead to faster and more efficient results and prompt treatment [43–45].

So, if AI is not new to the healthcare sector, it has mostly been used in specific areas
and as support for clinical decisions. ChatGTP is different! Firstly, it was not designed
with a specific medical intention in mind. Secondly, it is widely available. Finally, it has
shown a considerate level of clinical accuracy [46], e.g., achieving the passing threshold
of the USMLE (the United States Medical Licensing Examination). These characteristics
can lead to important innovations in the healthcare sector, namely in developed countries,
where this sector is struggling to deliver good healthcare in an aging society:

• Triage of patients—LLMs, such as ChatGTP, can be used as primary points of contact be-
tween the patient and the healthcare system, triaging patients and decreasing the burden
on the healthcare system. Moreover, these tools can also reduce clinical biases, providing
a standard of consideration to every patient, independent of personal characteristics.

• Medical scribe functions—modern healthcare systems require the input by the physi-
cians or their assistants of large amounts of data. LLMs can be used to help or reduce
this workload, performing note-taking tasks and writing brief patient summaries and
presentations. One such example is a recent Microsoft announcement that Teams
would provide note-taking features for meetings [47].

• Diagnosis assistance—LLMs can become important tools to help clinicians to make an
evidence-based differential diagnosis as unbiased tools that can be trained not only
with large amounts of medical information but which can also be updated with the
latest relevant data, including innovative academic studies or clinical trials.

LLMs can also drive innovation and competition in the healthcare sector. Medical
Sciences are, by nature, an uneven market field, where the provider (physicians) have all the
knowledge, and the user (patient) does not know what he/she is getting before the service
is complete. The digital revolution of the past few decades has reduced this gap, both
empowering patients with information and promoting health literacy in general. Just in
Europe, it is estimated that half of the patients look for health information online [48]. LLMs,
such as ChatGTP, can increase this trend, promoting more informed choices and leading to
more demanding customers (i.e., patients). This has the chance to drive innovation and
promote excellence across the medical field.
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There are, nevertheless, some challenges. ChatGTP, for example, remains an imperfect
tool, with the CEO of OpenAI, the company behind this tool, recently twittered that
ChatGPT remains “incredibly limited”, and that “It’s a mistake to rely on it for anything
important right now” [49]. Obstacles such as misinformation, artificial hallucination, data
protection, or ethical questions remain relevant and should, if not limit, at least warrant
some cautions in the use and dissemination of these tools.

In conclusion, LLMs present significant opportunities for the healthcare sector, but a
careful approach involving practitioners, patients, policymakers, and other relevant field
professionals are needed before they become mainstream. With all these developments, the
Health 4.0 concept is closer than humanity imagines.

Thus, the main pillars of Health 4.0 (and its derivations) are framed within digital
ecosystems and are focused on people, technologies, and co-design because it presupposes
a change in hospital business models to an ever-increasing citizen-centered care provision.
Technology insofar represents the drives that are at the basis of the Health 4.0 concept itself,
and without which its implementation would not be possible. Finally, to co-design patients’
involvement is a requirement, not only in the HISs as active actors but also in the design
and development of these systems, to allow their future participation [29].

3. Materials and Methods

Starting from the objective that supported this research (to understand the current
state of HIS in Portugal and its main challenges, as well as foresee future trends), an
empirical and exploratory study was carried out, supported by a qualitative methodological
approach, whose research design is presented below. So, the research protocol starts with
a comprehensive literature review to define the boundaries of the research subject and
the research questions, as well as to build the interview guidelines. Next, an intentional
sample was selected from a population of HIS users in the private and public Healthcare
organizations and Governmental entities involved in the definition of the HIS strategy in
Portugal. In the third phase, the fieldwork that consisted of the execution of the interviews,
as well as the selection of strategic documents, was conducted. The fourth stage comprised
the processing and analysis of data, and finally, the analysis of findings and the consequent
production of conclusions.

Figure 2 presents the research design followed in this study, where the main research
question (Q1) was broken down into two sub-questions (Q1.1 and Q1.2), and these in other
more specific questions. To collect data, different sources were used, which are broadly cat-
egorized as (i) analysis of strategic documents and legislation; and (ii) interviews. Strategic
documents report a set of initiatives launched by government entities that can regulate and
promote approaches for modernization in this sector. These documents included digital
platforms, official documents, and legislation produced by the entities responsible for
the definition of strategy and management of information on the health ecosystem at the
national level, i.e., ENESIS-2020 [22] and ENESIS 20/22 [50]. The interviews were selected
insofar, as they are considered one of the most proper methods to explore participants’
experiences and/or reconstruct past events.

3.1. Data Collection Methods and Procedures

As mentioned, the qualitative approach was adopted in the data collection, combining:
(i) the analysis of strategic documents and legislation; and (ii) semi-structured interviews
conducted with different entities involved both in the definition of the HIS strategy in
Portugal and as users of these HISs. The interviews (audio-recorded) were applied between
August and December 2019, following previously developed scripts, oriented and adapted
to the interviewees’ profiles, and structured according to the specific goals mentioned
in Figure 2. Each script included ten questions in addition to those that anonymously
characterized the interviewee. Three types of interviewees were found, namely: (i) man-
agers, which included health professionals with management or coordination positions;
(ii) health professionals (physicians and nurses); and, also, (iii) users of HS. To conduct
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the interviews, the participant’s consent was obtained, and confidentiality and anonymity
were guaranteed. All participants were interviewed in person by the researchers.

 
Figure 2. Research Design.

3.2. Data Analysis Methods

Due to the nature of the data obtained, qualitative analysis methods were used. Both
the strategic reports and the transcribed interviews were subjected to a thematic-categorical
content analysis, which represents a technique to capture the meaning of texts relating to a
particular phenomenon under study [51]. For this purpose, the typical phases of content
analysis were followed, which are based on: (i) the organization of the material and the
definition of the procedures (pre-analysis); (ii) the identification of the categories that arise
with the interpretation of the text (exploration); and finally, (iii) the treatment of the results,
where we sought to interpret the data around the categories created. A manual coding
procedure was used in this process.

3.3. The Sample Profile of Respondents

Given the exploratory nature of the study, intentional sampling was chosen. To
minimize the limitations caused by the reduced sample size, particularly those related
to the replicability and reliability of the study, we sought to diversify the demographic
regions from where the participants originated. Table 1 presents the sample, composed of
fourteen participants distributed as five health professionals (coded with the suffix P), six
health professionals with management positions (suffix M), two users (suffix U), and one
member of a governmental entity (suffix GE). Table 1 also presents other data that allow for
a better characterization in terms of the region and organization to which they belong, the
regime (public or private) in which they work, their profiles and positions, as well as their
occupations and age groups. All interviewees mentioned being users of the HIS, although
to different degrees.

4. Results

Based on the analysis of the interviews and some strategic documents [22,50,52,53], it
was intended to answer the major research question Q1, see Figure 2. To achieve that goal, it is
equally important to obtain answers to questions Q1.1 and Q1.2., i.e., to understand how the
current state of the HIS in Portugal is as well as their trends in terms of future development.
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Table 1. Characterization of the sample profile of respondents.

Interv. Region Organization Regime Profile (Position) Profession Age

E1-U Azores Praia and Vitoria
Health Centre Public User Computer

Technician –

E2-P Azores Praia and Vitoria
Health Centre Public Professional Doctor 41–51

E3-M Azores Praia and Vitória
Health Centre Public Professional

(Clinical Director) Doctor <40

E4-P Azores Praia and Vitória
Health Centre Public Professional Physician <40

E5-M Algarve Family Health Unit
Sol Nascente Public Professional (Hospital

Coordinator) Doctor >51

E6-P Algarve Lusíadas Hospital Private Professional Doctor >51

E7-M Aveiro Finess Medical Clinic Private Professional
(Clinical Director) Doctor >51

E8-P Aveiro Finess Medical Clinic Private Professional Nurse <40

E9-P Aveiro Tâmega e Sousa
Hospital Centre Public Professional Doctor <40

E10-M Aveiro Ovar Hospital Public Professional (Chairman of the
Board of Directors) Manager 41–51

E11-M Lisbon Cascais Hospital PPP Professional (Chief Medical
Information Officer) Doctor 41–51

E12-M Lisbon Cascais Hospital PPP Professional (Chief Nursing
Information Officer) Nurse 41–51

E13-GE Lisbon Shared Services of the
Ministry of Health Public Government Entity (President) Manager/Doctor 41–51

E14-U Faro Retired Public User Nurse >51

4.1. Analysis and Reflection on the Current HIS
4.1.1. Current HIS Situation: Document Analysis

From document analysis, which includes online platforms, and legal documents that
approved strategies for HIS, for the last two three-year-olds [22,50], it was perceived that
police decision-makers consider that IS Healthcare can act in any organization that involves
healthcare (public and private hospitals, clinics, clinics, pharmacies, nursing services, and
primary healthcare, among others).

According to the Resolution of the Council of Ministers of 26 July 2017 [53], the HIS
seems to include “all local and central information subsystems, in the entities of the National
Health Service (NHS) and third parties integrated with it, to make available to several users
all useful information to health literacy and health self-management (citizens), providing
healthcare (health professionals), system management (local and central managers), health
research and cross-cutting needs for public administration” [53].

The main strategy for HIS, entitled Health Information Ecosystem Strategy 2020 [20,40]
adopted by Council of Ministers Resolution No. 62/2016, replaced by ENESIS 20/22 [50],
was approved on 7 January 2020 after public consultation.

The ENESIS 2020 [22], as well as the following (ENESIS 20/22) [50], assume the
objective of promoting the Digital Transformation of the health sector in Portugal and
creating the conditions that allow the evolution of the Health Information Ecosystem (eSIS).
They seek to respond to the priorities defined in terms of health policies, extending to
the entire Health System and ensuring a common vision for the area of IS/IT. Analyzing
the strategy still in place, ENESIS 20/22, the authors considered in general terms that it
promotes a citizen-centered approach, ensuring simple and timely access to healthcare and
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improving his/her experience with the system [50]. The implementation of the strategy
was structured in a set of six axes, namely: (i) access to healthcare throughout the life cycle
of the citizen; (ii) training and empowerment of citizens; (iii) efficiency and sustainability
of the health system; (iv) quality and safety of healthcare; (v) prevention, protection,
and promotion of health; and (vi) training of professionals in organizations. Some of
these axes (e.g., access to healthcare throughout the life cycle of the citizen; training and
empowerment of citizens) seem in line with some literature which says that the healthcare
sector begins to adopt a perspective less and is less based on hospital space and health
professionals, and more focused on the citizen and their needs. Yet, in relation to the
aspects such as efficiency and sustainability of the health system, quality and safety of
healthcare, prevention, protection, and promotion of health, and training of professionals
in organizations, they can find in other authors.

Regarding the Health Information Ecosystem in Portugal and considering the results
obtained from documental analysis (placing references to the websites and the legisla-
tion/strategy), the authors could verify that there was a comprehensive evolution of the
HIS in Portugal, which followed the evolution of the HIS in general [8,24] and in several
countries of Europe, which is reflected in its strategy. Adopting a holistic and citizen-
centered view, the HIS in Portugal increasingly tries to respond to the information needs
around the life cycle of the person, from birth to death, being visible in the definition of
the Health Information Ecosystem (eSIS), “a set of technologies, people and processes that
intervene in the life cycle of information related to all dimensions of the health of citizens
(. . . ) regardless of the place of care and/or organizational barriers [52] (p. 3736)”. It is
precisely in this vision that the authors make the description of the HIS existing and/or
under development in Portugal.

In Portugal, many HISs can be found in various areas (Administrative and patient
management, Clinical, Financial, Management and planning, Informative and IT, and
Communication), according to SPMS [54]. However, the authors focused their analysis
primarily on HIS connected with the life cycle of citizens.

Thus, following a citizen-centric perspective, Table 2 presents the main HIS classified
according to the different stages of people’s life cycle, i.e., birth; (ii) health and well-being;
(iii) disease, which may be acute and/or chronic; (iv) aging; and (v) Death. Some of the HISs
are transversal to the various stages of the life cycle, serving the citizen from birth to death,
such as the ‘National Register of Users’ (RNU) and the ‘Electronic Health Record (RSE).

Table 2. Health Information Ecosystem in Portugal.

Categories of Ecosystem
of His (ESIS)

Designation Description

Transversal of all NHS
(National health service) RNU; SER; SNS24; SINAVE These HIS have the role of centralizing and distribution of

information for NHS users

Life Cycle—Birth
Birth News; to Birth Citizen, Health
Child’s Bulletin and Youth’s Health
Bulletin and, eBulletin of Vaccines.

To receive a new citizen in society and, to monitor him/she
in terms of surveillance and/or monitoring of public health

Life Cycle—Health
and Wellness

Daily of My Health, SISO, SIIMA;
SClínic CSP, RENTEV and others

This cycle comprises the systems that accompany citizens in
a perspective of prevention and promotion of health

Life Cycle—Acute or
Chronic Disease

ICC, Sclinic Hospital, SClinic CSP;
RCU2, SINAVE, PEM, SI VIDA;

RNCCI; and, CNTS

These HIS serve to accompany the user in his/her disease
process, allowing the recording, diagnosis, and treatments,

in all clinical episodes

Life Cycle—Aging RECM; RNCCI. HIS is intended to support clinical practice in the adoption
and maintenance of healthy life models by the elderly

Life Cycle—Death SICO
The main objective is dematerializing the process of

certification of deaths and better articulation between the
entities involved in the process.
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4.1.2. Findings from Interviews

The results obtained from these data are presented according to the following themes
that have already emerged from the literature review with the unfolding of the research
question: (i) the state of digitalization of clinical information processes; (ii) the impact
of DT on the HS; (iii) difficulties and benefits of operating with digitalized processes;
(iv) conditions for dematerialization; and (v) reduction of info exclusion.

The State of Processes’ Digitalization

The results pointed to two distinct groups of respondents’ thoughts. The first was
satisfied when asked about the state-of-the-art of HIS in their organizations and claims to have
achieved a significant digitalization through DT, as can be read in the following statements:

The process of digitalization is almost consolidated in the public sector, (. . . ), we have
problems with very large hospitals with very old and poorly computerized systems, both
at the regional and national levels that delay the process as a whole. (E13-GE)

We are taking steps towards full integration in terms of system development (. . . ).
Portugal is far ahead, compared to many countries, in Europe. (E11-M)

We are even implementing the paperless hospital project which is a project that has had
good and referenced results, our hospital can get 70% of patients to leave the hospital
without paper. (E10-M)

The second was more cautious in their statements, being more skeptical, saying that al-
though there has been a significant advance in recent years, there is still a lack of integration
and communication between systems, as interpreted by the following comments:

(. . . ) it has evolved into a strategic concept, but there is a long way to go, there is a lack of
clinical information in the interaction between private and public institutions (. . . ) (E6-P)

(. . . ) there is still a lot of lack of communication between hospitals and health centers. A
lot of time is spent transcribing the analyses (. . . ) it is necessary to continuously improve
the software (. . . ) (E3-M)

Impact of Digital Transformation on the Healthcare

In general, respondents saw digital health as a way to promote health. One interviewee
referred that DT supports another way of doing medicine and promoting citizens’ health
with an impact on the creation of new business models in clinical practice.

Digital health is another type of (. . . ) health service, and another way of doing health”
(. . . ) to telehealth, but is connected for example with preventive medicine, with precision
drugs. (E13-GE)

However, and in general, despite the potential benefits that the interviewees see in the
eventual digitalization of processes, they were also unanimous about the challenges that DT
brings. Thus, some benefits and challenges emerged, as can be seen in the following comments:

These platforms can complement and help diagnosis (. . . ). (E1-U)

The potential to do good, to change health (. . . ) the transformation of health, from one-on-
one health practice to a population health practice. (E11-M)

There are already positive impacts, but the centrality of the patient in the system does not
exist. (E6-P)

Difficulties and Benefits of Operating with Digitalized Processes

As regards difficulties in the operationalization and use of systems, some respondents
with management responsibilities reported difficulties in the human resources area related
to resistance to change. Additionally, difficulties associated with the functioning of the
HIS, namely: slowness, redundancy, lack of response to clinical practice, and lack of
interoperability (communication and integration) between public and private institutions,
were also pointed out by some respondents:
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(. . . ) it has more to do with people than with technology (resistance to change, stability of
teams, continuous training). (E11-M)

(. . . ) lack of integration of systems between institutions. (E2-P)

(. . . ) there is no standardization of the systems themselves, they are always different
systems. (E4-P)

Regarding the expected benefits of digitalization, respondents (E3-M) (E4-P) (E5-M)
(E10-M) perceived some benefits in the digitalization process, such as (i) greater agility in
information flows, with access to information in almost real-time; (ii) more security, in terms
of access to data only by authorized users; (iii) less propensity to human error; (iv) greater
capacity to share information between services and organizations providing of healthcare;
(v) easier of access to health services without geographical restrictions; (vi) reducing paper
circulation and consumption, and (viii) cost savings often associated with the repetition of
exams to better understand everything that surrounds the activity of healthcare.

Conditions for Digital Transformation

The results pointed to the need to work on the aspects related to legislation, namely
with governmental entities of each country and even outside the country. For example,
in the sharing and use of health data from wearable devices, the greatest trouble is with
the issues of use and legitimacy. With the technologies currently available, citizens can
generate data to complement their health records through smart devices. To support the
use of these technologies for health, legislation and some joint work with health regulators
is needed. The results of the interviews also suggested the need for standards to achieve
the interoperability of systems at the international level.

(. . . ) it is necessary to create legitimacy to define the use of digital technology [wearables]
because it is different if I use it to record my health data, or if the data generated by these
technologies can be used to make diagnoses or suggest therapy. This is too important to
be seen at an international level to define interoperability standards and rules. (E13-EG)

The ENESIS-2020 [22] and ENESIS-20/22 [50] assume the objective of promoting the
DT of the health sector in Portugal and creating the conditions that allow responding to the
priorities defined in terms of health policies, extending to the entire HS and also privileges a
citizen-centered approach, ensuring simple and timely access to healthcare and improving
his experience with the system.

Conditions Required for the Reduction of Info Exclusion

When it comes to ensuring the digitalization of processes, the question arises about
citizens’ digital literacy, which may represent an enabling factor or an obstacle in the
functioning of processes in that ecosystem. The reduction of info exclusion was referred to
by 12 (86%) of interviewees as an important challenge to overcome.

On this subject, the interviewees reported that the reduction of illiteracy depends on
several factors, namely: (i) the opening of the user to this type of knowledge and innovation;
(ii) the development of accessible systems; and, also, (iii) the monitoring and training of
older people and/or those with greater difficulty to ensure health literacy and digital
literacy. The responsibility for this training and monitoring would be on the government,
health organizations, educational institutions, and community entities, such as the town
halls and parish councils. Supporting these findings, we have the comments presented
below:

(. . . ) the current population is very ageing (. . . ) it does not easily adapt to IT. The
state should ensure minimal training, monitoring, and simplify the development of these
technologies (. . . ). (E1-U)

(. . . ) we have pioneering projects such as Citizen HOSP that, through our social workers,
support users to take advantage of the use of IT in access to health services (. . . ). (E10-M)
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The implementation of ENESIS-2020 [22] and ENESIS20/22 [50], developed in recent
years, is still in the consolidation phase, presenting, however, a significant advance in terms
of the number of new digital services, namely digital platforms such as the Health Web
Portal and other applications that can be accessed from the Citizen Web Portal.

These systems, in turn, tend to respond to certain stages of a citizen’s life, ranging
from the simple registration of citizen follow-up to systems that accommodate the entire
clinical history when in situations of illness (severe or chronic). This concept appears
implicitly in ENESIS-2020 [22], defining it as a set of technologies, people, and processes
that intervene in the life cycle of information related to all dimensions of citizen health and
related, regardless of the place of care and/or organizational barriers.

4.2. Prospects for HIS in Portugal and Scenarios

Looking at future scenarios and based on the analysis of the results, three categories
were shown that allowed to outline some scenarios for the future of the HIS in Portugal
(i) Medicine Practices; (ii) Technologies; and (iii) Fears and Challenges.

4.2.1. Medicine Practices

The way the interviewees saw the evolution of the practice of medicine associated with
technological evolution was dual. If, on the one hand, they understand that technologies com-
bined with the greater use of AI will make medicine richer, more dematerialized, advanced,
and effective (namely by speeding and accuracy in diagnosis, self-learning, and knowledge
because it is based on predictability and allows personalized treatments), with an impact on
the increase in quality average life expectancy, on the other hand, they consider that these
benefits cannot imply the loss of the doctor–patient relationship nor can the data overlap to
the psychological reality of the patient in the interpretation of his disease.

(. . . ) Reduction of doctor-patient contact because computer solutions will compare certain
standards by AI and allow diagnostics, without the patient presence. (. . . ) a great
combination of general medical knowledge with computer knowledge. (E1-U)

The practice of medicine in the future will be more dematerialized, remote[telemedicine],
a preventive and precision medicine (. . . ) the citizen will be more involved in his/her
health/disease and the decisions about it, he/she will now his/her test results, and he will
already bring the data stored in digital media. (E13-GE)

The last comment highlighted the core of current health strategies and policies, which
focus on the citizen/patient, and the centrality of the patient with his/her information would
enhance preventive models in health and accuracy in personalized diagnostics and treatment.

However, it should be noted that the results also identified a gap between the progres-
sion of technology and the way healthcare is organized, the latter being associated with
strategy, management, and legislation:

(. . . ) technology is evolving and the way we organize ourselves to supply healthcare is
not advancing at the same pace. (E13-GE)

4.2.2. Technologies

On this subject, some health professionals were skeptical about the adoption of tech-
nologies in medical practices, believing in a worsening of the social part, with a negative
impact on the patient–doctor relationship, contrary to other professionals who had an
optimistic view of the future of HIS.

(. . . ) there has been a decrease in doctor-patient confidence and (. . . ), this system, al-
though useful, can aggravate even more this situation. (E9-P)

(. . . ) we need robust systems to treat this information, such as Business Intelligence or
Data Mining, which are being implemented in our hospital (. . . ) technologies allow us to
innovate health, better manage resources, know patients (. . . ). (E10-M)

In ten years, I think it will be possible to computerize almost total medical information. (E9-P)
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Some interviewees, such as (E13-GE) and (E1-U), went further in what they think is
the future of HIS, referring to the decrease in interfaces between technology and users, the
existence of speech recognition software to support health professionals filling EHRs, the
increasing existence of intra-devices, and the storage of data by patients themselves for
reasons of cybersecurity, privacy, and data sharing.

4.2.3. Fears and Challenges

Faced with the idea of a fully digitalized reality, most respondents mentioned concerns
about the confidentiality of information (who accesses the data and with what intention),
as well as other types of threats (e.g., cyberattacks). The dehumanization in the provision
of care also arises as an apprehension that stems from the reduction of physical contact
between doctors and patients (for example, health professionals can make decisions based
on a set of data without the need for the physical presence of the patient), thus losing the
emotional aspects characteristic of human interaction, typical of traditional medicine. The
comments presented below reflect these fears:

(. . . ) lose the patients’ data (. . . ). (E2-P)

(. . . ) who has access to this information and what are you going to do with it? (E11-M)

Some of the pointed-out fears and negative opinions about ICT evolution can be seen as
challenges by HIS developers. The following comments can be illustrative:

(. . . ) doctors must rediscover themselves, as coachers, people who guide reading. (E13-GE)

(. . . ) the data still cannot sustain the psychological reality of the patient in the interpreta-
tion of his disease (. . . ) we must not forget that we have biological complexity and that
the Human being is not purely data. We do not treat data, we treat people. (E6-P)

4.2.4. Possible Scenarios

Based on the previous categories and following the three dimensions identified and
described above, some relevant concepts were found, which allowed the design of future
scenarios for the HIS.

(i) Medical Practices—the following concepts were found:

• Precision Medicine/Individualized—a medicine whose treatment is specific to a
particular patient.

• Preventive Medicine—in which the focus is to keep healthy instead of curing
the disease.

• Point-of-Care (Telemedicine)—allowing citizens to be physically distant from
medical centers to have access to expert diagnoses.

• Assisted Medical Practices—in which machines (robots) with AI embedded start
to help or even replace health professionals in various medical acts.

(ii) Technologies—the concepts found are:

• Interoperability—integration of HIS with intra- and inter-organizational informa-
tion exchange between public and private and national and international entities.

• Digital Health Transformation—health processes are aided by technologies.
• Technology to Assist Medical Practices—such as robots and AI, among others,

helping health professionals.
• Use of electronic devices (wearables), robotics, and intra-devices—used by citi-

zens to monitor their health, with the possibility of collecting data and sending
these data to health entities/health professionals.

(iii) Challenges and Risks—the concepts are:

• Resistance to change (people, users, and health professionals)
• Information exclusion (Training/Monitoring)
• Information (privacy, quality, and security—access and loss)

71



Healthcare 2023, 11, 712

Given these perspectives, three HIS scenarios were developed for the future, i.e.,:
(i) realistic; (ii) pessimistic; and (iii) optimistic scenarios.

Table 3 describes the scenarios for Medical Practices.

Table 3. Scenarios for Medical Practices.

Medical Practices Pessimist Realist Optimistic

Precision
Medicine/Individualized

The costs (financial and adaptation)
are enormous, and for this reason,
it will not be the usual practice.

It will be used to solve serious
and critical diseases, where the
cost/benefit justifies it.

Medicine will be fully focused on the
citizen, with better accuracy in the
personalized diagnoses and treatments.

Preventive medicine
Those responsible for the health
area still have difficulties adapting
to a reality focused on prevention.

Health officials will try to make
health digital, with a focus on
health rather than a disease,
optimizing the entire HS.

The practice of medicine is focused on
prevention and health promotion.

Point-of-Care
(Telemedicine)

It is already a current practice
when distance obliges. One
should bet on its development.

Telemedicine will be used
regularly, regardless of distance,
and more focused on solving the
problems of the citizen.

Telemedicine will be used frequently,
facilitating the sharing of information
between professionals for cases of
complex diagnosis, and the citizen will
have privileged consultations with
healthcare professionals through
Telemedicine and Telehealth.

Assisted Medical Practices

Healthcare professionals will have
digital assistants who will help
make diagnoses, but the presence
of the health professional will
be required.

Healthcare professionals, in some
diagnoses, will be replaced by
machines. The use of machines
(robots) to help some medical
practices (e.g., surgeries) will be
more common.

The diagnoses will be made by
machines, and these machines (robots)
will replace healthcare professionals in
clinical practices, such as surgeries.

Table 4 shows the concepts related to Technologies.

Table 4. Scenarios for Technologies.

Technologies Pessimist Realist Optimistic

Interoperability
(integration)

Health organizations (public and
private), due to the existence of
legacy systems or heterogeneous
HISs, do not allow interoperability of
the systems. Thus, the sharing of a
citizen’s health data between several
entities will be a distant reality.

Health organizations (public and
private) collaborate in defining a set
of shared services that allows the
integration and access of a
citizen’s EHRs.

HIS providers adopt international,
European, and national
recommendations, enabling
interoperability between existing
HISs and facilitating the sharing of
EHR between different health
organizations, respecting existing
(legislation) standards.

Digital Health
Transformation

It will occur when health
organizations/entities (public and
private) can change/innovate their
processes, improve their leadership,
and reduce resistance.

There are health
organizations/entities (public and
private) that innovate their
processes, achieving significant
efficiency gains. These cases will be
examples to follow by other entities.

Health organizations/entities
(public and private) present
advanced dematerialization with
significant gains in process
performance. Success stories are
shared and replicated.

Technology to Assist
Medical Practices

Gradually technology that
incorporates intelligence will be
applied in the HIS; there is a need to
create legitimacy for this to happen.
Health professionals will resist but will
eventually adopt the technologies.

The technology is currently able to
assist professionals in medical
practices. However, there are still
obstacles to overcome: legitimation
(legislation) and acceptance by all
involved (health professionals and
citizens) of the existed possibilities
and limitations.

Health organizations and
professionals perceive the positive
side of incorporating intelligent
technology and force legitimation
(legislation) to occur. Intelligent
technology, being incorporated into
all medical processes and practices,
leads to a huge efficiency gain and
cost reduction.

Use of wearables

There are more and more devices
able to collect data on citizens’
health. However, these data will not
be used without regulation to
process it. On the other hand, the
existent healthcare services do not
have the capacity to treat such data.

The collection of device-generated
data is already a reality, and it does
not raise technical issues; it is a
matter of work, standards, and
interoperability. The legitimacy of
these systems and devices will
occur, and healthcare models will
adapt to this reality.

In the short term, legislation will be
created to enable the collection and
use of health data from electronic
devices. Clinical practices will
already use these data to promote
models of healthy living for citizens.
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Table 5 outlines the scenarios related to Challenges and Risks.

Table 5. Scenarios for Challenges and Risks.

Challenges and Risks Pessimist Realist Optimistic

Changing the existing
culture (resistance to
change among users and
health professionals)

It will only occur when all
stakeholders can understand
the benefits to be obtained and
realize that they will have to
change/innovate their
processes, and this will be a
time-consuming process.

Health and care processes need
to be innovated. There is little
research and literature in this
area. It is necessary to study the
way care is organized and
identify advantages and
benefits causing changes in
culture. Technology is a means
and not the solution.

Healthcare delivery models will
be studied and changed by
accommodating emerging
technologies with a positive and
high impact on citizens’ health.

Info Exclusion (Training)

There is a need to simplify and
disseminate the HIS, mainly
those that are in place and those
that will appear in the future,
and the advantage of their use
(to health professionals and
citizens). It will be necessary to
reduce digital illiteracy, mainly
among older people.

Copying good practices
successfully implemented by
some organizations (training,
monitoring, and involving all
stakeholders), showing the
advantages/benefits of using it.

All entities realize the
advantages/benefits of using
technological solutions and
increasingly seek technological
solutions to solve their
problems.

Information (privacy,
quality, security)

Legislation is needed to regulate
the collection, access, treatment,
and security of health
information. This will be one of
the biggest challenges of the
next years.

The question of legitimacy
(legislation) will be resolved
quickly (by national or
European directives). The next
step will be to ensure the quality
and security of this information
so that all stakeholders maintain
confidence in it.

The collection, access, and
sharing of health data will
already be sufficiently regulated
to maintain high standards of
data security and privacy. All
stakeholders (within their
legitimacy) can add and share
health information with
confidence with other entities.

5. Discussion and Reflection

The health sector has, from early on, incorporated the benefits of the use of information
technologies, with the first era of HIS that supported caregivers in their practice arising in
the 1960s. The evolution has been remarkable, and the EHR, initially held by healthcare
providers, is now run by citizens, true owners, and interested parties of their health data.
However, this change requires an effort from all agents in terms of the design of “future”
HIS, where aspects such as interoperability, standardization, privacy, security, and actions
to address info exclusion appear as striking challenges. These factors and challenges are
shared by the respondents, as shown in Table 6. However, a greater or lesser sharing
should not be understood as a greater or lesser importance of each of the challenges but
rather demonstrates the degree of awareness of these factors and challenges by the group
of respondents.

Table 6. Important factors in HIS.

Key Factors to Address Number of Interviewers Who Referenced It

Interoperability 4 (29%)
Standardization 3 (21%)
Privacy 6 (43%)
Security 7 (50%)
Actions to address info exclusion 12 (86%)

This change has been driven by social factors, such as increased life expectancy and
mobility, but also by a set of ambitious responses and strategies created by healthcare

73



Healthcare 2023, 11, 712

decision-makers and managers. The reinforcement and commitment to HIS are expected
to provide an adequate response to the health of citizens and guarantee the overall sus-
tainability of the system. Thus, the technological advances brought by the 4IR have had a
significant impact and acceptance in this sector, and the pandemic has further accelerated
its adoption. The Health 4.0 concept incorporates innovative technologies which promote
substantial improvements in health services and facilitates a more citizen-focused model
concerning health.

The implementation of HIS in Portugal takes place at different paces, depending on
the areas of activity, the type of sectors involved, and the legal regime of the organization,
among other factors. It should also be noted that existing strategic documents specifically
cover the public health sector and therefore do not consider private health entities; although
the proposed ENESIS-20/22 strategy refers to a wider health ecosystem, in practice, the
approaches presented are very much public-sector-focused.

In line with Ciasullo et al. [29], to make the HS sustainable, it is necessary for citizens
to actively take part in their health process, and to do so, they need to have adequate
means and knowledge, as well as the ability to interpret their health data, which requires
an investment in their digital and health literacy. Likewise, health organizations, public or
private, together with industry regulators and those responsible for health strategy, need
to work together to enable (digital) communication and integrated sharing of health data,
particularly in the context of healthcare.

In addition, emerging I4.0 technologies have enhanced the creation of better conditions
for data collection and information sharing, as reported by some studies [25,26]. Nowadays,
there are already several types of equipment that can be used or applications that can be
installed on personal mobile devices, which allow monitoring the parameters of health and
quality of life [28]. It is, therefore, a pressing thing to evaluate and classify these types of
devices and applications in terms of quality and reliability and to legitimize them for this
purpose so that citizens and health professionals can see their usefulness, have confidence
in their use, and can use them by increasing preventive and predictive health models.

Given the current technological context, the citizen, in addition to standing as a funda-
mental actor in data creation, can also play a relevant role as a consumer of information.
As such, it is also important to provide citizens with access to health-related information,
for example, through the EHR, thereby enhancing better decisions about their health while
promoting a preventive health model, concerns already seen in other studies that seek
citizen centricity [31,35].

Another important aspect that was highlighted in this study is the need to raise
awareness and training of the citizen so that they are the main promoters of their health
which confirms the results presented by Rahi et al. [55]. Thus, it is necessary to ensure that
the citizen has conditions for this, such as (i) empowering the citizen to use the systems;
(ii) raising citizens’ awareness to manage their health data, as well as sharing them with
the professionals responsible for monitoring them, in a digital, holistic, and integrated
ecosystem; and (iii) empowering citizens on the correct use of digital health solutions.

The existence of health data, part of them collected by the citizens themselves, as
well as the later exchange of this data between patients and health professionals, would
certainly allow an increase in the value of the services, enhancing benefits for both parties.
It is essential to ensure reliable and quality data sources, as well as their protection, privacy,
and security.

In a more social and human aspect, and in line with what has been proposed in several
other studies [1], it is important to highlight the importance of health professionals with
adequate skills to implement DT in the health sector and, consequently, develop new
processes in terms of healthcare and/or restructure existing ones, as well as the training of
citizen so that they are the main responsible and promoters of their health.

To conclude, several new trends, described around three scenarios, which may emerge
in the future with the adoption of emerging I 4.0 technologies, should be noted, although
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these require a new strategic approach, with appropriate action plans to promote accessibil-
ity for all citizens and professionals.

5.1. Theoretical Implications

This study reinforced the literature’s long-held view about the importance of future
health promotion strategies through I4.0 emerging technologies. The findings of this
study confirmed that the digitalization of processes in healthcare can bring benefits to
stakeholders while also bringing some challenges that should be properly addressed
beforehand to maximize positive results. Furthermore, these findings could be used by
researchers in Business Management and Information Systems areas to advance novel
solutions to e-health-related sectors.

5.2. Managerial and Societal Implications

This study has several implications that are useful not only for health providers and
receivers but also for society in general. Our findings showed that there is a need for greater
commitment from managers and decision makers to invest in solutions that allow a more
equal DT approach between different health institutions/sectors. In addition, decision
makers should promote processes that not only support interoperability, respecting data
privacy and security but also increase the digital literacy of all healthcare providers and the
health literacy of system users.

6. Conclusions and Recommendations

This study assessed the current state of HIS in Portugal, verifying that there is a strate-
gic alignment with our European partner countries in terms of legislation and definitions
of health policies. Although there has been continuous redesign and the emergence of
several applications/solutions for different processes, Portuguese health systems remain
incomplete, with gaps to be filled in legislation and the adoption of innovative health-care
processes by organizations. Moreover, struggles with integration and interoperability
between solutions from the public and other sectors (private and social), or even from the
same institution, not only lead to substantial costs in terms of redundancy and consistency
of information but also reduce the interaction with users (healthcare providers, managers,
and citizens). There were some other issues found, namely the need to improve digital
literacy in all actors involved, as well as the urgency to increase citizens’ health literacy, both
tasks requiring significant educational effort. Additionally, there remains some resistance to
change. Nevertheless, the benefits expected (some already verified) by the different parties
involved, such as the dematerialization, digitalization, and incorporation of emerging
technologies, showed that there is an effective process of health DT in Portugal.

When it comes to the future of HIS, three possibilities which include a pessimistic,
optimistic as well as a more realistic scenario, were outlined based on the Portuguese case.
These fell into three main categories: (i) Medical Practices; (ii) Technologies; and (iii) Fears
and Challenges.

Limitations and Future Work

Firstly, a limited number of interviews were included. Even though an attempt was
made to have individuals from different professional backgrounds and geographical areas,
the results stood for a fraction of each sector’s professionals, and carefulness was warranted
when generalizing the results.

Moreover, important, the interviews were performed before the COVID-19 pandemic,
so the consequent increase in health’s DT was not considered, meaning that the results
might not mirror the post-pandemic reality. Another limitation assumed by the authors is
the fact that the results achieved and reported here came from qualitative research only,
and there was no data to quantify the results.

As such, the authors would like, in the future, to re-evaluate the Portuguese HISs,
checking the impact of the pandemic on the users’ health literacy and HISs’ development,

75



Healthcare 2023, 11, 712

using a more comprehensive method of data collection, with emphasis on quantitative ap-
proaches to data collection and analysis. In addition, it would be interesting to understand
if the coronavirus outbreak forced a greater articulation of HISs between the public and
private sectors. Finally, it should be noted that considering the utmost importance of issues
related to data protection, privacy, and security of health data, it would be interesting to
extend this study to evaluate questions related to these themes.
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Abstract: Mental health problems are one of the various ills that afflict the world’s population.
Early diagnosis and medical care are public health problems addressed from various perspectives.
Among the mental illnesses that most afflict the population is depression; its early diagnosis is
vitally important, as it can trigger more severe illnesses, such as suicidal ideation. Due to the lack of
homogeneity in current diagnostic tools, the community has focused on using AI tools for opportune
diagnosis. Unfortunately, there is a lack of data that allows the use of IA tools for the Spanish
language. Our work has a cross-lingual scheme to address this issue, allowing us to identify Spanish
and English texts. The experiments demonstrated the methodology’s effectiveness with an F1-score
of 0.95. With this methodology, we propose a method to solve a classification problem for depression
tweets (or short texts) by reusing English language databases with insufficient data to generate a
classification model, such as in the Spanish language. We also validated the information obtained
with public data to analyze the behavior of depression in Mexico during the COVID-19 pandemic.
Our results show that the use of these methodologies can serve as support, not only in the diagnosis
of depression, but also in the construction of different language databases that allow the creation of
more efficient diagnostic tools.

Keywords: depression; text classification; knowledge distillation; dimensionality reduction; Twitter;
COVID-19

1. Introduction

Mental health problems are an area of medical and social sciences that have become
very important in recent decades, because the number of people who have suffered, or
are suffering, a mental illness is increasing. Some studies estimate that almost one billion
people worldwide have a mental disorder. Due to this, even on a global scale, multiple
initiatives are trying to address mental health problems in a comprehensive way [1].

Due to the COVID-19 pandemic, many mental health problems have increased in
recent years. Only a few years after the COVID-19 pandemic, it is possible to explore the
effects of the pandemic on mental health. Recent studies suggest there has been a rise in
mental health problems in people who were mentally healthy before the pandemic. On the
other hand, people who had some previous condition prior to the pandemic have seen
the effects of their mental illnesses increase [2,3]. In particular, the mental health of young
people has drastically reduced [4].

Some mental illnesses have become so widespread among the population that they
have become a subject of public health policy. In particular, depression is one of the leading
causes of disability and can increase the risk of suicidal ideation and suicide attempts [5].

Healthcare 2023, 11, 1057. https://doi.org/10.3390/healthcare11071057 https://www.mdpi.com/journal/healthcare79
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The latter has led to the creation of public policies that promote the treatment of depression
in its early stages and the receipt of psychological and psychiatric care [6,7]. Like other
diseases, mental health problems harm people’s well-being and directly impact activities
of other natures, such as economic ones. For example, lost productivity due to two of the
most common mental disorders, anxiety and depression, costs the global economy one
trillion dollars annually [8].

In the case of Latin America, some studies suggest that 50% of people with depression
do not receive adequate treatment, one of the leading causes being lack of diagnosis [9].
Some studies even suggest that a possible way to address the problem is by using the
Internet to facilitate detection and treatment mechanisms [10]. Along the same lines, some
studies suggest the use of apps to treat depression in Latino and Hispanic populations [11].
However, much work remains to be done. As we cite later, the literature promotes the
creation of multilingual care schemes for Latino populations, with a particular emphasis
on immigrants.

Depression is typically diagnosed based on individual self-reporting or specific ques-
tionnaires designed to detect characteristic patterns of feelings or social interactions [12].
However, these tools generally have some subjective components or are not applied homo-
geneously, which complicates the diagnosis process [13]. Due to the above, the opportune
detection and diagnosis of mental illnesses have become very active research topics. The
idea is to have more robust tools for early diagnosis that allow diseases to be treated
promptly. From this idea, the use of computational tools for diagnosing and detecting
mental illnesses has spread [14].

Machine Learning (ML), particularly Deep Learning (DL) algorithms, has successfully
detected mental diseases and characterized behavior patterns. For depression, for example,
there exist multidisciplinary solutions that use demographic and genetic information
to improve antidepressant treatments [15], or applications based on Natural Language
Processing (NLP) that successfully detect depression [16–18]. Since DL algorithms generally
require a considerable volume of data, social networks have become an indispensable
source of information [19,20]. In particular, Twitter has become a primary data source for
feeding these algorithms [21,22]. However, one of the main problems is that the data sets are
usually not public or homogenized, which often prevents reproduction of the results. In the
case of NLP, the most used language processing models are those that are based on schemes
such as Bidirectional Encoder Representations from Transformers (BERT) [23]. BERT-type
models often lead to specific models for different languages. In Candida et al. [24] we find
a general summary of the application of these models to mental health problems.

One of the under-researched areas in the detection and diagnosis of depression is the
use of multilingual methodologies within the framework of NLP, which is the main idea of
this work. We develop a methodology that allows the use of existing data sets of tweets
in the English language to detect depressive tweets in Spanish. From a technical point of
view, the detection of depression from Twitter posts requires the following two steps: the
detection of tweets depression-related or that manifest depression; and the incorporation
of a temporal component, which requires that users must publish tweets associated with
depression with some frequency. The use of a temporal component is due to the fact that
depression is a complex disease, the severity of which tends to vary over time. Therefore, it
is necessary to consider the frequency of publications since it is impossible to determine
the state of depression based on only a small group of publications. This is one of the
weak points of using social networks to identify depression, as users must post texts with
a certain regularity that allow the identification of a depressive state. In this work, we
focused on the first element. Although our work did not focus on detecting depression, it
is valuable as a first step in complete methodologies. We limited the scope of the current
research because a complete methodology requires a database of user profiles diagnosed
with depression by experts in the field and, unfortunately, this is a lack of such research in
Spanish. In future investigations, we will address this issue.
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The organization of the text is as follows. Section 2 presents related works that were
taken as a reference for the present investigation. Section 3 introduces the theoretical
framework used to develop the methodology. Section 4 details the methodology, based
on the framework presented in section three. After that, in Sections 5 and 6, we present
the materials and experimentation schemes employed. In Section 7, we present the results
obtained by our methodology and compare translations. Finally, Section 8 presents the
results of applying our methodology to geo-referenced Twitter data in Mexico for the years
2018–2021.

2. Related Works

The use of NLP models in health problems has been a very popular topic of study.
There are applications in the field of medicine in general [25,26]. In the literature, we find
works that refer to the importance of creating multilingual schemes to address mental
health problems. For example, in Brisset et al. [27], the authors describe the problems of
providing primary mental health care to immigrants in Montreal due to language barriers.
In Límon et al. [28], the authors highlight the problems in regard to early detection of
depression in Spanish-speaking immigrants; in this research, the authors emphasized the
problems of translating depression instruments from English to Spanish. In Garcia et al. [29],
the authors mention that people with limited English proficiency are the ones who most
frequently suffer from depression, mainly Latin American immigrants (see Figure 1).

Figure 1. Tweets depression-related in Spanish in the United States border States from 2018–2021.
Latin American immigrants are a population that frequently suffers from depression.

In Figure 1, we can see the distribution of tweets related to depression in Spanish in the US
border states, where much of the immigrant population is concentrated. The Figure illustrates
the feasibility of using Twitter to monitor mental health issues in immigrant populations.

The detection of depression using social networks and learning algorithms is not new.
Many works address the problem using different strategies. In particular, they can be
distinguished by considering social networks that serve as sources of information, NLP
models used to represent text, and classification algorithms used to distinguish factors.
A complete description of existing works in the English language can be found in [30].
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For the analysis of depressive tweets in the Spanish language, there are few works.
Most focus on constructing dictionaries (or translated phrases) that include words related to
depression, and then use these dictionaries to select depression-related tweets to generate
statistical descriptors, or to train classification algorithms. For example, in [31], the authors
introduce a comprehensive collection of Spanish words commonly used by depressive
patients and gave insight into the relevance of these words in identifying posts on social
media related to depression. One of the central affirmations of this work is that using
dictionaries to identify post-depressive patients is inadequate, because the words are
frequently used in different contexts. In Leis et al. [32], the authors present a methodology
to identify signs of depression based on the linguistic characteristics of the tweets in Spanish.
The authors selected Twitter users who indicated potential signs of depressive symptoms
based on the 20 most common Spanish words expressed by patients with depression in
clinical settings. Once users were selected, the authors used statistical descriptions of
language and behavior to identify a sign of depression. In Valeriano et al. [33], the authors
use a dictionary of English phrases translated into Spanish to identify tweets related to
suicide. Once phrases were identified, a manual selection was made to differentiate tweets
that could correspond to expressions of sarcasm, song lyrics, etc., and, then, a machine
learning algorithm was trained to classify depressive tweets. In Shekerbekova et al. [34],
the authors compare different machine learning algorithms to identify posts related to
depression. As in our work, the authors selected a set of posts related to depression and
general posts.

If the literature on identifying depression in the Spanish language is insufficient, it
is almost null in the case of multilingual models. Moreover, most studies have a com-
parative approach, rather than considering it as a multi-language problem. For example,
in Ramirez et al. [35], the authors use computational methods to compare expressions of
depression in English and Spanish. It is a comparative study of variations in expressions
of depression in both languages. There is research that, although formulated for the En-
glish language, implicitly used NLP models allow working with text in other languages.
For example, in Basco et al. [12], the authors incorporate multilingual NLP models to detect
depression and gambling disorders. The authors argue that many users generate posts in
languages other than their native ones (e.g., English).

Some works intend to detect signs of depression regardless of the language used.
For this, data from conversations in different languages and algorithms for extracting
speech features are employed. For example, Kiss et al. in [36], evaluate the possibility
of extracting speech characteristics as descriptors to identify depression. This work sug-
gests that the descriptors found are similar regardless of language. On the other hand,
in Demiroglu et al. [37], the authors use a combination of sound and text descriptors. For
this, the extracted speech features are merged with sentiment analysis expressions obtained
through text. Finally, in Kiss, G. [38], the author discusses and evaluates the possibility of
generating models to identify depression using speech in different languages and assesses
the ability to identify depression regardless of the language used.

To our knowledge, the works closest to ours are the ones presented in [39,40]. These
papers present a methodology for detecting depression based on the construction of linear
transformations that are capable of aligning words in different languages. For a set of equiv-
alent words in both languages, it is possible to find a linear transformation W (viewed as an
embedding space) that maps between languages. This transformation makes it possible to
train a classification algorithm in a language (e.g., English) and use this classifier for texts
in Spanish. Among the main differences from our work are the type of transformation used
and the inclusion of attention mechanisms to maintain semantic properties. While in [39,40],
the mapping is only between words, our methodology used knowledge distillation to find
more complex mapping functions, while incorporating semantic properties.

It is important to note that using knowledge distillation to manage multilingual
schemes is not the only viable option to identify or classify depression. There are models
in the literature designed to handle multi-language sentences, such as that presented in
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Feng et al. [41]. Some works apply these models, for example, in sentiment analysis [42].
However, the results presented in Reimers et al. [43] showed a better vectorial representa-
tion of sentences in different languages. Due to this, in this work, we focused on applying
knowledge distillation to detect tweets that were depression-related.

Derived from the literature review, we detected the following limitations. The models
based on dictionaries or associated phrases restrict the detection capability to the quality of
the dictionaries; furthermore, these schemes are not practical for multilanguage problems,
since the dictionaries could vary significantly between different languages. On the other
hand, the explicit use of translators only partially solves the problem, since the texts found
on social networks are usually concise, and, in the translation, there may be a loss of context.
Finally, the lack of data in other languages (besides English) complicates reproduction of
the results. With these limitations in mind, the question arises as to whether it is possible
to build a model trained with a limited amount of data and easily generalized to other
languages without re-training or building new databases.

Our proposal arose as a response to these problems. The main idea was to build
an embedded space containing phrases with similar semantic and syntactic content so
that dictionaries or translations are not explicitly needed. This space could be used to
train classification models in a specific language (e.g., English) to be used to detect similar
phrases in other languages. One way to generate such a space is through knowledge
distillation and dimensionality reduction schemes. The following section presents the
necessary concepts to build this space.

3. Framework

As previously mentioned, we used knowledge distillation to obtain the vector rep-
resentation of the tweets. Unfortunately, since they were usually concise texts, it was
convenient to use a dimensionality reduction scheme; in particular, we used the proposal
presented in [44] (known as IVIS). In the following sections, we describe, in a general
manner, the mathematical foundations of both methodologies.

3.1. Knowledge Distillation

The general concept of knowledge distillation refers to the process of knowledge
transfer from large models (i.e., a large number of parameters) to simpler models designed
to perform specific tasks. These models are formulated in terms of teacher and student
models. The idea is that the student model can be trained on specific tasks from the master
model. These methodologies are trendy in NLP tasks, where large models have been trained
with a large amount of data. In our work, we used the knowledge distillation methodology
presented in [43]. This model proposes mapping a translated sentence of a language to the
same vector space as the original language’s sentence to mimic the language’s properties,
i.e., this knowledge distillation aims to extend one language’s characteristics or properties
to another. In other words, the original and translated vector representations of semantically
similar declarations must be neighbors.

As we mentioned earlier, the idea starts with a teacher model, denoted by M for a
language s, and a parallel set of translated sentences, denoted ((s1, t1), . . . (sn, tn)); with
ti being the translation of si. Then a model called Student, denoted by M̂, is trained as
M̂(si) ≈ M(si) and M̂(ti) ≈ M(si), through the loss function:

1
|β| ∑

j∈β

[(M(sj)− M̂(sj))
2 + (M(sj)− M̂(tj))

2], (1)

where β represents a batch of sentences. In the first part of the equation, (M(sj)− M̂(sj))
2,

the student model learns to project the sentence onto the same vector space as the teacher
model. The second part of the cost function, named (M(sj)− M̂(tj))

2, aims to teach the
student model how to project the translated sentences to the exact location in the vector
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space as the original sentences. That is, sentences with similar semantic content are close
(in Euclidean distance) regardless of language.

In practice, we used the model distiluse-base-multilingual-cased-v1 (DBM) formulated
in [45] and implemented in [46]. This model is a sentence-transformers model; that is, it
maps sentences and paragraphs to a 512-dimensional dense vector space and can be used for
tasks like clustering or semantic search. The model was trained in 15 languages, including
English and Spanish.

3.2. Dimensionality Reduction with Ivis

Text is an unstructured data type that can be encountered with various lengths, so
extracting features in a corpus can generate high-dimensionality sparse vector represen-
tations. Using dimensionality reduction algorithms reduces the vector dimension while
maintaining the quality of the vector representation of the original data. Several dimen-
sionality reduction algorithms exist in the literature, such as PCA, LDA, t-SNE, IVIS,
and ISOMAP [47]. However, IVIS has shown performance comparable to, or superior to,
the algorithms mentioned above. IVIS was conceived as a Siamese neural network with
a triple loss function. The results reported by the authors emphasize that IVIS preserves
global data structures in a low-dimensional space for real and simulated data sets.

The IVIS algorithm is a non-linear dimensionality reduction method, based on a
neural network model with three training schemes: supervised, unsupervised, and semi-
supervised. The cost function used in training the neural network is a variant of the
standard triple loss function.

Ltri(θ) = [Σa,p,nDa,p − min(Da,n, Dp,n) + m], (2)

where a, p, and n correspond to a sample of interest, a positive sample, and a negative
sample, respectively. D is a distance function, and m is the margin parameter. The distance
function D corresponds to the Euclidean distance and measures the similarity between the
points a and b in the embedded space.

Da,b =

√
n

∑
i=1

(ai − bi)2 (3)

The loss function minimizes the distance between the point of interest and the positive
sample, while maximizing the distance to the negative sample. At each point of interest
in the dataset, positive and negative samples are received according to the k-nearest
neighbor algorithm.

We used IVIS for the conversion of vector representations with dimension 512 to
two-dimensional representation vectors. This number of dimensions was selected because
the results did not improve significantly in the experiments carried out when considering
larger dimensions.

In the following sections, we present the proposed methodology. We first introduce
the set of data used and then describe the characteristics of each stage.

4. Methodology

Identifying depression-related tweets was carried out in four stages: (1) pre-processing,
(2) feature extraction, using knowledge distillation methodology, (3) dimensionality reduc-
tion, using IVIS and (4) tweet classification. In the following sections, we describe each of
the stages and give a hint of the importance attached to its application.

4.1. Pre-Processing and Feature Extraction

In this phase, we processed each tweet to normalize the text to lowercase and removed
the blank spaces found at the beginning and end. Next, we removed null records, duplicate
records, emojis, hyperlinks, mentions, punctuation signs, and words that contained the
symbol @ or #. During the cleaning process we removed records with single-word phrases
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that did not carry any meaning, for example, abbreviations such as thx and thd. It is
essential to mention that after the pre-processing phase, the size of the datasets did not
change significantly. Finally, we used the DMB model to obtain its vector representation.

4.2. Dimensionality Reduction

Extracting text features generates high-dimensional vector representations; however,
these representations can be sparse vectors due to text features, such as the length of each
text. The dimensionality reduction method helps to compress the information and maintain
the qualities of the original data. As mentioned above, we used existing IVIS training
schemes to evaluate our methodology, considering the problems encountered in practice.
For example, a semi-supervised strategy can be used when one of the datasets contains a
few unclassified tweets. On the contrary, an unsupervised strategy is usually used when
there are no labels, but the text refers to fewer topics.

4.3. Tweet Identification

The ultimate goal of our methodology was to correctly identify tweets related to
depression. In principle, after obtaining the 2D vector representation, it would be possible
to apply a simple classification algorithm. In particular, we compared the results obtained
by the following algorithms: Logistic regression (LR), Support Vector Machines (SVM),
Gaussian Process (GP), and Quadratic Discriminant Analysis (QDA). The idea was to
evaluate whether our methodology was robust, regardless of the classification algorithm.
For all classifiers, the hyperparameters were determined using a grid search cross-validation
strategy, and experiments were performed using the Scikit Learn library [48].

5. Materials And Methods

In this work, we considered three possible classes. The first class, CD, labeled as 1,
corresponds to tweets related to depression. The second class, CN , labeled as 0, corresponds
to tweets that are not related to depression. Finally, the third class, CU , corresponds to tweets
with unknown content. We used the CU class to evaluate semi-supervised dimensionality
reduction methods.

We created four data sets, all of which contained phrases related to the topic of
depression: D1, D2, D3, and D4. Some texts might contain news or reports on depression,
while others were posted by users who expressed depressive emotional feelings. The data
set D1 was obtained from Kaggle (https://www.kaggle.com/general/234873, accessed on
22 December 2022) and consisted of 4493 tweets in English, of which 2385 were tagged
with class CD and 2263 with class CN . The data set D2 contained 2000 Spanish tweets
published in 2019 extracted from the AGEI platform (http://agei.geoint.mx/, accessed on
9 November 2022), with 50% of the data corresponding to tweets related to depression; all
tweets were labeled by experts. The data set D3 contained 5093 tweets and was made up of
a mixture of D1 and 600 tweets randomly obtained from D2. The data set D4 was a subset
of D2 and contained 1400 tweets distributed in 50% for the depression class and the other
50% for the non-depression class. This data set was used as a test for the semi-supervised
dimensionality reduction experiment, explained in Section 4.2. Table 1 shows the results of
the exploratory analysis of the texts with respect to the length and number of words.
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Table 1. Statistics for characters and words for datasets D1–D4.

Statistics D1 D2 D3 D4

Characters

Maximum 874 278 460 277
Minimum 9 7 7 8
Average 117.5 98.64 97.79 99.66

Words

Maximum 73 57 73 57
Minimum 2 2 2 1
Average 17.22 18.38 17.3 18.64

6. Experiments

We divided the experiments according to the dimensionality reduction methodol-
ogy employed. Specifically, we designed the experiments according to supervised, semi-
supervised, and unsupervised methodologies. This was because each methodology repre-
sents a different approach to the problem encountered in practice when finding depression-
related tweets.

6.1. Supervised Dimensionality Reduction

Once the vector representations of the data sets D1 and D2 were obtained, we trained
IVIS using the supervised scheme. In this series of experiments, we used only the data set
D1 for the training phase, that is, IVIS and the classification algorithm were trained only on
English data. The idea was to evaluate whether it was possible to use depression-related
tweets written in English to detect tweets with similar content in Spanish.

6.2. Unsupervised Dimensionality Reduction

We trained IVIS and the classification algorithms for these tests using the data set D1
without including labels. The idea was to assess whether the methodology was robust when
there were no labeled data, but one of the topics (in this case depression) was predominant.
This experiment could be understood if we assumed that the syntax of depression-related
tweets has a semantic structure that makes it possible to differentiate them from other
topics (i.e., not depressive).

6.3. Semi-Supervised Dimensionality Reduction

This experiment’s training and test data corresponded to the data sets D3 and D4,
respectively. For these experiments, we evaluated the ability of our methodology to assign
labels to data that could be mislabeled. On many occasions, when evaluating whether a
tweet is depression-related, there may be discrepancies between experts when labeling it.
One way to address this problem is to leave these tweets unlabeled, letting the methodology
assign the corresponding class from its vector representation. On the other hand, in some
cases, if the dataset of the language of interest contains little data, it might be convenient to
use the semi-supervised methodology.

The experimentation phase was carried out in the months of October and November
of 2022 on a computer with i5 at 4.10 GHz and 16 GB RAM on OS Debian.

6.4. Experiments with Translations

Although it is a naive idea, the use of translations to identify tweets in different
languages has been frequently used in other problems, such as sentiment analysis. We
compared this strategy using translations obtained through the Google Translate platform
using English phrases from the data set D1 as a source of information. Once we obtained
the translations, we used the BETO model to obtain the vector representation [49]. In other
words, in this set of experiments, the only language used was Spanish. To do this, we
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built data sets in Spanish from the original sets D1 and D3 and used the BETO model
to build the vector representation of all tweets (including translations). Throughout the
document, we distinguish between tweets written in Spanish (i.e., native Spanish) and the
translations obtained with Google. Table 2 summarizes the contents for each data set used,
with translations and knowledge distillation.

The experimentation phase was carried out in October and November of 2022 on a
computer with an i5 processor at 4.10 GHz and 16 GB RAM on OS Debian. This work
was part of the Self-inflicted Death Study Seminar (SIEMAI) (http://siemai.geoint.mx/,
accessed on 22 December 2022), with the voluntary collaboration of mental health experts.

Table 2. Datasets used for the training and testing of the dimensionality reduction and classifica-
tion models.

Datasets Language Samples CD CN CU

Knowledge distillation

D1 English 4648 2385 2263 0
D2 Spanish 2000 1000 1000 0
D3 English & Spanish 5093 2685 2263 600
D4 Spanish 1400 700 700 0

Translations

T1 Translations 4648 2385 2263 0
T2 Spanish 2000 1000 1000 0
T3 Translations & Spanish 5248 2685 2563 600
T4 Spanish 1400 700 700 0

7. Results

In this section, we present the results obtained from the experiments. To compare
the performance of the classification algorithms, we used the following metrics: accuracy,
precision, recall, and F1 metrics.

7.1. Evaluation of Experiments with Translations

This section presents the performance measures of the classification models using
translations, the extraction of text features using the BETO model, and the various dimen-
sionality reduction schemes. Table 3 shows the results obtained for this strategy. In these
experiments, the best score was obtained with unsupervised dimensionality. The best
models were Logistic Regression and Linear SVM with 0.85 on the F1-Score. In general,
there did not seem to be any significant difference between the different dimensionality
reduction schemes, which was understandable if we consider that, during translation, there
were changes in the syntax that made classification difficult.
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Table 3. Results using translations.

IVIS Model Accuracy Precision Recall F1

Supervised

LR 0.82 0.84 0.81 0.82

SVM 0.82 0.84 0.81 0.82

GP 0.82 0.81 0.81 0.82

QDA 0.84 0.84 0.83 0.83

Unsupervised

LR 0.84 0.84 0.85 0.85

SVM 0.84 0.84 0.85 0.85

GP 0.84 0.84 0.85 0.84

QDA 0.84 0.83 0.84 0.84

Semi-supervised

LR 0.82 0.82 0.84 0.84

SVM 0.83 0.83 0.83 0.83

GP 0.82 0.82 0.83 0.83

QDA 0.83 0.82 0.86 0.84

Figure 2 shows the classification results obtained using QDA. Note that the unsuper-
vised scheme presented considerable dispersion, although, in general, it had the highest
classification percentages. On the contrary, in the supervised and semi-supervised schemes,
the data were in more compact regions but overlapped, which explains the classifica-
tion percentages obtained. In the same sense, we must emphasize that adding a priori
information about the classes did not seem to provide any significant advantage when
using translations.

−5 0 5

−10

−5

0

5

10

−5 0 5

−10

−5

0

5

10

−5 0 5

−10

−5

0

5

10

No Depression DepressionX

Y

Supervised Unsupervised Semi-Supervised

0.84 0.84 0.83

Figure 2. Results using translated sentences. Note that there was a substantial overlap between the
different classes, which made the classification process difficult.

7.2. Evaluation of Experiments with Knowledge Distillation

Table 4 shows the results of classifying depression-related tweets using knowledge
distillation. The best results for the supervised and unsupervised schemes were obtained by
GP, with an accuracy and an F1 score of 0.93. Depression-related tweets could be classified
using this model with reasonable accuracy.

Finally, the semi-supervised scheme obtained very high accuracy percentages for all
the classifiers, which could be explained if we consider that few tweets in Spanish were
included during the training. Concerning the F1 score, the best results were obtained by
Logistic Regression; however, the differences between the classifiers were insignificant.
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Table 4. Results for Knowledge Distillation.

IVIS Model Accuracy Precision Recall F1

Supervised

LR 0.91 0.98 0.84 0.90

SVM 0.90 0.99 0.80 0.89

GP 0.90 0.98 0.82 0.89

QDA 0.93 0.97 0.89 0.93

Unsupervised

LR 0.92 0.93 0.90 0.91

SVM 0.92 0.93 0.90 0.92

GP 0.91 0.94 0.88 0.91

QDA 0.93 0.92 0.94 0.93

Semi-supervised

LR 0.95 0.96 0.94 0.95

SVM 0.95 0.96 0.93 0.95

GP 0.95 0.96 0.93 0.94

QDA 0.95 0.96 0.93 0.94

In Figure 3 we show the results obtained using QDA. In the figures, the boundary
surfaces were constructed using the training data (i.e., tweets in English). Note that the
data was much more concentrated for the semi-supervised scheme, while the supervised
and unsupervised schemes were much more dispersed.
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Figure 3. Results using knowledge distillation. Note that, regardless of the dimensionality reduction
scheme employed, there was little overlap between the different classes.

8. Geospatial Analysis of Depressive Tweets in Mexico

We employed our methodology to perform a space–time analysis of the depressión-
related Tweets obtained through the AGEI platform. For this analysis, we only used
public tweets containing geo-referenced information because we wanted to identify the
State and date of publication. The objective was to analyze the tweets’ content, State of
publication, and dates to compare the information with official data published in the same
period. We built two descriptors based on geo-reference and user IDs. The first descriptor
corresponded to the rate of tweets per State, and we built it using our methodology with
the semi-supervised IVIS scheme and QDF as a classifier. Once we identified tweets with
depression-related content, we used the user ID to generate a rate of user accounts that
posted these tweets. We defined the State to which each user belonged depending on the
State wherefrom the user posted most frequently; this was because some users posted in
different States over time. Both rates described the rate per 100,000 inhabitants and were
estimated using the information corresponding to the INEGI Population and Housing
Census for 2020.
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8.1. Analysis during the COVID-19 Pandemic Period

As we previously mentioned, the COVID-19 pandemic caused changes in the pop-
ulation’s behavior patterns. Although there are studies on the effects of the COVID pan-
demic in Mexico, we used our methodology to capture the variations in the publication
of depression-related Tweets on a time scale that we divided into two periods. The first
period corresponded to 2018–2019, which practically enclosed the interval before the pan-
demic. The second period corresponded to 2020–2021, when the pandemic had its most
significant peak.

8.1.1. Tweet Distributions

One of the most significant aspects to study during the pandemic was the change
in behavior due to long periods of confinement. As a first analysis, we used tweets with
content related to depression to analyze behavioral changes, especially in the periods of the
highest contagion. To do this, we identified the date and place of publication and calculated
the monthly distribution for each period.

Figure 4 shows the distribution of tweets related to depression for the different periods.
The distributions illustrate the change in behavior in the publication of tweets. In the 2018–
2019 period, the publications seemed to be more evenly distributed throughout the year,
while, for the 2020–2021 period, the distribution shifted to the left, which corresponded to
the second quarter of the year, months in which the highest COVID infection rates occurred.

Figure 4. The density of tweets related to depression per month for the periods 2018–2019 and 2020–
2021. It is possible to observe an increase in tweets for the second quarter of 2020–2021, consistent
with the dates of the highest COVID-19 contagion in Mexico.

8.1.2. Content Analysis

To describe the content of the tweets related to depression in the evaluated period, we
used the importance scores of each word obtained through TD–IDF. The main idea was to
identify which words were commonly used each year.

The results can be seen in Figure 5. The results showed a change in the most relevant
words in the years evaluated. For example, in 2018, the most relevant words referred to
concepts related to the family, parents, etc. On the other hand, 2019 showed that words
related to security and violence were gaining more importance. For the 2020–2021 period,
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the terms associated with the pandemic became essential. Note that the words that referred
to family and parents remained relevant for all years.
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Figure 5. Importance of words for the period 2018–2021 using TI–IDF. For each year, the tweets
related to depression refer to different topics. Note that, for the period 2020–2021, words associated
with the pandemic became more relevant.

8.2. State of Mood of Twitter Users in Mexico

Among the indicators published by INEGI is one associated with the state of mind
of Twitter users in Mexico. INEGI calls this indicator the positivity rate and defines it
as the number of positive tweets divided by the number of negative tweets for a given
geographical area for a given period. Using depression-related tweets, we calculated an
equivalent ratio by dividing the number of non-depression-related tweets by the number
of depression-related tweets. We illustrated the behavior of both curves for the States with
the highest suicide rate in Mexico.

The results can be seen in Figure 6. Note that, for the four States, both curves main-
tained the same trend. In the cases of Mexico City and Aguascalientes, the curves had
very similar measurements. On the contrary, in Yucatán, although the trend was the same,
the ratio between Tweets was generally above the curve. On the other hand, Coahuila
was the opposite of Yucatan; in this State, the positivity rate was generally above the
depression rate.
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Figure 6. Comparison between the positivity rate, estimated by INEGI, and the depression ratio,
estimated using the information obtained from Twitter. Note that the curves generally had the
same trend.

8.3. Depression in MéXico

To assess the ability to use the information from Twitter as an indicator of depression
levels in Mexico, we compared the rates of Tweets and User Accounts against the official
data provided by INEGI. Unfortunately, there were few official data on depression in
Mexico; the existing data corresponds to depression rates per 100,000 inhabitants published
by INEGI in 2021. However, there are official rates related to suicide, which we included in
our analysis to make it more complete. First, we estimated the correlation between these
official data against the user’s accounts and tweet rates for the different States.

The correlation analysis can be seen in Table 5. The results show a weak negative
correlation between suicide and depression rates published by INEGI; this is relevant
because, in many studies, this behavior suggests an under-reporting of depression cases
at the national level. However, there was a negative correlation between depression rates
and Tweets and User Accounts. A significant positive correlation could also be observed
between the descriptors used and the published suicide rates. The results show that it
is possible to use the rates of Tweets and User Accounts as an auxiliary estimator in the
construction of national measures of suicide.

Table 5. Correlations between the rates of depression published by the INEGI and the descriptors
obtained with Twitter.

Rate Correlation p-Value

Suicide Depression −0.3448455 7.23 × 10−2

Suicide Tweets 0.5186857 4.68 × 10−3

Suicide User accounts 0.4935746 7.60 × 10−3

Depression Tweets −0.4858599 8.76 × 10−3

Depression User accounts −0.4750278 1.06 × 10−2

9. Discussion

During this study, we highlighted the importance of the fact that depression, as a
mental health problem, can lead to other more serious problems, such as suicide, which is
considered one of the leading causes of death in young people around the world. With this
in mind, and from the existing limitations of the models and methodologies reported in
state-of-the-art, our study proposes a method to generate classification models using the
knowledge distillation technique.
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Our results showed that the explicit use of translations in short texts reduces the
accuracy of text classification, because there is a loss of context when translating short texts.
On the other hand, the results using knowledge distillation showed better performance
than translations, even with unlabeled data. The dimensionality reduction schemes used in
this research generated similar vector representations, regardless of the use of labels. This
allows models to be trained even with unlabeled or few data. Our results also illustrated
the robustness of the methodology; regardless of the classification method used, the values
in the f1-score were comparable.

We applied the model with the highest f1-scores to analyze tweets published in the
period 2018–2021. We selected these years in order to determine the effect of the COVID-
19 pandemic on the mood of the population in Mexico. The findings showed that the
pandemic affected the mood of the Mexican population and that this was reflected in an
increase in depression levels, which coincided with the results of the National Self-Reported
Well-being Survey (ENBIARE). This scenario allows us to assume that, based on geospatial
analysis, it is possible to have an approximation of the state of mental health in Mexico,
state by state, to detect risk zones, and even to detect other factors that could be associated,
almost in real-time.

10. Conclusions

The existing depression-related tweet classification models in the literature have three
fundamental disadvantages: the use of dictionaries, possible loss of context, and the lack
of generalization to multilanguage schemes. This work presents a methodology that
responds to the existing state-of-the-art limitations. In particular, this work presented
a methodology to classify depression-related tweets in Spanish. The methodology uses
knowledge distillation and dimensionality reduction to train classification algorithms that
allow the distinguishing of tweets related to depression in English and Spanish. The results
obtained by the unsupervised schemes show that it is feasible to apply our proposal even
in the absence of labeled data.

One of the drawbacks of this work is that it requires two stages. The first is in control
of building the embedded space where the sentences in different languages are represented,
and the second one uses dimensionality reduction algorithms. This has a computational
cost that could be reduced; for example, designing a model that performs both tasks
simultaneously. Furthermore, we tested this methodology only for short texts. Applications
with long texts from other sources, like forums or news, require different models.

With this classification model, we aimed to generate a database of depression-related
tweets to detect depression in its early stages and other related mental illnesses. Future
work will apply this same methodology to other problems, such as suicide, misogyny,
or bullying topics in Twitter. Since it is difficult to determine the state of mental health of
a person with only some of their publications, as future work, we intend to expand this
study to analyze the timeline of some Twitter accounts in order to generate models that
allow us to identify individual cases of risk, but also, to be able to take advantage of the
geospatial component (location of the person), to define prevention strategies.
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Abstract: Expert systems are frequently used to make predictions in various areas. However, the
practical robustness of expert systems is not as good as expected, mainly due to the fact that finding
an ideal system configuration from a specific dataset is a challenging task. Therefore, how to optimize
an expert system has become an important issue of research. In this paper, a new method called
the robust design-based expert system is proposed to bridge this gap. The technical process of this
system consists of data initialization, configuration generation, a genetic algorithm (GA) framework
for feature selection, and a robust mechanism that helps the system find a configuration with the
highest robustness. The system will finally obtain a set of features, which can be used to predict
a pandemic based on given data. The robust mechanism can increase the efficiency of the system.
The configuration for training is optimized by means of a genetic algorithm (GA) and the Taguchi
method. The effectiveness of the proposed system in predicting epidemic trends is examined using
a real COVID-19 dataset from Japan. For this dataset, the average prediction accuracy was 60%.
Additionally, 10 representative features were also selected, resulting in a selection rate of 67% with a
reduction rate of 33%. The critical features for predicting the epidemic trend of COVID-19 were also
obtained, including new confirmed cases, ICU patients, people vaccinated, population, population
density, hospital beds per thousand, middle age, aged 70 or older, and GDP per capital. The main
contribution of this paper is two-fold: Firstly, this paper has bridged the gap between the pandemic
research and expert systems with robust predictive performance. Secondly, this paper proposes a
feature selection method for extracting representative variables and predicting the epidemic trend
of a pandemic disease. The prediction results indicate that the system is valuable to healthcare
authorities and can help governments get hold of the epidemic trend and strategize their use of
healthcare resources.

Keywords: artificial intelligence; expert system; robust design; feature selection; COVID-19; disease
prediction; genetic algorithm; healthcare

1. Introduction

Infectious diseases, if not effectively monitored and controlled, often result in mass
human infections and pose risks of mass mortality, economic recession, and depletion of
medical resources. For instance, coronavirus disease 19 (COVID-19) first broke out in late
2019 in Wuhan, Hubei Province, China [1,2], and then spread rapidly around the world. It
was soon recognized as a global pandemic by the World Health Organization (WHO). In
the next year, COVID-19 began to cause enormous impacts across the world. As of 2022,
COVID-19 continues to spread aggressively from country to country, causing not only over
500 million sick people but also 6 million deaths. The unpredictable nature of COVID-19
has placed a great deal of pressure on governments to set up policies to curb the spread of
the epidemic, and it is likely to cause medical resource depletion [3]. Moreover, COVID-19
has also had many negative effects on the global economic environment [4].
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Since the Omicron variant began to sweep the world, the COVID-19 pandemic has
intensified in many countries due to the high transmissibility of this variant. Despite the
emergence of vaccines approved by emergency-use authorization (EUA), because human
knowledge of this virus is still insufficient, many people are dying from it every day. In
2022, WHO once again warned the world that the spread of COVID-19 should be closely
monitored to prevent a simultaneous increase in the number of moderate and severe cases
and the number of deaths as the virus continues to mutate. WHO also suggested that all
governments should adjust management policies and quarantine measures for severe cases
in a timely manner. Therefore, health authorities’ ability to get hold of the development
trends of the pandemic is particularly important.

Nowadays, the main tasks of healthcare management authorities in epidemic pre-
vention include infection prevention, spread prediction, infection control, treatment of
confirmed cases, and mortality reduction [5]. Until a highly effective method of eliminating
this virus is found (including the improvement of vaccines), monitoring the spread trends
and reducing the mortality of COVID-19 is a priority in epidemic management for govern-
ments seeking to maintain economic activity during the pandemic [6,7]. The prediction
of the epidemic trend is linked to the government’s epidemic prevention policies [8–10].
How to effectively get hold of the changes in the number of deaths is an imperative task
for health authorities because it is conducive to the deployment of medical resources and
the improvement of healthcare policies. Therefore, developing a support system that can
capture the trends of COVID-19 has become an emerging area of research.

The recent years have seen a substantial development of expert systems and publica-
tion of outstanding research findings about such systems in all fields. A human expert can
quickly find feasible solutions to a new problem based on his or her experiences that accu-
mulate over time. The introduction of the LISP programming language by John McCarthy
in 1960 ushered in the development of research on expert systems [11]. Early expert systems
can be represented by the problem-solving model proposed by Feigenbaum et al. in 1970
to determine the structures of chemical molecules [12]. This type of expert system is a rule-
based reasoning system that can be applied to disease diagnosis. Due to certain limitations,
this type of expert system soon hit a bottleneck in its development. For example, rule-based
reasoning systems require the establishment of very complicated conditional formulas,
where the cause–effect relationships are highly restrictive, so they are less flexible, and the
cross-references between cases may be easily ignored. Hence, there is still a gap in decision-
making behavior between expert systems and real human experts. Fortunately, with the
advancement of computer science and the extensive use of personal computers, scholars
have begun to promote new techniques of expert systems. For instance, Aliev et al. [13]
proposed an if–then rules-based fuzzy technique for reasoning with imperfect information
and applied it to evaluate job satisfaction and students’ educational achievement related
to psychological and perceptual issues. Tang and Pedrycz [14] demonstrated the stability
of an expert system. They investigated the oscillation-bound estimation of perturbations
for Bandler–Kohout subproduct (BKS) and constructed upper and lower bounds of BKS
output deviation derived from the simple perturbation of the input set.

Among the numerous techniques of expert systems, artificial intelligence systems
(AIs) have received particular attention from researchers [15–17]. AIs are algorithms
developed to mimic the operation and behavioral patterns of living organisms. They
process information based on past experiences. Through improvements, AIs can more
efficiently enhance the learning performance of expert systems and expand the scope of
problem search, gradually pushing the decision-making ability of expert systems closer
to the level of human experts. As expert systems can be integrated with various types of
AIs, many cross-disciplinary applications have been attempted in areas such as clinical,
healthcare, environmental, and industrial [18–22]. These applications have also contributed
to the flourishing development of expert systems. AIs use datasets to train a model and
create an input–output mapping. This type of operation makes AIs highly appropriate
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for application in data mining, knowledge engineering, medical assessment, diseases
prediction, etc. [15,16,18,23,24].

In the last decade, big data analysis was a new line of research. Advancements in this
area of research have contributed to the growth of expert systems. With the development
of data mining, many big data-driven expert systems have been proposed [25–27]. This
suggests that big data can widen the search scope of expert systems and also improve their
training performances.

Due to the outstanding contribution of AIs to various research fields, it has also
received attention in the field of healthcare. For instance, Malki et al. [28] developed
a supervised decision tree model to predict the spread of COVID-19 infection in many
countries. Khalilpourazari and Hashemi Doulabi [29] designed a hybrid reinforcement
training-based framework to predict the COVID-19 pandemic and help policy makers to
optimize the use of healthcare system capacity and resource allocation. Alam et al. [30]
developed a disease diagnosis using the Internet of Things (IoT) integrated with a fuzzy
inference system to diagnose various diseases.

Recent research has shown that feature selection is the most representative technique
of expert systems. Expert systems usually rely on supervised learning. They need to
be given a set of training data to learn the relationship between “input features” and
“outcomes” [31,32].

Feature selection is a technique for extracting relevant features in data. The basic
concept of feature selection is to find distinctive case features in order to enhance the
learning efficiency of the expert system [33,34].

If the system can omit certain unnecessary features, it can reduce the data comparison
time and achieve a higher accuracy. The main advantage of feature selection lies in its
ability to adopt supervised or hierarchical feature extraction algorithms to replace manual
ways [31]. The growth of feature selection (including feature extraction) is manifested
in the fruitful results of recent research. The outcomes derived from a large amount of
data, in particular, have drawn the attention of experts across all fields [27,32]. However,
the goal of feature selection for expert systems is to learn autonomously from a large
amount of data to create a better model with better training results. In addition, the benefit
of using supervised feature selection in an expert system is that the system model can
autonomously extract appropriate features and define the recognition or prediction result
for each instance.

In an early application of feature selection, Siedlecki and Sklansky [35] used genetic
algorithms (GAs) to deal with large-scale feature selection. They attempted to design a set
of automatic pattern classifiers. Feature selection could help the system extract the features
of patterns suitable for recognition and then deliver the selection results to the system
for prediction.

As to the applications of feature selection in recent years, Lin et al. [36] proposed
a technique using layered genetic programming for feature extraction to deal with the
problem of optimizing the classification of data into two groups. Here, the concept of
“feature extraction” refers to transferring the good features obtained in each evolution to
the GA processing of the next layer, in order to achieve hierarchical optimization. Their
experimental results confirmed that this technique can enhance the problem-solving perfor-
mance of GAs. Quan and Ren [37] proposed a method of product feature extraction for
feature-oriented opinion determination. The feature extraction technique was applied to
deal with opinion mining and perform sentiment analysis for product improvement. They
showed a high applicability of feature selection using comparative domain corpora.

Zhang et al. [38] proposed an ant colony algorithm-based feature selection method
for intelligent fault diagnosis of rotating machinery using a support vector machine. Some
scholars have applied GAs as a data mining technique to extract informative and significant
features in breast cancer diagnosis [39,40]. In addition, GA-based feature selection methods
can deliver a better performance [39]. Gokulnath and Shantharajah [41] employed a GA
as an optimization function based on a support vector machine (SVM) for heart disease
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diagnosis. Khan et al. [42] proposed a hybrid feature selection and reduction scheme for
selecting the high discriminative characteristics in hypertension features. Kwon et al. [43]
employed feature selection methods to support the prediction of osteoporosis. They
conducted a comparison of machine learning with different models and found that features
selected by “survey+checkup” led to a better prediction accuracy than survey or checkup
only. Moreover, machine learning could achieve good performance in disease prediction.
More recent studies of expert systems have empirically demonstrated the effectiveness of
applying feature selection in disease prediction, equipment examination, and mental state
prediction [43–45].

A feature-selection-based expert system is a smart technique that can be used for
describing structured data. It can converge in its own database by inputs of specific
structures, so it can accept a wide range of real cases. With this characteristic, feature
selection is most appropriate for experiments that involve observations with an expert
system [28,29]. As the development trend of a pandemic disease is the result of a features-
and-effect phenomenon that evolves over time, feature selection is a very suitable solution
for the prediction of epidemic trends. A comparison of previous research on feature
selection for prediction is presented in Table 1.

Table 1. Comparison of previous research on feature selection.

Method Issue Year Reference

GA-based algorithm Large set feature extraction 1989 [35]
GA-based algorithm Diagnostic classification 2008 [36]

Comparative domain corpora Product improvement 2014 [37]
Ant-colony-based algorithm Fault diagnosis 2015 [38]

GA-based algorithm Breast cancer diagnosis 2016 [39]
GA-based algorithm Breast cancer diagnosis 2017 [40]
GA-based algorithm Heart disease diagnosis 2019 [41]

Machine learning Hypertension Detection 2021 [42]

Machine learning Comparison of different classifier
ensemble methods 2021 [43]

Machine learning Prediction of osteoporosis 2022 [45]

Previous studies have shown that it is not easy to get impressive learning results
from expert systems [46–49]. Oftentimes, it is necessary to repetitively adjust and test the
parameters of the system. This procedure is very time-consuming and will increase the cost
of system modeling. In addition, the obtained parameter values cannot always guarantee
good prediction performance in the future. The abovementioned situation reduces the
robustness of the expert system. Moreover, when building a pandemic prediction system,
it is necessary to adjust the system parameters whenever needed. In other words, system
adaptability and reliability are also of high importance. Therefore, an effective and stable
system building method must be developed so as to exploit the excellent performance of
expert systems. This study aims to fill two major gaps in the literature: Firstly, the extant
research of pandemics lacks studies on expert systems with a robust predictive perfor-
mance. Secondly, little research has attempted to investigate feature selection methods for
predicting the epidemic trend of a pandemic disease.

In this paper, a modified expert system, called the robust design-based expert system,
is proposed to address the above issues. In addition, a genetic algorithm (GA) framework
and the Taguchi method are integrated into the system to optimize the performance of
the system. A good system configuration can not only increase the system’s prediction
accuracy but also ensure the stable quality of the system. Features selected by the system
can support inferences of epidemic trends. Finally, the feasibility and efficiency of the
proposed system is verified using COVID-19 as an example.
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2. The Expert System with Robust Design

2.1. System Architecture

In this study, a robust design-based expert system is proposed for pandemic prediction.
The system architecture is shown in Figure 1. The operational steps of the expert system
are as follows: First, the dataset is imported from the case database and normalized. Later,
systematic training with the selected parameter levels is conducted. The system will learn
the best pattern of features from the dataset, meaning that the system will obtain a feasible
solution from the genetic algorithm (GA) framework (see Figure 2). However, this solution
does not represent a robust solution of the system under different configurations. The
system will repeatedly execute the procedure under different configurations through the
robustness mechanism until all the runs have been completed. After all the runs have been
completed, a robust result can be obtained.

2.2. Optimization of the System

To enhance the predictive performance of the proposed system, this study applies a
genetic algorithm (GA) to feature selection. GAs have been widely used as a means to
optimize expert systems [34–36]. It is an optimizing technique that mimics the evolutionary
process of biological chromosomes. Based on the concept of genetic evolution, it repeatedly
searches for feasible solutions in order to find an optimal solution to the given problem.
The operating process of the GA is briefly explained as follows:

First of all, the GA stochastically generates an initial set of feasible solutions (called
the initial population), in which each feasible solution is called chromosome and coded
by a value of 0 or 1 (see Figure 3). Later, the fitness of each feasible solution is computed.
The fitness function can be customized by users. A higher fitness value usually indicates
a better solution. In the optimization of an expert system, the fitness function is usually
defined as the accuracy of the inferential result.

Figure 1. Architecture of the robust design-based expert system.
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Figure 2. GA framework of the system.

Figure 3. Structure of chromosomes.

Next, the GA uses the genes in the chromosomes to compute the next generation.
The proposed system adopts the GA as a predictor because of its evolution mechanism
including selection, crossover, and mutation. These mechanisms can help the system
achieve a high prediction accuracy. Selection decides which chromosomes can survive or
should be eliminated; crossover is used to exchange partial sections of the chromosomes
among parents to create the chromosomes of the next generation. Finally, mutation selects
one gene from chromosomes for mutation. The probability of mutation is usually very low.
Through repetitive executions of the above genetic operation, offspring with better fitness
can be generated, and this operation stops when the stopping rule is met.

The GA framework designed for this system is as illustrated in Figure 2. The proposed
system applies the GA to select features in the dataset. This training procedure consists of
six steps as explained below:

Step 1. Design the structure of chromosomes
In order to obtain an optimal combination of features, we encode feature selection in

chromosomes using 0 or 1, as shown in Figure 3. For instance, “0” denotes the correspond-
ing item is unselected, while “1” denotes the item is selected.
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Step 2. Generate the initial population
Before execution of the genetic algorithm, the system has to generate an initial popula-

tion comprising n chromosomes, each containing randomly generated parameter values.
Each chromosome represents a possible solution (the initial feature selection). Given a
total of x features, each chromosome is represented by x genes, and each generation has n
chromosomes. Through evolution from one generation to the next of each generation, a
better solution can be progressively obtained.

Step 3. Compute the fitness of each chromosome
To compute the fitness of each chromosome, we divide the case dataset into two

subsets, including a training dataset and a test dataset. The training dataset is the main
dataset for training the expert system, whereas the test dataset provides the subject to be
tested by the expert system. The training dataset is larger than the test dataset.

For any chromosome i (i = 1, 2, . . . , n), some features in both the training dataset
and the test dataset need to be removed, weakened, or reinforced according to the set of
features stored in the chromosome. Assume that Traini and Testi, respectively, denote the
modified training dataset and the modified test dataset. The fitness of chromosome i can be
computed through the following steps:

(1) Compute the predicted level (PL) for each case in the test dataset. For each case t in
the test dataset, we apply the nearest neighbor method to find the most similar case
in the training dataset Traini to predict the level of this case (the level is represented
by PLt ). The similarity between cases is measured using Euclidean distance.

(2) Compute the fitness of chromosome i (i = 1, 2, . . . , n). The fitness of chromosome i
can be expressed using the following function:

f itness(chromosome i) =
D

∑
t=1

matcht(Traini, Testi)

D
(1)

where D denotes the number of cases in Testi; matcht indicates whether the predicted level
(PLt) matches the actual level (ALt). If PLt = ALt, matcht(Traini, Testi) = 1; otherwise,
matcht(Traini, Testi) = 0. The fitness of a chromosome represents the prediction accuracy
obtained based on the corresponding feature selection. This value is continuously updated
as the evolution progresses. Moreover, it is also used as an indicator to assess the quality
of each chromosome. It provides a reference for subsequent genetic evolution. A better
chromosome is more likely to be chosen for crossover.

Step 4. Apply genetic operators to derive new offspring
After a new generation is generated, the max fitness value searched for in the previ-

ous generation may be changed. As mentioned above, these genetic operators, including
chromosome selection, crossover, and mutation, are intended to help generate new chro-
mosomes. The selection operator determines whether a chromosome should be kept or
eliminated depending on its fitness value. Chromosomes with a higher fitness value are
more likely to survive. For crossover and mutation, the probabilities should be defined
in advance.

Step 5. Repeat Step 3 and Step 4 until the stopping rule is met
Step 3 and Step 4 are iteratively executed until the stopping rule is satisfied. By the

time that the expert system terminates the evolution based on the stopping rule, an optimal
solution will be generated. This solution contains the finally selected features, which are
most useful for the prediction of new cases and optimization of the weighting of features
in the system.

Step 6. Evolution is completed
After genetic evolutions, the system outputs selected features.
However, system configuration affects the solution performance of the GA framework

and further reduce the robustness of the system.
To enhance the robustness of the proposed system, a GA and the Taguchi method are

integrated into the expert system.
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The Taguchi method [50] is utilized to optimize the system. It uses an orthogonal
array and a signal-to-noise ratio (SN ratio) to help expert systems find an optimal system
configuration. The advantage of using an orthogonal array is that it can significantly reduce
the total number of runs of the experiment to slash the time cost, whereas the advantage of
using an SN ratio is that the quality of the system can be measured. The Taguchi method
designed for the system consists of three processes: firstly, set up the parameters of system;
secondly, define the levels of each parameter; finally, generate the orthogonal array for
the system. An example is given as follows. Assume that there are three parameters,
and each parameter has three levels. For a full factorial experiment, the system needs to
perform 27 experiments, which is quite time-consuming. Using the Taguchi method, this
system generates an orthogonal array and needs to perform only nine sets (i.e., L9

(
33)) of

experiments to obtain a reliable solution. In this way, while the system execution time is
being drastically reduced, the system quality can also be ensured.

After the configuration training is completed, the system will measure the mean-
square error (MSE) of the expected results based on the data from each run. The MSE value
has a smaller-the-better characteristic. It is expressed as follows:

MSE =
1
n
×

n

∑
i=1

(Ai − Pi)
2 (2)

where n is the number of observations in the test data, Pi is the predicted value for the ith

observation, and Ai is the actual value of the ith observation.
After measuring the MSE value for each run, the system will estimate the SN ratio

for each configuration. The SN ratio has a larger-the-better characteristic. It is expressed
as follows:

SN = −10 × log

(
1
m

m

∑
j=1

1
MSEj

2

)
(3)

where m is the number of repetitions for each configuration, and MSEj denotes the result
of the jth run.

Finally, the system will obtain the robust configuration Pq (q = 1, 2, . . . , Q) with the
highest total SN ratio from all the runs. It can be expressed as follows:

R
(
con f iguration Pq

)
= Max SNPqk(k=1,2,...,K)

(4)

where K is the number of levels for each parameter.
Details on data collection and performance of the system are provided in Section 3.

3. Results

3.1. Data Collection

Microsoft Excel 2016 (https://www.microsoft.com (accessed on 30 June 2022)) was
installed as the runtime environment to implement the program. The proposed system
was built using Evolver version 8.2 (https://www.palisade.com (accessed on 30 June
2022)) to process the genetic operations in the training. VBA (Visual Basic for Application)
programming was also integrated to build the proposed expert system.

The data used in this study are real COVID-19 data reported from around the world.
The data comprise the statistics of the pandemic provided on WHO’s official website
(https://covid19.who.int (accessed on 30 June 2022). According to the statistics, the number
of daily confirmed cases remains very high and COVID-19 is still severely spreading across
the world (see Figure 4). A large number of infections have been caused since the outbreak
of COVID-19. Daily infections of the virus peaked in the first quarter of 2022. Despite
devotion to pandemic control, all governments around the world have been unable to resist
the repeated growth of infections due to the virus’ continuous mutation and evolution. At
present, hundreds of thousands of confirmed COVID-19 cases are being reported in many
countries every day, indicating that the pandemic is still raging [3,4].
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Figure 4. Daily new confirmed COVID-19 cases worldwide.

Japan has been one of the hardest-hit areas for COVID-19 in Asia since 2020. More
importantly, Japan decided to postpone the 2020 World Olympic Games in 2021. As shown
in Figure 5, the number of confirmed cases in Japan peaked two times within one year. The
case of Japan shows that it has experienced several ups and downs of the epidemic. In
particular, under the invasion of the Omicron variant virus, Japan also reached the peak
of the epidemic in March 2022. Thus, the spread of the epidemic in Japan has virtually
become the focus of global attention. In this study, we chose Japan as the subject in the
hope of performing an effective prediction of the epidemic trend in Japan. Real data from
Japan were collected for data compilation and subsequent analysis. The data include daily
statistics of confirmed COVID-19 cases in Japan from the outbreak of the pandemic.
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Figure 5. Daily new confirmed COVID-19 cases in Japan. (January 2020–April 2022).

This period spans from January 2020 to April 2022. In this period, the highest number
of daily confirmed cases was 104,345, and the average number of daily confirmed cases
was approximately 9080 with a standard deviation of 19,819. In addition, the death rate
of COVID-19 in Japan was usually higher than 0.003. The highest number of daily death
cases was 322, and the average number of daily death rate was approximately 0.018 with
a standard deviation of 0.012 (see Figure 6). The historical peak of COVID-19 mortality
in Japan occurred in the first year. Although the death rate has gradually decreased, the
death toll remains high because the variant virus increases its susceptibility. It shows
that reducing the mortality rate has become an important challenge for the government
in Japan.
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Figure 6. Daily death rate in Japan. (January 2020–April 2022).

When a pandemic begins to spread in large numbers (such as COVID-19), govern-
ments are most concerned about the rapid rise in confirmed cases. In the post-epidemic
era, governments would pay particular attention to issues relating to the reduction of
the mortality rate, including the treatment of severe cases and how to provide effective
treatments. Therefore, this study uses the death rate as an important evaluation index
and classifies the epidemic situation into different alert states as a reference for healthcare
policy makers.

The dataset comprises 819 days of COVID-19 data in Japan. We defined death rates
for a daily number equivalent to or below 0.005 as low death rates (I), death rates between
0.005 and 0.01 as mid death rates (II), and death rates equivalent to or above 0.01 as high
death rates (III). In the dataset, 83 cases were classified into the low death rate level (I),
34 cases into the mid death rate level (II), and 702 cases into the high death rate level (III).
Death rate is defined as follows:

Death rate =
total deaths

total con f irmed cases
(5)

In addition, this study uses demographic variables including population, population
density, middle-aged population (middle age), population aged 65 or older (aged 65 older),
population aged 70 or order (aged 70 older), cardiovascular disease death rate (CVD
death rate), diabetes prevalence, hospital beds per thousand, and GDP per capital. The
descriptive variables of COVID-19 collected in this study include new confirmed cases,
hospital patients, ICU patients, people vaccinated, people fully vaccinated, and stringency
index. These variables are used as the features of the COVID-19 dataset (as shown in
Table 2). All the above variables are continuous variables.

Table 2. Levels of key parameters for system.

Parameter Level 1 Level 2 Level 3

PS × GN 200 × 100 400 × 50 100 × 200
CR 0.5 0.75 1.0
MR 0.05 0.075 0.1

3.2. Performance of the System

After data collection, we imported all the data into the system to train features through
the GA framework. After training, the selected features could be used to predict the
number of death cases over the next 120 days. The training dataset consists of data from
22 January 2020 to 31 December 2021. The validation dataset spans from 1 January 2022 to
21 April 2022.

To optimize training and system performance, using an appropriate system configura-
tion is very important. Different configurations of parameters affect the performance of the
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system in finding a solution. Based on the Taguchi method [30], we adopted an orthogo-
nal array and SN ratio to find the optimal set of parameters, including (1) population ×
generation (PS × GN), (2) crossover rate (CR), and (3) mutation rate (MR).

As shown in Table 2, for each parameter, three different levels were adopted in the
system. Considering the solution seeking time, the number of PS × GN was set as 20,000.
Therefore, the system was designed to execute an L9

(
33) experiment, where 9 at the bottom

indicates the number of experimental runs, 3 at the center stands for the number of levels,
and 3 at the top represents the number of parameters.

The experimental runs were based on the three levels of each parameter. The MSE
value in each configuration of parameter levels was measured three times (m = 3) to obtain
MSE1, MSE2, and MSE3. The MSE function has a smaller-the-better characteristic.

After measuring MSEs, the system estimated the SN ratio for each configuration. Then,
the system computed the results from all the runs of the experiment respectively.

Table 3 shows the MSEs and SN ratios from all of the runs of the experiment. As
mentioned above, the SN ratio has a larger-the-better characteristic. The system summed
the SN ratios from all of the runs of the experiment (as shown in Table 4) and selected the
levels with the max sum. Consequently, the system obtained the configuration with the
highest robustness of parameters as follows: PS = 400, GN = 50, CR = 0.75, and MR = 0.05.
The average accuracy for the death rate level inference of the proposed system was 60%.

Table 3. The L9(33) orthogonal array for system.

Experiment PS × GN CR MR MSE1 MSE2 MSE3 SN

1 1 1 1 0.0006010890 0.0006444215 0.0006394203 −64.0492353808
2 1 2 2 0.0004591344 0.0013799845 0.0004216040 −65.6009508154
3 1 3 3 0.0004056524 0.0004205735 0.0004056524 −67.7348319371
4 2 1 2 0.0004388614 0.0005938607 0.0006411313 −65.4242838171
5 2 2 3 0.0006394203 0.0006298676 0.0005938010 −64.1511242272
6 2 3 1 0.0011535812 0.0006116809 0.0004205265 −64.8091223273
7 3 1 3 0.0004344587 0.0006110492 0.0004362107 −66.4448913140
8 3 2 1 0.0005938607 0.0005989994 0.0004195332 −65.7611583377
9 3 3 2 0.0006485800 0.0004341845 0.0004500635 −66.2389340652

Table 4. Sum of SN ratios.

PS × GN CR MR

Level 1 −197.3850181333 −195.9184105119 −194.6195160458 *
Level 2 −194.3845303716 * −195.5132333803 * −197.2641686977
Level 3 −198.4449837169 −198.7828883296 −198.3308474783

* Selected level with the max sum of SN.

After a robust configuration was obtained (including selected features), Japan’s epi-
demic data from 22 January 2020 to 31 December 2021 was imported into the system to
predict the epidemic trend over the next 120 days. The results are shown in Table 4 and
Figure 7. In addition, from the 15 features, 10 more representative ones were also selected,
resulting in a selection rate of 67%.

107



Healthcare 2022, 10, 1759

Figure 7. Prediction of robust design-based expert system. (January 2022–April 2022, in Japan).

It can be easily discovered from Table 5 that these features are mainly descriptive
variables and demographic variables relating to COVID-19. As to the features associated
with CVD death rate and diabetes prevalence, no significant difference was found between
different epidemic levels. The gray line shows the actual data, while the green one rep-
resents the epidemic trend predicted by the proposed system (see Figure 7). The results
indicate that the mean number of daily death cases of the proposed system was 151 persons
with a standard deviation of 94 persons in this span of prediction. In the actual data, the
mean number of daily death cases was 89 persons with a standard deviation of 84 persons.
The time point of the increase in the death rate estimated by this system is slightly earlier
than the actual data. Overall, it is quite close to the actual situation. A further comparison
of the system’s prediction with the actual data was conducted.

Table 5. Selected and unselected informative features of COVID-19 in Japan.

Feature Selection

Descriptive variables of COVID-19
New confirmed cases Selected
Hospital patients Unselected
ICU patients Selected
People vaccinated Selected
People fully vaccinated Selected
Stringency_index Unselected

Demographic variables
Population Selected
Population density Selected
Cardiovasc death rate Unselected
Diabetes prevalence Unselected
Hospital beds per thousand Selected
median_age Selected
Aged 65 older Unselected
Aged 70 older Selected

GDP per capital Selected

It can be discovered that the prediction of the proposed system was close to the real
situations. As shown in Figure 7, the system has captured the potential trend pattern of
the outbreak. For example, there was an obvious increase in the number of death cases in
Japan during the prediction period (i.e., 18 January 2022–22 February 2022). In the actual
data, the number of daily death cases grew rapidly from 10 to 332 within four weeks. This
abnormal surge was captured by the system effectively. In addition, the following trend
in the epidemic situation was also predicted by the system. The results indicate that the
performance of the proposed system is good.
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Furthermore, the robust design-based expert system can give a warning when the
number of death cases is about to rise (as shown in Figure 8). For management author-
ities, this represents a practical and managerial implication concerning the formulation
of measures.
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Figure 8. Monitoring levels for COVID-19 suggested by the system. (January 2022–April 2022,
in Japan).

For instance, when the epidemic is mild, the system suggests a monitoring level of I,
meaning that healthcare authorities can maintain the current management policy. When
the death rate grows higher than 0.01, the system will suggest a monitoring level of III.
Healthcare authorities should: impose restrictions on the economic activity of certain
industries and adopt crowd diversion measures for confirmed cases; require patients with
mild illnesses to implement home quarantine, so as to reserve the medical capacity for
patients in moderate or severe conditions; provide special care to patients in high-risk
groups (including elderly and young children); and set up easily accessible PCR testing
sites to instantly identify confirmed cases and provide medication. After the epidemic
reaches its peak and begins to slow down through levels III and II with a decreasing
death rate, the system suggests a monitoring level of I. Healthcare authorities are advised
to progressively relax social management measures, lift the limitations on the economic
activity of all industries, and also encourage people to conduct self-health management (as
shown in Figure 8).

The monitoring levels suggested by the system based on dynamic changes in the pan-
demic cases can assist the authorities concerned to plan and deploy in advance. Therefore,
the proposed system can be very helpful in practical applications where it is used as a
policy support system.

To explore whether different compositions of the training dataset would affect the
system’s predictive performance, we created three training datasets respectively consist-
ing of 100%, 95%, and 90% of the training data. For each training dataset, the training
was carried out five times, and the MSE was measured. Finally, analysis of variance
(ANOVA) was applied to test if there was any significant difference in prediction accuracy
between datasets.

Table 6 shows the ANOVA results, which suggest that under the significance level of
0.05, there was no significant difference in prediction accuracy between the training results
with 5% and 10% reduced data.
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Table 6. ANOVA result for training datasets.

Sum of
Squares

Degree of
Freedom

Mean Sum of
Square

F-Test p Value

Between groups 1.1043 × 10−5 2 5.52149 × 10−6 2.776 0.102
Within groups 2.38722 × 10−5 12 1.98935 × 10−6

Total 3.49152 × 10−5 14

4. Discussion

This study applied a robust design-based expert system with a feature selection
learning mechanism to predict the possible trends of a pandemic disease. This system was
designed to combine the strengths of the GA framework and the Taguchi method. In the
case of Japan, the experimental results indicate that the proposed system can successfully
capture the possible trends of COVID-19. The predicted results are close to the actual
situations, meaning that the system’s capability is assured. With a unique design, the
system can deliver good performance and stable quality. The prediction results of the
system may be helpful for the government when estimating the death rate of the virus.
Healthcare authorities can also employ the system to support formulation of epidemic
management policies and allocation of medical resources.

Building an effective expert system is not easy [41,43]. This type of system usually
requires repetitive tests, which are very time-consuming but do not guarantee the robust-
ness of its results [44]. From the experimental results, we can find that the robust design
has demonstrated its outstanding efficacy in improving the expert system. The orthogonal
array design has significantly reduced the total number of runs of the experiment. The SN
ratio can correctly reflect the differences between system configurations to further ensure
the prediction quality of the system.

We also found that although the GA architecture is suitable for learning feature
selection when performing an expert system experiment, the amount of the training dataset
must be sufficient to obtain good results. In addition, due to the selection, crossover, and
mutation mechanisms designed in the GA framework, the evolution of each feature in the
chromosome can be evaluated accurately. This is key to the success of the feature selection
expert system. Hence, the GA framework can achieve a good performance.

The proposed system can signal an alert when there is a rise in the level of death
cases, which means that the number of severe cases has risen too. This alert has an
important management implication for healthcare management authorities. If we can
capture an imminent increase in the domestic death of the epidemic, the government can
make necessary deployments in advance [7,8]. This way, the government’s use of medical
resources can be more effective, and its responses to the pandemic can also be more timely.
Thus, the proposed system is effective in supporting epidemic management.

Policy implications: In fact, the government’s healthcare resources are limited. If
changes in the number of severe cases or death cases in the country cannot be correctly
assessed, the government’s deployment of medical resources will be affected first. For
example, when the epidemic is slowing down, health authorities can allow more patients
with mild symptoms to stay in the hospital for treatment and observation and also delay
their discharge time. Conversely, if the epidemic becomes more serious (i.e., the number of
death cases grows rapidly), health authorities need to deploy ahead of time and change the
management policies for mild and severe patients. For instance, when medical resources
are insufficient, some countries may advise patients with a mild illness to stay at home to
avoid medical collapse. Take Japan as an example. The repeated changes in the epidemic
situation have put tremendous pressure on the government’s patient care policy. This
highlights the importance of situational judgment. Therefore, the government’s primary
task in COVID-19 management is to get hold of changes in the death rate in its territory
and then make immediate adjustments of health care policies according to the epidemic
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trend. This kind of timely and situation-based response is conducive to the deployment of
medical resources and patient management.

In the present, many countries have adopted policies that favor living with the virus.
However, the spread and mutation of COVID-19 still pose a high threat. For example, de-
spite the release of EUA-approved vaccines, many countries still experience large numbers
of breakthrough infections after widespread vaccination. This phenomenon shows that
epidemic control cannot rely solely on EUA-approved vaccines. All countries should be
cautious in monitoring, isolation, and social management of confirmed cases. In the mean-
time, how to effectively get hold of the daily number of death cases becomes crucial and is
an important task for governments when building an epidemic management information
system. It determines whether governments can monitor the epidemic development in real
time and adjust the degree of relaxation or contraction of medical resources at any time, so
as to control the rate of virus transmission within the limits of national resources. Therefore,
effective epidemic predictions with an appropriate support system can contribute greatly
to epidemic control.

Management implications: In this study, the features considered in the prediction of
COVID-19 epidemic trends consisted of descriptive variables and demographic variables.
From the dataset of Japan, the average prediction accuracy was 60%. The system shows
better accuracy given three levels of alert state were considered (e.g., there are three levels
which means the probability is 33.33%). In addition, 10 representative features were also
selected, resulting in a selection rate of 67% with a reduced rate of 33%. According to the
experimental results, among the descriptive variables, new confirmed cases, ICU patients,
and people vaccinated are important factors affecting the mortality of COVID-19 in Japan.
In comparison, hospital patients and stringency index are not critical to the prediction result.

Among the demographic variables, population, population density, hospital beds per
thousand, middle age, aged 70 older, and GDP per capita are all critical to the mortality of
COVID-19 in Japan. However, CVD death rate, diabetes prevalence, and aged 65 older are
not significantly related to mortality.

From the above findings, we can infer that, in addition to the descriptive variables
that healthcare units are more concerned about (e.g., people vaccinated), the demographic
structure of a country also significantly affects the pandemic mortality. This suggests that
governments should pay attention to the correlation between the country’s demographic
structure and the important descriptive variables of COVID-19, because the mortality of
the pandemic may increase significantly with increases in certain descriptive variables such
as new confirmed cases and ICU patients.

Therefore, the interactions between the abovementioned features and the differences
in their importance should be a research topic worthy of further research.

This study was subject to two main limitations. First, the descriptive variables of
COVID-19 are aggregated statistical data, and the database is not classified by virus variants
determined through gene sequencing. Second, the subject of this study was Japan but the
spread of the epidemic varies from country to country. With a good predictive performance,
the proposed system can be applied to predict the spread of new COVID-19 variants and
explore the differences in death rate between different variants. Moreover, the differences in
importance between features is also an interesting research issue. The system architecture
of this study can be modified for the research of the above issues in the future.

5. Conclusions

Expert systems are increasingly used in important applications. Healthcare manage-
ment organizations across the world are seeking more accurate methods to predict the
spread of epidemics and support policy adjustment. Considering the tremendous impacts
that COVID-19 has brought to the world and the need for healthcare authorities to build a
highly adaptive prediction system, this study proposes an enhanced artificial intelligence
prediction technique called the robust design-based expert system. The GA framework and
Taguchi method are integrated into this system to optimize the performance of the system.
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The epidemic data in Japan are employed to develop a prediction system for COVID-19.
The prediction accuracy of proposed system was 60%. In addition, the feature selection
rate of the system was 67% with a reduction of 33%. The experimental results indicate
that the proposed system is effective in predicting the epidemic trend over the next four
months (about 120 days). The proposed system can be utilized to support the prediction
of epidemic trends as well as the deployment of resources. Future researchers can apply
this system to analyze the epidemic trends in countries with more serious outbreaks and
further explore the differences between countries and what can be improved with regard
to the application of this expert system.
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Abstract: Anxiety is a common mental health issue that affects a significant portion of the global
population and can lead to severe physical and psychological consequences. The proposed system
aims to provide an objective and reliable method for the early detection of anxiety levels by using
patients’ physical symptoms as input variables. This paper introduces an expert system utilizing a
fuzzy inference system (FIS) to predict anxiety levels. The system is designed to address anxiety’s
complex and uncertain nature by utilizing a comprehensive set of input variables and fuzzy logic
techniques. It is based on a set of rules that represent medical knowledge of anxiety disorders, making
it a valuable tool for clinicians in diagnosing and treating these disorders. The system was tested on
real datasets, demonstrating high accuracy in the prediction of anxiety levels. The FIS-based expert
system offers a powerful approach to cope with imprecision and uncertainty and can potentially assist
in addressing the lack of effective remedies for anxiety disorders. The research primarily focused on
Asian countries, such as Pakistan, and the system achieved an accuracy of 87%, which is noteworthy.

Keywords: anxiety; anxiety prediction; fuzzy logic; fuzzy inference system

1. Introduction

Anxiety, sociopathy, emotional stability, and desire are just a few psychological factors
affecting human behavior [1]. Human behavior can also be described in terms of different
patterns, including the thoughts and emotions through which each person adapts to the
circumstances of their existence. Another factor that affects behavior is anxiety, described as
an unpleasant unease of the mind related to an imminent or expected illness. It symbolizes
an internal rather than an exterior threat or danger [2]. Anxiety is a disorder that can be
brought on by ongoing stress and if it is, sufferers may face significant hazards. While
some disorders only manifest in adulthood, anxiety can start as early as childhood and
threaten the individual and the larger community. According to reports [3,4], anxiety can
negatively affect up to one-third of the population. In light of this observation, the WHO
estimates that 450 million individuals globally experience stress and anxiety [5]. Moreover,
the characteristics of emotional integrity that are highly complex and associated with an
individual’s well-being are directly linked to their quality of life. Stress is a frequently
cited factor, and extensive research has been conducted on its diagnosis and treatment [6].
However, the diagnosis of an anxiety disorder is a challenging and intricate process [7].
Anxiety is highly neglected in Asian countries, such as Pakistan [8,9], and it is often not
taken seriously. However, this can lead to serious health hazards because diseases such
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as heart attacks and brain hemorrhages are related to anxiety. People must take anxiety
symptoms seriously and observe their surroundings to identify whether someone has
anxiety symptoms. The early treatment of anxiety can save a person’s life.

Various techniques can be used to predict anxiety at early stages [10]. One of these
techniques is the development of a fuzzy-rule-based system, which can predict the disorder
based on the created knowledge base. The development of a machine-learning model
is another approach that can be utilized to predict anxiety. Different machine-learning
techniques are available, such as SVM, decision trees, and ANN. However, problems can
arise due to a lack of inputs or low accuracy in the system.

The importance of the fuzzy expert system lies in its ability to predict anxiety at an
early stage. It is a useful tool for healthcare professionals to identify the risk of anxiety
disorder and to provide early intervention to patients. The system utilizes a knowledge
base, which makes it more reliable and accurate in predicting anxiety. On the other hand, the
use of machine-learning techniques also provides a promising approach to the prediction
of anxiety, but the accuracy of the model is dependent on the quality and quantity of the
input data. The questions that arose after learning more about the issue were:

RQ1. Which symptoms can lead to anxiety in a patient?
RQ2. How much accuracy can be obtained by predicting anxiety at certain levels?
To answer these research questions, our research objectives and key research contribu-

tions are outlined below.
A fuzzy inference system (FIS) is proposed, taking the symptoms as inputs using

them to predict outcomes. Patients suffering from anxiety report their basic symptoms to
the system. The system uses these symptoms as inputs and predicts whether the patients
are suffering from anxiety. The study offers a workable method for the precise diagnosis
and prediction of anxiety while advancing our understanding of anxiety and its effects on
people and society. The early diagnosis and treatment of anxiety can have major advantages
because they can improve treatment outcomes and lessen the toll the condition takes on
sufferers, their families, and society. In its early stages, when symptoms may be subtle or
ambiguous, anxiety is a complicated disorder that can present in various ways and may
not always be obvious. As a result, the creation of a fuzzy expert system that can reliably
predict anxiety at an early stage may be extremely helpful in assisting medical practitioners
in making prompt and knowledgeable therapeutic decisions.

The rest of this paper is organized as follows. In Section 2, a review of the literature
is discussed. Next, the detailed methodology is described, in Section 3. In Section 4,
demonstrations and evaluations are presented, while Section 5 presents the answers to the
research question. Finally, in Section 6, concludes the research and provides directions for
future work.

2. Literature Review

In recent years, systems based on artificial intelligence (AI) have been increasingly
utilized to improve the quality, sensitivity, and timeliness of the diagnosis of psychiatric
disorders, including anxiety disorders. These systems employ AI techniques such as
fuzzy logic, neural networks (NNs), support vector machines (SVMs), and decision trees
(DTs) [11–13]. Altintaş et al. [14] conducted a review of research on machine-learning
techniques for diagnosing anxiety disorders between 2015 and 2021. The study examined
databases for information on different categories of anxiety disorder and identified thirty
different ML techniques used in their research. They compared these techniques in terms
of sample size, age, chosen techniques, best practices, and performance values. The authors
found that the random forest algorithm (RFA) was the most commonly used ML technique,
ensuring the best results and accuracy. The authors also suggested that AI techniques can
provide valuable information to researchers and clinicians in areas such as personalized
treatment, diagnosis, and prognosis, given the heterogeneity of the data obtained from
anxiety patients. Furthermore, Lotfi et al. [15] proposed a system for monitoring and
managing anxiety among young people using machine learning. The authors describe the
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development of a mobile application that collects data on users’ anxiety levels and uses
machine-learning algorithms to predict and manage anxiety. Their system aims to provide
an effective and efficient approach to identifying and managing anxiety among young
people. Their research concludes that the proposed system improves the quality of life
of young people and facilitates the early detection and management of anxiety disorders.
Furthermore, Kumar et al. [16], developed a new supervised learning-based prediction
model, an Anxious Depression (AD) prediction model, for efficiently predicting anxious
depression in real-time tweets. Based on the user’s posting patterns and linguistic cues,
the feature set is defined using a five-tuple vector <w, t, f, s, c>. The representation of each
entry is introduced as follows:

< w: word >: The presence or absence of the anxiety-related word.
< t: timing >: More than two posts during odd night hours.
< f: frequency >: More than thirty posts in an hour.
< s: sentiment >: On average, more than 25% of posts over 30 days with nega-

tive polarity.
< c: contrast >: The presence of a polarity contrast of more than 25% in posts within

the past twenty-four hours.
Moreover, Susanto et al. [17] proposed a fuzzy-logic-based model to predict math-

ematics anxiety in students. The model was constructed using a dataset of 470 Turkish
university students who completed a mathematics-anxiety scale and a demographic ques-
tionnaire. The study examined the relationship between mathematics anxiety and various
demographic factors, such as gender, age, and major. The model was constructed using
a Mamdani-type fuzzy inference system, and its performance was evaluated using vari-
ous statistical measures. The results showed that the fuzzy model can accurately predict
mathematics anxiety in students and can be useful for educators and researchers to identify
students at risk of developing mathematics anxiety.

Further, Khullar et al. [18] proposed a method for detecting anxiety based on physio-
logical signals. Their study used an electrocardiogram (ECG) and galvanic skin response
(GSR) signals to develop a machine-learning model for anxiety detection. The proposed
model uses an ensemble approach that combines multiple machine-learning algorithms,
such as decision trees, random forest, and support vector machine. The performance of
the proposed model was evaluated using a dataset of 18 subjects, who were exposed to
anxiety-inducing stimuli. The results showed that the model accurately detects anxiety
based on physiological signals. The authors suggested that the proposed approach can be
further explored to better predict anxiety levels.

Furthermore, Devi et al. [19] proposed a method for predicting the anxiety levels
of students using an adaptive neuro-fuzzy-inference system (ANFIS). The study used a
dataset of 208 undergraduate students who completed the State-Trait Anxiety Inventory
(STAI) questionnaire. The proposed ANFIS model considers various demographic and
academic factors, such as age, gender, major, academic performance, and STAI score. The
performance of the proposed model was evaluated using various statistical measures, such
as mean absolute error and root-mean-squared error. The results showed that the proposed
ANFIS model achieved high accuracy in predicting the anxiety levels of the students.
The authors further suggested that a developed system should be further explored and
improved for the better prediction of anxiety.

From the literature review presented above, we can conclude that anxiety symptoms
can be different from person to person and that they can also be different across regions.
For example, people in Asian countries, such as Pakistan, may show different anxiety
symptoms. Therefore, it is necessary to create a fuzzy logic system that can target the Asian
continent in particular, in order to predict the disorder correctly. To this end, we will used
symptoms widely shown in patients with anxiety in Pakistan to build our fuzzy expert
system. Figure 1 represents the core symptoms of anxiety.
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Figure 1. Anxiety symptoms [20].

3. Methodology

3.1. Fuzzy Inference System

A FIS system uses fuzzy logic to map input and output variables based on rules. An
expert system can make decisions or predictions based on fuzzy reasoning. The FIS consists
of three main components: the fuzzifier, the inference engine, and the defuzzifier. The
fuzzifier converts input data, which may be crisp (i.e., exact) or fuzzy (i.e., imprecise), into
fuzzy sets representing the degree of membership in a particular category. The inference
engine applies a set of rules defined by experts or generated automatically from data
to determine the appropriate output based on the input data. Finally, the defuzzifier
converts the fuzzy output into a crisp output value. The FIS system can be used in various
applications, such as control, decision-making, and pattern-recognition systems. They are
particularly useful in studies with high levels of uncertainty or imprecision in their data.

The proposed system uses fuzzy logic as the ideal methodology for decision assistance.
Fuzzy logic was chosen because it enables flexible and nuanced decision making through
the IF-ELSE-based methodology. It can handle values in points, which conventional rule-
based systems cannot. In this study, which focused on predicting anxiety levels, fuzzy
logic’s capacity to collect and interpret data more granularly was beneficial and in line with
the study’s goals. Therefore, fuzzy logic was chosen for its usefulness, its compatibility
with the study’s goals, and its ability to handle values in points.

3.2. Fuzzy Inference System for Prediction of Anxiety Levels

Our proposed system can predict anxiety at different levels (no, low, mild, and high).
The fuzzy system’s architecture is depicted in Figure 2. The fuzzification process creates
fuzzy logic sets from crisp inputs. Based on the input given, the inference engine analyzes
the matched set.
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Figure 2. Fuzzy system architecture for predicting anxiety.

The input and output of the fuzzy system are depicted in Figure 3. The fuzzy sets
that defuzzification uses as the inference engine transform inputs to produce the results.
Figure 4 visually represents the system flowchart, highlighting the sequence of steps and
decision points involved in its operation. Figure 4 serves as a useful tool for understanding
the system’s functionality and identifying potential areas for improvement.

 

Figure 3. Input and output of the proposed system.
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Figure 4. Flowchart of the proposed system.

3.3. Knowledge-Base Input-and-Output Fuzzy System

Five symptoms were taken as input variables and one output variable was used
for this system simulation. Fuzzy inputs Nervousness and Panic had three fuzzy terms
(low, mild and high), while inputs sweating, trembling, and increased heart rate had
two fuzzy terms (no and yes). Creation of FIS rules was executed with the guidance of
experts in the field. The rules were defined using a combination of linguistic terms and
mathematical expressions. In order to accurately define the rules, a thorough analysis of the
available linguistic terms was conducted, and they were mathematically combined to form
a comprehensive set of rules. The linguistic terms were categorized based on the number
of values they represented to facilitate the creation of these rules. This was achieved by
separating the terms with two values from those with three. In this way, we effectively
managed the vast array of terms and created precise rules. The rules were defined using a
mathematical expression resulting from multiplying the number of linguistic terms with
two values by the number of terms with three. This expression yielded a total of 72 rules,
each of which was carefully crafted to ensure accuracy and reliability in the FIS system.
Overall, creation of these rules was a rigorous and meticulous process involving the input
of domain experts and the use of advanced mathematical techniques.

Further details are shown in Table 1. The parameter regarding the fuzzy set describes
the range of levels of symptoms. As we already know, the range is from 0–1, which means
that when the symptom has three values, the range is divided into three equal sizes. If the
symptom has two values, the range is divided into two. Furthermore, the symptom level is
shown based on the range value provided.
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Table 1. Ranges of fuzzy systems for predicting anxiety.

Input and Output Variables Linguistic Term Parameters of Fuzzy Sets

Nervousness {“Low”, “Mild”, “High”}
{[0, 0, 0.33],

[0, 0.33, 0.66],
[0.33, 0.66, 0.99]}

Sweating {“No”, ”Yes”} {[0, 0, 0.5, 0.51],
[0.5, 0.51, 1, 1]}

Trembling {“No”, ”Yes”} {[0, 0, 0.5, 0.51],
[0.5, 0.51, 1, 1]}

Increased Heart Rate {“No”, ”Yes”} {[0, 0, 0.5, 0.51],
[0.5, 0.51, 1, 1]}

Panic {“Low”, “Mild”, “High”}
{[0, 0, 0.33],

[0, 0.33, 0.66],
[0.33, 0.66, 0.99]}

Anxiety {”No”, “Low”, “Mild”,
“High”}

{[0, 0, 0.25],
[0, 0.25, 0.50],

[0.25, 0.50, 0.75],
[0.50, 0.75, 1]}

3.4. Membership Functions

Membership functions are essential in fuzzy logic as they represent an element’s
degree of membership in a fuzzy set. This is important because fuzzy sets have continuous
boundaries, which differ from crisp sets with clear boundaries. Membership functions
enable the representation of uncertainty and imprecision in the input data, facilitating more
flexible and nuanced decision-making. They are commonly used to perform mathematical
operations on a given dataset and are applicable across different platforms. Table 2 describes
the membership functions employed in the proposed system.

Table 2. Membership functions.

Input Membership Functions Graphical Representation of Membership Functions

Nervousness

μlow(x) =
{

0.33−x
0.33 0 ≤ x ≤ 0.33

}

μmild(x) =
{ x

0.33 0 ≤ x ≤ 0.33
0.66−x

0.33 0.33 ≤ x ≤ 0.66

}

μhigh(x) =
{ x

0.66 0 ≤ x ≤ 0.66
0.99−x

0.33 0.66 ≤ x ≤ 0.99

}
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Table 2. Cont.

Input Membership Functions Graphical Representation of Membership Functions

Sweating
μno(y) =

{
y−0

0 0 ≤ y ≤ 0.51
0.52−y

0.01 0.51 ≤ y ≤ 0.52

}

μyes(y) =
{

y − 0.51 0 ≤ y ≤ 0.51
1−y

0 0.51 ≤ y ≤ 0.52

}

 

Trembling
μno(t) =

{ t−0
0 0 ≤ t ≤ 0.5

0.51−t
0.01 0.5 ≤ t ≤ 0.51

}

μyes(t) =
{

t − 0.5 0 ≤ t ≤ 0.5
1−t

0 0.5 ≤ t ≤ 0.51

}

 

Increased
Heart Rate

μno(u) =
{ u−0

0 0 ≤ u ≤ 0.49
0.5−u
0.01 0.49 ≤ u ≤ 0.50

}

μyes(u) =
{

u − 0.49 0 ≤ u ≤ 0.49
1−u

0 0.49 ≤ u ≤ 0.5

}

 

Panic

μlow(x) =
{

0.35−x
0.35 0 ≤ x ≤ 0.35

}

μmild(x) =
{ x

0.35 0 ≤ x ≤ 0.35
0.7−x
0.35 0.35 ≤ x ≤ 0.7

}

μhigh(x) =
{ x

0.7 0 ≤ x ≤ 0.7
1.05−x

0.35 0.7 ≤ x ≤ 1.05

}
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Table 2. Cont.

Input Membership Functions Graphical Representation of Membership Functions

Anxiety

μno(z) =
{

0.25−z
0.25 0 ≤ z ≤ 0.25

}

μlow(z) =
{ z

0.25 0 ≤ z ≤ 0.25
0.5−z
0.25 0.25 ≤ z ≤ 0.5

}

μmild(z) =
{ z

0.5 0 ≤ z ≤ 0.5
0.75−z

0.25 0.5 ≤ z ≤ 0.75

}

μhigh(z) =
{ z

1 0 ≤ z ≤ 1
1−z
0.25 0.75 ≤ z ≤ 1

}

 

3.5. Defuzzification

Defuzzification is the process of converting fuzzy logic sets and related membership
degrees into a calculable or quantifiable output in crisp logic. Fuzzy logic is a form of
reasoning that deals with imprecise or uncertain information, while crisp logic deals with
precise or certain information. Defuzzification takes the fuzzy input and output values
from a fuzzy set and converts them into a crisp value that can be used for decision making.
There are several methods for defuzzification, including the centroid method, mean-of-
the-maximum method, and weighted-average method. Each method has advantages and
disadvantages, and the choice of method depends on the specific application and the
desired level of accuracy.

Figures 5–7 show graphical representations of the defuzzification. Figure 5 shows
the control surface; the yellowish color represents the anxiety level, bluish represents the
sweating, and greenish represents the nervousness in the patient. We can see that anxiety
levels gradually increased after giving two predictors, sweating and nervousness. Figure 6
shows the control surface, in which the yellowish color represents the anxiety levels, bluish
represents the panic, and light-blue color represents increased heart rate in any patient. We
can see that after giving another two predictors, panic and increased heart rate, the anxiety
level reached a new value. Figure 7 shows the control surface, in which the yellowish color
represents the anxiety levels, bluish color represents the trembling, and the greenish color
represents panic in any patient. Here, we can see that the anxiety level drastically increased
after giving symptoms of trembling and panic. This illustrates how different symptoms
can be mapped to different fuzzy sets and how defuzzification can convert these fuzzy sets
into crisp values for decision making.

 

Figure 5. Surface inputs (X—Sweating and Y—Nervousness) and output (Anxiety).
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Figure 6. Surface inputs (X–Panic and Y—Increased Heart Rate) and output (Anxiety).

 

Figure 7. Surface inputs (X—trembling and Y—panic) and output (anxiety).

4. Demonstration and Evaluation

The demonstration-and-evaluation phase consisted of three activities. The experiment
results generated using MATLAB were discussed in the first activity, while the second
activity featured the prediction of anxiety by the fuzzy expert system. The third activity
featured a detailed description of the comparative evaluation of the proposed system and
a discussion.

4.1. Experimental Results

MATLAB is a widely used tool in scientific computing, image processing, data visual-
ization, and numerical computation. In this study, it was used to calculate the experimental
results. The figures, specifically Figures 8–11, illustrate the use of MATLAB in the determi-
nation of anxiety levels based on certain factors, such as nervousness, sweating, trembling,
increased heart rate, and panic.

Figure 8 outlines the criteria for assessing anxiety levels without any or with low
factors. If nervousness, sweating, trembling, increased heart rate, and panic were absent or
low, the anxiety level was considered as “No.”

Figure 9 outlines the criteria for assessing anxiety levels when some factors are present.
If nervousness is low, sweating is absent, trembling is present, increased heart rate is not
present, and panic is mild, then the anxiety level is considered “Low.”
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Figure 10 outlines the criteria for assessing anxiety levels when several factors are
present. If nervousness is mild, sweating, trembling, and increased heart rate are present,
and panic is mild, then the anxiety level is considered “Mild.”

Figure 11 outlines the criteria for assessing anxiety levels when most factors are high.
Specifically, if nervousness, sweating, trembling, increased heart rate, and panic are all
high, then the anxiety level is considered “High.” In summary, MATLAB was utilized to
calculate the experimental results. Figures 8–11 demonstrate the use of MATLAB in the
determination of the anxiety levels based on specific factors, such as nervousness, sweating,
trembling, increased heart rate, and panic. We set the range from 0 to 1. If we changed
the value of ‘No’ or any other symptom to “Mild” or “High,” the anxiety levels changed
accordingly. This is because the levels were solely based on the input ranges. The figures
below demonstrate how the different range values affected the anxiety levels.

 

Figure 8. Lookup diagram for no anxiety.

 

Figure 9. Lookup diagram for low anxiety.
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Figure 10. Lookup diagram for mild anxiety.

 

Figure 11. Lookup diagram for high anxiety.

4.2. Anxiety-Prediction Fuzzy Expert System

The anxiety-prediction system uses various anxiety-related symptoms as inputs from
the user. These symptoms include nervousness, sweating, trembling, increased heart rate,
and panic. By analyzing these inputs, the system can predict the user’s anxiety levels,
which can be categorized into four levels: no anxiety, low anxiety, mild anxiety, and high
anxiety. The proposed system can be visualized as shown in Figure 12, which demonstrates
how the inputs from the user are processed and used to determine the user’s anxiety levels.
The system is designed to provide a quick and accurate assessment of the user’s anxiety
level, which can be used to inform treatment decisions or track progress over time.
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Figure 12. Proposed anxiety-prediction system.

4.3. Comparative Evaluation of the Proposed System

The data were collected from the research center of Shalimar Hospital in Lahore,
Pakistan. The data were organized during the examination of patients in the outpatient
department (OPD). Doctors diagnosed the disorder by collecting the symptoms, which
were subsequently used to evaluate the accuracy and results of our system. Table 3 presents
a comprehensive assessment of the performance of our proposed anxiety-prediction system
by comparing the results obtained from the experts’ opinions, medical reports, and our
system. To evaluate the accuracy of our system, we tested it on the patient data from
Shalimar Hospital. We compared the results obtained from our system with the doctors’
reviews and the patients’ medical reports. By comparing the results from the expert
opinions, medical reports, and our proposed system, we identified any discrepancies and
assessed the overall accuracy of our system. The comparison also helped to identify areas
in which the system may need further improvement. Our proposed system showed an
accuracy of 87%. We determined the accuracy by comparing our results with the medical
records, using the data for 15 patients. Our proposed system correctly predicted the anxiety
levels of 13 patients. We estimated the accuracy using the formula (100/15 × 13). Table 3
provides a comprehensive assessment of the overall performance of our proposed system,
which can be used to inform future developments and improve the system’s accuracy.

Patient 1 has high anxiety according to the expert opinion and medical reports; our
system also accurately established that this patient has high anxiety. Furthermore, patient 2
has high anxiety according to the expert opinion and medical reports, and our system also
accurately predicted the high anxiety of this patient. Patient 3 has no anxiety according
to the expert opinion and medical reports, which our system also accurately predicted.
Patient 4 has low anxiety according to the expert opinion and our proposed system, while
the medical report suggests that the patient has mild anxiety. Patient 5 has no anxiety
according to the expert opinion, the medical report, and our proposed system. The data
were collected in a random manner. We evaluated a total of 15 patients in Table 3. A total
of three patients showed high anxiety, five showed low anxiety, five showed no anxiety,
and two showed mild anxiety.
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Table 3. Comparative evaluation.

Patients Expert Opinions Medical Reports Proposed System

Patient 1 High Anxiety High Anxiety High Anxiety

Patient 2 High Anxiety High Anxiety High Anxiety

Patient 3 No Anxiety No Anxiety No Anxiety

Patient 4 Low Anxiety Mild Anxiety Low Anxiety

Patient 5 No Anxiety No Anxiety No Anxiety

Patient 6 Low Anxiety Low Anxiety Low Anxiety

Patient 7 Low Anxiety Low Anxiety Low Anxiety

Patient 8 Low Anxiety Low Anxiety Low Anxiety

Patient 9 No Anxiety No Anxiety No Anxiety

Patient 10 Mild Anxiety Mild Anxiety Mild Anxiety

Patient 11 No Anxiety No Anxiety No Anxiety

Patient 12 High Anxiety High Anxiety High Anxiety

Patient 13 High Anxiety High Anxiety Mild Anxiety

Patient 14 Low Anxiety Low Anxiety Low Anxiety

Patient 15 No Anxiety No Anxiety No Anxiety

We evaluated our system by comparing its results with expert opinions and the results
from medical reports. The expert opinion represented the doctor’s diagnosis before any
medical results were reported. The medical reports represented the results from the GAD
test, which is essentially a test to examine anxiety disorder. After comparing the results
of our system with expert opinions and medical reports, we determined the accuracy of
our system. Table 3 compares three results from our system, the expert opinions, and the
medical reports. It displays the anxiety levels predicted by each source for each patient. The
proposed system exhibited an accuracy of 87%, accurately predicting the anxiety level of 13
out of 15 patients. We also compared these results with previous research on the same issue.
This comparison with previous research indicated that the proposed system outperforms
the models developed by Boukhechba et al. [21], Dhyani et al. [22], and Borse et al. [23] in
terms of accuracy. The comparison of the results from different sources helped to identify
discrepancies and assess the system’s overall accuracy. This study’s findings can be used to
inform future developments and improve the accuracy of the system.

5. Answers to Research Questions

The answers to the research questions were formulated at the beginning of this research.
RQ1. Which symptoms can lead to anxiety in a patient?
Anxiety can manifest in many ways and the symptoms can vary from person to person.

Some common anxiety symptoms include nervousness and panic, excessive sweating,
trembling, increased heart rate, and restlessness.

In Asian countries, such as Pakistan, where there are high stress levels due to various
factors, such as financial instability, political turmoil, and societal pressure, anxiety can be a
prevalent issue. Additionally, cultural factors, such as the stigmatization of mental health
issues and a lack of awareness and education, can further exacerbate the problem.

RQ2. How much accuracy can be obtained by predicting anxiety at certain levels?
Th prediction of anxiety at certain levels can be challenging due to the complex nature

of the disorder and the variability of symptoms from person to person. Anxiety can occur
in short-term and long-term forms and present differently depending on the individual. It
is important to carefully select the symptoms to use as indicators of the disorder to predict
anxiety at different levels accurately. A proposed system was developed in a research study
to predict anxiety at four levels. The system used a combination of patient symptoms
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and medical reports to predict anxiety levels. The study’s results were then compared to
patients’ medical reports and expert opinions. The system was found to have an accuracy
of 87% in predicting anxiety levels. This suggests that the system accurately identified the
different anxiety levels in the studied patients.

It should be noted that the system’s accuracy may vary depending on the population
studied and the specific symptoms used as indicators of the disorder. Further research
is needed to validate the system in different populations and to improve its accuracy.
However, the results of this study provide a promising start in the development of effective
tools for predicting anxiety at different levels.

6. Conclusions and Future Work

This paper proposed an expert system that utilizes fuzzy inference techniques to
provide an objective and reliable method for detecting anxiety levels in patients early. The
proposed system’s success in achieving an accuracy of 87% an Asian country, Pakistan,
is noteworthy and provides hope for the early-stage diagnosis and treatment of anxiety
disorders. The proposed system is an innovative approach that aims to predict the levels of
anxiety in patients by using a combination of fuzzy enhanced rule-based sets and patient
symptoms as inputs. Our results indicate that the system has a level of accuracy that is
comparable to an expert opinion, which can potentially assist clinicians in diagnosing and
treating anxiety disorders. However, a limitation of this work is that it only predicted
anxiety and did not predict other psychological disorders, such as depression. In future
work, the system’s scope can be expanded to predict the outputs based on the symptoms
of both anxiety and depression, thereby providing a more comprehensive assessment of
a patient’s mental health. By addressing the limitations of this work and incorporating
more symptoms and relevant information, the system’s accuracy can be further improved,
making it more useful to medical professionals in providing accurate assessments and
treatment recommendations for patients. Overall, this expert system represents a promising
tool for the early detection and treatment of anxiety disorders.
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Abstract: A number of recent studies have shown that wastage and inefficiency are a significant
problem in all global healthcare systems. One initiative that could radically improve the operational
efficiency of health systems is to make a paradigm shift in data ownership—that is, to transition
such systems to a patient-centric model of data management by deploying blockchain technology.
Such a development would not only make an economic impact, by radically cutting wastage, but
would deliver significant social benefits by improving patient outcomes and satisfaction. However,
a blockchain-based solution presents considerable challenges. This research seeks to understand
the principal factors, which act as barriers to the acceptance of a blockchain-based patient-centric
data management infrastructure, in the healthcare systems of the GCC (Gulf Cooperation Council)
countries. The study represents an addition to the current literature by examining the perspectives
and views of healthcare professionals and users. This approach is rare within this subject area, and is
identified in existing systematic reviews as a research gap: a qualitative investigation of motivations
and attitudes among these groups is a critical need. The results of the study identified 12 key barriers
to the acceptance of blockchain infrastructures, thereby adding to our understanding of the challenges
that need to be overcome in order to benefit from this relatively recent technology. The research is
expected to be of use to healthcare authorities in planning a way forward for system improvement,
particularly in terms of successfully introducing patient-centric systems.

Keywords: blockchain; blockchain barriers; blockchain in healthcare; future of healthcare blockchain;
GCC countries

1. Introduction

In most countries today, the efficiency of healthcare systems is critical. Yet few, if any,
nations can claim that there is not a high level of wastage inherent within their existing
health infrastructure [1]. According to a 2023 report by the Peter G. Peterson Foundation,
for example, as much as 25% of healthcare expenditure in the US alone is considered
wasteful, which amounted, in 2021, to some USD 1.2 trillion annually [2,3], while various
other studies have found that similar problems beset all OECD countries [4,5].

One of the principal reasons for this inefficiency lies in the complex and multi-
dimensional interactions between various (healthcare system) stakeholders, ranging from
primary care actors (clinical practitioners) and the patients themselves, to hospitals and
national governments [4,5]. The result, without exception, has been the deployment of
technology in a disparate and non-integrated way, by using different digital platforms for
different parts of the system. This leads to a number of serious issues, resulting from an
inability to find and exchange patient data across multiple health providers and related
organisations [6], including increased costs, high error rates, knowledge mismanagement,
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poor quality of care [7] and higher mortality rates [6]. Yet, creating an integrated system
retrospectively has proved a formidable challenge.

In the past few years, however, a powerful, cost-efficient, and—in principle—technically
viable solution has emerged: blockchain. This is essentially a form of distributed (de-
centralised) database, which means that the database on which transactions are recorded
is shared by several participants (called nodes) in the blockchain. Such a decentralised
infrastructure allows for a faster, more secure transaction process, which all participants
can trust.

The evidence is clear [4,8,9] that blockchain offers a major opportunity to develop
healthcare systems across the world to better meet evolving societal and economic develop-
ment goals. However, while the technology is being increasingly implemented [6,10–12],
it is, according to the World Economic Forum, still “massively under-utilised in global
healthcare” [12]. There have been a number of studies that have investigated why this is the
case. One such study, for example, highlighted the importance of perceived security in en-
couraging the adoption of blockchain [13–15], while others have found that a government’s
published position on the technology has a significant effect on adoption levels [13,14,16].

These studies have contributed significantly to our knowledge, indicating that ac-
ceptance of the technology by various stakeholders remains an impediment to adoption.
However, these studies have all had a relatively narrow focus on specific issues. There are
few studies that have examined the barriers to blockchain adoption by considering a wider
range of general factors, such as administrative challenges, usability issues, future-proofing,
and regulatory frameworks, from the direct perspective of professionals involved, either
internally or externally, in the healthcare system [17–19]. Existing systematic reviews have
also identified a research gap in this area. For example, Tandon et al. [20] conducted an
extensive systematic review of the literature on blockchain in healthcare specifically, and
noted among their recommendations:

based on the gaps explicated from the review, implications arise for the need to broader
disciplinary and particularly methodological coverage of the research to advance the
current understanding of the field. For example, research based on survey methodology or
interviews can enhance the understanding of e.g., the challenges and barriers inhibiting
user adoption. (p. 20)

Similarly, Yang et al. [21], addressing a business context but identifying issues that
arise equally in healthcare, observe that

there is also a lack of empirical studies examining the incentives leading business orga-
nizations to invest in and adopt blockchain technology. Indeed, knowledge about the
reasons for adopting and using blockchain technology in private and public organizations
is rather scarce. We suggest that future studies investigate the motivations associated
with blockchain adoption and how these motivations influence how blockchain initiatives
are implemented and managed in companies. (p. 4480)

Insights into the nature of barriers and inhibitions to user adoption that arise from the
attitudes, motivations, and understandings of participants in the specific area of activity are
exactly the motivation behind this study, as such insights will support healthcare providers
in providing more holistic and efficient systems, yielding a broad range of societal benefits.

This study aims to address this issue by identifying key challenges/barriers to the
acceptance of a blockchain-based patient-centric data management system, as a first step
towards the development of effective solutions. To achieve this, this study analysed (using
thematic analysis) the data collected from semi-structured interviews with 30 professionals
working in the healthcare systems of the countries of the Gulf Cooperation Council (GCC).
This study explored the research question (see below) across the GCC region, as opposed to
a single country, for a number of reasons. Principal among these reasons was the fact that
the GCC countries face several similar challenges in the healthcare field, such as a disease
burden that includes communicable and non-communicable diseases, mental health issues,
and accidental injuries. Addressing this issue will require an innovative and cost-effective
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strategy [22]. Given that the GCC countries each have government-funded healthcare
models, and that the GCC Charter, formulated in 1981, states that the region’s nations
should ‘coordinate and integrate’ on joint economic and social ventures [23], it was decided
that the study could meaningfully and usefully encompass all nations in the region. As the
GCC countries share many cultural, social, and economic characteristics [22,23], the results
of the study are expected to be broadly generalisable, though with some limitations. This
will be discussed further at a later stage in this report.

A qualitative approach was adopted, as implied by Tandon et al. [20], in order to
gain informed, expert opinion which reflects the true, on-the-ground problems that face
healthcare providers in implementing a blockchain approach to healthcare infrastructure.
This is a crucial precursor to potential future quantitative research. In particular, the paper
seeks to provide insights related to the research question:

RQ: What are the main user acceptance barriers to adopting blockchain-based
patient-centric data management systems in the GCC healthcare sector?

This paper is structured as follows. Section 2 provides a review of the background, in
terms of blockchain-based patient-centric data management systems in healthcare, against
which we construct our study. Following this, the research methodology, results, and
discussion are presented. Lastly, the conclusions of the study are provided.

2. Theoretical Background

There are conflicting claims in the existing literature about the potential benefits that
could be delivered by the adoption of blockchain-based ICT solutions in healthcare envi-
ronments. Many researchers make broad and substantial claims for these benefits. These
range from improved data and record management [24,25] to more effective containment
of pandemic instances, such as COVID-19 [26,27]. Further, there exist several meta-studies
of the blockchain for healthcare development literature, which identifies a wide range of
potential use cases for the technology. In general, however, these use cases can be grouped
into three main areas: clinical trial improvement, pharmaceutical supply chains, and data
ownership (specifically, patient-centred data management systems). We will briefly discuss
these in turn.

According to research in [28], the cost of clinical trials approximately doubled between
2008 and 2019. There are a number of reasons for this, such as the inflationary cost
of materials, the increasing complexity of regulations, and higher costs associated with
collecting, managing, and analysing data. Some of these issues could be entirely eliminated
through the implementation of blockchain technology. In fact, blockchain-based systems
could effectively revolutionise clinical trial management, by enabling the automation
of aspects such as site pre-screening, protocol approvals (such as patient consent, etc.),
participant enrolment and monitoring, data collection and compliance, and analysis and
reporting [29].

Automating these aspects of clinical trials in a secure, trusted, transparent, and au-
ditable way would radically improve the efficiency of the process. The savings, in terms of
both cost and time, could be invested in improving patient care and the development of
innovations that would move the healthcare industry forward [30].

There are claims that supply chains, too, could be radically improved through the
use of blockchain. Consider, for example, prescription drugs. These are, according to
the US National Library of Medicine, the largest counterfeit market in the world, esti-
mated to be worth up to USD 432 billion [31,32]. The WHO (World Health Organisation)
reports [33] that up to 10% of medical products worldwide are counterfeit or substan-
dard [34,35], resulting in the death, globally, of more than a million patients every year due
to counterfeit pharmaceuticals.

The probability of totally eliminating such criminal activity in the short term is low.
However, it is perfectly realistic to reduce the level of crime significantly, through better
monitoring and control of supply chains. It is argued that this can be achieved through
the use of blockchain. ID (identification) markers can embedded on all products, facili-
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tating full and accurate accountability at every stage of the supply chain by using smart
contracts, which are programs stored on blockchain that execute automatically when pre-
determined conditions are met [6], allowing stakeholders to resolve issues concerning
product provenance directly between themselves, without the need for unreliable middle-
men [36]. This makes the supply chain not merely less vulnerable to corruption, but also
more cost efficient.

The third area where it is argued that blockchain could deliver major benefits is by
changing the current model of data ownership to patient-centric data management systems.
By using blockchain, the need for third-party data management could be eliminated,
allowing individuals to have more control over their medical information through specific
apps. This has several significant benefits, such as allowing patients to more easily access
test results and medication lists, manage appointments, and contact health and care staff
when needed [6]. Such an approach would not merely improve patient outcomes, but
would significantly and positively impact system efficiency in terms of the use of resources.
In fact, if properly implemented, patient-centric data management has the potential to
produce the best possible outcomes in a healthcare context [6,37,38]. For these reasons,
patient-centric systems are considered by many to be the ‘holy grail’ of healthcare [39],
offering a full restructuring of health systems [6,37,38] and delivering a wide range of
economic and social benefits.

While there are several important studies that examine the possibility of blockchain
as a basis for patient-centric models [6,11,37], these are all proposals based on theoretical
constructs or existing technical knowledge; they are in several respects controversial and
do not address the question of whether the technology will be regarded as acceptable from
the perspectives of specific and relevant professionals. The present study is different in that
it addresses this key aspect.

While many benefits of using blockchain in the healthcare sector are widely proclaimed,
a range of factors combine to make the adoption of the technology less straightforward
and slower than proponents would like [6,40,41]. One of these factors is that blockchain
is still considered to be in its relatively early stages of development, and some significant
challenges remain concerning privacy, security and scalability [42]. Another challenge
that would need to be overcome, before blockchain can be successfully implemented in
healthcare on a wide scale, is the large volume of data concerned. According to a 2020
OECD report [4], storing full electronic medical records or genetic data on blockchain
would be costly and inefficient because of the constraints of replicating the blockchain
across every network node [43], which undermines the potential of blockchain as a basis
for patient-centric data management. The challenges of using very large volumes of data
on blockchain have also been identified in other contexts, such as supply chains [6,44,45],
which have to be set against the potential advantages of blockchain, such as combatting
counterfeiting in this area.

Other problems which arise in the implementation of blockchain include “a lack of
standardisation, accessibility, ownership, and change management” [46]. Possibly one
of the most significant issues, however, is the need for interoperability between different
blockchains. This is because healthcare infrastructures are complex, and would typically
involve a number of different blockchain ecosystems. These ecosystems would need to talk
seamlessly to each other. However, while interoperability is a significant challenge, viable
solutions are beginning to emerge [6,44].

The challenges described above have not completely prevented the adoption of
blockchain in healthcare. In fact, the technology is beginning to find acceptance in health-
care environments for a range of administrative and clinical use cases, such as the man-
agement of medical records, remote patient monitoring, pharmaceutical supply chains,
insurance claims, and data analytics [47]. Yet, as already noted, the proclaimed potential of
blockchain technology is far from being realised. This is because one of the most important
areas in which blockchain can contribute to social development by helping to revolu-
tionise healthcare is in the third category mentioned above: developing patient-centred
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data management systems. While there have been some attempts to build patient-centric
systems, most have not been as successful as originally hoped [48]. The reasons for this
lack of success are unclear, though there is some evidence that inhibiting factors include
concerns—by patients, administrators, and clinical staff—over data confidentiality, integrity,
and availability [49]. Although there have been a few other studies of the lack of success of
similar blockchain projects in the education sector, these have either focused on a specific,
pre-identified, adoption barrier [50,51] or have been metastudies that address difficulties
only at a very general level [52]. They therefore shed little light on the issues that face the
healthcare sector, in terms of blockchain adoption, and specifically the challenges involved
in delivering patient-centric systems.

It is this gap in knowledge that this paper attempts to fill. It aims to better understand
the challenges that health authorities must overcome if blockchain solutions are to be
successful at scale in creating patient-centred data management models. We deploy a
qualitative methodology that collects data from a range of stakeholders—administrators,
clinical staff, and patients—and analyse these data to identify key issues. While it is
true that there is a considerable number of papers on blockchain, most focus narrowly on
potential benefits [25,29,53,54]. There are few studies that deploy a qualitative methodology
to explore the concerns of the full base of stakeholders. This paper aims to address this.

3. Research Method

The aim of this research is to identify the principal barriers to the acceptance of
blockchain in healthcare. In particular, we seek to gain insights into acceptance barriers that
inhibit the adoption of blockchain-based patient-centric data management systems in the
GCC. While there is likely to be a range of significant barriers to adoption in any healthcare
environment, there are several aspects of the GCC context (as they share a similar culture
and society) that may produce unique and specific barriers. These include, in particular:

• Cultural Factors: Most GCC healthcare systems will use their own unique and familiar
record-keeping and data-sharing practices. There may therefore be a strong resistance
to disrupting these processes.

• Regulatory Environment: Blockchain technology may not easily align with the regula-
tory frameworks of the GCC, particularly in terms of data protection and cross-border
data exchange.

• Technological Readiness: Blockchain systems may require technical infrastructures
and levels of digital literacy among the (staff) population which may not yet exist, and
will take significant time to develop.

• Distrust: As a new technology, blockchain may engender distrust in healthcare profes-
sionals and patients in the GCC, which may be difficult to overcome.

This study set out to identify any barriers to acceptance that may arise from these
factors, and others. To achieve this aim, we analysed semi-structured interviews from a
sample (N = 30) of professionals and potential service users, using thematic analysis, in
order to identify patterns in participants’ views and attitudes [55–57]. Several key areas
relating to blockchain, in the context of healthcare, were covered, including:

- The nature and benefits of blockchain in healthcare;
- Internal and external attitudes towards the ideological and practical aims of delivering

patient-centric data systems;
- Aspects of departmental/organisational culture that could hinder blockchain initia-

tives in the field of data ownership;
- Perceived barriers, either internal or external, to the development of blockchain appli-

cations;
- The implications of slow progress towards patient-centric data management systems.

The interviews were conducted in two phases:

- Structure and format: Prior to carrying out the interviews, primary open-ended
questions were developed to provide the basis for follow-up. All questions were
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constructed in such a way as to avoid ‘leading’ the interviewee, which can result
in bias.

- The interview processes: The time given to each interview was approximately the
same (1 h). Consistency and validity were promoted through the use of field notes.

To help ensure that the proposed questions would deliver the depth and scope of the
data required for the study [55,58–60], three pilot interviews were conducted before inter-
viewing the full sample. The pilot process indicated that the relevant areas of investigation
(described above) were adequately covered.

3.1. Sampling

This study employed a combination of purposeful and snowball [58,61,62] sampling
techniques. Such a combination allowed the researchers to benefit from the advantages
of both techniques [63–65]. While purposeful sampling was used to identify participants,
who were highly informed on the topic in question, which helped to ensure that data was
accurate and relevant, the snowball technique allowed the researchers to enlarge the sample
to other, similarly expert, participants. This helped this study achieve richer and more
comprehensive results.

The majority of the sample were professionals in the healthcare system with a clear
perspective of the benefits and implications of introducing blockchain processes in deliver-
ing patient-centric systems, though it was also important to gather the views of other key
stakeholders. Potential participants were as follows:

- Responsible for the development and/or management of administrative or clinical
departments within national healthcare systems;

- Experienced in the design and implementation of blockchain projects;
- Other stakeholders in a patient-centric data management system (individuals not

necessarily professionally involved with healthcare delivery).

The initial (purposeful) process of selecting participants was carried out by identifying
appropriately qualified professionals on LinkedIn. After a comprehensive review of profiles,
70 invitations to participate were made, outlining the purpose of the study and emphasising
its ethical construction. This resulted in 20 suitably qualified professionals volunteering
to participate in the study. These professionals then recommended a further 10 potential
participants. The final sample size was 30. All were based in GCC countries, and each
country was represented by an (approximately) equal number of participants, in order to
minimise the possibility of bias towards any country’s perspective (Table 1).

Table 1. Summary of details of interviewees.

Participant No. Job Title Years of Experience Country

P1 Professor of Cryptology 16 UAE

P2, P3 Academic Advisor in Blockchain 6 Bahrain

P4 Post-doctoral Researcher in Blockchain Systems 4 Bahrain

P5 Clinical Practice Manager 13 Oman

P5, P6 Lecturer in Information Technology 11 Saudi

P7 Professor in Computer Engineering 7 Saudi

P8 Multidisciplinary Team Leader in Healthcare 6 Oman

P9 Clinical Practice Manager 8 UAE

P10 Hospital CEO 10 Bahrain

P10, P11 Pharmaceutical Product Manager 7 Kuwait

P12 University IT Developer 5 UAE

P13 Healthcare Manager 3 Qatar
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Table 1. Cont.

Participant No. Job Title Years of Experience Country

P14 Clinical Operations Manager 3 Kuwait

P15 Project Manager, IT 4 Saudi

P16 Professor in Informatics 14 Oman

P17 Associate Professor in Software/IT 7 Oman

P18 Ph.D. Student in Distributed Ledger
Technology 4 Qatar

P19 Clinical Operations Manager 11 UAE

P20, P21 Senior Healthcare Scientist 12 Saudi

P22 Professor in Computer Engineering 7 Kuwait

P23 Professor of Blockchain Technology 5 Qatar

P24 Professor in Informatics 14 Saudi

P25, P26 Director of Healthcare Services 12 Bahrain

P27 University IT Manager 4 Kuwait

P28 Director of Healthcare Services 10 Saudi

P29, P30 Hospital CEO 17 Qatar

3.2. Data Collection

The 30 interviews which form the basis of this study were conducted over a two-month
period. All original interviews were conducted in Arabic, and analysed in Arabic, with
excerpts translated into English for the purposes of this report. Due to the diversity of
geographic locations, interviews were carried out using online meeting platforms (Zoom,
etc.) and were recorded using the platform’s tools.

All appropriate ethical guidelines were followed in conducting the research. Before
each interview, the purpose and scope of the study were explained to the participant, and
it was emphasised that there were no correct or incorrect answers to any question. Written
assurances of full confidentiality were also provided, together with an explanation of how
the data would be used. Each participant was informed that they could withdraw their
participation at any time, and no part of any interview was recorded without full and
explicit permission from the interviewee. All participation was voluntary, and no incentive,
financial or otherwise, was offered to any participant.

Each interview contained 17 questions, and the process was meticulously designed
to ensure that the questions were both rigorous and relevant to our study’s goals (all the
questions are presented in Appendix A, together with a description of how the questions
were designed). As the interviews were semi-structured, the questions were open-ended
and conformed to a predetermined thematic framework [62]. This framework covered the
broad areas described above. Example questions were the following:

- What benefits do you feel could be gained from deploying blockchain applications
in healthcare?

- Do you feel that patient-centric data management is a desirable policy objective? Why?
- How realistic is any plan to implement patient-centric data infrastructures within your

departmental framework?
- How do you think (health) service users will respond to patient-centric data management?
- Could failure to implement patient-centric data management have long-term conse-

quences, either good or bad?

Following the interviews, each recording was matched against the field notes by two
independent researchers. This helped to ensure the accuracy and consistency of data in
preparation for the coding and analysis phase.
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3.3. Data Analysis

As noted above, the study used thematic analysis [66] to identify themes in the
interview data. The steps involved were as follows:

- Initial coding: Segment-by-segment coding to identify similarities in interview content.
- Focused coding: Codes thought to be of particular significance are grouped to form patterns.
- Theme search: Focused codes were recorded to facilitate the identification of groups

that shared attributes of meaning. These sub-themes were then examined for higher-
level commonalities to form main themes.

- Theme identification: This used (a) internal homogeneity (meaningful coherence
within themes) and (b) external homogeneity (a clear and identifiable distinction
between themes) to identify themes [58].

4. Results

As a result of the analysis, 4 main themes and 12 sub-themes connected to barriers to
the adoption of blockchain (in healthcare) emerged (Table 2).

Table 2. Main themes and sub-themes.

Main (Barrier) Themes Sub-Themes

Administrative and Management

Knowledge and Skills Recruitment
Funding and Financial Support
Management Commitment
Security

User Perspectives Ease of Use
Privacy and Data Use

Future Proofing

Scalability
Interoperability
Standardisation
Sustainability

Regulatory Issues Compliance
Governance and Liability

4.1. Administrative and Management

This theme contains four sub-themes. We will look at each in turn.

4.1.1. Knowledge and Skills Recruitment

The participants expressed a wide variety of concerns about the specialist knowledge
and skills required to successfully implement blockchain solutions. However, there was
general agreement among all participants, including those not professionally involved
in healthcare, that the advanced and immature nature of blockchain would represent a
particular challenge in terms of recruitment. According to one participant, for example:

Blockchain is still relatively new on the scene, and it’s a complex area. I realise that there
are quite a few suitably qualified people around, but most of these have been swept up
by private and high-paying enterprises. My guess would be that it would prove quite a
challenge to find the number and type of staff required over the short or medium term.

Another participant emphasised the difficulties of recruitment, saying:

It will be tough enough to find the technical development staff needed, but there’s also the
senior project management people to worry about. They need to be highly experienced in
the strengths and limitations of blockchain technologies, and they’re few and far between
at the moment.

One participant, who is not a healthcare professional, commented:
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I’m not an expert in blockchain, but I know it’s what makes cryptocurrencies such as
bitcoin work, so I would imagine there’s a high demand for blockchain specialists in the
crypto sector. That might make it hard for the healthcare industry to find the right people.

It is clear from these comments that the participants consider the practical challenge
of system development to be a significant issue in itself, quite apart from any ideological or
policy concerns.

4.1.2. Funding and Financial Support

One sub-theme that was easily identified from the interview data was connected
to cost. Several participants pointed out that blockchain projects are expensive to fund,
and, as the technology is relatively new and untried in healthcare, projections of return
on investment are not easy to make. Other interviewees mentioned that the nature of
blockchain, which requires considerable computing power, could make systems expensive
to run, so careful thought would have to be given to how they would be funded on an
ongoing basis. A typical comment on this point was as follows:

Using blockchain to build a patient-centric data management system sounds good idea
on the face of it, but it could be surprisingly expensive to operate. A huge amount of
information and a high blockchain transaction level is involved, which means it is likely
to be very expensive to fund the consensus protocols and cryptographic needs of the
underlying chain.

Several participants emphasised the cost element of the recruitment difficulties dis-
cussed in the skills section above. For example:

Specialist developers in DLTs [Distributed Ledger Technologies] such as blockchain are
becoming more common, but they are still relatively rare animals. Most of them are either
working in research, or are in relatively high paying posts with private companies. Health
authorities will need to be prepared to pay high rates, if they want properly qualified staff.

Other interviewees pointed out the implications of immature technologies such as
blockchain. One said:

You have to remember that, as blockchain is still relatively new and developing, the initial
cost of the project is just the start. After that, there’s likely to be an ongoing requirement for
infrastructure upgrades as the technology improves, as well as the addition of new features
and functions to meet the needs of the healthcare system as societal requirements change.

Overall, it seems that the nature of the technology, together with the relative scarcity
of qualified project managers and developers, makes cost a significant issue.

4.1.3. Management Commitment

Despite its many benefits, the nascent and unproven nature of blockchain technology
is the source of significant levels of concern at the level of senior management and policy
makers. But without a clear and positive commitment at these levels, to both the concept
of patient-centric systems and the underlying blockchain technology, adoption of the
technology is likely to be slow. As one interviewee put it:

Projects such as that under discussion require buy-in across the board, and this simply
won’t happen unless there is unequivocal backing from senior management. Personally, I
don’t see that backing from my own employer, but my experience may not be typical.

In fact, this view was quite typical, as several participants expressed a similar opinion,
though some were more explicit about the causes of management concern. For example:

There is certainly a lot of management hesitancy about moving forward with blockchain,
and I think a lot of this is connected to personal risk. New technologies like this can easily
fail due to unexpected problems, and the cost of project failure, however that’s defined, can
be high at a political, institutional and personal level. Few senior managers are willing to
take that risk.
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Other participants supported this view. One commented:

I think that management, in general terms, is playing it safe at the moment. The stakes
are high, and they’re waiting to see how other initiatives work out and whether they can
learn from them.

4.1.4. Security

Although the consensus mechanisms and decentralised nature of blockchain mean
that records are immutable and tamperproof, there remain questions over security, at
both the institutional and individual levels, which can represent significant concerns to
management and authorities. Nearly all of the participants felt that security, in one way or
another, was a serious issue for the concept of patient-centric data management systems.
According to one participant, for example:

Despite blockchain’s famously high security levels, many people would be surprised at
how vulnerable it can be. 51% attacks, for example, are well known in the Bitcoin arena
and they can happen in any blockchain context. These give cybercriminals control over
the system, which could be a disaster, particularly in a public service context.

Another interviewee remarked:

Because of a lack of standardisation, blockchain’s—and especially public chain systems—
don’t necessarily meet all of the regulatory security and privacy requirements such as the
GDPR and similar frameworks. I think this needs to be resolved before blockchain could
safely be used in healthcare systems.

While many participants commented on the institutional risks of blockchain, others
pointed to risks at the personal stakeholder level. As one participant put it:

Most members of the public will be unaware of the importance of protecting their private
key. This means they could either mislay them or use weak keys—either way, it could lead
to quite serious problems at a systemic and individual level.

4.2. User Perspectives

This theme contains two sub-themes. We will look at each in turn.

4.2.1. Ease of Use

While the majority of people today are comfortable with engaging with digital systems,
there remains a very significant minority for whom digital technology is a challenge. Some
do not engage at all. However, a healthcare system, by its nature, is fully inclusive. This
means that, if the benefits of blockchain-based patient-centred systems are to be fully
realised, they must be easy to engage with. This is not only true at the service user level,
but at the clinical and administrative level also. However, many of the study’s participants
expressed doubts as to whether the required levels of ease of use would be achieved. One
participant said:

In the end, a system like this is all about the patients. Unless they engage with it, it will
fail. This means the interface must be ultra-easy to use, and access issues such as private
keys must be simple to understand. My worry is, that a lot of people will find themselves
unable or unwilling to use the system.

Another interviewee made a similar point:

Ease of use, in my mind, is critical. Unless the apps are simple and straightforward,
engagement levels might be low. This would mean traditional record-keeping systems
would have to be fully maintained, and that could negate, or significantly reduce, the
benefits of a blockchain approach.

While the importance of engagement of service users is critical, it is also essential
that the system is accessible and easy for managers, administrators, and clinicians. The
following remark by an interviewee was typical:
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It may be 2023, but a lot of professionals in healthcare are addicted to paper-based systems.
The success of a patient-centric data management system will need something of a culture
shift. For this to happen, the benefits will need to be clear, and the system extremely easy
to use. I’m not convinced that either of those conditions would be true in the short term.

4.2.2. Privacy and Data Use

Administrative errors threaten the safety of thousands of patients worldwide every
year. Although blockchain could realistically contribute to reducing these errors significantly,
there remain a number of systemic security vulnerabilities. Some of these have been touched
upon in the security subtheme (Section 4.1.1). However, there is a related, but separate, issue
that was highlighted by many of the study’s participants. This issue is the problem of user
perceptions of privacy and appropriate data use. As one participant commented:

Although blockchain infrastructures offer high privacy levels, I would say that the large
majority of the public don’t realise this. To them, an open system which gives them control
over their own data could cause real concern. I think the authorities would have to run
comprehensive educational campaigns to correct this impression, if people are to accept
the system.

The problem of inaccurate user perceptions, resulting from a lack of blockchain aware-
ness extends to other areas related to privacy, such as data abuse. One participant, a
professional outside of the healthcare field, commented:

While, in reality, traditional record keeping systems can also be abused, there is a danger
that the public would see a more apparently open system as presenting higher risk. This
could present a problem in terms of adoption levels.

This view was echoed by another participant, who commented:

It’s ironic, really, that the privacy protections of blockchain, such as ZKPs [Zero-
Knowledge Proofs], can deliver higher levels of privacy than anything we’ve known
before, yet the average member of the public probably wouldn’t see it like that. I think
there needs to be a broader understanding of how blockchain works before systems based
on the technology will be accepted by the public.

In summary, most participants felt that there was a wide gap between reality and public
perception in terms of data privacy, and closing this gap represents a significant challenge.

4.3. Future Proofing

This theme contains four sub-themes. We will look at each in turn.

4.3.1. Scalability

The scalability of blockchain networks is an important issue in many applications. This
is particularly true with large public blockchains, which tend to have large amounts of data.
This means there is a large number of transactions (changes to data). As each transaction
must be validated through peer-to-peer verification, the network must have high scalability
(the ability to support an increasing transaction load, as well as more network nodes). This
represents a key challenge for the healthcare sector. One participant, for example, pointed
out that:

One problem is that the system under discussion is fundamentally public facing, which
means it not only must be easy to use, but it has to be real-time. Unless users see changes
pretty much instantly, they are unlikely to engage with the system. However, not all
blockchains can deliver the required scalability.

Another participant made a similar point:

In theory, the system proposed could consist of small private blockchains, which would help
to maintain scalability and speed. But this would be expensive. In practise, the chances are
that scalability, or the lack of it, would present a major challenge to healthcare providers.
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Scalability could also present issues where payments are concerned, according to
several participants. For example:

In itself, transaction speed might not be a major problem in many contexts, such as
data management. But the system will also need to allow for payment processes in some
situations, such as private consultancies, and this could be a much more serious challenge.
Scalability of the system will be essential.

This sub-theme of the results highlights that, even though blockchain has been used
in real-world applications for over a decade, scalability issues may still hinder growth
and innovation.

4.3.2. Interoperability

Historically, blockchain technology has evolved in a siloed environment, which has
led to a number of issues that have hindered the adoption of blockchain. One of these issues
is a lack of interoperability—different blockchains do not easily ‘talk’ to other systems.
Several participants identified this as a potential problem. As one interviewee put it:

It’s crucial that blockchains used in a healthcare system can interoperate, and communicate
with legacy systems. As things stand, this ability is, though improving, still limited, and
could present real challenges, in terms of enabling healthcare systems based on blockchain
to adapt to future needs easily and cost effectively.

Another participant emphasised the same point, but was a little more positive about
emerging solutions:

There’s no doubt that interoperability has been major factor in Decisions whether or not
to implement solutions based on blockchain. It’s still an important factor, but at least
realistic and viable solutions are now beginning to emerge, such as Over ledger from
Quant [Network], and Ark.

It is important to note that interoperability is not only about blockchain-to-blockchain
communications. To be effective, blockchains must also communicate with other IT systems
and applications within the healthcare infrastructure. This point was made by a number of
participants. For example:

If a patient-centric system is going to deliver on its potential, it needs to be able to exchange
data with a wide range of other systems, internal and external. I’m not convinced that
this ability exists right now, without compromising core attributes such as security
and privacy.

In short, while interoperability is improving rapidly, it is still a significant concern and
may limit options in the future.

4.3.3. Standardisation

Another significant issue is the lack of standards—each different blockchain has been
developed with its own set of protocols. This has played a large part in inhibiting mass
adoption. One participant remarked:

Standards are necessary for any technology to succeed at a global, or even national, level.
This is no different for blockchain. It’s true that the landscape is beginning to change, But
standards take time to develop and we’re not there yet. This means that there are real
risks involved with Investing huge amounts in blockchain-based healthcare systems.

The observation that blockchain standards are beginning to emerge was made by
several participants. However, most still had caveats. According to one:

It’s good to see that several industry alliances and other bodies are now collaborating to
create global blockchain standards, but we’re still some way away from a framework that
will trigger mass adoption of the technology.
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The issues of standardisation and interoperability, though separate, are also closely
connected. As one participant said:

It’s true that blockchain technology offers a range of major benefits over other data
exchange solutions, but the lack of industry standards could cause serious interoperabil-
ity issues.

4.3.4. Sustainability

Most blockchains are energy intensive to run. The implementation of systems based
on the technology may therefore not be consistent with the commitment of most countries
to become environmentally sustainable and energy efficient. For example, all 193 members
of the UN’s Sustainable Development Goals (SDGs), which include climate and clean
energy targets for 2030. This issue was a clear concern among the study’s participants. One
interviewee, for example, commented:

The energy consumption issue is a real dilemma. Most blockchains operate on a proof-
of-work basis which needs a lot of energy, which can be hard to justify, given current
concerns over climate change and so on. The alternative is proof-of-stake models, but
although they’re less energy-intensive, they’re much more complex and can lead to
system vulnerabilities.

The above comment was repeated in various forms. For example, another partici-
pant said:

Implementing blockchain could easily end up being a decision that the authorities might
regret, due to the energy demands of the system. I seem to remember that it was the power
requirements of blockchains that led to Tesla reversing their decision to allow payment
with Bitcoin in 2021. That surely tells us something about the difficulties involved.

Another participant recognised the sustainability issue, but was more positive:

Some experts think that the types of blockchain suited to use in healthcare have far lower
energy requirements than those of Bitcoin. But, even if this is the case, combatting the
negative perceptions of blockchain energy consumption won’t be easy.

The technology is evolving rapidly, and it remains to be seen whether healthcare
blockchains will encounter energy usage issues. If suitable solutions are identified, it will be
imperative to combat the negative perceptions of current blockchain energy consumption.

4.4. Regulatory Issues

This theme contains two sub-themes. We will look at each in turn.

4.4.1. Compliance

The implementation of blockchain in healthcare must comply with relevant national,
and in some cases, regional (e.g., GCC, EU, US) regulatory frameworks. These frameworks
vary according to country/region and therefore make different demands of the system.
Due to blockchain’s relatively immature technical nature, compliance is not always easy to
ensure. This was highlighted by several participants. For example:

I believe most GCC countries now have an equivalent to the EU’s [European Union]
GDPR [General Data Protection Regulation], which contains a right to be forgotten.
However, this is incompatible with blockchain’s immutability. I’m not sure how this will
be resolved.

Another participant said:

While most regulatory frameworks don’t yet have a standard for decentralised identity,
this is something that will almost certainly emerge soon. But until we know its precise
form, it will be difficult to know how easy compliance will be. It might require processes
within the blockchain system to be reengineered.
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The problem of complying with the requirements of most regulatory frameworks to
anonymise personal (sensitive) information was raised by several interviewees. For example:

The main difficulty is establishing whether the information held on the [blockchain] system
is considered sensitive. And even when this is known, there are question-marks over
whether the information can be anonymised in a way that’s compliant with regulations
such as GDPR.

4.4.2. Governance and Liability

It is important to establish a clear and robust governance model concerning interactions
between parties involved with the blockchain network. In a healthcare system, these parties
would include the network operator and its participants. While this is not, in general terms,
especially difficult in a technical or legal sense, the relatively novel nature of blockchain
could present a challenge. As one participant phrased it:

Blockchain poses a range of different risks connected to issues such as security, confi-
dentiality and data protection. However, these risks aren’t, as yet, fully understood in
practical context, so the attribution of liability needs to be carefully analysed.

Another participant made a similar point:

It is important to establish the legal structure, liability and governance model of the
blockchain systems, so that all rules, rights and obligations are legally clear. This is
critical to ensuring everyone involved, from service users to administrators can use the
system without concern.

While most blockchain healthcare systems will fulfil internal national needs, there are
situations where they may be required to function across borders. This could pose a number
of complex jurisdictional issues which require careful consideration. One participant said:

If blockchain nodes are located in different countries or regions, it’s not clear which legal
framework would be relevant. Local laws may apply, but there is some confusion over
exactly what laws would be enforceable and how they would be enforced.

4.5. Comparison of IT and Clinical Perspectives

A further analysis of the data allows for a comparison between the perspectives of the
IT specialists whose focus is on the management and delivery of IT systems and processes
and the clinical practice managers whose focus is on clinical provision. This is based on the
themes and sub-themes identified through the analysis, which are then traced through the
data. This enables us to list concerns and prospects recognised by these two groups, which
are related yet importantly different in certain respects, as follows.

4.5.1. IT Specialist Perspective

- Scalability: IT specialists must consider how well a blockchain solution can scale to
support a large number of transactions. For example, public blockchains like Bitcoin
and Ethereum can process a limited number of transactions per second, which may
not be suitable for a large healthcare organisation. Private or consortium blockchains,
on the other hand, might provide better scalability.

- Integration with Existing Systems: IT specialists have to ensure that the blockchain
solution can integrate seamlessly with existing health IT systems. This involves
considering issues like data migration, user training, and system maintenance.

- Regulatory Compliance: IT specialists must ensure that the blockchain solution com-
plies with regulations related to health data, such as the Health Insurance Portability
and Accountability Act.

- Blockchain Type: IT specialists need to decide between public, private, or consortium
blockchains. Public blockchains are open to anyone and are secured by decentraliza-
tion, but they might not be suitable for sensitive health data due to privacy concerns.
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Private and consortium blockchains, which are only accessible to invited participants,
might be a better choice for healthcare applications.

- Smart Contracts: IT specialists are likely to be interested in the potential of smart
contracts, which are self-executing contracts with the terms of the agreement directly
written into lines of code. In healthcare, smart contracts could automate many pro-
cesses, such as claims adjudication in health insurance.

- Data Standardisation: To ensure interoperability, IT specialists need to consider stan-
dardising the data stored in the blockchain.

4.5.2. Clinical Practice Manager Perspective

- Patient Engagement: Clinical Practice Managers are likely to view blockchain as a tool
for enhancing patient engagement. For example, blockchain could enable patients to
control who has access to their health data, thereby promoting a more patient-centric
approach to healthcare.

- Collaboration with other Healthcare Providers: Blockchain could facilitate collabo-
ration by creating a shared, immutable record of patient data that can be accessed
by different healthcare providers. This could lead to more coordinated and efficient
patient care.

- Cost Implications: Clinical Practice Managers must consider the cost implications of
implementing blockchain technology. This includes not only the costs involved in the
technology itself, but also training costs, maintenance costs, and potential cost savings
from improved efficiency.

- Staff Training and Adaptation: Clinical Practice Managers would need to plan for staff
training to ensure that all staff members understand how to use the new system.

- Patient Empowerment: Clinical Practice Managers may see blockchain as a way to
empower patients. With blockchain, patients could have more control over their health
data, deciding who can access it and what they can do with it.

- Improved Care Coordination: Blockchain could improve care coordination by provid-
ing a single, up-to-date, and immutable record of a patient’s health history. This could
help all providers involved in a patient’s care stay on the same page.

- Operational Efficiency: Clinical Practice Managers may be interested in how blockchain
could improve operational efficiency. For example, blockchain could speed up the
claims process in health insurance by reducing the need for intermediaries.

- Change Management: Implementing a new technology like blockchain would in-
volve significant change. Clinical Practice Managers would need to manage this
change carefully, ensuring that staff are trained, also that relationships with external
agencies and providers are developed and maintained, that patients are in certain re-
spects trained, informed, and appropriately advised, and that workflows are updated
as necessary.

4.5.3. Reflection

To aid the process of consolidating these outcomes, a further exercise was conducted
in which an IT specialist and a practice manager were interviewed and encouraged to
reflect further on the issues, on the nature and sources of their expectations surrounding
blockchain technologies, and on underlying factors critical to success.

They emphasised that the majority of clinical practice managers typically undergo a
profound process of culture change management. This process, which often occurs before,
during, and after the implementation of new systems or practices, significantly shapes their
comprehension of and approach to implementing novel technologies or changes. Their
perspectives are formulated in the context of a variety of factors, including their hands-on
professional experiences, continuous training and personal development, interactions with
colleagues and industry experts, and adherence to regulatory standards and guidelines.

In the context of healthcare settings, IT professionals serve as a pivotal force in evaluat-
ing and deploying new technologies such as blockchain. These professionals are equipped
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with the technical expertise to decipher the complexities of blockchain technology, its
potential applications, and the prerequisites for its successful implementation.

The successful integration of blockchain technology within healthcare systems is not
a task that rests solely on the shoulders of IT professionals. It demands a concerted and
cooperative effort from clinical practice managers, IT professionals, and other significant
stakeholders. Clinical practice managers bring to the table indispensable insights into
the functional needs of the clinic. Their understanding of day-to-day operations, patient
interactions, and workflow dynamics is critical to shaping the implementation strategy.

On the other hand, IT professionals employ their specialist knowledge to architect the
most effective technical solutions that meet these needs. Their expertise ensures that the
blockchain technology is tailored to fit seamlessly within the existing system, enhancing
efficiency without disrupting established workflows.

The professionals see this harmonious collaboration as the backbone of a successful
implementation strategy. It ensures that blockchain technology is not just technically
integrated, but also woven into the fabric of the clinic’s operations in a manner that
maximizes benefits, to serve the clinic and its patients optimally.

Overall, we seem to observe here that the complementary concerns of these profes-
sional groups emphasise the need, above all, for clear articulation and excellent communi-
cation between them. This will be especially critical as the implications of introducing a
new technology become clearer. For example, it was remarked that the technology should
enhance efficiency “without disrupting established workflows”; but, in general, it cannot
be expected that established workflows will, or always should, remain unaffected. This
may well at times be inconsistent with the goal of enhancing efficiency. Working out what
kinds of changes will be inevitable, which should be embraced and which should be re-
sisted, is a process that strongly depends on the collaboration, but may test the harmonious
relationship quite severely.

5. Discussion

This study has explored the barriers to the use of blockchain-based infrastructures in
healthcare, with particular emphasis on the delivery of patient-centric data management
systems, which leads to a focus on issues such as data ownership and privacy. A sample
of 30 professionals (healthcare and non-healthcare) were interviewed, and the resulting
data was subjected to thematic analysis. In total, 12 specific themes relating to barriers
were identified, categorised under four main themes: Administrative and Management,
User Perspectives, Future Proofing, and Regulatory Issues. In light of these themes, a
comparison was carried out between the perspectives of professionals from the IT domain,
on the one hand, and clinical practice management on the other.

The results of this study identified two main themes which were of equal concern
to the participants: administrative and management issues, and future-proofing issues
(Table 2). All of the sub-themes that were identified within these main themes are common
to any kind of information technology that might be used in this area, but assume particular
forms and significance in relation to the (relatively) new and unproven nature of blockchain
technology. This is a result of the fact that, while blockchain is widely recognised as
having the vast potential to drive social and economic development, by revolutionising
many business and public sector processes, it remains a developing technology and raises
questions about many of these key issues, and in particular security risk, cost, scalability,
stability and flexibility [43,67]. This study also found that issues connected to end-user
perceptions and regulation were also a concern. For example, most participants felt that
the public perception of data privacy was significantly different from the reality, and this
gap would not be easy to eliminate. This finding reflects those of a number of other studies,
such as in [68,69].

On some barriers, such as Knowledge and Skills Recruitment, there was particularly
strong agreement. Such a consensus suggests that the practical issue of system development
will be a significant challenge, separate from any political or doctrinal concerns. This is
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consistent with the findings of other studies and relevant skills and recruitment sources.
Although a similar issue could arise in relation to other technologies, it is apparently
perceived as especially serious for the case of blockchain technologies, due to the expected
competition for skills from areas such as cryptocurrencies.

Another area in which the participants were in strong agreement was management
commitment. A lack of commitment at senior levels will inevitably have a negative impact
on the adoption levels of any technology [70,71], and this lack of support for blockchain
technologies was highlighted by the majority of participants. This view is supported by
some other sources [72], who argue that there are often powerful vested interests that
oppose the wider developmental impact of blockchain technology and may do everything
in their power to hinder its implementation.

However, the general evidence from the wider field of literature is not in total agree-
ment with these observations. While there is some evidence that senior clinicians and other
medical personnel are sceptical of the technology [73,74], there is a considerable amount of
de facto evidence that senior tiers of management and policymakers are strongly in favour
of adoption—this evidence lies in the fact that blockchain is being increasingly deployed in
the healthcare sector [75,76]. However, this evidence from the literature applies only to the
general field of healthcare, not to the specific use case of patient-centric data management
systems. Further, all participants in the current study were from GCC countries, and
cultural and political factors may have played a role in biasing the results. Further research
is needed here.

Some sub-themes in the study showed a divergence of views. The barrier of interop-
erability, for example, was seen by all participants to be a major ICT development issue,
but some participants saw it as insurmountable over the short and medium term, while
others saw it as less critical, as there is evidence of viable solutions already emerging. The
literature is inconclusive on this point. Interoperability is often difficult even in cases where
there are mature standards, due to differences in implementation and the problems of
updating as technologies and standards evolve; the present state of blockchain technology
does not make this any easier. However, while there is a broad consensus that blockchain
interoperability remains a key issue [77], there are mixed views on the degree to which it is a
problem. There are now several examples of large-scale, real-world blockchain projects that
depend critically on interoperability, such as LACChain, which is a pan-regional blockchain
programme across 12 countries in Latin America and the Caribbean, which are designed to
drive social and economic development, promote financial inclusion and sustainability, and
create new efficiencies through digitisation [78]. In this case, interoperability of multiple
blockchains has been provided through a solution from Quant Network—a solution that is
‘blockchain agnostic’ and can be applied to a wide range of industries, including healthcare.
However, there is also an argument that true interoperability between blockchains is im-
possible [79] and that the solutions mentioned must therefore relax the formal definition of
a blockchain in some way. It remains to be seen whether such a relaxation may be shown
to be of particular concern in a healthcare data context.

Standardisation, which is a related but separate issue to interoperability, was also
identified as a barrier by the participants, though several observed that various standards
bodies are beginning to develop international frameworks. Nonetheless, the lack of stan-
dardisation remains an issue that inhibits the development of blockchain-based systems in
healthcare, as well as other sectors. This is because effective healthcare, and particularly
patient-centric data management, can only be delivered through the integration and data
sharing of multiple different ecosystems and legacy systems, and this requires the devel-
opment and implementation of middleware and interfaces [45,80,81]. This development
process can only be effective if the blockchain platforms are developed to a common set
of standards [82]. One can observe that organisations such as the Institute of Electrical
and Electronics Engineers (IEEE) [83] and the European Commission [84] are working
to develop and promote standards as quickly as possible, but their uptake and overall
effectiveness are not yet clear.
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Another issue that was identified as a barrier, but with different degrees of resolvability
by the participants, was scalability. Although many participants saw scalability as a barrier
to be addressed if blockchain is to fulfil its developmental potential, some pointed out that
if a system is built around private blockchains, then it could be less of an issue [85]. Other
interviewees, however, remarked that the use of private blockchains is more complex and
expensive, and so may prove impractical in many contexts. Overall, the study confirmed
the findings of other research that has looked at the issue of scalability in more general
health (and other) contexts [86,87].

Because of the nature of the kind of development under discussion in this study
(patient-centric data management), security is a particular concern. Nearly all of the
participants felt that, despite the inherent security strengths of blockchain, this remained
a serious issue. This reflects the findings of other studies, which have highlighted that
blockchain infrastructures are vulnerable [88,89]. One participant mentioned the possibility
of 51% of attacks, which are recognised as a significant risk [90]. However, we note that
the nature of the risk is not necessarily clear. In practice, these attacks, along with Sybil
attacks, seem to be a risk to the integrity of the organisation of the blockchain; they might
allow arbitrary data to be added or removed, and thus completely disrupt the operation
of systems. This may not, e.g., allow the attacker to read any personal patient-related
information directly (since such information is usually stored off the blockchain), but may
allow it to be accessed indirectly if the blockchain controls access to the patient data. We
conclude that security, and in particular the perception of security and risk, is among the
main concerns/barriers that need to be addressed.

Today, the issue of environmental sustainability forms a key part of the CSR (Cor-
porate Social Responsibility) policies of nearly all organisations. It is therefore a critical
consideration for healthcare authorities. However, most blockchains are energy intensive
to run, which has implications for sustainability. In fact, it has been reported that in some
sectors, such as education, lack of sustainability is the prime reason for low adoption rates
of blockchain [42]. The results of this study indicate that it remains a key development
issue in healthcare, although some participants were of the view that solutions were emerg-
ing. It should be noted that this study was confined to the implications of blockchain for
environmental (as opposed to social and economic) sustainability—future studies on its
implications for social and economic sustainability development would be useful.

In any context, the issues of regulatory compliance and governance are important.
But they are particularly important in public service contexts such as healthcare. In gen-
eral terms, this may be considered a complex, but uncontentious, issue. However, the
relatively novel setting of blockchain applications presents significant challenges, as there
is currently no ‘settled law’ of blockchain [12]. In other words, regulatory frameworks
and national/international governance models are yet to be fully defined. This issue was
stressed by several participants in the current study.

Overall, the result of this study suggests that the barriers to implementing a blockchain-
based, patient-centric data management system fall into two categories: those that were
supported by all participants as being a major challenge to the adoption of the technology,
and those which, while still a significant challenge, are seen as possibly having viable,
short-term solutions. For example, issues such as skills recruitment and management com-
mitment were shown to be ongoing problems without an obvious or immediate resolution,
while it is believed that interoperability and scalability can currently be addressed, at least
to some extent. This has been demonstrated by use cases in a number of sectors, including
healthcare [86,87].

Our comparison of perceptions among different groups suggests that their concerns
tend to be complementary: one way of looking at this is that they worry about the things
that fall into their own area of responsibility and can do something about them, while they
leave other concerns to others. This is a rational approach, but without excellent lines of
communication may carry the risk that issues are addressed without full consultation, lead-
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ing to conflict, dissatisfaction, loss of trust, and potentially a fall in the level of acceptance
of the whole technology strategy.

6. Conclusions

Today, improving healthcare for citizens is a key development policy objective of coun-
tries around the world. One route to achieving this, which is attracting attention from an
increasing number of governments, is to change the data ownership model by transitioning
to a patient-centric system. Such an approach can not only improve patient outcomes and
satisfaction, but increase the efficiency of healthcare resources. However, the design and
delivery of such systems is a complex issue. While a possible solution is to deploy blockchain
technology, this is still in its relatively early stages of development. Its application can present
significant challenges to ICT development and introduction—challenges that differ from use
case to use case.

This study seeks to identify the key barriers to the acceptance of blockchain-based,
patient-centric data management systems, as an important first step in achieving widespread
adoption. Unlike the few existing studies on the topic, this research examines the perspec-
tives of professionals (healthcare and non-healthcare) in order to identify and prioritise
relevant challenges. Our approach addresses a research gap identified by existing re-
views [21]. The results are expected to be of interest to healthcare bodies looking to improve
the effectiveness and efficiency of their service delivery infrastructures.

This study identified 12 barriers, which were classified into 4 main themes (Adminis-
trative and Management, User Perspectives, Future Proofing, and Regulatory Issues). Of
these main themes, two (Administrative and Management and Future Proofing) were of
most concern to participants, though the sub-themes (barriers) within these main themes
varied in their significance and potential impact on blockchain adoption. Some of the
barriers were perceived by participants to have no short-term solution, while others,
though still significant, had short-term workarounds or resolutions. Overall, the two most
challenging barriers for the immediate term were found to be (a) skills recruitment and
(b) management commitment. Any of these barriers will need to be addressed in an envi-
ronment of full and open consultation across different stakeholder groups, to promote and
enhance a “harmonious collaboration” that will be crucial to maintaining acceptance across
the organisation.

These findings have some important theoretical and practical implications for GCC
healthcare systems. GCC countries are, for example, actively working to improve their
healthcare infrastructures, and the deployment of distributed ledger (blockchain) technol-
ogy could play a key role in achieving objectives such as improved outcomes and system
efficiency. However, the adoption of such technology by users is critical to success, so
understanding barriers to acceptance is key. The identification of these barriers will not
only help policymakers and healthcare providers transition to blockchain-based systems
effectively, but will also help to ensure that new systems and processes are fully aligned
with the needs and expectations of GCC populations.

We believe that our study will contribute significantly to the understanding of the
issue of acceptance barriers and help pave the way for more effective implementation
strategies for blockchain technology in the region’s healthcare sector.

It is important to bear in mind that the study reported here was carried out in the
GCC countries. These all have advanced healthcare systems, comparable with those found
in other developed countries, but the cultural context varies in some respects, and this
could affect the perceptions of participants. Other research has noted cultural differences
in this region in, for example, attitudes to information privacy, data, and security, and in
approaches to these issues among management and policy makers [91–93]. We believe that
many of the findings we report would be similar in other advanced healthcare contexts. A
fuller comparative study would be extremely valuable but, as yet, the literature does not
offer comparable findings for other contexts. Our study is necessarily limited, but we hope
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to inspire and inform further research that will allow investigation of potential regional or
cultural specificities in more detail.

Although the study sought to obtain generalisable conclusions through its method-
ology and sampling, it should be noted that the sample (interviewees) consisted of pro-
fessionals from GCC countries, and therefore may have been affected by cultural issues.
Further research with a broader sample would provide further insights. Our current study
focused on qualitative analysis to explore the barriers to acceptance of blockchain-based
patient-centric data management systems in healthcare, and we believe this is an essential
precursor to potential further study using a more quantitative methodology. Statistical data
needs to be acquired and interpreted in a context where, for example, questionnaires can
be designed with a clear view of how participants will understand them. Well-informed
quantitative research can then provide insights with potential value to explore comparative
analysis across different societies and cultures.
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Appendix A

Interview Questions: As is conventional for semi-structured interviews, this study’s
interviews were designed with open questions to provide the researcher with the oppor-
tunity to explore particular themes or responses further. Much consideration was given
to the question design, to ensure that they provided information that was relevant to the
study’s goals. The key guiding principles of interview design were as follows:

Consistency with Research Objectives: Every question was designed to help identify
and understand the barriers to the acceptance of blockchain-based patient-centric data
management systems.

Theoretical Relevance: All questions were designed to leverage the existing knowledge
base (from the current literature) to ensure they were consistent with a solid theoretical
framework built around general factors such as technology adoption and resistance to
change, as well as specific factors such as data management using blockchain systems.

Expert Assessment: Before being used in interviews, all prototype questions were
assessed by several experts with experience in blockchain technology, healthcare systems,
and the cultural/regulatory landscape of the GCC. This was important in ensuring that all
questions were clear, relevant, and likely to provide the richness of response required by
the study’s analysis.

Pilot Test: Before carrying out actual interviews for the study, several pilot interviews
were conducted to test clarity and quality of response. Following these pilot interviews, a
number of refinements were made, in order to remove potential ambiguity.

The researchers believe that the rigorous process described above resulted in a set of
questions that yielded valuable contributions to answering the study’s RQ.
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The questions used in the interviews were as follows:

1. What are the key benefits of blockchain technology for healthcare?
2. How can blockchain be used to improve the security of patient data?
3. How can blockchain be used to improve the interoperability of patient data?
4. How can blockchain be used to improve the efficiency of patient care?
5. How can blockchain be used to improve the transparency of patient care?
6. How can blockchain be used to improve the accountability of healthcare providers?
7. What are some specific examples of how blockchain is being used in healthcare today?
8. What are the challenges of deploying blockchain applications in healthcare?
9. How do you think blockchain will impact the future of healthcare?
10. What is patient-centric data management?
11. What are the benefits of patient-centric data management?
12. How can policy be used to promote patient-centric data management?
13. What are some specific examples of how policy has been used to promote patient-

centric data management?
14. Do you think patient-centric data management is a desirable policy objective? Please

give reasons for your answer.
15. What are the challenges of implementing patient-centric data infrastructures within a

healthcare department?
16. What are the benefits of implementing patient-centric data infrastructures within a

healthcare department?
17. How would you go about implementing patient-centric data infrastructures within a

healthcare department?
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Abstract: Health information system deployment has been driven by the transformation and digital-
ization currently confronting healthcare. The need and potential of these systems within healthcare
have been tremendously driven by the global instability that has affected several interrelated sectors.
Accordingly, many research studies have reported on the inadequacies of these systems within the
healthcare arena, which have distorted their potential and offerings to revolutionize healthcare. Thus,
through a comprehensive review of the extant literature, this study presents a critique of the health
information system for healthcare to supplement the gap created as a result of the lack of an in-depth
outlook of the current health information system from a holistic slant. From the studies, the health
information system was ascertained to be crucial and fundament in the drive of information and
knowledge management for healthcare. Additionally, it was asserted to have transformed and shaped
healthcare from its conception despite its flaws. Moreover, research has envisioned that the appraisal
of the current health information system would influence its adoption and solidify its enactment
within the global healthcare space, which is highly demanded.

Keywords: health information system; information system; knowledge management; healthcare

1. Introduction

Health information systems (HIS) are critical systems deployed to help organizations
and all stakeholders within the healthcare arena eradicate disjointed information and
modernize health processes by integrating different health functions and departments
across the healthcare arena for better healthcare delivery [1–6]. Over time, the HIS has
transformed significantly amidst several players such as political, economic, socio-technical,
and technological actors that influence the ability to afford quality healthcare services [7].
The unification of health-related processes and information systems in the healthcare arena
has been realized by HIS. HIS has often been contextualized as a system that improves
healthcare services’ quality by supporting management and operation processes to afford
vital information and a unified process, technology, and people [7,8]. Several authors
assert this disposition of HIS, alluding to its remarkable capabilities in affording seamless
healthcare [9]. Haux [10] modestly chronicled HIS as a system that handles data to convey
knowledge and insights in the healthcare environment. Almunawar and Anshari [7]
incorporated this construed method to describe HIS to be any system within the healthcare
arena that processes data and affords information and knowledge. Malaquias and Filho [11]
accentuated the importance of HIS in the same light, highlighting its emergence to tackle
the need to store, process, and extract information from the system data for the optimization
of processes, enhancing services provided and supporting decision making.

HIS’s definition was popularized by Lippeveld [12], and reported to be an “integrated
effort to collect, process, report and use health information and knowledge to influence
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policy-making, programme action and research”. Over the course of time, this definition
has been adopted and contextualized countlessly by many authors and the World Health
Organization (WHO) [3,8,13–15]. Although Haule, Muhanga [8] claimed the definition of
HIS varies globally, in actuality, the definition has never changed from its inception, but on
the contrary, it has been conceptualized over various contexts. Malaquias and Filho [11]
reiterated this definition in the extant literature. These scholars affirmed HIS as “a set of
interrelated components that collect, process, store and distribute information to support
the decision-making process and assist in the control of health organizations” [11]. The
same definition is adopted in this paper, and HIS is construed as “a system of interrelated
constituents that collect, process, store and distribute data and information to support
the decision-making process, assist in the control of health organizations and enhance
healthcare applications”. However, it is paramount to note that HIS is broad. In many
instances, the definition is of minimal relevance due to its associated incorporation with
external applications related to health developments and policy making [16]. Hence,
emphasis should not be placed on the definition but on its contribution to all facets of
health development.

The current state of HIS is considered to be inadequate despite its numerus deployment
of HIS that has been driven by its potential benefit to uplift healthcare and revolutionize
its processes [17,18]. The persistence of many constraints and resistance to technology
has resulted to the incapacitation of HIS in the attainment of its objectives. The extant
literature reveals several challenges in different categories, such as the inadequacy of
human resources and technological convergence within the healthcare [18], highlighting
the evidence of limitations of HIS that restrict their utilization and deployment within the
healthcare. Although several authors identified the unique disposition of HIS in integrating
care and unifying the health process, these perspectives seems to be marred by the presence
of barriers [17,19]. Garcia, De la Vega [17] alleged that the current HIS deployment is
characterized by fragmentation, update instability, and lack of standardization that limit its
potential to aid healthcare. Congruently, several authors associated the lack of awareness
of HIS potential, the underuse HIS, inadequate communication network, and security
and confidentiality concerns among the barriers limiting HIS [20]. Thus, the need for
this paper is set forth: to uncover current and pertinent insights on HIS deployment
as a concerted effort to strengthen it and augment its healthcare delivery capabilities.
This paper comprehensively explores the extant literature systematically with respect to
the overarching objective: to ascertain value insights pertaining to HIS holistically from
literature synthesis. To achieve this goal, the following research questions are investigated:
What has been the development of the HIS since its conception? How has HIS been
deployed? Finally, how does HIS enable information and knowledge management in
healthcare?

In this paper, an overview HIS from the extant literature in relation to the health
sector is presented with associated related work. It is essential to point out that in spite
of the surplus of research work conducted on health information systems, there are still
many challenges confronting it within the healthcare area that necessitate the need for
this study [5]. Therefore, the extant literature is explored in this paper systematically
to uncover current and pertinent insights surrounding the deployment of the HIS, an
integrated information system (IS) for healthcare. This paper is structured into five sections.
The paper commences with an introductory background that presents the contextualization
of HIS for healthcare, followed by a methodology that details the method and material
used in this study. The next section, which is the discussion, presents the discourse of HIS
evolution that highlights its progress to date, its structural deployment, and the information
system and knowledge management within the healthcare arena as mediated by HIS. The
last part of this study focuses on the conclusion that summarizes the discussion presented
in this paper.
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2. Material and Method

In this paper, a systematic review is conducted to synthesize the extant literature
and analyze the content to ascertain the value disposition of HIS in relation to healthcare
delivery. Preceding this review, the used of search engines was employed to retrieve related
research publications that fit the study scope and contexts. The main database used was the
Web of Science. Other databases such as SCOPUS and Google Scholar were also used to obtain
additional relevant work associated with the context. For inclusion criteria, only articles
containing references to the keywords HIS, information, healthcare, and related healthcare
systems were analyzed scrupulously. Research work that did not have these references,
did not constitute a journal or conference-proceeding work, and were not written in the
English language were excluded. Figure 1, the PRISMA flow statement, illustrates the
methodological phases of this research along with the exclusion and inclusion criteria that
were implemented for the study synthesis.

Figure 1. Prisma flow Statement.
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3. Discussion

3.1. The Evolution of Health Information Systems

The concept of enhancing healthcare applications has always been the foundation of
HIS, which posits that the intercession of information systems with business processes
affords better healthcare services [7,21]. According to Almunawar and Anshari [7], many
determinants, such as technological, political, social and economic, have enormously
influenced the nature of the healthcare industry. The technological determinant, particularly
the computerized component, is thought to be deeply ingrained in the enactment and
functioning of HIS. According to Panerai [16], this single attribute can be held solely
responsible for HIS letdowns rather than its accomplishment.

The ownership of HIS has been contested in the literature, with some authors claiming
that HIS belongs to the IT industries [22]. While IT has enabled many developments in
various industries, it has also resulted in many dissatisfactions. Recently, there has been an
insurgence from many industries, particularly the healthcare industries, who acknowledge
the role of IT in optimizing and enhancing health initiatives but want appropriation of
their integrated IS. However, according to the definition of HIS, it is presented as “a
set of interconnected components that collect, process, store, and distribute information
to support decision-making and aid in the control of health organizations”; thus, the
disposition of HIS was established. Without bias, the development of HIS was conceived
due to unavoidable changes and transformations within the global space.

A good representation and consolidation of this dispute are within the realization
that there is a co-existence of different related and non-related components in a system. In
this case, the HIS is an entrenched system with several features, including technologies.
Panerai [16] supported this notion and theorized HIS to be broad, stating that the relevance
of its definition is contextual. In the study, HIS was reiterated as any kind of “structured
repository of data, information, or knowledge” that can be used to support health care
delivery or promote health development [16]. Thus, maintaining a rigid definition is
of minimal practical use because many HIS instances are not directly associated with
health development, such as the financial and human resource modules. Moreover, several
different HIS examples are categorized according to the functions they are dedicated to
serving within the healthcare arena. They highlight the instances of the existence of outliers
that are not regarded as the normal HIS even though they contain health determinants data,
such as socioeconomic and environmental, which can be used to formulate health policies.

The development of HIS over the years has led many to believe they are solely
computer technology. This notion has contributed dramatically to the misconception
of the origin of HIS and the lack of peculiarity between the HIS conceptual structure and
implemented HIS technology. The literature dates back the origin of HIS, which can be
associated with the first record of mortality in the 18th century, revealing their existence to
be 200 years or older than the invention of computers [16]. This demonstrates the emergence
of digitalized HIS from the availability of commercialized episodes of “electronic medical
records” EMR records in the 1970s [23]. Namageyo-Funa, Aketch [24] commended the
advancement of technologies in the healthcare arena, recounting the implementation of
digitalized HIS that significantly revolutionized the recording and accessing of health
information. A study by Lindberg, Venkateswaran [25] highlighted an instance of HIS
transition from paper based to digitally based, revealing a streamlined workflow that
revolutionized health care applications in the healthcare arena. This HIS transition over the
course of time has led to increased adoption of it within the health care arena. Tummers,
Tekinerdogan [26] highlighted the landmark of HIS from its transition to digitalization and
reported a current trend in healthcare that has now been extended with the inclusion of
block chain technology within the healthcare arena. Malik, Kazi [27] assessed HIS adoption
in terms of technological, organizational, human, and environmental determinants and
reported a variation of different degrees of utilization. Despite these facts, the extant
literature maintains the need for a resilient and sustainable HIS for health care applications
within the healthcare arena at all levels [18,27,28].
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Figure 2 illustrates the successful adoption of HIS amidst the significant determinants
of its effectiveness. From the Figure 2, the technological, organizational, human, and envi-
ronmental determinants are the defining concepts along with individual sub-determinants
in each domain that influence HIS adoption. At the technological level, the need for digi-
talization drives HIS adoption, especially for stakeholders such as clinicians and decision
makers. The administrative, management, and planning functions are the driving actors
within the organization level that endorse the implementation of HIS. The environmental
and human determinants are more concerned with the socio-technical components that
have been regarded as complex drivers for HIS adoptions. Perceptions, literacy, and usabil-
ity are known forces within these categories that necessitate the adoption of HIS in many
healthcare arenas.

Figure 2. Effective health information system associations with the driving adoption determinants.
Source: [27].

3.2. HIS Structural Deployment

HIS’s unified front is geared toward assimilating and disseminating health gen to
enhance healthcare delivery. HIS consists of different sub-systems that serve several
actors within the healthcare arena [29]. These sub-systems are dedicated to specific tasks
that perform various functions such as civil registrations, disease surveillance, outbreak
notices, interventions, and health information sharing within the healthcare arena. It
also supports and links many functions and activities within the healthcare environment,
such as recording various data and information for stakeholders, scheduling, billing, and
managing. Stakeholders are furnished with health information from diverse HIS scenarios.
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These include but are not limited to information systems for hospitals and patients, health
institution systems, and Internet information systems. Sligo, Gauld [30] regarded HIS as a
panacea within the healthcare ground that improves health care applications. Despite all
the limitless capabilities of HIS, it has been reported to be asymmetrical, lacking interactions
within subsystems [1,18]. Many decision making methods and policies rely on good health
information [31]. According to Suresh and Singh [32], the HIS enables stakeholders such
as the government and all other players in the healthcare arena to have access to health
information, which influences the delivery of healthcare. The sundry literature further
reveals accurate health information to be the foundation of decision making and highlights
the decisive role of the human constituent [29,31,33,34].

Furthermore, HIS can be classified into two cogs in today’s era: the computer-related
constituent that employs ICT-related tools and the non-computer component, which both
operate at different levels. These levels include strategic, tactical, and operational. The
deployment of HIS at the strategic level offers intelligence functions such as intelligent deci-
sion support, financial estimation, performance assessment, and simulation systems [3,35].
At the tactical level, managerial functions are performed within the system, while at the
operational level, functions including recording, invoicing, scheduling, administrative,
procurement, automation, and even payroll are carried out. Figure 3 shows the three levels
within the healthcare system where HIS deployment is utilized.

Figure 3. Levels of HIS deployment: source authors.

3.3. Health Information Systems Benefits

HIS, as an interrelated system, houses several core processes and branches in the
healthcare arena, affording many benefits. Among these are the ease of access to patients
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and medical records, reduction of costs and time, and evidence-based health policies and
interventions [8,21,36–38]. Several authors revealed the benefits of HIS to be widely known
and influential within the healthcare domain [38]. Furthermore, many health organizations
are drawn to HIS because of these numerous advantages [22,39]. Moreover, investment in
HIS has enabled effective decision making, real-time comprehensive health information
for quality health care applications, effective policies in the healthcare arena, scaled-up
monitoring and evaluation, health innovations, resource allocations, surveillance services,
and enhanced governance and accountability [36,40–42]. Ideally, HIS is pertinent for data,
information, and broad knowledge sharing in the healthcare environment. HIS critical
features are now cherished due to their incorporation with diverse technology [16,43].
The extant literature reveals the role of HIS to extend beyond its reimbursement. Table 1
presents a summarized extract of various HIS benefits as captured in the literature and
some of its core enabling components or instances.

Table 1. HIS core enabling components and its benefits.

Source: Authors Core Enabling HIS Components Benefits

Malaquias and Filho [11]
Health ER
eHealth
mHealth

Ease of access to patient and medical information
from records;
Cost reduction;
Enhance efficiency in patients’ data recovery and
management;
Enable stakeholders’ health information
centralization and remote access.

Ammenwerth, Duftschmid [44] eHealth

Upsurge in care efficacy and quality and condensed
costs for clinical services;
Lessen the health care system’s administrative costs;
Facilitates novel models of health care delivery.

Tummers, Tobi [45] HIS
Patient information management;
Enable communication within the healthcare arena;
Afford high-quality and efficient care.

Steil, Finas [46] HIS

Enable inter- and multidisciplinary collaboration
between humans and machines;
Afford autonomous and intelligent decision
capabilities for health care applications.

Nyangena, Rajgopal [43] HIS Enable seamless information exchange within the
healthcare arena.

Sik, Aydinoglu [47] HIS Support precision medicine approaches and decision
support.

3.4. Information System and Knowledge Management in the Healthcare Arena

The presence of modernized information systems (IS) in the healthcare arena is alleged
by scholars to be a congested domain that seldom fosters stakeholders’ multifaceted and
disputed relationships [48]. On the other hand, it is believed that a significant amount of
newly acquired knowledge in the field of healthcare is required for the improvement of
health care [49]. Ascertaining and establishing the role of IS and knowledge management
is an important step in the development of HIS for healthcare. Flora, Margaret [5] posited
that efficient IS and data usage are crucial for an effective healthcare system. Bernardi [50]
alleged that the underpinning inkling of a “robust and efficient” HIS enables healthcare
stakeholders such as managers and providers to leverage health information to commend-
ably plan and regulate healthcare, which could result in enhanced survival rates. As a
result, it is imperative to ground these ideas within the context of the healthcare industry
to provide a foundation for developing a robust and sustainable HIS for use in the context
of health care applications.
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3.4.1. Information System

The assimilation and dissimilation of health information and data within the healthcare
system is an important task that influences healthcare outcome. Within the healthcare
setting, IS plays a significant role in the assimilation and dissimilation of health information
needed by healthcare stakeholders. Many continents endorse the deployment of IS mainly
to consolidate mutable information from different sources within the systems. The primary
objective for these systems’ deployment has been centered on bringing together unique
and different components such as institutions, people, processes, and technology in the
system under one umbrella [5,51]. An overview of the extant literature reveals that this
has rarely been easy, as integration within this system has always been difficult in many
contexts. In the context of HIS, many reported the integration phenomena to be problematic,
attributing this to the global transformation within the healthcare arena [52,53]. This
revolution, coupled with the advancement of the healthcare arena, has resulted in the
need for robust allied health IS systems that incorporates different IS and information
technology [5,22]. These allied health information systems are necessary to consolidate
independent information systems within their healthcare arena use to enhance healthcare
applications [54,55]. Organizations in the healthcare arena expect these systems to be
sustainable and resilient; however, in order to satisfy these requirements, an integrated
information system is needed to unify all independent, agile, and flexible health IS to
mitigate challenges for HIS [56].

An aligned HIS that is allied is essential, as it supports health information networks
(HIN) that subsequently enhance and improve healthcare applications [44,57]. Thus, many
organizations within the healthcare settings are fine-tuning their HIS to be resilient and
sustainable. However, the realization of a robust information system within the healthcare
arena is challenging and depends on the flow of information as a crucial constituent for
suave and efficient functioning [58,59].

3.4.2. Knowledge Management

The process of constructing value and generating a maintainable edge for an industry
with capitalization on building, communicating, and knowledge applications procedures
to realize set aspirations is denoted as knowledge management [60]. The literature re-
veals knowledge management as an important contributor to organizational performance
through its knowledge-sharing capabilities [61]. In the healthcare industry, there is a high
demand for knowledge to enhance healthcare applications [49,62]. Several studies reported
that the deployment of knowledge management in the healthcare arena is set to enhance
healthcare treatment effectiveness [49,58,61]. Many stakeholders such as governments,
World Health Organization (WHO), and healthcare workers rely on the management of
healthcare knowledge to complement healthcare applications. According to Kim, Newby-
Bennett [61], the focus of knowledge management is to efficaciously expedite knowledge
sharing. However, integrating knowledge from different sources is challenging and requires
an enabler [61].

The HIS is an indispensable enabler of health knowledge generated from amalgamated
health information within the healthcare arena [63–65]. Dixon, McGowan [66] asserted
that efficacious modifications in the healthcare arena are made possible by knowledge
codification and collaboration from information technologies. Similarly, some authors have
pinpointed information and communication technologies within the healthcare arena to be
a major determinant in the attainment of a sustainable health system development [58]. The
knowledge management relationship with HIS is considered complementary and balanced,
as it enables the availability of knowledge that can be shared. The importance of knowledge
management is relevant for the realization of an enhanced healthcare application via HIS.
Soltysik-Piorunkiewicz and Morawiec [58] claimed that the information society effectively
uses HIS as an information system for management, patient knowledge, health knowledge,
healthcare unit knowledge, and drug knowledge. The authors herein demonstrated how
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HIS facilitates knowledge management in the healthcare sector to improve healthcare
applications.

The role of HIS as an integrated IS and key enabler of healthcare knowledge manage-
ment highlights its potential within the healthcare arena. From the conception of HIS and
the records of its evolution, significant achievements have been attained that are demon-
strated at different levels of its structural deployment. HIS deployment in several settings
of healthcare have positively influenced clinical processes and patients’ outcomes [17].
Globally, the need for HIS within the healthcare system is critical in the enhancement of
healthcare. Many healthcare actions are dependent on the use of HIS [67–69]. This demand
is substantiated by the offerings of HIS in tackling the transformation and digitalization
confronting the healthcare system. However, despite the need for HIS and its potential
within healthcare, several barriers limit its optimization. Some authors posited the role
and involvement of healthcare professionals such as physicians to be important measure
that is paramount to decreasing the technical and personal barriers sabotaging HIS de-
ployment [20]. Nonetheless, the design of HIS is accentuated on augmenting health and is
considered to be lagging behind in attaining quality healthcare [70].

Although there are equal blessings as well as challenges with HIS deployment, this
study appraisal of HIS highlights its capabilities and attributes that enhance healthcare in
many ways. From its conception, HIS has evolved significantly to enable the digitalization
of many healthcare processes. Its deployment structurally has facilitated many healthcare
applications at all levels within the health system where it has been implemented. Many
benefits such as ease of access to medical records, cost reduction, data and information man-
agement, precision medicine, and autonomous and intelligent decisions have been enabled
by HIS deployment. Primarily, HIS is the core enabler of the healthcare information system
and knowledge management within the healthcare arena. Ascertaining the attributes and
development of HIS is a paramount to driving its implementation and realizing its potential.
Many deployments of HIS can be anchored on this study as a reference for planning and
executing HIS implementation. The extant literature points out the need for the role of
technology such HIS to be ascertained, as little is known in this regard, which as a result
has adversely influenced healthcare coordination [19]. Additionally, among the barriers of
HIS, the presence of inadequate planning that fails to cater to the needs of those adopting
it hinders the optimization of these systems within the healthcare arena [71]. Cawthon,
Mion [72] associated the lack of health literacy incorporation in deployed HIS to increased
cost and poorer health outcomes. Hence, the insight from this study can be incorporated
and associated with HIS initiatives to mitigate these issues. Thus, the findings of this
study can be employed to strategize HIS deployment and plans as well as augment its
potential to enhance healthcare. Furthermore, the competency of healthcare stakeholders
such as patients can be enhanced with the findings of this study that accentuate the holistic
representation of HIS in the dissimilation and assimilation of health data and information.

4. Conclusions

In the healthcare information and knowledge arena, assimilation and dissemination
is a facet that influences healthcare delivery. The conception and evolution of HIS has
positioned this system within the healthcare arena to arbitrate information interchange
for its stakeholders. HIS deployment within healthcare has not only enabled information
and knowledge management, but it has also enabled and driven many healthcare agendas
and continues to maintain a solidified presence within the healthcare space. However, its
deployment and enactment globally has been marred and plagued with several challenges
that hinder its optimization and defeat its purpose. Phenomena such as the occurrences of
pandemics such as COVID-19, which are uncertain, and the advancement of technology
that cannot be controlled have caused disputed gradients regarding the positioning of HIS.
These phenomena have not only influenced the adoption of HIS but have also limited
its ability to be fully utilized. Although much research on HIS has been conducted, the
presence of these phenomena and many other inherent challenges such as fragmentation
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and cost still maintain a constant, prominent presence, which has led to the need for this
study.

Consequently, the starting point for this study was to provide insight and expertise
regarding the discourse of HIS for healthcare applications. This paper presents current and
pertinent insights regarding the deployment of the HIS that, when adopted, can positively
aid its employment. This paper investigated the existing HIS literature to accomplish
the objective set forth in the introduction. This study’s synthesis derived key insights
relevant to the holistic view of HIS through a thorough systematic review of the various
extant literature on HIS and healthcare. According to the study’s findings, HIS are critical
and foundational in the drive of information and knowledge management for healthcare.
The contribution of HIS to healthcare has been and continues to be groundbreaking since
its conception and through its consequent evolution. Nevertheless, despite the presence
of some limitations that are external and inherent, it is claimed to have transformed
and changed healthcare from the start. Similarly, the evaluation of the current HIS is
expected to impact its adoption and strengthen its implementation within the global
healthcare space, which is greatly desired. These findings are of great importance to the
healthcare stakeholders that directly and indirect interact with HIS. Additionally, scholars
and healthcare researchers can benefit from this study by incorporating the findings in
future works that plan HIS for healthcare.
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Abstract: With the development of new-generation information technology and increasing health
needs, the requirements for Chinese medicine (CM) services have shifted toward the 5P medical mode,
which emphasizes preventive, predictive, personalized, participatory, and precision medicine. This
implies that CM knowledge services need to be smarter and more sophisticated. This study adopted
a bibliometric approach to investigate the current state of development of CM knowledge services,
and points out that accurate knowledge service is an inevitable requirement for the modernization of
CM. We summarized the concept of smart CM knowledge services and highlighted its main features,
including medical homogeneity, knowledge service intelligence, integration of education and research,
and precision medicine. Additionally, we explored the intelligent service method of traditional
Chinese medicine under the 5P medical mode to support CM automatic knowledge organization
and safe sharing, human–machine collaborative knowledge discovery and personalized dynamic
knowledge recommendation. Finally, we summarized the innovative modes of CM knowledge
services. Our research will guide the quality assurance and innovative development of the traditional
Chinese medicine knowledge service model in the era of digital intelligence.

Keywords: quality of healthcare service; internet-based health service; Chinese medicine; healthcare
knowledge service

1. Introduction

The acceleration of industrialization, urbanization, and population aging has made
health the most pressing issue in the international community. The World Health Organi-
zation’s 13th General Programme of Work has identified the improvement in population
health as its third strategic priority, with the aim of having one billion more people enjoying
enhanced health and well-being by the end of 2025 [1]. In the context of today’s rapid social
development, there has been a notable and ongoing increase in public health awareness.
Specifically, people have shifted away from seeking treatment for isolated ailments, and
have instead prioritized a more comprehensive approach to health management that spans
their entire lifecycle. This approach is characterized by a focus on personalized care that
addresses a broad range of factors influencing an individual’s health and well-being [2].
The Healthy China 2030 Planning Outline proposes integrating the advantages of Chinese
medicine (CM) with health management to provide people with comprehensive, lifelong
health services [3]. CM does not have an accurate definition at present, and it is generally
considered to be a medical theory system gradually formed and developed through long-
term medical practice under the guidance of Chinese cultural thought. Traditional Chinese
medicine (TCM) posits that illnesses stem from an imbalance in a person’s life-force energy,
known as ”Qi”, and its objective is to reestablish harmony within the individual [4]. Mod-
ern CM is a combination of TCM and modern medical technology. CM services have a wide
range of applications, making them suitable for the treatment, rehabilitation, and health
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management of various types of diseases, particularly chronic and geriatric conditions. Nu-
merous studies have confirmed the therapeutic and ameliorative effects of CM on chronic
diseases, including cancer [5–7], diabetes [8], cardiovascular diseases [9,10], and neurologi-
cal disorders [11,12] such as epilepsy, Alzheimer’s disease, Parkinson’s disease, depression,
and cerebral ischemia. Additionally, CM has been shown to be effective in treating skin
diseases [13,14], infertility [15], and other ailments. It is a reliable and valuable healthcare
option for individuals seeking complementary or alternative therapies. Furthermore, CM
has demonstrated its critical role in responding to major epidemics, including SARS and
the novel coronavirus (COVID-19) [16–18]. The Statistical Bulletin on the Development
of China’s Health Care in 2021, released by the National Health Commission of China
in July 2022, showed that the total number of medical consultations at CM medical and
health institutions nationwide reached 1.2 billion in 2021, representing a 13.7% increase
from the previous year [19]. The survey results released by the National Administration
of Traditional Chinese Medicine in China in 2021 showed that the health literacy of CM
culture has been increasing yearly within five dimensions: basic concepts, healthy lifestyle,
suitable methods for the public, cultural knowledge, and the ability to understand informa-
tion. The percent of the population with health literacy in CM reached 20.69% in 2020 [20].
These figures indicate that increasingly more CM health services are being accepted and
popularized by the public. However, despite the vast market and globalization of CM
services, the safety and efficacy of CM have been subject to questioning by both domestic
and international academic communities and the public because of significant differences
between CM and modern medicine in terms of evidence-based practice and quality control.
Furthermore, China’s CM service industry still faces challenges such as low-quality primary
CM services, difficulty in allocating high-quality medical resources at grassroots levels, and
obstacles in implementing the tiered medical diagnosis and treatment system.

In recent years, the rapid development of new-generation information technologies
such as mobile internet, big data, 5G communication technology, cloud computing, artificial
intelligence, and the internet of things has facilitated the intelligentization of society, and the
healthcare industry is undergoing continuous transformation and innovation. The concept
of precision medicine has been proposed to fulfill the growing demand for better health
and quality of life. The medical mode has shifted toward the 5P mode, which consists
of preventive, predictive, personalized, participatory, and precision medicine. Academia
has extensively and deeply researched the combination of new-generation information
technologies with healthcare. Liu et al. conducted research on chronic disease management
through deep learning by studying data from video-sharing social media platforms [21].
Bobroske et al. studied the effects of early postoperative intervention on patients’ long-term
use of opioid drugs by constructing a model of patients using opioid drugs [22]. Hajjar and
Alagoz developed a randomized modeling framework that provides an accurate solution
algorithm and personalized disease screening decision for chronic disease patients or
potential chronic disease patients [23]. In addition, multiple scientific studies have shown
the significant role of information technology in promoting health and well-being during
the COVID-19 pandemic [24–27].

The application of new-generation information technology in the healthcare industry
has also created opportunities for the transformation and upgrading of CM services. The
Opinions on Promoting the Inheritance, Innovation and Development of Chinese Medicine,
issued by the Central Committee of the Communist Party of China and the State Council in
2019, specifically emphasized the full use of new-generation information technologies such
as big data and artificial intelligence in CM services, and promoted the deep integration
and development of new-generation information technologies with CM health services.
Compared with other disciplines, CM is an empirical science that relies more heavily on
experience, and its knowledge is more complex and ambiguous. Currently, scholars and
experts have achieved certain results in research on the internationalization, standardiza-
tion, security, and application of artificial intelligence technologies such as deep learning
and case-based reasoning (CBR) in CM [28–30]. However, there are still many gaps in the
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governance of cross-organizational, multimode, and heterogeneous data, organization of
CM case knowledge, dynamic updating of knowledge, human–machine collaboration in
CM knowledge discovery, and full-cycle personalized proactive knowledge services, which
limit the accuracy and capabilities of CM intelligent knowledge services.

In response to the 5P mode transformation and upgrading of the demand for CM
services, scholars have started to focus on research into smart CM knowledge services
relying on the new generation of information technology. Therefore, this paper summarizes
the concept and main features of smart CM knowledge services, conducts an academic
review of the current research in this area, analyzes the smart CM knowledge service mode,
and explores innovative management methods for smart CM knowledge services. This has
significant implications for promoting the safe, effective, and reasonable clinical application
of CM, leveraging its unique advantages and benefiting people’s health.

2. Concept and Characteristics of Smart CM Knowledge Services

Medical services are crucial to people’s lives, health, and safety, and rely heavily on
experience and knowledge, with high demands for service accuracy. Relying solely on data
or intuition-based solutions can often lead to significant risks. Therefore, the medical and
health fields require additional support from domain-specific knowledge.

2.1. The Connotation of Smart CM Knowledge Services

In the field of CM, three types of knowledge are commonly encountered: The first
type is general medical knowledge of CM, which includes its basic concepts, principles,
and laws, as well as knowledge of clinical diagnosis and treatment. CM clinical diagnosis
and treatment knowledge mainly covers the philosophical foundation of CM, as well as the
basic theories of its understanding of human physiology, diseases, and their prevention and
treatment. The second type consists of medical and health case knowledge that contains rich
expert knowledge, and the third type is medical and health reasoning knowledge obtained
through various intelligent algorithms. To effectively address complex medical and health
management decision-making problems with high risk, it is necessary to integrate these
three types of knowledge: general medical knowledge, medical and health case knowledge,
and medical and health reasoning knowledge [31].

CM intelligent service refers to the utilization of advanced information technologies
such as big data, artificial intelligence, and cloud computing to organize, aggregate, analyze,
and provide guidance for CM big data, including historical cases, data on well-known
doctors and prescriptions, CM literature, health examination data, and internet health data.
These services are tailored to specific clinical scenarios and provide accurate personalized
and dynamic pharmaceutical services across multiple scenarios, organizations, and devices
for the entire lifecycle.

2.2. The Connotation of Smart CM Knowledge Services

CM intelligent knowledge is a critical technology for CM services, which are charac-
terized by the homogenization of medical service, the intelligence of knowledge services,
the integration of medical education and research, and the precision of service.

2.2.1. The Homogenization of Medical Service

CM services require doctors to accumulate a vast amount of knowledge and experience.
However, there are significant differences in the expertise levels between younger and
senior doctors, and between doctors from remote and medically advanced areas, resulting
in inconsistent CM services. CM intelligent services can effectively leverage the high-
quality resources of renowned Chinese medicine hospitals and enhance the capacity for
community and grassroots hospitals to accommodate more patients. Integrating medical
resources within a region or professional field achieves sharing of high-quality resources
and hierarchical diagnosis and treatment. Furthermore, the formation of uniform clinical
pathways, quality standards, and evaluation systems regulates the diagnosis and treatment
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behavior and service quality of hospitals at all levels. To improve clinical efficacy, Xuzhou
Affiliated Hospital of Nanjing University of Traditional Chinese Medicine and Xuzhou
Hospital of Traditional Chinese Medicine carry out homogeneous dialectical treatment
with CM characteristics.

2.2.2. The Intelligence of Knowledge Services

CM knowledge comes from various sources and is highly fragmented, with a lack
of logical connections among data. CM intelligent knowledge service requires the rapid
correlation and standardization of massive amounts of cross-organizational CM data to or-
ganically organize the “knowledge fragments” in the CM field and form a richly expressive
and highly extensible CM knowledge system that interconnects concepts and knowledge
points. Establishing digital knowledge and case libraries and using technologies such as
the internet, cloud computing, and big data enables CM knowledge browsing, retrieval,
editing, navigation, and visualization, providing a comprehensive CM knowledge view
for CM workers, decision-makers, managers, health professionals, and the public. Based
on new-generation information technologies such as machine learning, it provides pre-
cise and intelligent knowledge services, such as similar case matching, evidence-based
medicine assistance, data analysis, and knowledge recommendation services, to assist in
policy-making, medical research, and clinical decision-making. The Institute of Traditional
Chinese Medicine Information of the Chinese Academy of Chinese Medical Sciences has
built large-scale knowledge systems, such as the CM knowledge maps for health preser-
vation, clinical knowledge, and characteristic therapy, to provide support for knowledge
management, knowledge services, education, and training in the field of CM.

2.2.3. The Integration of Medical Education and Research

Through the CM intelligent knowledge service platform, a scientific, educational,
and research collaboration network can be established to promote communication and
collaboration among research personnel from different institutions, fields, and levels. By
combining CM knowledge with modern technological methods, advanced techniques such
as data mining, artificial intelligence, and cloud computing can be used to digitize and
standardize the study and service of CM theory and practice, continuously improving the
scientific and accurate knowledge of CM. The combination of CM scientific research and
education can promote the development of modern CM and the inheritance and innovation
of CM theory and practice. The China Academy of Chinese Medical Sciences and Shanghai
University of Traditional Chinese Medicine jointly carry out personnel training to promote
the simultaneous development of clinical practice and scientific research innovation.

2.2.4. The Precision of Service

Different organizations and roles have significant differences in their knowledge needs,
which change with task demands, age, health status, and other factors. CM intelligent
knowledge services can perceive and model dynamically changing information in real
time, achieving accurate knowledge matching and meeting personalized service needs
throughout the entire process. The precision of CM intelligent knowledge services is
reflected in providing personalized treatment recommendations and medication plans for
patients based on their medical conditions, personal traits, and medication history, which
improves the diagnostic and treatment abilities and efficiency of doctors, reduces the cost
of trial and error for patients, and minimizes treatment risks [32]. Academician Xiaolin
Tong proposed state-target dialectics, which combines the traditional dialectical thinking of
CM with modern pharmacological research, aiming to improve the precision of CM.

3. The Evolution Process of CM Knowledge Services

In this section, we employ bibliometric methods to visualize and summarize the
research status of intelligent knowledge services in the field of CM. The bibliometric
analysis method extracts tacit knowledge from a large amount of literature data by using
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data analysis tools, and uses statistical methods to analyze and summarize the fundamental
nature and development direction of a certain subject [33]. We use CiteSpace and Excel
tools to statistically process the literature data and present the results in the form of tables.
The CiteSpace tool is used to analyze relationships such as cooperation and co-occurrence,
and draw a visual knowledge map.

In CiteSpace, the overall size of a node indicates the frequency at which the node
appears. The node is composed of annual rings of different colors, and each annual ring
corresponds to a different time zone and is represented by a different color. The lines
between the nodes represent the associations between the nodes. Centrality refers to the
intermediary role played by a node on information transfer between other nodes. The
higher the centrality of a node, the more important the node is in the process of information
transmission [34].

3.1. Data Collection

This study used the SCI-E, SSCI, CPCI-S, ESCI, CCR-E, and IC indexes in Web of
Science as the data source, and employed advanced search methods to search for #1 and #2,
where #1 represents “Chinese medicine” and #2 represents keywords related to intelligent
knowledge services. Specifically, #1 is TS = (“traditional Chinese medicine”), and #2 is TS =
(“knowledge service” or “intelligent service” or “smart service” or “knowledge discovery”
or “knowledge reasoning” or “knowledge recommendation” or “knowledge aggregation”
or “knowledge integration” or “knowledge mining” or “knowledge graph” or “knowledge
map” or “artificial intelligence” or “knowledge system*” or “knowledge base*”). The time
span used for this study was from 2004 to 2023, and the search cutoff date was 10 February
2023. After removing irrelevant parts and duplicates, a total of 1686 relevant articles were
retrieved for this time period.

3.2. Time Distribution Map of CM Intelligent Knowledge Service

Figure 1 illustrates the change over time in the number of articles published in the field
of CM related to intelligent knowledge services. Between 2004 and 2008, research on CM in
the field of intelligent knowledge services was at its initial stage of development. There
are relatively few theoretical and methodological research results for CM knowledge in
digitization and intelligence, and no more than 20 academic papers are published each year.
From 2009 to 2017, the number of research results on CM intelligent knowledge services
fluctuated slightly, but the overall trend was a gradual increase, with a more significant
growth rate. Between 2018 and 2021, research on CM intelligent knowledge services
developed rapidly, with a substantial increase, and the research theory and methods were
relatively mature, reaching a peak of 324 articles in 2021. The number of articles published
in 2022 decreased slightly. The research results for 2023 are from only January and February,
with a relatively small number of retrieved papers, so their analysis is not presented in
this article.

 

Figure 1. Time-series plot of publication count.
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3.3. Space Distribution Analysis

In our study, we analyzed the publication trends of CM knowledge services across
381 institutions. As depicted in Table 1, the average number of articles per institution was
4.42. Notably, the top 20 institutions stood out, collectively publishing 961 articles with an
average of 48 articles per institution, surpassing significantly the overall average. Beijing
University of Chinese Medicine, Chengdu University of Traditional Chinese Medicine, and
China Academy of Chinese Medical Sciences emerged as the three most prolific institutions
in terms of publication volume, indicating their prominent position within the field. These
institutions also exhibited high centrality. Furthermore, assessing the level of collaboration
between research institutions serves as an important indicator for evaluating the research
landscape in a specific domain [35]. As shown in Figure 2, it demonstrates that there is
close cooperation among the institutions. Figure 3 shows the timeline for institutions to
start research on CM knowledge services.

Table 1. List of the top 20 institutions with the number of published articles.

Year
Number of Published

Articles
Institution Centrality

1 2013 134 Beijing Univ Chinese Med 0.21
2 2013 114 Chengdu Univ Tradit Chinese Med 0.11
3 2013 100 China Acad Chinese Med Sci 0.14
4 2014 79 Guangzhou Univ Chinese Med 0.11
5 2020 59 Shandong Univ Tradit Chinese Med 0.05
6 2013 51 Shanghai Univ Tradit Chinese Med 0.05
7 2019 48 Hosp Chengdu Univ Tradit Chinese Med 0.03
8 2013 46 Tianjin Univ Tradit Chinese Med 0.07
9 2013 46 Chinese Acad Sci 0.12

10 2018 39 Zhejiang Chinese Med Univ 0.04
11 2013 38 Sichuan Univ 0.04
12 2014 34 Capital Med Univ 0.08
13 2016 27 Nanjing Univ Chinese Med 0.02
14 2013 26 Zhejiang Univ 0.04
15 2016 24 Changchun Univ Chinese Med 0.01
16 2020 21 Jiangxi Univ Tradit Chinese Med 0
17 2020 20 Hunan Univ Chinese Med 0.02
18 2019 19 Sun Yat Sen Univ 0.02
19 2013 18 Fudan Univ 0.02
20 2013 18 Kyung Hee Univ 0

 

Figure 2. Institutional cooperation network related to CM knowledge service.
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Figure 3. Institutional cooperation timeline chart.

Next, we analyzed the countries/regions that published relevant articles in this field
and generated a network of country collaborations, as shown in Figure 4. Therefore, we
can find that countries/regions cooperate closely, especially countries with a large number
of publications. Figure 5 shows the timeline of countries/regions starting research on
CM knowledge services. As shown in Table 2, among the top 20 countries or regions (as
shown in the table) of knowledge service research on CM, 8 are in Asia, including China,
Taiwan (China), South Korea, India, Singapore, Pakistan, Japan, and Malaysia; 7 in Europe,
including the United Kingdom, Germany, Italy, France, Sweden, Scotland, and Romania; in
addition, there are the United States and Canada in North America, and Brazil in South
America. There is no doubt that China is the country with the largest number of studies on
CM, far exceeding other countries and regions, accounting for 69.1% of all publications.
Centrality indicates the importance of a node, and among the 20 countries with the largest
number of publications, China has the highest centrality, followed by the United States.

 

Figure 4. Country and region cooperation network related to CM knowledge service.
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Figure 5. Country and region cooperation timeline chart.

Table 2. List of the top 20 countries/regions with number of published articles.

Year
Number of

Published Articles
Institution Centrality

1 2013 1270 PEOPLES R CHINA 0.69
2 2013 96 USA 0.26
3 2013 48 AUSTRALIA 0.03
4 2013 42 TAIWAN 0.03
5 2013 37 SOUTH KOREA 0.07
6 2013 28 ENGLAND 0.02
7 2013 25 CANADA 0.01
8 2014 24 GERMANY 0.12
9 2014 20 INDIA 0.19
10 2014 15 SINGAPORE 0
11 2016 14 PAKISTAN 0.09
12 2013 13 JAPAN 0.01
13 2013 12 ITALY 0.19
14 2015 10 MALAYSIA 0.04
15 2018 8 NEW ZEALAND 0
16 2017 8 FRANCE 0.05
17 2016 8 SWEDEN 0.01
18 2013 8 SCOTLAND 0.02
19 2018 7 BRAZIL 0.05
20 2014 7 ROMANIA 0.01

3.4. Evolutionary Analysis of Hot Topics

Keywords are highly concise and general about an article. By analyzing high-frequency
keywords, we can understand popular research topics in this field. Important keywords, as
shown in Table 3, include “traditional Chinese medicine”, “systematic review”, “acupunc-
ture”, “prevalence”, “alternative medicine”, “complementary”, and “artificial intelligence”.
It can be seen from Figure 6 that there is a strong connection between keywords, which
indicates that most of the research in the field of CM knowledge services is multisubject.
Figure 7 shows the timing of keyword co-occurrence. Keywords related to knowledge
services include systematic review, knowledge, data mining, etc., indicating that most of
the current research on knowledge services in CM is a systematic summary of previous
knowledge and knowledge mining. In view of the combination of new technologies and
products such as cloud computing and artificial intelligence derived from internet big data
and CM, the modernization of CM is accelerating to achieve leapfrog development, which
puts forward higher requirements for CM knowledge services. The research results show
that the new generation of information technology can be combined with the academic
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thinking of CM [36] to provide knowledge services in various aspects such as pharmacolog-
ical analysis [37], auxiliary diagnosis and treatment [38], and optimization of the diagnosis
process [39].

Table 3. List of the top 15 keywords with the corresponding frequency.

Count Centrality Year Keywords

1 478 0.4 2003 traditional Chinese
medicine

2 161 0.04 2012 systematic review
3 57 0.04 2010 Chinese medicine
4 56 0.24 2005 acupuncture
5 51 0.07 2006 herbal medicine
6 49 0.01 2011 prevalence
7 48 0.26 2004 alternative medicine
8 45 0.26 2005 complementary
9 43 0.13 2009 therapy
10 42 0.15 2012 oxidative stress
11 41 0.05 2010 artificial intelligence
12 40 0.04 2005 knowledge
13 40 0.06 2007 traditional medicine
14 37 0.01 2003 disease
15 35 0.09 2004 data mining

 

Figure 6. Co-occurrence network of keywords.

By studying the co-occurrence cluster analysis of these keywords, as shown in Figure 8,
the research hotspots are mainly focused on the mechanisms of CM, knowledge mining
and discovery in CM, application of artificial intelligence in CM, and alternative therapies.
As shown in Figure 9, the thematic changes in research on intelligent CM knowledge
services over the past 20 years can be observed through keyword clustering and emergent
keywords. Strength refers to the burst strength of keywords. It can be seen from the
words “complementary” and “alternative medicine” that CM often serves patients as a
supplement to modern medicine. Yang et al. pointed out that CM is a good alternative to
modern medicine because of its many targets and few side effects [40]. The prominence
of words such as “randomized trials”, “systems biology”, “identification”, “antagonistic
activity”, and “network pharmacology” over the past 20 years indicates the interest of
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scholars from various countries concerning CM mechanisms and the standardization and
internationalization of CM data [28–30]. However, the diagnosis and treatment process of
CM is based on the theoretical system of Chinese medicine by examining the condition,
determining the type of disease, distinguishing symptoms, and using the method and view-
point of dialectical treatment to treat the disease. Research on pharmacology or pathology
alone is insufficient to cover the knowledge content of CM. Terms such as “knowledge
graph”, “data mining”, “systematic review”, and “meta-analysis” indicate that organizing
CM knowledge is usually done from a holistic perspective, such as association with CM
philosophy, CM physiology, etiology, and pathogenesis. With the vigorous development
of the internet, the application of new-generation information technologies such as big
data and artificial intelligence in CM diagnosis has made CM diagnosis more quantitative,
objective, and standardized [41], and the development of precise CM knowledge services
is an inevitable requirement for the modernization of Chinese medicine. At the same time,
it is necessary to maintain the dialectical characteristics of CM.

 
Figure 7. Co-occurrence time chart.

 

Figure 8. Cluster analysis of keywords.
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Figure 9. Keywords with the strongest citation bursts.

4. The Smart CM Services under the 5P Healthcare Mode

The new model of CM service, driven by big data, can address the challenges of CM
development under new circumstances. The 5P medical mode mentioned above refers to
preventive, predictive, personalized, participatory, and precision medicine. Specifically,
preventive refers to the early prevention of disease risks that have not occurred, and pre-
dictive refers to predicting the occurrence and development of diseases and uncovering
changes in health status. Personalized refers to individualized medicine, including individ-
ualized diagnosis and individualized treatment. Participatory means that each individual
should be responsible for their personal health and actively participate in disease pre-
vention and health promotion. Precision medicine refers to the practice of personalized
multidisciplinary comprehensive treatment. The practice of precision medicine should be a
patient-centered, open, medical cognition and practice process that keeps pace with the
times and is constantly improving. Compared with general medical knowledge services,
there are certain differences in knowledge sources, knowledge systems, and theoretical
thinking modes among traditional Chinese medicine knowledge services [42], as shown in
Table 4. Under the 5P medical mode, the CM smart service model places the patient at the
center of a new medical model that combines CM theory with the 5P medical mode. The
CM knowledge smart service model can track changes in the patient’s body in real time and
adjust the CM implementation plan promptly. By providing a full-cycle smart pharmacy
service, including the organization and dynamic updating of medical case knowledge,
knowledge generation and discovery based on case reasoning, as well as knowledge service
recommendations considering comprehensive utility and diversity, the CM knowledge
smart service model provides decision support for CM doctors and helps patients obtain the
best treatment plan. This study proposes a basic framework for the CM knowledge smart
service model driven by data and knowledge under the 5P medical mode, as illustrated in
Figure 10.
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Table 4. Comparison between CM knowledge service and general medical knowledge service.

CM Knowledge Service
General Medical Knowledge

Service

Knowledge source

Static knowledge: CM-related
academic journals, traditional
TCM classics, and guidelines
issued by professional TCM

organizations.
Source of case characteristic

data: vision, smell,
auscultation, and palpation.

Static knowledge:
authoritative sources such as

international medical journals,
clinical guidelines, and drug

registration information.
Source of case characteristics
data: medical examination

report.

Knowledge system

CM knowledge services are
mainly based on the theory

and practice of CM, including
CM, acupuncture, and CM

diagnostics.

Based on the modern medical
system, including various

branches of Western medicine,
such as internal medicine,

surgery, pediatrics, obstetrics
and gynecology, etc.

Theoretical thinking mode

Traditional Chinese medicine
emphasizes syndrome

differentiation and treatment,
and distinguishes the etiology
and pathogenesis of diseases
through the four diagnostic

methods of CM, such as
vision, smell, auscultation,

and palpation, and then
chooses Chinese medicine or

acupuncture and other
traditional Chinese medicine

treatment methods.

Focus on the physiological
and pathological mechanisms

of diseases, and draw up
treatment plans based on
large-scale clinical trials.

 

Figure 10. Framework of smart CM knowledge services.

The framework of the CM knowledge intelligent service model includes three parts:
knowledge organization, knowledge generation, and knowledge service. Knowledge
organization mainly includes case base construction, knowledge modeling, and picture
construction. Knowledge generation mainly includes reasoning knowledge, and knowl-
edge service mainly includes case knowledge recommendation, professional knowledge
display, and other related services. This model is aimed at improving medical and health
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decision-making, hospital management, clinical teaching, and scientific research. To achieve
this, a medical knowledge base and graph are built using authoritative books, academic
literature, clinical pathways, and diagnosis and treatment guidelines. The knowledge
base is constantly updated through a self-learning mechanism. Additionally, an example
library is created using medical and health big data, and different algorithm models are
applied for knowledge generation and discovery in different management decision-making
scenarios. Through matching, retrieval, recommendation, reminder, view navigation, and
other methods, the framework provides knowledge services to users.

4.1. The Organization of CM Knowledge

Case knowledge is the foundation of CM knowledge, because it contains a vast
amount of expert knowledge that is difficult to quantify scientifically but is crucial in
providing decision-making information support for the CM medical process. CM doctors
use the “observation, listening, questioning, and pulse diagnosis” method to collect clinical
data from patients. This approach relies on four aspects of data collection: vision, smell,
auscultation, and palpation. By comprehensively analyzing these four aspects of data,
CM doctors differentiate syndromes and determine the etiology, location, nature, and
pathogenesis of diseases. AI-assisted CM diagnosis relies heavily on data from these four
diagnostic methods [43]. For instance, observation can collect data using modern medical
imaging techniques (such as CT, MRI, and so on) or in the form of pictures, recording
the patient’s skin color, facial features, tongue coating, and tongue quality, among others.
Listening records patient data information in text, such as the patient’s bad breath, body
odor, sweat odor, and so on. Questioning records the inquiry information in text or audio.
Pulse diagnosis records data through wearable devices or other sensors, or by manually
taking the patient’s pulse and recording text data. Given the vast amount of heterogeneous
data from multiple sources in CM case knowledge, it is essential to effectively organize
and manage medical and health case knowledge to achieve fine-grained management
and accurate services. Moreover, CM data involves patients’ private personal information
and medical institutions’ business secrets, prompting the need to ensure the security and
confidentiality of data. Cross-domain CM data security sharing is an urgent problem that
needs to be addressed.

4.1.1. CM Case Knowledge Organization Based on Key Clinical Features Extraction

In the context of CM medical and health management decision-making, CM experts
rely on clinical pathways, diagnosis guidelines, and disease consensus to determine the
main characteristic attributes, conclusions, and solution categories of cases. They then use
a CM case automatic generation algorithm, which integrates natural language processing
and key information extraction, to organize CM case knowledge. To evaluate the quality of
CM cases, the system establishes a two-stage dual evaluation mechanism of “storage-use”
+ “quality-usability.” Only cases with good evaluations from doctors can enter the case
bases, and high-quality cases can be further classified to build rare-disease case bases
and well-known-doctor case bases to meet the knowledge service needs for different CM
scenarios. The flowchart for building the CM case base is shown in Figure 11.
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Figure 11. Flowchart for building the case base.

To extract key feature information, natural language processing methods are used
based on authoritative disease knowledge provided by doctors. A pretrained medical field
word vector dictionary is then used to obtain a word vector matrix of unstructured text data.
This matrix is then input into multiple prebuilt segmenters to obtain segmented sentence
sequences, which are in turn input into multiple prebuilt part-of-speech taggers to obtain
part-of-speech tagging results. Using these results, the key information is obtained, which
is then fused and matched based on expert experience to obtain the key case information
and form case knowledge.

The first loss function during the pretraining process of the built segmenter is

Loss1 =
1
P

P

∑
i=1

(
1 − h(c

(p))
true

)
(1)

where h(c
(p))

true represents the probability value corresponding to the correct character label,

h(c
(p))

true ∈ [0, 1]; P represents the total number of characters; and p represents the pth character.
The second loss function during the training process of the prebuilt part-of-speech

tagger is

Loss2 =
1
Q

Q

∑
i=1

(
1 − e(w

(q))
true

)
(2)

where e(w
(q))

true is the probability value of the correct part-of-speech tag, e(w
(q))

true ∈ [0, 1]; Q
represents the number of words after sentence segmentation; and q represents the qth word
after segmentation.

The calculation of the overall loss function is as follows:

Loss = Loss1 + Loss2 (3)

The CM knowledge organization system is capable of summarizing and generalizing
high-quality case evaluation criteria from historical evaluation data. Through reinforce-
ment learning methods, it automatically learns and forms high-quality case evaluation

181



Healthcare 2023, 11, 2170

rules while controlling the case size and continuously injecting high-quality cases and
gradually eliminating low-quality cases. This continuous improvement in case quality
avoids unlimited expansion and ensures dynamic updates of case knowledge, thereby
providing the possibility for large-scale case quality evaluation.

4.1.2. Medical Data Security Sharing Based on Horizontal and Vertical Federated Learning

Cases contain a significant amount of sensitive information, and in recent years,
data privacy protection has become an increasingly important concern for society. The
exchange of data between enterprises and organizations without user authorization is
strictly prohibited. Data sharing between different CM hospitals and clinics is difficult,
resulting in various “data islands” of different sizes, which poses significant challenges to
AI and machine learning. In the medical and health field, accurate results can be obtained
only after analyzing a large amount of data and cases. However, because of the unique
nature of medical big data and the differences in information collection systems used by
various hospitals, different types of medical data cannot be easily exchanged. Data sharing
between hospitals is challenging, and sharing data between other health and elder-care
institutions is even more difficult. By sharing user data between different institutions
without compromising privacy, more comprehensive analysis data can be obtained, which
can assist decision-makers in making informed judgments.

Federated learning is a distributed machine learning algorithm that facilitates secure
management of cross-organizational and heterogeneous medical and health data resources.
The algorithm involves several key steps. First, based on the first and second data sharing
requests initiated by the first institution on the health data resource sharing platform, the
second and third institutions that respond to these requests are determined. Next, the
relevant parameters of the first model built by the first institution on the data sharing
platform are updated using horizontal federated learning algorithms, based on the relevant
health data resources of the second institution. The third step involves updating the
parameters of the second model built by the first institution on the data resource sharing
platform using vertical federated learning algorithms, based on the health data resources
of the third institution. In the fourth step, the Shapley value is used to allocate model
construction, which helps determine the training results from the first and second models
obtained by the first institution. Finally, based on the training results of the first and second
models, and in conjunction with the relevant health data resources of the first institution,
secure aggregation of medical and health big data across organizations is achieved. The
incentive parameters for each participating institution in the allocation modeling process
can be expressed by Formula (4).

ϕi(v) = ∑S⊆N\{i}
S!(N − S − 1)!

N!

(
v(S∪{i}) − vS

)
(4)

where ϕi(v) represents the incentive parameter of the i-th participating institution; N
represents the total number of participating institutions; S represents a subset of the N
participating institutions; vS represents the individual contribution value of the subset S;
v(S∪{i}) represents the contribution value of the set S; and N\{i} represents the subset that
does not include the i-th participating institution.

4.2. CBR Method for Health Knowledge Generation and Discovery

CBR is an important subfield of artificial intelligence that serves as an effective means
for organizing knowledge. CBR uses big data to organize cases and solves new management
decision problems by matching them with the most similar historical cases and using expert
knowledge gathered from those past cases. The reasoning process of CBR closely resembles
that of human decision-making [29]. When doctors encounter new problems, they often
recall past experiences managing similar situations and adjust and modify that information
to formulate solutions to the current problem. Furthermore, case-based reasoning is
a flexible knowledge reasoning technique that can flexibly construct case libraries and
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provide knowledge services based on different management decision tasks and real-time
temporal information, making it well suited for organizing CM case knowledge. CM case
knowledge is often ambiguous and difficult to verify in the diagnosis process. Case-based
reasoning can efficiently solve problems without starting from the beginning by reusing
historical knowledge, significantly improving problem-solving efficiency and providing
more complete and interpretable initial solutions.

Case knowledge is the core of CM knowledge and can provide useful decision-making
information support for the medical process of CM. Reasoning, generation, and discovery
based on medical big data, CM case knowledge, and general medical knowledge can provide
fine-grained management methods for hospital-assisted decision-making and risk warning.
This section mainly introduces a human–machine collaborative case knowledge generation
method and a case knowledge discovery method that considers implicit feedback.

4.2.1. Human–Computer Collaborative Method for CM Case Knowledge Generation

A human–machine collaborative medical and health knowledge generation method
is proposed, which is aimed at case knowledge bases and general knowledge bases, to
achieve the knowledge generation method of new medical decision-making solutions.
By matching, reusing, modifying, quality evaluation, and review of historical cases, the
knowledge generation of new medical decision-making solutions is achieved, and human
participation is used to evaluate case quality and improve case knowledge, effectively
reducing medical risks [44].

Cases are represented by (x, y) vectors, where x = (x1, x2, . . . , xn) is a vector of
independent variables that represent the feature attributes, and y ∈ Y, where Y is a discrete
variable corresponding to the class. In the case library of solved historical cases, the class
values are known. Therefore, when given a new unsolved target case, it can be retrieved
by finding the most similar case in the library. To generate a solution for the new case,
the weighted heterogeneous value distance measure (WHVDM) is used for case matching,
providing a knowledge reference for decision makers.

Specifically, the WHVDM between the new target case t and the stored case r is
defined as

WHVDM(t, r) =

√
n

∑
i=1

wid2
i (t, r)

where

d2
i (t, r) =

{
vdm(t, r), if xi is discrete

di f f 2(xt,i, xr,i), if xi is continuous
(5)

In Equation (5), vdm(t,r) is the value difference measure (VDM) proposed by Stanfill
and Waltz. The VDM between the discrete attribute xi of the target case t and the stored
case r is defined as

vdmi(t, r) = ∑
a∈Y

(Pr(y = a|xi = xt,i)− Pr(y = a|xi = xr,i))
2

•
√

∑
a∈Y

Pr(y = a|xi = xt,i)2 (6)

In Equation (5), di f f 2(xt,i, xr,i) is the Euclidean distance measurement, which is part
of various distance measurements used in CBR systems. Specifically, given a new target
case t and a stored case r:

di f f 2(xt,i, xr,i) = (x t,i − xr,i

)2
(7)

This method is suitable for measuring the distance between cases that contain both
discrete and continuous variables, highlighting the impact of the relative importance of
case attributes. This impact is reflected in the weights of the feature attribute vector, which
are obtained through a genetic algorithm [45]. Compared with commonly used knowledge
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discovery methods such as PBF neural network, CART, logistic regression, and naïve Bayes,
this method has an accuracy improvement of over 3.2% and at least a 4.5% improvement in
the comprehensive F-value performance evaluation index [46].

4.2.2. A Case Knowledge Discovery Method Considering Implicit Feedback in
Human–Computer Interaction

As big data technology and medical digital systems continue to mature, the interaction
behavior information between doctors and systems, such as personal preferences and
case evaluation scores, is recorded in databases, providing huge data support for data
mining. User feedback information is mainly divided into explicit feedback data and
implicit feedback data. Explicit feedback behavior is reflected mainly through case rating,
collection, labeling, and other methods, whereas implicit feedback behavior refers to the
personal preferences of doctors, and obtaining and using such data may involve a certain
delay. Considering doctors’ implicit behavior in case knowledge discovery can predict the
most needed case knowledge based on the browsing preferences and behavior sequences
of CM doctors, which is of great significance for personalized configuration of doctor users,
improving work efficiency, as well as diagnosis and treatment levels.

The main process is as follows: The browsing sequence and rating records of the
attending physician are preprocessed, and the similarity between each case is calculated.
Then, the generalized matrix factorization (GMF) and multilayer perceptron (MLP) neu-
ral networks are used to extract the physician’s behavior characteristics and habits from
the sequence, and combined with the rating information of past cases to obtain prelim-
inary recommendation results. Finally, after personal screening by the doctor, the final
recommendation list is obtained.

Specifically, the user–case interaction matrix Y obtained from implicit feedback is
defined as

yui =

〈
1
0

〉
(8)

where a value of 1 means that there is human–computer interaction between user and i;
a value of 0 may mean that user does not like i, or that user does not know that there is i
at all.

After dimensionality reduction in the embedding layer, the input binary sparse vector
is mapped to a dense vector, and then with the help of the GMF model, the inner product
of the user latent vector and the case latent vector is used as the evaluation of the user’s
preference for i, and the first neural collaborative filtering (NCF) layer is defined:

φ1(pu, qi) = pu ◦ qi (9)

where pu = PTvU
u , qi = QTνI

i are latent vectors of users and cases, respectively, projected
onto the output layer:

ŷui = aout

(
hT(pu ◦ qi)

)
(10)

where aout is the activation function of the output layer, selected by the ReLU function, and
h is the weight of the output layer, which is obtained through training.

Next, with the help of the MLP model, we use the standard multilayer perceptron to
learn the potential features of users and cases, and calculate the output for each layer of
MLP under the NCF framework:

zi =

{
ai
(
WT

L zlL−1 + bL
)
, i = 2 · · · L

ϕi(pu, qi) = [ pu
qi
], i = 1

(11)

The output of the final model is

yui = σ
(

hTzL

)
(12)
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The knowledge recommendation results are obtained by splicing the last layer of the
hidden layers, applying the exponential mechanism for privacy preservation, and then
normalizing the resulting probability values.

4.3. Dynamic Personalized Knowledge Recommendation

The CM knowledge smart service platform integrates data resources from various
fields and caters to different levels of CM health service demands, including the gov-
ernment, medical consortiums, hospitals, and individuals. By leveraging the behavior
characteristics and patterns of different patient groups, it aggregates real-time sensing
information and historical health data to track health status and demands. The platform
provides personalized, dynamic, visualized, and intelligent panoramic health knowledge
services for different groups and scenarios under the 5P medical mode. It achieves this
through the use of an individual health assessment model and demand evolution model
based on real-time time-series health data.

4.3.1. Health Risk Assessment Based on Time-Series Warning Signals

Through the analysis and processing of relevant medical information data, the chang-
ing characteristics and patterns of the health status of different patients can be studied,
allowing for accurate identification of disease clues and health risks. With this information,
personalized health assessment and demand evolution models can be established based on
real-time time-series health data. This enables the provision of a service that recommends
intervention plans based on users’ characteristics, ultimately meeting the individualized
health needs of patients.

The specific process is as follows: When an early warning signal is given, user tag
vectors are constructed based on the user’s physical condition, and collaborative filtering
based on singular value decomposition is performed. After obtaining a plan, the BP-DS
model is used to match the plan details with the user’s physical characteristic values and
adjusts them accordingly. Finally, trend fitting is applied to predict the user’s physical
condition and decide whether to end the treatment or choose the next stage of the plan,
thereby generating a complete intervention plan.

Specifically, the process involves using the Pearson correlation similarity calculation
to obtain a matrix that represents the similarity between users:

Similarityr(u, v) =
∑i∈C (ru,i − r̄u)(rv,i − r̄v)√

∑i∈C(ru,i − r̄u)2
√

∑i∈C(rv,i − r̄v)2
(13)

Calculate the preference of user tag attributes and obtain the similarity of attribute
preferences:

Pui =
Weightui
Weightu

(14)

Similaritys(u, v) =
∑k

i=1 pui pvi√
∑k

i=1 p2
ui

√
∑k

i=1 p2
vi

(15)

The comprehensive similarity is determined by taking into account both the similarity
between users and the similarity of attribute preferences:

Similarity(u, v) = w × Similarityr(u, v) + (1 − w)× Similaritys(u, v) (16)

The user rating matrix and the project tag attribute matrix T are used in calculations to
obtain the predicted value for the user:

Preu,i = R̄u +
∑ v∈K−neighboursSimilarity (u, v)× (Rv,i − R̄v)

∑ v∈K−neighboursSimilarity (u, v)
(17)
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4.3.2. A Collaborative Recommendation for Medical Research and Education Integration

The medical education and research integration model refers to the application of
the industry–university–research cooperation model in higher medical education. The
CM intelligent knowledge service meets the needs of doctors and hospitals for medical
treatment, education, and research integration. On the one hand, it provides doctors with
decision-making assistance solutions by recommending similar cases. On the other hand,
it provides classic clinical teaching cases and relevant common knowledge to young and
grassroots doctors who lack experience in diagnosis, treatment, research, and training,
thereby offering knowledge services.

This method uses a vast amount of clinical cases and general CM medical knowledge,
and applies them to the medical education and research model to proactively recom-
mend relevant medical and health knowledge based on dynamic perception of patient
health status and doctor needs. The specific process involves first extracting entities and
corresponding concepts using a hierarchical segmentation processing algorithm, and con-
structing a mapping relationship between them to obtain the medical knowledge base in
the form of an <entity, concept> binary tuple. When a new patient record appears, features
are extracted from the case information using the term frequency and inverse document
frequency (TF-IDF) method to build the case feature set, which is then matched with the
preset clinical case library to obtain similar cases. The LSTM-CRF named entity recognition
technology is then used to extract medical terms, which are associated with the general
CM medical knowledge base to provide detailed medical knowledge pages. The medical
knowledge recommendation content is displayed with the help of the medical knowledge
graph, to achieve the purpose of knowledge learning or disease research. Figure 12 shows
the flowchart for constructing the knowledge graph.

 

Figure 12. Flowchart for constructing the knowledge graph.

5. Innovative CM Knowledge Services Models in the Era of Digitalization

At present, the theory and practice of intelligent CM knowledge services are in their
early stages. To address this, an interdisciplinary approach can be used to develop and
utilize a CM knowledge service system driven by big data under the 5P medical mode. This
system will be unique to China and internationally leading, and it will aid in advancing
the scientific research level of CM health management in China to the forefront of the
world. In addition, it will provide much-needed scientific theoretical support for CM
knowledge services.

5.1. Case-Based CM Knowledge Service Model Guided by Holistic View and Dialectical

A significant part of CM knowledge is implicit, originating from the clinical practice of
CM practitioners and unique to each individual, making it challenging to describe and teach
using language and text. This is known as “implicit knowledge”. Because of the existence
of implicit CM knowledge, the transmission of CM is often achieved through observation,
imitation, communication, and practical experience. The process of exploring, transmitting,
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and sharing implicit CM knowledge involves transforming implicit knowledge into explicit
knowledge and integrating various resources, such as well-known doctors, disciplines, and
information [47].

In managing implicit CM knowledge, a holistic view and dialectical approach should
be used as guidance, and the diagnostic and reasoning processes of well-known doctors
should be fully preserved. Effective clinical information should be obtained from a vast
amount of CM knowledge to avoid knowledge deviation, omission, and distortion in the
transmission of CM. This is essential for the preservation, sorting, and sharing of implicit
CM knowledge. Therefore, it is urgent to construct a CM knowledge base centered on
well-known CM cases, fully preserving the diagnostic and reasoning processes of well-
known doctors and updating the case library automatically through self-learning and
adaptive mechanisms.

5.2. Human–Machine Cooperative Medical Knowledge Recommendation Service Model

The traditional approach to knowledge reasoning relies mainly on computer models
and algorithms, with limited human involvement, making it difficult to comprehend the
reasoning results and limiting their practical utility [48]. Compared with the traditional
clinical decision support system, the assisted diagnosis and treatment system participated
by doctors has the advantages of knowledge adoption, ease of use, usefulness in improving
medical quality, satisfaction of system use, interpretability of recommended schemes, per-
ceived security, and ability enhancement have advantages [48]. To improve the acceptability
of knowledge reasoning results, it is necessary to overcome the bottleneck of depending
solely on machine reasoning for knowledge acquisition. Therefore, there is an urgent need
to clarify the production and circulation rules for multisource and multimodal medical and
health data, such as diagnosis and treatment data and health data, in the context of CM
health services. Establishing a multimodal intelligent knowledge reasoning system can
create a human-in-the-loop mechanism for knowledge reasoning and acquisition, providing
a new paradigm for CM medical and health knowledge reasoning.

5.3. Active Knowledge Service Model for 5P Healthcare

In the era of intelligent interconnection, active health is a medical and health service
model that is guided by the concept of holistic medicine and the CM principle of pre-
venting diseases before they occur. It is supported by the new generation of information
technologies such as the internet and artificial intelligence, and aims to provide proactive
prevention and diagnosis services. The construction and application of a CM knowledge-
based intelligent service system emphasizes personalization, precision, participation, and
collaboration, with the aim of transforming disease treatment into health management.
Therefore, there is an urgent need to conduct research on actively responsive and flexi-
ble disease risk judgment mechanisms, personalized treatment plan generation based on
comprehensive patient health information, and health information knowledge recommen-
dation mechanisms. Additionally, it is crucial to establish information security sharing
and collaboration mechanisms among various medical institutions to provide doctors with
high-quality knowledge services, and to improve medical quality and efficiency.

5.4. Panoramic and Dynamic Knowledge Service Mode Driven by Knowledge and Data

The 5P medical mode emphasizes the importance of personalized and precise medical
services. To achieve dynamic health services that cater to individual needs, it is essential to
overcome the limitations in relying mainly on static, local, and limited historical medical
and health information for knowledge acquisition. This requires expanding the theoretical
system of medical and health services and management, and establishing a new model
of panoramic, dynamic, active, and personalized services based on real-time health per-
ception and demand assessment [49]. Therefore, there is an urgent need to construct a
dynamic and real-time CM case knowledge base based on CM knowledge and health and
diagnostic data. This involves developing intelligent models for health risk assessment and
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dynamic intervention program recommendations based on time-series warning signals. By
breaking down the business barriers and geographic boundaries of CM practitioners, it is
possible to transform CM knowledge services from passive treatment and static services to
real-time perception, dynamic evaluation, and active intervention, achieving precise and
personalized health service modes.

6. Conclusions

The CM intelligent knowledge service model, driven by data and knowledge, has
significantly transformed the CM knowledge service model, thereby promoting the devel-
opment of the CM industry. CM is a unique medical system that requires a professional
medical background and CM knowledge reserves. CM intelligent knowledge services need
to provide accurate and credible content while also respecting the development process
and characteristics of traditional medicine. They cannot simply be compared with mod-
ern medicine. This article reviews, summarizes, and analyzes the research status of CM
intelligent knowledge service models, revealing that new information technologies such
as artificial intelligence have been widely applied to CM services. However, the research
on the CM knowledge service system is still incomplete. Therefore, this article proposes a
CM intelligent knowledge service model under the 5P medical mode, which systematically
studies the knowledge organization and data sharing mechanism, knowledge generation
and discovery, knowledge reasoning, and full-cycle active personalized service mode of CM
intelligent knowledge services. CM knowledge organization, knowledge generation, and
knowledge service interact and depend on each other, forming a relatively complete CM
knowledge management ecosystem. Through the effective integration and coordination of
these three aspects, the innovation, dissemination, and utilization of CM knowledge can
be realized, and the competitiveness and innovation ability of CM organizations can be
improved. The CM intelligent knowledge service combines CM general knowledge, case
knowledge, and reasoning knowledge to serve CM diagnosis, treatment, teaching, and
research, which is of great significance for the development of CM and public welfare.

In future research, we should fully leverage the potential of the new generation of
information technology to enhance and ensure the quality of CM knowledge service,
focusing on the following three key aspects:

1. Facilitating the Integration of CM and Western Medicine:

Both Chinese and Western medicine boast their unique strengths and inherent weak-
nesses. By amalgamating the concepts and techniques of Chinese and Western medicine,
we can foster cross-learning and capitalize on each system’s strengths. This harmonious
integration has the potential to yield more comprehensive and effective healthcare solu-
tions [50,51].

2. Unearthing the Untapped Potential of Folk Chinese Medicine:

Folk CM holds a treasure trove of invaluable knowledge, encompassing secret recipes
and unique techniques that have been passed down through generations. It is of paramount
importance to actively preserve and retrieve this traditional wisdom. Thoroughly research-
ing and documenting folk remedies and practices allows us to incorporate these hidden
gems into mainstream CM knowledge, thus enriching the array of healthcare practices
and treatments.

3. Enhancing CM Diagnosis and Medication through Standardized and Precise Prediction:

To bolster the accuracy of CM diagnosis and medication, adopting standardized and
precise prediction methods plays a pivotal role. Harnessing cutting-edge technologies and
data analysis tools enables the optimization of diagnostic processes [52], leading to more
accurate treatment plans and improved patient outcomes.
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