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Latest Progress and Applications of Multiphase Flow and
Heat Transfer

Liangxing Li

State Key Laboratory of Multiphase Flow in Power Engineering, Xi’an Jiaotong University, Xi’an 710049, China;
liangxing.li@xjtu.edu.cn

1. Introduction

Multiphase flow and heat transfer are critical in both traditional and emerging area
of engineering research [1] and are widely involved in industrial processes and academic
studies [2,3], including petrochemical engineering [4,5], chemical engineering [6,7], nuclear
engineering [8–10], mechanical engineering [11,12], and ocean engineering [13,14], as well
as renewable energy [15,16], energy storage [17,18], and cleaning coal technology [19,20],
etc. With the rapid development of various interdisciplinary subjects and technologies,
the novel technologies and innovative applications of multiphase flow and heat transfer
are proposed and developed in an endless stream and show great potential. On the other
hand, studies of multiphase flow and heat transfer commonly couple various physical
processes, such as phase change [21,22], interface evolution and interaction, physical
or chemical reactions, multiscale coupling analysis, spatiotemporal transient dynamics,
and multicomponent flow and mass transfer. Although a lot of studies and great efforts
have been performed to understand the complicated multiphase flow and heat transfer
phenomena and to reveal new mechanisms and theories, there are still many issues that
need to be clarified from both theoretical and applied aspects of this important field [1].
Correspondingly, the methods, algorithms, and modeling of numerical simulation also
pose great challenges with regard to accurately capturing and predicting the heat transfer
behavior of multiphase flow.

This Special Issue aims to provide a top-notch platform to introduce the latest progress
and various applications in the area of multiphase flow and heat transfer. The scope
of this Special Issue includes the aspects of theoretical derivation and analysis, model
development and simulation, and experimental investigation and engineering applications,
with hopes to be invaluable for scientists and researchers interested in multiphase flows.
Generally, seven articles in this Special Issue cover the latest research advances in academia
(mainly from the universities or institutes) and industry, such as KBR in the US and CNNC
in China. The contributed scientists are from nine countries, including the USA, Russia,
Germany, Belgium, Serbia, Australia, Colombia, Japan, and China. Moreover, I would like
to express my gratitude to all authors who have contributed to this Special Issue.

2. An Overview of Published Articles

The first article by Mr. Li et al. from the Northeastern University of China and
Prof. Tu from the Royal Melbourne Institute of Technology (RMIT) University of Australia
conducted a numerical study on spontaneous steam condensation in a nozzle. A wet steam
model with entropy generation rates was proposed in the study, considering three different
mechanisms, including viscous dissipation, heat transport, and phase change. Different
geometric parameters of the nozzle (like throat radius, divergent section expansion angle,
and divergent section length) were designed, and the effects on the spontaneous steam
condensation were discussed. In addition, the performance of the nozzle was also studied
by comparing the mass flow rate, total entropy production, and liquid mass fraction. The
calculated results demonstrate that increasing the throat diameter or reducing the expansion
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angle of the divergent section restrains steam condensation. The irreversible energy caused
by steam condensation results in energy waste and weakens the nozzle’s performance.

The second article is also an international collaborative work related to the two-phase
flow in petroleum engineering. Researchers from Asia (Saudi Arabia and Kuwait), Europe
(Russia, Serbia, Germany, Belgium), and South America (Colombia) propose a non-invasive
method to identify the flow pattern and to determine the volume percentage of two-phase
flow in a scale-laden petroleum pipeline by employing artificial intelligence technologies.
In the tested petroleum pipeline, a dual-energy gamma source emits photons, and two
detectors are placed in front of the gamma source at a 45-degree angle to the center of the
pipe: one is for transmitted photons and the other one is for scattered photons. The Monte
Carlo N-Particle code (MCNP) is employed to analyze the flow patterns at different volume
percentages as well as to calculate the scale thickness inside the pipe. The feature extraction
technique of the time domain is adapted to extract time characteristics, like skewness,
kurtosis, and 4th-order moment. Finally, the flow patterns and the volume percentages are
identified by the two designed multilayer perceptron neural networks.

Researchers of the third article are from Japan (Tokyo Institute of Technology and
Tokyo University of Agriculture and Technology) and Indonesia (Institut Teknologi Na-
sional Bandung), focusing on the hydrodynamic fingering induced by gel formation. They
conduct Hele–Shaw cell displacement experiments for a miscible fluid system by using
skim milk and an aqueous citric acid solution. The effects of gel film formation on fingering
instability are discussed and investigated, and a mathematical model is developed for
the sequential growth of gel film formation at the fingertip. The results show that mixing
skim milk with the aqueous citric acid solution causes the formation of gel film, which
leads to interface instability. The diffusion of citric acid causes the formation of gel film to
thicken over time. As the flow increases, the width of the fingers remains constant while the
finger number increases linearly before the fingers merge. Based on the interaction between
the diffusion of citric acid and the elongation of the fingertip, a mathematical model of
sequential film thickness growth is developed for a bubble-like fingertip structure. The
model is helpful for providing us with a better understanding of the fundamental growth
mechanism of the bubble-like fingertip.

The fourth article written by scholars from academia (Louisiana State University and
University of Texas at Austin) and industry (KBR) in the USA focuses on the influence
of porous media on the interaction between wave-induced sloshing and the dynamics of
the floating body, which is very important to the structural vibration control in civil and
ocean engineering. A numerical algorithm that couples fluid computation (for sloshing
fluid and ambient waves) and rigid-body dynamics (for the floating platform) is proposed.
The Eulerian–Lagrangian method is employed to calculate the hydrodynamic in both the
pore-flow domain and the pure-water domain. The Newmark time integration method
is adopted for the rigid body dynamics to ensure numerical stability. The modeling
freedom of the sloshing fluid is reduced, and the numerical process is fast and inexpensive.
According to the frequency response analysis, the effectiveness of the porous media is
verified for reducing the vibration and mitigating the sloshing response. It is believed that
the porous media will reduce the hydrodynamic pressure and improve the integrity of the
liquid container.

In the fifth article, Li et al. from the Xi’an Jiaotong University of China develop a
high-accuracy flow pattern identification method for air–water two-phase flow in the
porous media by combining signal feature extraction technologies and machine learning
technologies. According to the differential pressure signals of two-phase flow in porous
beds, three parameters related to time domain characteristics, including the mean, standard
deviation, and range of the signals, are analyzed and extracted using a statistical method.
In addition, the time–frequency domain features of the signals are also extracted with the
empirical mode decomposition (EMD) method. Then, machine learning technologies, such
as the support vector machine (SVM) and BP neural network, are adopted to train and
construct different flow pattern identification models based on extracted signal feature
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parameters. In the end, an online and high-accuracy intelligent system is established to
identify the flow patterns in porous media.

The sixth article focuses on the enhanced heat transfer characteristics of spherical
heat storage related to phase change thermal storage technology. Researchers from the
Inner Mongolia Agricultural University and Inner Mongolia Agricultural University of
China designed and constructed a test system of melting spherical heat storage units to
experimentally study the melting characteristics of a CuO-paraffin wax composite in a
spherical heat storage unit. The influences of parameters, including the pin fin numbers,
the temperature in the water bath, and the CuO nanoparticles in paraffin, are discussed
and analyzed. In addition, a regression model is fitted to investigate the effects of different
parameters on the melting time of the phase change material (PCM). The results show that
the interaction between the water bath temperature and the pin fin numbers significantly
affects the melting time of the PCM in the heat storage unit. A prediction model is further
established to calculate the melting time via the response surface methodology. The work
can prove to be helpful in the design of thermal storage units.

The seventh article focuses on the process of steam condensation heat transfer in
nuclear engineering. Li et al. from China Nuclear Power Engineering Co. Ltd. propose a
comprehensive heat transfer model (considering liquid film heat transfer, steam conden-
sation, and convective heat transfer), aiming to study the heat transfer process of steam
condensation with non-condensable gas. A model is then adopted via the Integrated
Program of Severe Accident Analysis (PISAA) for nuclear power plants. By comparing
the calculated results from the PISAA program with those obtained using the traditional
containment analysis codes of nuclear reactors, as well as the experimental data in the Wis-
consin condensation tests, the model is verified and shows good performance with a stable
calculation process, less iteration, and fast convergence. Moreover, sensitivity analysis of
the heat transfer coefficient parameters shows that the average error is about 10% for the
condensation heat transfer coefficient and that the maximum value is below 30%, which
indicates that the model is suitable for thermal-hydraulic analysis in nuclear engineering.

3. Conclusions

The compilation of studies in this Special Issue is devoted to highlighting the recent
progress and various applications of multiphase flow and heat transfer, ranging from
conventional research and interdisciplinary research; additionally, it aims to introduce the
different methodologies and interdisciplinary manners that are employed in the respective
case studies.

In summary, the first paper and the seventh paper both focus on the phenomenon
of steam condensation, while the numerical simulation performed in the first paper and
the seventh paper establishes a calculation model to analyze the steam condensation heat
transfer with non-condensable gas; then, the model is employed using the analysis code
for severe accidents of nuclear reactors. Applications of machine learning technologies in
multiphase flow and heat transfer are discussed and explored in the second and the fifth
articles, corresponding to petroleum engineering and nuclear engineering, respectively.
Based on the experimental studies conducted in the third paper, a mathematical model is
established to better understand the fundamental growth mechanism of the bubble-like
fingertip. The fourth paper proposes a numerical algorithm used in ocean engineering,
while the sixth paper conducts an experimental study related to the field of energy storage.

In the end, I would like to emphasize that the studies compiled in this Special Issue
may be seen as a starting point to inspire scientists and researchers in the field of multi-
phase flow and heat transfer to explore innovative studies, including the fundamentals of
multiphase flow and heat transfer, interdisciplinary studies, those under extreme working
conditions, etc.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: The spontaneous condensation of wet steam often occurs in the steam ejector nozzle, this
deteriorates the performance of the steam ejector. In this paper, we take changing the geometric
parameters of the nozzle as the focus of our research and construct an internal connection between
steam’s condensation behavior and the nozzle’s throat radius, the nozzle’s divergent section expan-
sion angle, and the nozzle’s divergent section length. Our numerical simulation results indicate
that an increase in the throat diameter and reduction of the divergent section’s expansion angle
can inhibit steam condensation behavior, to a certain extent. In particular, the steam condensation
behavior will disappear at a 0◦ expansion angle, but it is not affected by the change in the divergent
section’s length. In addition, the irreversibility that is seen under different changes to the nozzle’s
structure parameters was investigated and the results show that the entropy generation that is caused
by a phase change accounts for a much higher proportion of the total entropy generation than heat
transport and viscous dissipation do. This indicates that steam’s condensation behavior makes a
large amount of irreversible energy, resulting in energy waste and reducing the performance of the
nozzle. Therefore, this study can provide a theoretical reference for suppressing the spontaneous
condensation behavior of steam by changing the nozzle’s geometry.

Keywords: steam ejector nozzle; nozzle geometric structure; spontaneous condensation of steam;
entropy generation; CFD simulation

1. Introduction

The steam ejector is a simple energy conversion device that is widely used in many
industrial fields, such as power generation [1], refrigeration [2], the desalination of seawa-
ter [3], fuel cell applications [4], and steam generation systems [5]. As depicted in Figure 1,
the steam ejector can convert a higher-pressure primary fluid and a lower-pressure sec-
ondary fluid into a mixed fluid of higher-pressure energy and then realize the vacuum
effect in the mixing chamber. The nozzle of the steam ejector plays a key role in the above-
mentioned process. Its function is to convert the higher-pressure energy of the primary
fluid into greater kinetic energy, thereby providing a source of power for the operation of
the entire steam ejector system. Therefore, the nozzle directly affects the efficiency of the
entire steam ejector system.

The nozzle’s geometric structure has a great influence on the performance of the
steam ejector and this has been confirmed by many researchers. Six nozzles with different
throat diameters were used in a 1 kW steam ejector cooling capacity experimental system
that was constructed by Ruangtrakoon et al. [6,7] and it was found that the geometries of
the primary nozzle had strong effects on the steam ejector’s performance. Yang et al. [8]
investigated the effects of nozzles with conical, oval, square, rectangular, and cross-shaped
exit sections on a steam ejector’s performance by using the CFD method. They discovered
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that the steam ejector with the nozzle that had a cross-shaped exit section could achieve the
largest entrainment ratio. Fu et al. [9] numerically investigated the effects of the primary
nozzle’s outlet diameter on the performance of steam ejectors, the CFD results illustrated
that the entrainment ratio initially increased sharply with the growth of the nozzle’s outlet
diameter and then it would reduce when the diameter exceeded a certain value. The
influence of the throat area ratio between the nozzle and the ejector on the efficiencies in
the MED-TVC desalination system was also investigated by Liu et al. [3] and they noted
that the mixing efficiency between the primary and secondary fluids and the entrainment
ratio of the steam ejector could be improved by adjusting the throat area ratio between the
nozzle and the ejector. Other key geometric parameters such as the nozzle’s exit position
and the nozzle’s outlet diameter were optimized by Wu et al. [10] by using the CFD method.
This research revealed that the nozzle outlet diameter was the most sensitive influencing
factor for the performance of the steam ejector.

Figure 1. Schematic diagram of steam ejector and nozzle structure.

Apart from the nozzle’s geometric structure, the spontaneous condensation behavior
of the steam that is in the nozzle also affects the performance of the steam ejector and this
is a variable which attracts the attention of many researchers. Moore et al. [11] measured
the pressure distribution within the nozzle’s condensation zone by conducting a wet-steam
tunnel experiment as early as 1973. Subsequently, Moses and Stein [12] documented the
homogeneous nucleation and growth of steam droplets using static pressure and laser light
scattering methods. Gyarmathy [13] experimentally studied the nucleation characteristics
of high-pressure saturated steam and determined the Wilson lines and the droplet size
and number count that are present in Laval nozzles. Meanwhile, the influence of the
Wilson point position was first theoretically explained in Wilson’s early experiments [14].
Bakhtar and Mohammadi Tochai [15] derived a set of numerical algorithms to be used for
solving two-dimensional steam two-phase flows in a nozzle. The fundamental equations
of gas–droplet multiphase flows were proposed by Young for the calculation of the non-
equilibrium condensation of wet steam in nozzles and turbine cascades [16–18].

With the help of a CFD simulation, X. Wang et al. [19] predicted the flow characteristics
of a wet steam flow in a nozzle and demonstrated that the steam’s condensation behavior
could depress the efficiency of the nozzle and reduce the pumping performance of the steam
ejector. Moreover, they also studied the effect of primary steam superheating on the steam
condensation in a nozzle and the performance of the steam ejector [20]. Sharifi et al. [21,22]
numerically studied wet steam flow in the nozzle of a steam ejector and found that the
steam’s condensation behavior reduced the maximum value of the flow Mach number
but improved the compression ratio and entrainment ratio of the steam ejector. In order
to improve the accuracy of their numerical calculations, Ding et al. [23] implanted a set
of codes based on Young’s classical nucleation rate and droplet growth rate into the CFD
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solver and found that it could finely predict the position of the Wilson point and the wet
steam flow properties in a nozzle. Similarly, Abadi et al. developed in-house CFD code
that was based on a two-fluid model in order to numerically study the supersonic flow
of wet steam with a non-equilibrium phase change in a high-pressure nozzle [24] and
high-pressure thermo-compressor [25]. A condensing steam flow mode with droplet size
distribution in a Laval nozzle was also implemented into in-house CFD code by Wroblewski
and Dykas [26]. A piece of Euler–Euler two-phase flow model code that was optimized by
Yang et al. was validated to be able to capture the complicated condensation characteristics
of water vapor in the Laval nozzle [27]. These researchers also found that wet steam flow in
a nozzle would reduce the performance of the steam ejector more than dry steam. This was
reflected in the entrainment ratio that decreased from a score of 0.6973 (which was obtained
by the dry steam model) to 0.6242 (which was obtained by the wet steam model) under the
given operation condition [28]. Using the multi-objective genetic algorithm method that is
based on the modified condensation model, Zhang et al. [29] optimized the primary nozzle
of a steam ejector in order to improve its entrainment ratio.

With regard to the aforementioned investigations into steam condensation in the
nozzle of a steam ejector, these researchers have only paid attention to the impact of
the spontaneous condensation behavior of steam on the inner flow and performance
of the steam ejector and the optimization of numerical algorithms in order to improve
the accuracy of CFD simulations. However, there are few studies on the influence of a
nozzle’s geometric structure on its internal steam condensation behavior. Ariafar et al. [30]
numerically investigated the wet steam flow in nozzles with area ratios of 11, 18 and 25.
They observed that all of the nozzles’ static pressures that were obtained by the wet steam
model were higher than those for the ideal gas model, while no significant difference
existed in the nozzles’ momentum. C. Wang et al. [31] also increased the area ratio of the
nozzle and found that it reduced the steam condensation’s intensity and nozzle’s pressure,
but increased the liquid mass fraction.

In this article, a wet steam model with entropy generation rates that are relevant
to three different mechanisms (viscous dissipation, heat transport, and phase change)
was innovatively established in order to numerically study the behavior of wet steam
condensation in a nozzle. Apart from the nozzles’ throat radii, the effects of the divergent
section expansion angle and divergent section length of the nozzle on the spontaneous
condensation of steam were investigated. Importantly, the distributions of the entropy
generation areas in the nozzles with different geometric structures were visualized for
the first time. Finally, the relationships between the nozzle’s mass flow rate, total entropy
production and the liquid mass fraction of the nozzle for three types of geometric structures
were established.

2. Mathematical Models Description

2.1. Governing Equation

The internal steam flow of a nozzle is governed by the compressible steady-state
axisymmetric form of the fluid flow conservation equation. The Navier–Stokes equations
are more suitable for variable density flows [32]. The total energy equation, including
viscous dissipation, was considered and coupled with the gas law. The governing equations
of continuity, momentum, and energy can be written as follows:

The continuity equation:
∂ρ

∂t
+

∂

∂xi
(ρui) = 0 (1)

The momentum equation:

∂

∂t
(ρui) +

∂

∂xj
(ρuiuj) = − ∂P

∂xi
+

∂τij

∂xj
(2)
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The energy equation:

∂

∂t
(ρE) +

∂

∂xj
(uj(ρE + P)) = − ∂

∂xj
(αe f f

∂T
∂xj

) +
∂

∂xj
(uiτij) (3)

ρ =
P

RT
(4)

τij = μe f f (
∂ui
∂xj

+
∂uj

∂xi
)− 2

3
μe f f

∂uk
∂xk

δij (5)

where ui, uj, uk are components of the velocity, τij is the stress tensor of the fluid, E is the
fluid energy, αeff is the effective thermal conductivity, μeff is the effective viscosity of the
fluid, and δij is the unit tensor.

2.2. Turbulence Modeling

The k-ω SST turbulence model was adopted in this study based on its higher predic-
tion accuracy for global and local flow phenomena, which has been confirmed by many
researchers [33–36]. It can be described as below [37]:

∂

∂xi
(ρkui) =

∂

∂xj
(Γk

∂k
∂xj

) + Gk − Yk + Sk (6)

∂

∂xj

(
ρωuj

)
=

∂

∂xj
(Γω

∂ω

∂xj
) + Gω − Yω + Dω + Sω (7)

where k is the turbulent kinetic energy and ω is the specific dissipation rate. Definitions of
the terms G, Y, S, and D can be found in Ref. [37].

2.3. Wet Steam Flow Transport Equation
2.3.1. Liquid Phase Mass Fraction Transport Equation

The transport equation governing the mass fraction of the condensed liquid phase is
written as [38]:

∂(βρ)

∂t
+

∂

∂xi
(ρβui) +

∂

∂xj
(ρβuj) = Γ (8)

where Γ is the mass generation rate due to condensation and evaporation, which is corre-
lated to the nucleation rate I (the number of new droplets per unit volume per second) and
the growth or demise of these droplets [38]:

Γ =
4
3

πρl Ir∗3 + 4πρlηr2 ∂r
∂t

(9)

where r* is the critical droplet radius, above which the droplet will grow and below which
the droplet will evaporate. This can be written as [17]:

r∗ = 2σ

ρl RT ln(s)
(10)

In the above expression, s is defined as the ratio of the steam pressure to the saturation
pressure corresponding to steam temperature:

s =
P

Psat(T)
(11)
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2.3.2. Nucleation Rate Equation

In this study, the classical theory of nucleation that is based on the homogeneous
nucleation theory was used to calculate the number of liquid droplets; it is written as
below [17]:

I =
qc

(1 + θ)

(
ρ2

v
ρl

)√
2σ

M3π
exp
(
−4πr∗2σ

3KbT

)
(12)

where θ is a non-isothermal correction factor, which is given by [17]:

θ =
2(γ − 1)
(γ + 1)

(
hlv
RT

)(
hlv
RT

− 0.5) (13)

where γ is the ratio of the specific heats and it is taken as 1.32.
The wet steam’s density can be determined from the vapor density ρv and liquid

phase mass fraction β. This equation is written as:

ρ =
ρv

1 − β
(14)

2.3.3. Droplet Growth Rate

The size of the droplets is affected by two mechanisms: the transfer of mass from the
vapor to the droplets and the transfer of heat from the droplets to the vapor in the form of
latent heat [38]. This can be written as:

∂r
∂t

=
P

hlvρl
√

2πRT
γ + 1

2γ
cp(Td − T) (15)

2.3.4. Droplet Density Transport Equation

The density of the droplets’ transport equation was obtained from Ref. [37] and is
described as

∂(ρη)

∂t
+

∂

∂xi
(ρηui) +

∂

∂xj
(ρηuj) = ρI (16)

where η is the number of droplets per unit volume. This can be expressed as:

η =
β

(1 − β)Vd(ρl/ρv)
(17)

In this equation, Vd is the average droplet volume, which is defined as:

Vd =
4
3

πr3 (18)

2.3.5. Equation of State

The wet steam equation of state, which relates the pressure to the vapor density and
temperature, is given by [16]:

P = ρvRT(1 + Bρv + Cρ2
v) (19)

where B and C are the second and third viral coefficients, respectively, and are functions
of temperature.

Besides this equation, the wet steam isobaric specific heat capacity Cp, specific enthalpy
h, and specific entropy s are described as below [17], respectively:

Cp = Cp0(T) + R
{[

(1 − αvT)(B − T dB
dT )− T2 d2B

dT2 )
]
ρv

+
[
(1 − 2αvT)C + αvT2 dC

dT − T2 d2C
dT2 /2

]
ρ2

v

} (20)
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h = h0(T) + RT
[
(B − T

dB
dT

)ρv + (C − T
dC
dT

/2)ρ2
v

]
(21)

s = s0(T) +
[

R ln ρv + (B + T
dB
dT

)ρv + (C + T
dC
dT

/2)ρ2
v

]
(22)

where Cp0, h0, s0 are the standard state isobaric specific heat capacity, enthalpy, and entropy,
respectively.

2.4. Entropy Generation Rate

In this article, the total entropy generation rate of a wet steam flow is defined as:

Sgen = Sgen,μ + Sgen,h + Sgen,l (23)

The entropy generation rates of viscous dissipation Sgen,μ and convection heat transfer
Sgen,h are used and described as the sum of the part of the total amount of entropy that is
generated by the mean gradients component and the other part that is generated by the
fluctuating component [38]:

Sgen,μ =
(
Sgen,μ

)
mean +

(
Sgen,μ

)
f luc (24)

Sgen,h =
(

Sgen,h

)
mean

+
(

Sgen,h

)
f luc

(25)

where Sgen,μ is the entropy generation rate that is produced by viscous dissipation and the
Sgen,h originated from the heat transfer. The entropy generation rates of the mean gradients
are given as: (

sgen,h

)
mean

=
k

T2

[(
∂T
∂x

)2
+

(
∂T
∂y

)2
+

(
∂T
∂z

)2
]

(26)

(
sgen,μ

)
mean = μ

T

{
2
[(

∂ui
∂x

)2
+
(

∂uj
∂y

)2
+
(

∂uz
∂z

)2
]
+
(

∂ui
∂y +

∂uj
∂x

)2

+
(

∂ui
∂z + ∂uz

∂x

)2
+
(

∂uj
∂z + ∂uz

∂y

)2
} (27)

and the fluctuating ones are written as:

(
sgen,h

)
f luc

=
αT

α

(
sgen,h

)
mean

(28)

(
Sgen,μ

)
f luc =

ρε

T
(29)

Besides this, the phase change generation rate can be expressed as [39]:

Sgen,l = Γhlv(
1
Tv

− 1
Tl
) (30)

3. Numerical Modeling

3.1. The Dimensions of the Nozzle and Numerical Solution Settings

In this study, the nozzle B from the works of Moore et al. [11] was selected as the
original structure (see Table 1) that was used in order to investigate the effects of the throat
radius, expansion angle of the divergent section, and length of the divergent section on the
steam’s spontaneous condensation. The structures of the nozzles with different throat radii,
expansion angles, and divergent section lengths are shown in Figure 2; all the geometric
parameters are summarized in Table 1.
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Table 1. Geometric structure of the nozzle B.

Coordinate Value (m) Point A Point B Point C Point D

Throat x −0.25 −0.2 0 0.5

Radius y 0.0563 0.0563 0.025/0.03/0.035/ 0.072

0.04/0.045/0.05

Expansion x −0.25 −0.2 0 0.5

Angle y 0.0563 0.0563 0.05 0.056/0.063/0.072

0.081/0.089/0.98

Divergent x −0.25 −0.2 0 0.2~0.5

Section Length y 0.0563 0.0563 0.5 0.059/0.063/0.068

0.072/0.076/0.081

Nozzle B x −0.25 −0.2 0 0.5

Structure y 0.0563 0.0563 0.05 0.072

Figure 2. Geometric structure of the nozzle B with: (a) different throat radii, (b) different expansion angles of the divergent
section, and (c) different lengths of the divergent section.

In terms of the numerical solution settings, the commercial software Ansys Fluent
15.0, with an implicit density-based solver, was used to solve the flow-governing equations
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and the wet steam model was selected. The conservation Equations (1)–(5) for the vapor
phase were directly solved in the Fluent solver, while the governing Equations (6)–(22)
for the liquid phase and the phase change were performed when the wet steam model
was called in the solver. The Equations (23)–(30) were implanted into the Fluent solver
by UDS and UDF functions and then the entropy generation rate and entropy production
rate (the volume integrals for the entropy generation rate) could be solved in every cell
of the computational domain and displayed in the post-processing stage. The k-ω SST
turbulence model was used. This model did not need the wall function to be set based on
its special algorithm [32].

To save computing costs and time, a 2D axisymmetric geometry was adopted instead
of a 3D geometry. It has been proven that there is no obvious difference between the two
calculation results [40]. The nozzle inlet and outlet were set to the pressure inlet and outlet,
respectively. The wall was set to adiabatic and no-slip. All the initial boundary conditions,
boundary condition settings, and properties of the working fluid are listed in Tables 2–4,
respectively. The second-order upwind scheme was selected for all of the convection terms
and central difference discretization was selected for the diffusion terms. The mass flow
rate difference between the inlet and outlet and all of the calculated residuals needed to be
less than 10−6 in order to ensure iteration convergence.

Table 2. Initial values of the boundary condition.

Steam Pressure (Pa) Steam Temperature (K) Steam Superheat (K)

Nozzle inlet (A) 25,000 354.6 16.5

Nozzle inlet (B) 25,000 357.6 19.5

Nozzle inlet (C) 25,000 358.6 20.5

Nozzle inlet (A/B/C) 2000 300 /

Table 3. Boundary condition settings.

Item Boundary Condition

Nozzle Wall Adiabatic and no-slip

Nozzle inlet Pressure inlet

Nozzle outlet Pressure outlet

Table 4. Properties of the working fluid.

Property Value

Dynamic viscosity 1.34 × 10−5 kg/m·s
Thermal conductivity 0.00261 W/m·K
Specific heat capacity 2014.00 J/kg·K

Molecular weight 18.01534 kg·k/mol

3.2. Grid Independence and Validation of the Numerical Approach

The structured grid of nozzle B is presented in Figure 3. To verify the grid’s indepen-
dence, three grid levels were selected; a coarse level with 10k cells, a medium-level with
20k cells, and fine level with 41k cells. As illustrated in Figure 4, the droplet nucleation
rates of the three grid levels are depicted under the initial boundary condition of nozzle
B in Table 2 with the original structure of nozzle B. This reveals that there is a good level
of consistency between the medium and fine grid levels. Considering the computational
cost and efficiency, the medium-level grid was adopted. In order to further improve the
calculations’ accuracy, we refined the medium-level mesh in the near-wall area and the
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region with large pressure gradient variation, as shown in the partially enlarged views in
Figure 3. Finally, the grids with 26,784 cells were used to complete the following numerical
simulation. Simultaneously, the wall Y plus value was also controlled at around 1 (see
Figure 3).

Figure 3. The mesh structure of nozzle B and the wall Y plus value.

Figure 4. Comparison of the liquid mass fraction under different grid levels.

To identify the simulation’s accuracy, the axial static pressure distributions of three
nozzles from an experiment that was carried about by Moore et al. [11] under their corre-
sponding boundary conditions (see Table 2) and geometric structures (see Figure 5d) were
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used, as illustrated in Figure 5. It was found that the CFD results are in close agreement
with the present experiment’s data. In particular, the wet steam model can accurately
predict the onset position and the peak of the condensation shock. Moreover, the average
relative error between the simulation result and the experiment value was also calculated
and is shown in Figure 5. The average relative error can be obtained by Equation (31):

Average relative error (%) =
1
n

n

∑
n=1

((Expvalue − CFDresult)/Expvalue) (31)

Figure 5. Validation of numerical simulation: (a) Moore A nozzle, (b) Moore B nozzle, (c) Moore C nozzle, and (d) the
structures of three nozzles.

Among these three nozzles, the biggest average relative error (2.55) and maximum
relative error (4.43) were both generated in nozzle C (see Figure 5c). While the smallest
average relative error and maximum relative error were 1.77 in nozzle B (see Figure 5b) and
3.96 in nozzle A (see Figure 5a), respectively. This shows that these errors are acceptable
and that the wet steam model can fully predict the internal flow process and illustrate the
steam condensation phenomenon in a nozzle.

4. Results and Discussion

4.1. The Influence of Nozzle Geometry on Internal Steam Condensation
4.1.1. Nozzle Throat Radius

As steam flows through a nozzle, it expands rapidly and is accompanied by sponta-
neous condensation. In the flow process of wet steam’s spontaneous condensation, the free
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energy barrier of the molecules does not cause the steam molecules to aggregate and con-
dense immediately, which results in the steam continuing to expand beyond the saturation
line and deviating from the equilibrium state. Take a nozzle with the throat radius of 0.05 m
as an example, as the steam flows from the convergent section to the divergent section, the
temperature falls rapidly in the convergent section but a significant temperature step occurs
upstream of the divergent section (see Figure 6a). This can be attributed to the release of the
latent heat that has been generated by the steam condensing. At the same time, this latent
heat heats the surrounding steam and causes an abrupt increase in pressure (Figure 6b)
and the Mach number (Figure 6c) at the same position as the temperature step; this is an
effect that is known as the condensation shock. The steam saturation ratio that is described
by Equation (11) reflects the transition of the steam from the equilibrium state (Sr = 1) to
the non-equilibrium state (Sr �= 1). As shown in Figure 6d, the saturation ratio remained
almost at 1 in the convergent section, while it suddenly increased to the peak value at the
position of condensation shock and then rapidly dropped to 1 in the divergent section.
As a result of this, massive droplet cores were formed in the condensation shock position
when the saturation ratio was big enough to make the steam molecules overcome their
intermolecular rejection of coming together. The droplets’ nucleation ratio, in Figure 6e,
reflects the fact that the massive droplet cores were generated in the condensation shock
region and that, after crossing this condensation shock wave, there was no droplet core
appearing in the divergent section. After the droplets’ nucleation ratio dropped from the
peak value of approximately log1022.5 to zero, the number of droplets per unit volume was
kept constant in the divergent section, as illustrated in Figure 6f.

Moreover, the liquid mass fraction started to rise until it reached its maximum at the
nozzle outlet in the divergent section, as depicted in Figure 6g. It is worth noting that
the curve of the liquid mass fraction can be divided into two parts: the rapid nucleation
zone with slope 1 and the droplet growth zone with slope 2, as presented by the schematic
diagram in Figure 6g. Obviously, slope 1 is larger than slope 2. In the rapid nucleation zone,
the reason for the steepness of slope 1 of the liquid mass fraction curve is that the massive
droplets nucleated, which resulted in the liquid mass fraction (Figure 6g) and droplets’
average radius (Figure 6h) increasing sharply in this zone. However, in the droplet growth
zone, the droplets’ nucleation ratio (Figure 6e) was zero and the droplets per unit volume
(Figure 6f) also trended to a constant, which led to those steam molecules that were present
in a free state condensing gradually on the droplet cores. Since the droplet growth process
was much slower than the nucleation process, this made slope 2 of the liquid mass fraction
curve smaller than slope 1. It is also not hard to infer that the average droplet radius grows
much slower in the droplet growth zone than it does in the rapid nucleation zone, as shown
in Figure 6h.

In general, the wet steam condensation phenomenon under other throat radii has
similar characteristics to that which is found under the throat radius of 0.05 m, as shown in
Figure 6. However, as the throat radius increased from 0.025 to 0.05 m, there were some
differences in the following aspects: The peak position of the condensation shock moved
further downstream, as illustrated in Figure 6c. The intensity of the condensation shock
was also strengthened, which was reflected in the pressure step change (see Figure 6b).
In addition, Figure 6d and e show that the saturation ratio (which was larger than 1) and
the droplet nucleation ratio (which was larger than 0) were both enlarged along the axis;
meanwhile, the peak values of these two parameter curves decreased with the increase of
the throat radius. As seen from Figure 6g, the liquid mass fraction in the divergent section
under the throat radius of 0.05m was smaller than that of the others, which can contribute
to this radius resulting in the least number of droplets per unit volume (see Figure 6f),
although an average droplet radius of 0.0175 μm can be acquired under the throat radius
of 0.05 m.
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Figure 6. The steam parametric curves along the axis under different nozzle throat radii: (a) temperature, (b) pressure,
(c) Mach number, (d) saturation ratio, (e) droplet nucleation rate, (f) droplets per unit volume, (g) liquid mass fraction,
(h) droplet average radius.
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4.1.2. Expansion Angle of the Nozzle’s Divergent Section

As shown in Figure 7, when the expansion angle of the nozzle’s divergent section
changes from 0◦ to 11◦, the steam parameters in the nozzle also change to varying degrees.
Except for the nozzle with a 0◦ expansion angle, the steam parameters of the nozzles
with other expansion angles had the same changing trends along the axis: continued
expansion as the steam passed through the nozzle, a rapid drop in the temperature in the
nozzle’s convergent section, and the sudden appearance of a temperature step near the
nozzle’s throat (Figure 7a), which indicates that steam condensation had occurred and a
large amount of latent heat was released. The condensation shock that was formed by the
steam’s condensation resulted in a pressure rise and Mach number reduction in the location
of the steam condensation, as illustrated in Figure 7b,c. The droplets’ nucleation ratio
(Figure 7e) reveals that massive droplet cores were generated, due to the higher saturation
ratio (Figure 7d) in the steam condensation zone. Therefore, the formation of these droplet
cores sharply increased the liquid mass fraction and the average droplet radius in the
rapid nucleation zone, as shown in Figure 7g. Additionally, the volume of droplets per
unit remained constant in the divergent section (see Figure 7f), which also caused a slight
increase in the average droplet radius (Figure 7h) of the droplets in the droplet growth
zone. This is because the steam molecules that were in a free state condensed on the droplet
cores, as discussed in Section 4.1.1. In particular, for the nozzle with a 0◦ expansion angle,
the steam hardly condensed at all, resulting in the droplets’ nucleation rate, droplets per
unit volume, droplets’ average radius and liquid mass fraction all equaling zero, as seen in
Figure 7.

As shown in Figure 7, we also learned that the enlargement of the nozzle’s divergent
section’s expansion angle reduced the intensity of the condensation shock wave and moved
the position of the condensation shock forward (see the enlarged view in Figure 7b,c). The
regions of the steam saturation ratio that were larger than 1 and the droplets’ nucleation
ratio that were larger than 0 were both reduced in accordance with the increase in the
throat expansion angle, as depicted in Figure 7d,e. However, the droplets per unit volume
(Figure 7f) increased with the enlargement of the expansion angle, which infers that enlarg-
ing the expansion angle of the nozzle’s divergent section will increase the mass fraction
of the liquid phase (Figure 7g), thereby increasing the humidity of the nozzle outlet. As a
consequence, we should reasonably reduce the expansion angle of the nozzle’s divergent
section in order to alleviate the adverse effect of steam’s spontaneous condensation in
the nozzle.

4.1.3. Length of the Nozzle’s Divergent Section

To investigate the effect of a nozzle’s divergent section length on steam condensation,
we selected six different lengths (0.2, 0.3, 0.4, 0.5, 0.6, and 0.7 m). As can be seen in Figure 8,
all of the steam parametric curves were completely overlapped. The only difference was
found in those parameter values that were positioned at the nozzle’s outlet. Figure 8a
demonstrates that the steam condensation released the same amount of latent heat (i.e.,
the same temperature step) under the different nozzles’ divergent section lengths. All of
the parametric curves had the same condensation shock position and shock intensity, as
illustrated in Figure 8b,c. As the nozzle’s divergent section was lengthened, the pressure
value at the nozzle’s outlet gradually decreased. Compared with the pressure value, the
nozzle outlet’s Mach number showed the opposite result.
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Figure 7. The steam parametric curves along the axis at different expansion angles of the nozzle’s divergent section:
(a) temperature, (b) pressure, (c) Mach number, (d) saturation ratio, (e) droplet nucleation rate, (f) droplets per unit volume,
(g) liquid mass fraction, (h) droplet average radius.

19



Appl. Sci. 2021, 11, 11954

Figure 8. The steam parametric curves along the axis under different lengths of the nozzle’s divergent section:
(a) temperature, (b) pressure, (c) Mach number, (d) saturation ratio, (e) droplet nucleation rate, (f) droplets per unit volume,
(g) liquid mass fraction, (h) droplet average radius.
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Due to the release of the same amount of latent heat from the steam condensation, the
same saturation ratio (Figure 8d) and droplets’ nucleation ratio (Figure 8e) were formed
under the different nozzles’ divergent section lengths. The same curves of these two
parameters will inevitably lead to the same curve for the droplets per unit volume, as
shown in Figure 8f. Figure 8g illustrates that the liquid mass fraction of the nozzle’s outlet
increased with the increase in the nozzle’s divergent section length, which can be attributed
to the increase in the droplet number in the nozzle. This is the product of the volume of the
nozzle’s divergent section and the number of droplets per unit volume.

4.2. Irreversibility Analysis under Different Nozzle Geometries

In this section, the entropy generation rate is investigated in order to identify where
the irreversibility occurs, the type of entropy generation, and its effect on the nozzle’s
performance.

4.2.1. Nozzle Throat Radius

It can be seen from Figure 9 that the total entropy generation rate was mainly generated
and concentrated at the nozzle’s throat. The area of the entropy generation rate gradually
increased with the increase in the throat radius, but the peak value of the total entropy
generation rate decreased. This directly caused the total entropy production (the volume
integrals for the total entropy generation rate) to decrease from 73.99 W/K under a throat
radius of 0.025 m to 71.71 W/K under a throat radius of 0.05 m. Moreover, the position of
the total entropy generation rate concentration region gradually moved downstream of the
nozzle’s divergent section.

Figure 9. The total entropy generation rate and total entropy production under different nozzle
throat radii.

Three types of entropy generation make up the total entropy production: viscous
dissipation, heat transport, and phase change entropy generation. These are illustrated in
Figure 10 in the form of a stacked column chart. It was found that phase change entropy
generation accounted for the largest proportion of entropy, followed by viscous dissipation,
and then heat transport. This was found to be true under all of the different nozzle
throat radii conditions. The viscous dissipation and the phase change entropy generation
were mainly generated in the steam condensation shock region, whereas the heat transport
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entropy generation was mostly produced at the boundary between the liquid phase and gas
phase. As shown in Figure 10, the heat transport and the phase change entropy generation
gradually reduced, while the viscous dissipation entropy generation increased with the
increase in throat radius. Heat transport and phase change entropy generation reduced
from 48.19 and 5.39 W/K to 47.31 and 2.11 W/K, respectively. The viscous dissipation
entropy generation increased from 20.41 W/K (the original value) to 22.36 W/K. It is worth
noting that the reduction of the phase change entropy generation caused the decrease of
the liquid mass fraction and the suppression of the steam’s condensation. In addition, it
can be more clearly seen from Figure 11 that the liquid mass fraction and the total entropy
production both reduced when the nozzle throat radius increased from 0.025 to 0.05 m,
but the opposite result was obtained in terms of the mass flow rate. This indicates that
properly increasing the nozzle throat radius is beneficial to improving the performance
of the nozzle, suppressing the intensity of the spontaneous condensation of steam and
reducing energy waste.

Figure 10. The three types of entropy generation under different nozzle throat radii.

Figure 11. The mass flow rate, total entropy production and liquid mass fraction under different
nozzle throat radii.
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4.2.2. Expansion Angle of the Nozzle’s Divergent Section

As shown in Figure 12, as the nozzle’s expansion angle was increased, the concentra-
tion region of the total entropy generation rate gradually moved upstream of the nozzle’s
divergent section and its peak value and area also increased. Therefore, the total entropy
production increased from 17.55 W/K at the 0◦ nozzle expansion angle to 97.97 W/K at the
11◦ nozzle expansion angle; a nearly five-fold increase. This was due to the condensation
behavior of the steam, which almost disappeared at the 0◦ nozzle expansion angle, so a
small total entropy production value was generated.

Figure 12. The total entropy generation rate and total entropy production at different expansion
angles of the nozzle’s divergent section.

Figure 13 illustrates that the enlargement of the nozzle expansion angle changed
the composition of the three modes of entropy generation: the nozzle expansion angle
changed from 0 to 11◦, which resulted in an increase in the viscous dissipation and the heat
transport entropy generation from 16.12 and 1.44 W/K to 24.41 and 2.58 W/K, respectively.
Moreover, the increase in phase change entropy generation from 0 to 71 W/K also led
to an increase in the liquid mass fraction. As already seen for the proportion of entropy
production in Section 4.2.1, the largest proportion of entropy production was still generated
by phase changes, followed by viscous dissipation and then heat transport.

Figure 14 clearly shows that the curve of the mass flow rate has a steeper slope
between the 0◦ and 3◦ nozzle expansion angles than that which was found between the
3◦ and 11◦ angles. This is because the steam’s spontaneous condensation did not happen
at the 0◦ nozzle expansion angle, which led to the generation of smaller values of the
total entropy production and liquid mass fraction. Once the expansion angle was larger
than 3◦, increased entropy production and liquid mass fraction usually led to more energy
being converted into useless work and a reduction in the flow velocity of the steam, which
directly slowed the growth rate of the mass flow rate, as depicted in Figure 14. Therefore, it
is not appropriate to attempt to improve nozzle performance by expanding the expansion
angle of the nozzle’s divergent section. This caution is evidenced by the lower mass flow
rate growth rate, the increase in the total entropy production and the nozzle outlet humidity
that were found between the 3◦ and 11◦ expansion angles (see Figure 14).
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Figure 13. The three types of entropy generation at different expansion angles of the nozzle’s
divergent section.

Figure 14. The mass flow rate, total entropy production and liquid mass fraction at different expan-
sion angles of the nozzle’s divergent section.

4.2.3. Length of the Nozzle’s Divergent Section

The changes in the total entropy generation rate that were caused by the growth of the
length of the nozzle’s divergent section are presented in Figure 15. It was found that the
location and the area of the total entropy generation rate concentration region remained
almost the same. The total entropy production increased from 60.04 to 80.59 W/K as the
divergent section was lengthened from 0.2 to 0.7 m. Moreover, the three entropy generation
processes all increased as the divergent section was lengthened from 0.2 to 0.7 m. Under
this condition, the viscous dissipation, heat transport and phase change entropy generation
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increased from 13.35, 1.41, and 45.27 W/K to 30.06, 2.69, and 47.84 W/K, respectively
(see Figure 16). We can see that the phase change entropy generation was still the largest
contributor to entropy among the three types of entropy production, under their respective
conditions. Interestingly, although there was growth of the total entropy production and
liquid mass fraction at the nozzle outlet as the divergent section length increased, we found
that the nozzle’s performance was almost unaffected. This observation is based on the mass
flow rate of the nozzle, which maintained a constant of 3.997 kg/s, as shown in Figure 17.

Figure 15. The entropy generation rate and total entropy production under different lengths of the
nozzle’s divergent section.

Figure 16. The three types of entropy generation under different lengths of the nozzle’s divergent section.
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Figure 17. The mass flow rate, total entropy production and liquid mass fraction under different
lengths of the nozzle’s divergent section.

5. Conclusions

In this paper, the effects of the throat radius, divergent section expansion angle and
divergent section length of a nozzle on the spontaneous condensation of steam were numer-
ically investigated. The irreversibility flow in the nozzle was also analyzed by identifying
the proportion of entropy generation that could be attributed to three mechanisms (viscous
dissipation, heat transport and phase change) and the distributions of the total entropy
generation rate under different nozzles’ geometric structures. In addition, the nozzle’s
performance was studied by comparing the mass flow rate, total entropy production and
liquid mass fraction. The detailed findings are as follows:

• The increase in the nozzle throat radius enhanced the intensity of the condensation
shock and increased the mass flow rate and the pressure at the nozzle outlet. The total
entropy production in the nozzle decreased from 11.73 to 10.56 W/K as the throat
radius increased from 0.025 to 0.05 m. Therefore, increasing the nozzle throat radius
can not only improve the nozzle’s performance, but also reduce the waste of energy. In
addition, the reduction in liquid mass fraction and phase change entropy generation
indicates that the spontaneous condensation behavior of wet steam can be suppressed
by increasing the throat radius.

• When the expansion angle of the nozzle’s divergent section changed from 0 to 11◦,
the nozzle’s outlet Mach number increased, but the nozzle outlet pressure decreased
and the intensity of the condensation shock was weakened. Moreover, there was
an increase in the liquid mass fraction, which caused an increase in phase change
entropy generation. Therefore, reducing the nozzle’s expansion angle inhibited the
wet steam’s spontaneous condensation behavior, to a certain extent. In particular, the
steam’s spontaneous condensation behavior disappeared at an expansion angle of 0◦.

• Lengthening the nozzle’s divergent section did not change the condensation shock’s
intensity and its position in the nozzle, which resulted in a complete overlap of the
curves of the liquid mass fraction, saturation ratio, droplets’ nucleation rate and
droplets per unit volume in the steam condensation shock region. As the divergent
section’s length was increased from 0.2 to 0.7 m, the three identified types of entropy
generation, total entropy production, and liquid mass fraction all increased, while
the mass flow rate remained constant at 3.997 kg/s. Consequently, lengthening the
nozzle’s divergent section did not improve the nozzle’s performance, but it did cause
an increase in the humidity in the nozzle’s outlet and the wastage of energy.
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• No matter how the nozzle’s geometric structure changed, the largest proportion of
entropy generation was still accounted for by phase changes, followed by viscous
dissipation and then heat transport. This indicates that steam’s condensation behavior
creates a large amount of irreversible energy, resulting in energy waste and reducing
the nozzle’s performance. Consequently, the spontaneous condensation behavior of
wet steam should be suppressed in order to alleviate the performance deterioration
that is caused by this behavior when a steam ejector is running.
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Nomenclature

ρ, ρv, ρl mixing fluid density, vapor density, and liquid phase density (kg/m3)
R gas law constant
T,Tv,Tl static temperature, vapor temperature, and liquid phase temperature (K)
P pressure, (Pa)
ui, uj, uk x, y, z components of velocity, (m/s)
τij stress tensor
αeff effective thermal conductivity
μeff effective viscosity
δij unit tensor
E total fluid energy
k turbulent kinetic energy
ω specific dissipation rate
μ dynamic viscosity, (N·s/m2)
μt eddy viscosity, (N·s/m2)
β liquid phase mass fraction
Γ mass generation rate, (kg/m3s)
S super saturation ratio
I number of liquid droplets
η droplet number density, (1/m3)
r average droplet radius, (m)
r droplet radius,(m)
r* critical droplet radius, (m)
KB Boltzmann constant
σ droplet surface tension
M molecular mass, (kg)
θ non-isothermal correction factor
h specific enthalpy
hlv latent heat due to condensation
qc evaporation coefficient
γ ratio of specific heats
Vd average droplet volume, (m3)
B, C virial coefficients, (m3/kg, m6/kg2)
Cp isobaric heat capacity, (J/(kg·K))
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s specific entropy
Sgen total entropy generation rate, (W·K–1m–1)
Sgen,μ entropy produced by viscous dissipation, (W·K–1m–1)
Sgen,h entropy produced by heat transfer, (W·K–1m–1)
αt turbulent thermal diffusivity rate
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Abstract: One of the factors that significantly affects the efficiency of oil and gas industry equipment
is the scales formed in the pipelines. In this innovative, non-invasive system, the inclusion of a
dual-energy gamma source and two sodium iodide detectors was investigated with the help of
artificial intelligence to determine the flow pattern and volume percentage in a two-phase flow by
considering the thickness of the scale in the tested pipeline. In the proposed structure, a dual-energy
gamma source consisting of barium-133 and cesium-137 isotopes emit photons, one detector recorded
transmitted photons and a second detector recorded the scattered photons. After simulating the
mentioned structure using Monte Carlo N-Particle (MCNP) code, time characteristics named 4th
order moment, kurtosis and skewness were extracted from the recorded data of both the transmission
detector (TD) and scattering detector (SD). These characteristics were considered as inputs of the
multilayer perceptron (MLP) neural network. Two neural networks that were able to determine
volume percentages with high accuracy, as well as classify all flow regimes correctly, were trained.

Keywords: artificial intelligence; feature extraction; scale thickness; two-phase flow; MLP neu-
ral network

1. Introduction

In addition to the gamma radiation efficiency technique, which is the basis of this study,
there are other techniques, such as hydrostatic, ultrasonic, and hydrometric techniques,
that are used to distinguish the flow regime and volume fraction of multiphase flow. The
answer to the fundamental question of what the benefit of is implementing a non-invasive
method to determine the mentioned parameters can be explained in several parts.
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(A) One of the requirements for optimizing the separation process in the oil and gas
industry is to have quantitative and sufficient information about the volume fraction
of the gas and oil phases.

(B) Understanding the type of flow pattern along with determining the volume fraction
of gas and oil phases is a requisite of transfer processes because it is straightforwardly
related to a large part of the project economy.

(C) The efficiency of the separation process is highly influenced by the type of flow regime.
(D) Whether the drilling process should continue or stop at any time can only be deter-

mined by understanding the volume fraction of each component.

One of the studies conducted years ago to flow metering and determine volume
percentage was a study published in 1999 by Abro et al. [1]. Determination of void fraction
was done by Abro et al. using low-energy gamma-ray Americium-241 instead of the
traditional Caesium-137 source. They tried to determine which detector positions best
serve the purpose and placed three detectors at angles of 140-degree, 154-degree, and
180-degree to the source. The EGS4 software package has been chosen as a substrate for
volumetric percentage determination with a 3% error for all flow regimes. In 2020, Sattari
and his colleagues were able to simulate three common flow regimes in the volumetric
percentage of 5–90% using a structure containing a detector and a cesium-137 source [2].
They performed two independent GMDH neural networks to detect volume percentages
and flow regimes. In the beginning, they passed the photon spectrum extracted from the
detector through a Savitzky–Golay filter to eliminate the existing high-frequency noise,
then extracted 7 time-domain characteristics from this spectrum to give them as input
of the neural network. This approach could eventually achieve the type of flow regimes
and volume percentage prediction with a root mean square error of less than 1.11. Some
studies in recent years have shown that gamma radiation can be used as a technique to
detect these internal deposits in oil and gas pipelines. Oliviera et al. used a structure
with a NaI detector and a source of cesium-137 to inspect the scale deposited pipe in
2015 [3]. In the discussed approach, the detector and the source move simultaneously
in 0.5 cm increments. At each stop, the detector records the gamma spectrum passed
through the pipe for one minute. The results showed that the presence and thickness of
scale in the pipe could be predicted. In reference [4], the researchers simulated three flow
regimes in different volumetric percentages and scale thickness inter the pipe; they were
able to classify flow regimes with not very high accuracy using SVM neural network and
predicted volumetric percentages with an RMSE of less than 3.67 using the MLP neural
network. In addition, in a similar study [5], an attempt was made to predict the scale
thickness in the pipe independent of the flow regime and volume percentage using the
RBF neural network with an RMSE of less than 0.22. Radiation multiphase flowmeters
and the applications of artificial intelligence in them can be found in other studies that are
available in references [6–15]. Oil and gas pipelines may become internally fouled and have
devastating effects. These deposits can reduce the internal diameter, reduce the equipment
life cycle, reduce efficiency, and, ultimately, increase costs [16]. The scale deposited in a
pipeline is depicted in Figure 1.
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Figure 1. An example of a scale formed in a pipeline.

2. Simulation Setup

The modeling of the detection system in this study was performed through version
X of Monte Carlo N-Particle Code (MCNPX) [17]. The schematic view of the mentioned
detection system is shown in Figure 2. As is apparent, the two-phase flow and the scale
formed inside the steel pipe are in the middle, and the dual-energy source and two NaI
detectors at a 45-degree angle to each other are on the other side. In this schematic, the
stratified flow is considered as an example.

Figure 2. Simulated detection system: 1—shield, 2—dual energy source, 3—steel pipe, 4—scale layer,
5—liquid phase, 6—gas phase, 7—transmission detector, 8—scattering detector.

In the source part, a dual-energy gamma source, including radioisotopes of Cesium-137
and Barium-133 was used, which radiate 0.662 MeV and 0.356 MeV, respectively. In the pro-
posed structure, scattered and transmitted photons are received by two 25.4 mm × 25.4 mm
NaI detectors. The detector, which is responsible for recording transmitted photons, was
located on the other side of the pipe just opposite the photon transmitter source. The
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other detector, which is responsible for receiving the scattered photons, was located at a
45-degree angle with the hypothetical line connecting the center of the pipe to the trans-
mission detector. The pipe was considered in this simulation is made of steel with an
inner diameter of 20 cm. The scale on the inner wall of the pipe was intended as a circular
symmetrical layer of BaSO4 with different thicknesses. Three types of flow regimes with an-
nular, stratified, and homogeneous names were simulated in volume percentages between
10% to 85% with steps of 15% and in seven different scale thicknesses. In our previous
work [18], the structure discussed in this article had been validated by several experiments.
The obtained detector responses were compared in experimental and simulation. The
results showed a good agreement between the simulated results and the experimental data.
The uttermost relative difference between the experimental data and simulated data for
the detector response was 2.2%. The actual working conditions were dynamic; however,
the reference points for flowmeter training were fixed and can be considered static, so
experiments and simulations were performed in static conditions. These fixed points were
used for flowmeter training to determine the volume fraction and to detect flow regimes in
multiphase flowmeters in real conditions. Swift gamma-ray neutron active analysis was
considered for quantitative analysis for swift, non-intrusive and online measurements of
multiphasic seawater/gas/oil flows in [19]. In this research, all simulations have been
considered in static conditions but have been used in real conditions. In [20], conceivable
use of transmitted and scattered gamma radiation detection for the characterization of
produced water from offshore oil wells has been evaluated. The simulated flow regimes
are illustrated in Figure 3. Figure 4 depicts the spectra recorded for three flow regimes with
a scale thickness of 2 cm and a void fraction of 55% in both detectors.

Figure 3. simulated flow regimes (a) stratified (b) homogeneous (c) annular.

Figure 4. Signal recorded by the transmission and scattering detectors for all three simulated regimes
at 2 cm scale thickness and 55% void fraction.

3. Feature Extraction

Feature extraction is a process of defining a set of features that aims to reduce the
signal size, but this size reduction should preserve the properties of the signal and make it
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even more suitable for interpretation. There are several methods for extracting the features
of signals. For instance, extraction of characteristics in the frequency domain, extraction of
characteristics in the time domain, combined mode of extraction of characteristics in the
time-frequency domain, and even other creative methods. Sattari et al. Examined time
characteristics that used a creative method to select the characteristics of skewness, kurtosis,
and 4th order moment as efficient characteristics [21]. The same creative method was used
in the research of Hosseini et al. to select the appropriate frequency characteristics [22].
There are several methods to determine the effective and appropriate properties of the
signal, for example, in [2], researchers used the GMDH neural network to determine
the effective signal properties. They used the network’s self-organizing feature as a tool
for feature selection. Feature extraction method using wavelet transform has also been
considered by many researchers [23,24]. By extracting the approximate and the details
of the received signals, they extract the characteristic features of the signal. Correlation
analysis methods have also been studied to determine suitable characteristics in other
studies [25]. Nevertheless, the gap in their research was that they did not consider the scale
thickness of the inner pipe. In this study, inspired by previous research [21], three time
features of skewness, kurtosis, and 4th order moment were extracted as follows:

• 4th order moment:

m4 =
1
N

N

∑
n=1

[x(n)− m]4, m =
1
N

N

∑
n=1

x(n) (1)

• skewness:

g1 =
m3

σ3 , m3 =
1
N

N

∑
n=1

[xn − m]3, σ2 =
1
N

N

∑
n=1

(xn − m)2 (2)

• kurtosis:

g2 =
m4

σ4 (3)

4. MLP Neural Network

In the past few decades, various advanced computational approaches, e.g., finite
element, numerical linear algebra, statistics, numerical analysis, tensor analysis, and
artificial intelligence, have been applied in various fields of study, such as fluid me-
chanic engineering [26–34], chemical engineering [35–41], electrical and computer engineer-
ing [42–72], petrochemical engineering [73–77], petroleum engineering [78–92], mathemat-
ics and physics [93–102], and environmental engineering [103–107]. The ANN has been
demonstrated to be the most potent technique for classification and prediction among the
aforementioned computational methods.

Perceptron is a kind of neural network in terms of computational unit. In fact, percep-
tron is a single-layer neural network; a multilayer perceptron is called a neural network.
Taking of real values of input vectors and calculating a linear composition of these inputs
are perceptron’s duties. If the result value is less than the threshold value, the percep-
tron output will be −1 and, otherwise, will be 1. The following equation determines the
perceptron output [108,109]:

y = f (
u

∑
i=1

wixi + wi) (4)

The page is divided into two parts if the perceptron has two inputs x1 and x2 and the
equation of the dividing line is defined as follows:

w1x1 + w2x2 + w0 = 0 (5)
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In the n-dimensional space of instances, perceptron is thought-outed as a hyperplane.
Perceptron only learns instances that are linearly separable so that it can completely divide
the instances into two parts by a hyperplane and apply the values of −1 to one side and 1 to
the other side. Obtaining the values of perceptron weights is the goal of training it so that
perceptron produces the real value of training instances. Perceptron is taught according to
the following algorithm:

1. Weights get random values
2. For each training instance, perceptron is applied. If the samples are misjudged, the

perceptron weight values are corrected.
3. Are all trainings evaluated correctly?
4. Yes, the end of the algorithm.
5. No, back to step 2.

When the network is single-neuron, it loses the ability to implement nonlinear func-
tions. Multilayer perceptron networks (MLP) are very useful and can be offered as a
solution because they perform nonlinear mapping with high accuracy, which is considered
as the main solution in many engineering problems. MLP is a type of feed-forward network;
the output is calculated directly from the input without any feedback. In the MLP network,
the neuron model consists of a nonlinear activation function. Nonlinearity, continuity, and
derivability at all points are some of the features that an activation function should have. If
the activation function is not nonlinear, the network performance will be reduced to the
level of monolayer perceptron.

5. Result and Discussion

In this paper, two separate artificial multilayer perceptron neural networks are de-
signed to classify the type of flow regimes and predict the volume percentages independent
of the thickness of the scale in the pipe. The inputs of both networks are the characteristics
introduced in the previous section- extracted from the recorded signals from both the TD
and the SD. In total, 126 simulations were performed in this study, of which about 70%
(88 samples), 15% (19 samples), and 15% (19 samples) were used for training, validation,
and testing data, respectively. The structure of the classifier network to identify the type of
flow regimes is shown in Figure 5. To show the performance of this network, the confusion
matrix is plotted for train, validation, and test data in Figure 6. It is very important to say
that the output of this network consists of three numbers, 1, 2, and 3, which represent the
annular, stratified, and homogeneous regimes, respectively. In addition, the thresholds for
the output of this network are defined in such a way that if the output was between 0.5 to
1.5, the output number would be equal to 1, if the output number was between 1.5 to 2.5,
the output would return to 2 and if the output was between 2.5 to 3.5, the network declares
a homogeneous regime in the output.

Figure 5. Structure of classifier network.
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Figure 6. Confusion matrix to show the classification network performance for (a) training, (b) vali-
dation and (c) testing data.

Another network has been implemented with the aim of predicting volume percent-
ages; the structure of this network is shown in Figure 7. To obtain the optimal network
structure, various networks with one, two, three, and four hidden layers and with the
different number of neurons in each layer and different activating functions including linear,
log-sigmoid (Logsig), Heaviside, and hyperbolic tangent sigmoid (Tansig) were examined;
which is the most optimal structure for both classifier and predictor networks is shown
in Table 1. This table includes the number of input neurons, the number of hidden layers,
and the number of neurons in each hidden layer, as well as the type of activation function
and the number of the epoch. To show the performance of the predictor network, a fitting
diagram and the error diagram were used for the three data sets of training, validation,
and testing (Figure 8). The fitting diagram shows both the desired output and the output
of the designed network on a graph. The more the two diagrams match, the higher the
accuracy of the designed network. The error diagram also shows the difference between
the desired output and the network output for each of the data. One of the most important
parameters in determining the accuracy of predictor networks is determining the accuracy
measurement criteria. In this research, criteria named root mean square error (RMSE) and
mean relative error (MRE), with the following equations, have been applied. The calculated
values for these criteria are listed in Table 2.

MRE% = 100 × 1
N

N

∑
j=1

∣∣∣∣∣Xj(Exp)− Xj(Pred)
Xj(Pred)

∣∣∣∣∣ (6)

RMSE =

⎡
⎣∑N

j=1
(
Xj(Exp)− Xj(Pred)

)2

N

⎤
⎦

0.5

(7)

where N is the amount of data and ‘X (Exp)’ and ‘X (Pred)’ stands for the experimental and
predicted (ANN) values, respectively.
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Figure 7. Structure of predictor network.

Table 1. The characteristics of designed networks.

ANN Kind
MLP

Classifier Predictor

No. of neurons in input layer 6 6

No. of neurons in the 1st hidden layer 15 22

No. of neurons in the 2nd hidden layer 11 16

No. of neurons in the 3rd hidden layer - 10

No. of neurons in the output layer 1 1

No. of epoch 680 530

Activation function used for each hidden neuron Tansig Tansig

Figure 8. Fitting and error diagram to show the predictor network performance for (a) training,
(b) validation and (c) testing data.

Table 2. Calculated errors for the predictor network.

RMSE MRE% Data Set

1.56 5.69 Train

1.46 3.23 Validation

1.83 4.19 Test
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6. Conclusions

The present paper, through a creative structure based on radiation, offers an approach
for flow pattern and volumetric percentage detection in scale-laden petroleum pipelines.
For this purpose, a structure consisting of a dual-energy gamma source, two NaI detectors,
and a pipe, to simulate different flow regimes at different volume percentages, as well as to
model the scale thickness inside the pipe, was simulated using the Monte Carlo code. After
completing all simulations and data collection, to better interpret the collected data, the
feature extraction technique in the time-domain was used. The extracted features, which
include 4th order moment, skewness, and kurtosis, were considered as neural network
inputs. Two designed MLP neural networks were able to fully classify flow regimes and
predict volume percentages with an RMSE of less than 1.84, respectively.
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Abstract: Hydrodynamic fingering induced by gel formation shares common features with growing
biofilms, bacterial colonies, and the instability of a confined chemical garden. Fluid displacement
with gel formation is also essential in various engineering applications, including CO2 leakage
remediation from storage reservoirs and enhanced oil recovery. We conducted Hele-Shaw cell
displacement experiments for a miscible fluid system using skim milk and aqueous citric acid
solution. This study aimed to investigate the effects of gel film formation on the fingering instability
of a miscible fluid system and develop a mathematical model of the sequential growth of gel film
formation at the fingertip. We found that the gel film formation thickens with time, resulting in
instability at the interface. A distinctive fingering pattern, resembling tentacles, appears where
miscibility is suppressed, and the growth of the finger is localized at the fingertip. The finger width
remains constant with increasing flow rate, whereas the number of fingers increases linearly before
the fingers merge. The gap width significantly limits the finger width. Finally, a mathematical model
of sequential film thickness growth for a bubble-like fingertip structure was developed. This model is
based upon the interplay between the diffusion of citric acid through the existing gel film formation
and elongation of the fingertip. The model provides an understanding of the fundamental mechanism
of the growth of the bubble-like fingertip.

Keywords: gel film; finger instability; miscible; finger number; film thickness; finger width; mathe-
matical model

1. Introduction

Phenomena associated with nonlinear dynamic instability are prevalent in nature [1–6].
Hydrodynamic fingering is a type of instability that occurs when one fluid is injected into
another due to the change in fluid properties at bulk or interfacial regions, such as Saffman–
Taylor instability, which is driven by viscosity difference [7–11]; Rayleigh–Taylor instability,
which is driven by density difference [12–14]; and Marangoni instability, which is driven
by interfacial tension difference [15–17]. Hydrodynamic fingering also occurs when a
gel-like material forms at the interface of fluid pairs. Podgorski et al. [18] studied fingering
instabilities that appear when two aqueous solutions of identical viscosities react together.
A variety of fingering instabilities were observed owing to viscoelastic micellar formation
at the interface between the two fluids. Some of the observed displacement patterns were
similar to the instabilities of growing filamentary organisms. The growth of filamentary
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organisms was influenced significantly by a stretchable elastic membrane, resulting in
a finger-like growth pattern [19]. Moreover, the growth of bacterial colonies through
diffusion-limited processes in a nutrient concentration field results in the formation of
random fractals, which have properties identical to the fingering pattern induced by gel
formation [20–23].

The fingering instability induced by gel formation also shares mechanisms with pre-
cipitation patterns in confined chemical gardens, which are plant-like mineral structures
originating from a precipitation reaction between a metallic salt and an aqueous alkaline
solution. Precipitation is concentrated at the interface of reacted substances, forming a
semipermeable membrane, out of which fingers grow, depending on the reactant concen-
trations. The spatial precipitate patterns depend on the injection direction, owing to the
reaction–diffusion fronts that are asymmetrical [24–26].

Fluid displacement with gel formation is also essential in various engineering applica-
tions. Syed et al. [27] used a polyacrylamide gel with chromium as a crosslinker to study
the use of polymer gel solutions for the remediation of potential CO2 leakage from storage
reservoirs. A similar study by Ito et al. [28] showed that injecting a silicate solution into a
porous medium saturated with CO2 results in the precipitation of amorphous silica that
solidifies into a gel-like structure. This gel formation led to a 99% reduction in permeability
and, thus, prevented CO2 leakage. Furthermore, the gel blobs produced from a chemical
reaction play a dominant role in improving oil recovery in the enhanced heavy oil recovery
method based on alkali flooding. The gel blobs stick in the pores, blocking the flow path
of the injected fluid. The blocked path causes the fluid to divert and push the trapped oil,
thus, improving the oil recovery [29,30].

Hydrodynamic fingering is generally studied in Hele-Shaw cells, which are two
parallel glass plates separated by a small gap that makes it possible to observe a two-
dimensional flow pattern [31,32]. Moreover, the two-dimensional system is more accessible
for numerical calculations. Flows in the Hele-Shaw cell can be modeled mathematically
based upon Darcy’s law [8]. Recently, a numerical simulation based on Computational Fluid
Dynamics, micro-Particle Image Velocimetry, and Stereoscopic Particle Image Velocimetry
have also been used to study the entrance phenomena, i.e., flow detachment and vortex
generation in Hele-Shaw cells [33,34].

Although many experimental and theoretical studies have been conducted to study
hydrodynamic fingering, quantitative studies on hydrodynamic fingering induced by gel
formation, such as ones in which the effects of the sequential growth of the gel film thickness
on fingering instability are analyzed, have not been performed and modeled mathematically.
The gel film thickness significantly influences the instability of the displacement pattern.
Moreover, other features of finger patterns, such as the finger number and width, were not
examined. These features are expected to depend on parameters, such as the injection rate
and gap width.

In this study, we aimed to (1) investigate the effects of gel film formation on the finger-
ing instability of miscible fluids and (2) develop a mathematical model of the sequential
growth of gel film formation at the tip of the finger. The experiments were conducted using
a Hele-Shaw cell. An aqueous citric acid solution and skim milk were used as the fluid
pair. The mixing of the two fluids resulted in gel formation, resembling the isoelectric
coagulation of the yogurt fermentation process [35,36]. Moreover, the two fluids have
similar viscosities to ensure that displacement instability does not occur unless there is
gel formation.

The paper is organized as follows. Details of the experimental setup, fluid pair, and
experimental procedures were given in Section 2. In Section 3, the typical structure of the
fingering pattern induced by gel formation was discussed, and the diffusion coefficient
was estimated. The changes in displacement pattern with parameters, such as citric acid
concentration, injection rate, and the Hele-Shaw cell gap, were captured in phase diagrams.
In addition, the displacement pattern upon reverse injection was assessed. The sequential

44



Appl. Sci. 2022, 12, 5043

growth of gel film formation at the fingertip was modeled mathematically. Finally, the
findings were summarized in Section 4.

2. Methods

2.1. Experimental Setup

Figure 1 shows a schematic diagram of the experimental setup. The experiments were
conducted using a Hele-Shaw cell, a device that has a small gap between two parallel glass
plates that makes it possible to observe a two-dimensional flow pattern [37]. The area of
the two square glass plates was 300 × 300 mm. A square copper block was placed as a
spacer at each edge of the parallel glass plates. These spacers made it possible to adjust
the gap width b between the two plates. In this work, the gap width b was varied from
0.4 to 0.8 mm to analyze its effect on the displacement patterns. The lower glass plate
was equipped with a hole in the center for liquid injection. A camera Canon EOS 60D
(Canon Inc., Tokyo, Japan) was installed at the top of the Hele-Shaw cell, and a video was
taken when the displacing fluid was injected. A syringe pump KDS100 (KD Scientific Inc.,
Holliston, MA, USA) was used to inject fluid. In addition, a torch ESL-W2001AC (Asahi
Electric Co., Ltd., Osaka, Japan) was located at the bottom of the experimental device to
illuminate the Hele-Shaw cell so that shadows were not reflected in the recorded video.

Figure 1. Schematic diagram of the experimental setup.

2.2. Fluid Pair

The fluids used in this experiment were skim milk and aqueous citric acid solution.
Skim milk is a nonfat milk that contains a relatively high amount of protein, of which
approximately 80% is casein. Casein within skim milk is stable because the milk has a pH
value of approximately 6.60. However, when acid is added to the milk, casein becomes
unstable as the pH drops, approaching the isoelectric point (the least soluble pH value)
of casein, which is at pH 4.6, resulting in isoelectric precipitation [38]. The aggregation of
casein micelles resulting from isoelectric precipitation subsequently leads to viscoelastic
gel formation, a typical gel formation found in the yogurt fermentation process [35,36].
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The skim milk and the aqueous citric acid solution have an identical viscosity η of
2.07 mPa·s and 1.04–1.59 mPa·s, respectively. A low-viscosity ratio eliminates displacement
instability caused by the viscosity difference [39]. The density ρ of the skim milk was
1.01 kg/m3 measured at a temperature of 22.80 ◦C. Skim milk powder was dissolved in
water at a ratio of 10 g skim milk powder to 100 g of water. The protein content of this skim
milk powder is 3.40 g for 10 g. Therefore, using weight percent (wt%) concentration, which
is based on solute to solution ratio, the protein concentration of the solution used in this
experiment was 3.1 wt%. The concentration was kept constant throughout the experiment.
The food coloring mixtures were added to skim milk at a ratio of 0.10 g to 100 g of water
to differentiate the skim milk and the aqueous citric acid solution. The skim milk was
also doped with a methyl red pH indicator in several experiments to clearly observe the
region where the gel emerged. Methyl red is a pH indicator that is yellow at a pH of more
than 6 (skim milk pH value) and red at a pH of less than 4.6 (at which casein micelles
precipitate) [40].

There were five concentrations of citric acid used in this experiment: 0.0 (pure water),
0.50, 1.5, 5.0, and 15 wt%. Table 1 shows the measured values for the density ρ, dynamic
viscosity η, concentration c, and temperature T of citric acid.

Table 1. Measured values of density ρ, viscosity η, and temperature T at each concentration c of the
citric acid used in the experiment.

c [wt%] ρ [kg/m3] η [mPa·s] T [◦C]

0.0 1.00 1.17 18.8
0.5 0.99 1.04 21.8
1.5 0.99 1.12 21.1
5.0 1.00 1.18 20.7
15 1.05 1.59 22.8

2.3. Experimental Procedures

Two different types of experiments were conducted. In the first experiment, the
displaced fluid was skim milk, whereas the displacing fluid was the aqueous citric acid
solution (direct injection). The second experiment was a reverse injection experiment, in
which the displaced and displacing fluids were exchanged accordingly. In both experiments,
the Hele-Shaw cell was first saturated with the displaced fluid. After complete saturation,
the displacing fluid was injected through a hole in the center of the lower glass plate of
the Hele-Shaw cell. Displacement patterns were recorded using a digital camera. The
experiment was stopped when the injected fluid volume reached 2 mL. The same procedure
was repeated for experiments with different citric acid concentrations and injection rates Q
(15–500 mL/h).

3. Results and Discussion

3.1. Typical Fingering Structure Induced by Gel Formation

Figure 2a shows the fingering pattern that emerges when aqueous citric acid solution
displaces skim milk. The remarkable feature of this finger pattern is the presence of gel
formation (red) that emerges at the interface between the skim milk and the aqueous citric
acid solution. The gel formation acts as a continuous sidewall, preventing the finger from
branching; thus, only the tip of the elongated finger continues to grow. This typical charac-
teristic of the fingering pattern differentiates the fingering resulting from gel formation and
the fingering caused by the viscosity difference [9].
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Figure 2. (a) A typical finger structure consists of bubble-like patterns with gel formation (red)
generated at a 15 wt% concentration of the citric acid, an injection rate Q of 1.0 mL/h, and a gap
width b of 0.4 mm. The skim milk was doped with a methyl red pH indicator. (b) The sequential
thickening of the gel film at the interface of the skim milk and aqueous citric acid solution. The blue
dot represents the experimental result, whereas the red line is the fitting curve based on Equation (1).

The gel film formation thickens with time at the interface between the aqueous citric
acid solution and skim milk. Figure 2b shows the sequential thickening of the gel film. The
gel film thickness increases logarithmically with time. The gel film thickens faster in the
early stage and gradually becomes constant. The thickening of the gel film is caused by the
diffusion of the citric acid through the gel film formation, resulting in further mixing of
skim milk and citric acid. The relation between the film thickness σ growth over time t and
the diffusion coefficient constant D is expressed as follows [41]:

σ =
√

4πDt (1)

We used the least-squares method to estimate the diffusion coefficient D that best
fit the observed data, excluding two outlier data points (σ > 0.76). The estimated D is
9.3 × 10−11 m2/s, with the coefficient of determination (R-squared), accounting for 72.5%.
The estimated D is lower than the diffusion coefficient in a normal solution due to the
bending of the diffusion path owing to gel formation. Moreover, unlike the diffusion
phenomenon in uniform systems, the diffusion coefficient through the gel formation layer
is not constant and depends on the solute concentration in the gel [42].

3.2. Effects of Injection Rate and Concentration of the Citric Acid on Displacement Pattern

We compared the fingering patterns that appeared under each condition when the
injection rate and concentration of the citric acid were varied. Figure 3 shows the fingering
patterns when citric acid is injected into skim milk under different injection rates and citric
acid concentrations. Instability does not occur when pure water is used because no gel
forms. However, the displacement becomes unstable when the citric acid concentration in-
creases; thus, fingers emerge. The fingering pattern occurs because of casein precipitation at
the interface, as the pH value decreases with increasing citric acid concentration. However,
the displacement pattern becomes more stable with an increase in the injection rate.
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Figure 3. Displacement patterns when citric acid (white) is injected into skim milk (pink) upon
injection rates of 15, 50, 150, and 500 mL/h and citric acid concentrations of 0.0 (pure water), 0.50,
1.5, 5.0, and 15 wt%. Images are taken when the injection volume of the aqueous citric acid solution
is 2 mL and the gap width b is 0.4 mm. The red dash line represents the conditions at which the
miscibility of citric acid and skim milk is suppressed.

The mixing between the skim milk and the aqueous citric acid solution occurs when
the concentrations of the citric acid are 0.0, 0.50, 1.5 (all injection rates), and 5.0 wt%
(injection rates of 15 and 50 mL/h). The mixing part is represented by the color gradient
between white and pink at the interface of the fluid pair. At a low concentration of citric
acid, the miscibility is not suppressed because of insufficient gel formation at the interface
of the fluid pair; thus, mixing occurs. Moreover, the small amount of gel formation enables
branching of the finger to occur at the sidewall of the fingers, mimicking the displacement
pattern of viscous fingering.

However, at a high citric acid concentration of 15 wt% (all injection rates) and 5 wt%
(injection rates of 150 and 500 mL/h), the mixing between the skim milk and the aqueous
citric acid solution is suppressed. A high concentration of citric acid results in high casein
precipitation, which turns into a large amount of gel formation and becomes a continuous
wall at the interface between skim milk and aqueous citric acid solution. This gel formation
hinders the miscibility of the two fluids.

Moreover, unlike the finger pattern that emerges when the aqueous citric acid solution
is mixed with skim milk, remarkable fingering patterns, identical to tentacle-like structures,
appear in the state where miscibility is suppressed (at a citric acid concentration of 15 wt%
and injection rates of 15 and 50 mL/h). The number of branches on the finger is extremely
small. The gel formation prevents the finger from branching, as previously mentioned;

48



Appl. Sci. 2022, 12, 5043

hence, the growth of the finger is localized at the tip. When the finger reaches a certain
length, the growth stops, and a new finger is generated from the base of the finger.

Figure 4 shows how the number of finger changes upon different injection rates Q,
at a citric acid concentration of 15 wt%. Increasing the injection rate up to an injection
rate of 200 mL/h leads to a linear increase in finger numbers. However, although the
number of fingers increases, the finger width is constant. As a result, more fingers emerge
to compensate for a larger injected volume of aqueous citric acid solution. When the
injection rate is higher than 200 mL/h, the distance between the fingers becomes closer
as the number of fingers increases. At this point, the number of fingers cannot increase
anymore unless the finger width becomes small or the displacement front has traveled far
enough from the injection point. As a result, the finger is likely to merge, denoted as the
transition region in Figure 4. Further increasing the injection rate, therefore, decreases the
total number of fingers.

Figure 4. Relationship of injection rate Q with respect to the number of fingers N at a citric acid
concentration c = 15 wt% (when the volume of the injected aqueous citric acid solution is 2 mL and
the gap width b is 0.4 mm). The transition zone represents the region at which the fingers begin
to merge.

3.3. Gap Width Effects on the Finger Width

We expect that the finger width is significantly restricted by the gap width b. Therefore,
we varied the gap width b from 0.4 to 0.8 mm and analyzed the results. Figure 5a shows a
diagram of fingering patterns under four conditions with the change in gap width b and
injection rates. In both gap width b conditions, the number of fingers increases when the
injection flow rate increases, which is the same result as that discussed in the previous
section. The typical fingering pattern is similar even when the gap width changes. However,
finger width is reduced when the gap width b is smaller, whereas increasing the gap width
b leads to a larger finger width. A larger finger width is accompanied by a decrease in the
number of fingers. Figure 5a shows that approximately 25 fingers appear at a gap width
b of 0.4 mm and an injection rate of 15 mL/h. However, at the same injection rate, the
number of fingers decreases to only five when the gap width b is 0.8 mm. The decrease in
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the number of fingers compensates for the increased finger width at the same volume of
the injected aqueous citric acid solution.

Figure 5. (a) Top view of displacement patterns when the gap widths are 0.4 and 0.8 mm and injection
rates were varied from 15 to 50 mL/h. The volume of the injected aqueous citric acid solution is 2 mL.
(b) Side view illustration of how the finger width changes with gap width b. The sphere-like shape
represents the aqueous citric acid solution.

The proportional relation between the gap width b and finger width is subject to the
tendency of the aqueous citric acid solution to have a sphere-like shape because of surface
tension. When the gap width b is wider, the sphere-like shape of the aqueous citric acid
solution also becomes larger and, thus, the finger width, as illustrated in Figure 5b. When
the gap width b is smaller, however, the finger width also decreases. This result confirms
that the finger width is significantly limited by the gap width b.

3.4. Reverse Injection Displacement Pattern (Skim Milk Injected into Citric Acid)

We also conducted experiments in which the displacing and displaced fluids were
exchanged. The aqueous citric acid solution was first saturated in the Hele-Shaw cell as a
displaced fluid, and skim milk was then injected as a displacing fluid. Figure 6 shows dis-
placement patterns when the skim milk is injected into citric acid under different injection
rates and citric acid concentrations. Stable displacement appears at a higher injection rate,
whereas a higher citric acid concentration leads to displacement instability. The observed
trend is similar to that when the fluid pair is not reversed. However, the displacement
patterns are different. The growing front of the displacement pattern has a flower-like
appearance of wide fingers. Such patterns might occur because of the asymmetry in the
diffusion coefficients of the two mixing species. The precipitated casein likely has higher
mobility in water (skim milk), reducing overall gel formation at the interface [18]. Resis-
tance to finger widening was also reduced because there was a low amount of gel formation
at the interface of the skim milk and aqueous citric acid solution.
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Figure 6. Displacement patterns when skim milk (pink) is injected into citric acid (white) upon
injection rates of 15, 50, 150, and 500 mL/h and citric acid concentrations of 0.0 (pure water), 0.50, 1.5,
5.0, and 15 wt%. Images were taken when the injection volume was 2 mL, and the gap width b was
0.4 mm.

Gel formation occupies the whole skim milk, at a citric acid concentration of 15 wt%.
The area displaced by skim milk appears smaller (colored area), even though the injection
volume is the same. This result suggests that the water from the milk leaks into citric acid
and appears transparent, whereas gel formation accumulates close to the injection source.

To further confirm the mixing of water from milk with citric acid, additional exper-
iments were performed by adding methyl red to the skim milk side. The displacement
pattern when the skim milk was doped with the methyl red pH indicator is shown in
Figure 7. The pink part is the mixing region where the water was contained in skim milk
combined with the aqueous citric acid solution. This pink region is not observable in
Figure 6; however, with the help of the methyl red pH indicator, this mixing region can be
observed in Figure 7. The dark red indicates gel formation resulting from casein micelle
precipitation. The dark red part spreads over the entire region of skim milk, which confirms
that the precipitation of casein micelles is asymmetric and accumulated throughout the
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skim milk. Even at a high citric acid concentration, with a large amount of gel forma-
tion, mixing between skim milk and citric acid occurs because the gel does not solidify
at the interface. Therefore, it can be inferred that the asymmetry of gel formation greatly
affected the different displacement patterns between the reversed injection and direct
injection experiments.

Figure 7. Displacement pattern when the skim milk doped with methyl red is injected into the
aqueous citric acid solution. The dark red part is the gel resulting from precipitated casein micelles,
whereas the pink part is the water separated from the gel. The image was captured at the initial
injection stage when the skim milk was injected into the aqueous citric acid solution, and the skim
milk injection volume was 0.4 mL. The citric acid concentration c was 15 wt% at an injection rate Q of
15 mL/h and a gap width b of 0.4 mm.

3.5. Mathematical Model of Sequential Growth of Gel Film Thickness at the Fingertip

Figure 8a shows the sequential growth of bubble-like fingers that emerges at a high
citric acid concentration. The growth of this finger comprises a series of expansions,
stagnations, and explosions that repeat over time. The pressure of the neighboring fingers
does not influence the emerging bubble-like fingers. As shown in Figure 2a, even a single
finger may possess this feature.
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Figure 8. (a) Sequential growth of bubble-like finger structure that appears at a citric acid concentra-
tion c of 15 wt%, injection speed Q of 15 mL/h, and gap width b of 0.4 mm. (b) Illustration of the
growth of fingertip comprising expansion, stagnation, and explosion.

The reason why this structure appeared is because of the change in the gel film
thickness over time. The film thickness decreases when the fingertip is elongated. However,
the diffusion of citric acid through the existing gel formation increases the gel film thickness.
Figure 8b illustrates the growth of the fingertip. Initially, the fingertip expands, resulting
in a reduction in gel film thickness. However, at the same time, diffusion overcomes the
elongation effect, resulting in a thicker gel film over time, while the fingertip continues to
expand. At a certain point, the expansion stops because the gel film formation is sufficiently
thick to act against the injection pressure. When finger growth stops, the pressure continues
to increase. The increased pressure causes the gel film to burst. After the rupture, the finger
grows again, and the pressure returns to its original state, marking the cycle repetition.

An attempt was made to mathematically model the change in the film thickness at the
tip of the finger when this phenomenon occurred. First, the increase in the film thickness per
unit time resulting from diffusion was derived. The time change in the film thickness owing
to diffusion is expressed by Equation (1), based on Fick’s law. Differentiating Equation (1)
for time, the increase in gel film thickness per unit time can be expressed as:

dσ

dt
=

√
πD

t
(2)

Next, the decrease in gel film thickness per unit time caused by extension was derived.
When the number of fingers is one, the shape of the fingertip of a newly emerged bubble-
like tip is modeled as a circle, the radius is r, the injection velocity is q, and the cell gap
width is b. Then, the following equation holds from the preservation of the volume increase
in the injected fluid:

2πbrdr = Qdt (3)

Integrating both sides of the above equation, one obtains

πbr2 = Qt + C (4)
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Furthermore, if t = 0 and r = r0, the above equation can be expressed as

πbr2 = Qt + πbr2
0 (5)

Equation (3) can be rearranged as

dr
dt

=
Q

2πbr
(6)

If the thickness of the gel film is Σ, the following equation holds, according to the
volume conservation law of the gel film:

2πbrΣ = const (7)

Differentiating Equation (7) with time t, the following equation is obtained:

dr
dt

Σ + r
dΣ

dt
= 0 (8)

Based on Equations (5) and (6), Equation (8) can be expressed as

dΣ

dt
= −1

r
dr
dt

Σ = − q
2πbr2 Σ = − 1

2
(

t + πbr2
0

Q

)Σ (9)

To obtain the overall change in film thickness with time, Equation (2) was combined
with Equation (9), which represents the change in film thickness resulting from diffusion
and fingertip expansion.

dΣ

dt
=

√
πD

t
− Σ

2
(

t + πbr2
0

Q

) (10)

The above equation is transformed as follows for simplicity:

dΣ

dt
=

√√√√ πD

t + πbr2
0

q

− Σ

2
(

t + πbr2
0

Q

) (11)

Furthermore, by solving Equation (11), the following equation is obtained:

Σ =

√
πDt + C√
t + πbr2

0
Q

(12)

This equation makes it possible to model the growth of the gel film thickness at the
tip of the finger from the initial time when the bubble-like shape begins to expand until
the bubble bursts. Assuming that r0 is 0.4 mm, which is the same as the gap width, and
C = 3.404 × 10−5 m

√
s, the value such that the film thickness at t = 0 is 0.04 mm, a graph

showing the sequential growth of film thickness at the tip of the finger can be obtained
(Figure 9). At the initial state, t = 0, the film thickness decreases with the extension of
the fingertip, whereas the effect of diffusion is insignificant. The film thickness reaches a
minimum value at a certain point. After reaching the minimum point, the film thickness
recovers and increases with time, owing to a significant diffusion effect. As the film
thickness increases, the pressure at the fingertip is also expected to increase because finger
extension is less likely to occur as the film thickness increases. As a result, the gel film
cannot withstand the pressure, and a crack occurs at the tip of the gel film formation,
resulting in a bubble-like finger burst. The tip of the finger repeatedly bursts at intervals
of approximately 9 s, as expected, based on the experimental results shown in Figure 8a.
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When a bubble bursts, a new bubble-like tip emerges. This typical cycle repeats over time
as more bubble-like fingertips are continuously generated.

Figure 9. Sequential change in the interfacial gel film thickness based on Equation (12) considering
periodic rupture at the fingertip. The parameters are set as follows: D = 9.3× 10−11 m2/s, b = 0.4 mm,
Q = 1.0 mL/h, r0 = 0.4 mm, and C = 3.404 ×10−5 m

√
s. The film thickness changes from decreasing

to monotonically increasing as a one-cycle bubble formation. Periodic rupture occurs approximately
every 9 s.

4. Conclusions

In this study, we conducted Hele-Shaw cell displacement experiments using skim
milk and aqueous citric acid solution to investigate the effects of gel film formation on the
fingering instability of miscible fluids and develop a mathematical model for the sequential
growth of gel film formation at the fingertip. We found that mixing skim milk and an
aqueous citric acid solution induces gel film formation, resulting in interface instability.
A distinctive feature of the fingering pattern, such as tentacles, appears when miscibility
is suppressed, and the growth of the finger is localized at the fingertip. The gel film
formation thickens with time owing to the diffusion of citric acid through the existing gel
film formation.

The finger width remains constant with increasing flow rate, whereas the number
of fingers increases linearly. However, at a certain point, where the injection rate is too
high to be compensated by the increase in the number of fingers, the fingers merge and
the number of fingers decreases. The finger patterns that appear at each injection rate
are similar, regardless of the gap width. However, the finger width increases with the
gap width. In addition, the growing front of the displacement pattern has a flower-like
appearance of wide fingers when the displaced and displacing fluids are exchanged.

The growth of the bubble-like fingertip comprises a series of expansions, stagnations,
and explosions that repeats over time. A mathematical model of sequential film thickness
growth for a bubble-like fingertip structure was developed. The model is based upon the
interplay between the diffusion of citric acid through the existing gel film formation and
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elongation of the fingertip, which provides an understanding of the fundamental mecha-
nism for the growth of the bubble-like fingertip, owing to gel film formation. This model is
potentially relevant to various processes, including the growth of bacterial biofilms [19] and
fingering instability in confined chemical gardens [24,25]. The results of this investigation
can also be a reference for engineering applications, such as remediation of potential CO2
leakage from storage reservoirs [27,28] and enhanced heavy oil recovery methods based
on alkali flooding [29,30]. We believe that future research must be directed toward further
analysis based on pore-scale studies using a porous medium structure that resembles the
structure of geological formation. Pore-scale studies offer a detailed observation for the
underlying mechanisms, which are macroscopically unobserved [43].
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Featured Application: This research can be applied to sloshing mitigation for LNG vessels and

vibration control for offshore structures.

Abstract: Placing porous media in a water tank can change the dynamic characteristics of the sloshing
fluid. Its extra damping effect can mitigate sloshing and, thereby, protect the integrity of a liquefied
natural gas tank. In addition, the out-of-phase sloshing force enables the water tank to serve as
a dynamic vibration absorber for floating structures in the ocean environment. The influence of
porous media on wave-induced sloshing fluid in a floating tank and the associated interaction with
the substructure in the ambient wave field are the focus of this study. The numerical coupling
algorithm includes the potential-based Eulerian–Lagrangian method for fluid simulation and the
Newmark time-integration method for rigid-body dynamics. An equivalent mechanical model for
the sloshing fluid in a rectangular tank subject to pitch motion is proposed and validated. In this
approach, the degrees of freedom modeling of the sloshing fluid can be reduced so the numerical
computation is fast and inexpensive. The results of the linear mechanical model and the nonlinear
Eulerian–Lagrangian method are correlated. The dynamic interaction between the sloshing fluid
and floating body is characterized. The effectiveness of the added porous media in controlling the
vibration and mitigating the sloshing response is confirmed through frequency response analysis.

Keywords: porous media; sloshing; equivalent mechanical model; fluid–structure interaction;
floating platform

1. Introduction

Fluid–structure interaction (FSI) is the dynamic interaction between a deformable and
moveable structure and its surrounding fluid. In recent years, this topic has been a major
focus in civil and ocean engineering research because there has been an ongoing interest in
exploring mineral and energy resources from the ocean. Various kinds of offshore work
platforms have been developed for purposes of petroleum extraction, wind energy, wave
energy, and fishing. As they are subject to external loadings from wind, waves, currents,
ice, and earthquakes, their dynamics includes complex fluid–structure interactions. Very
challenging engineering problems in this area include the seakeeping performance of a
ship, as well as the longevity and integrity of the offshore structures arise. For Liquified
Natural Gas (LNG) vessels, the rolling motion is of greatest concern because the ambient
wave damping is usually too small to limit motion amplitudes, especially when resonance
occurs. The strong excitations will induce violent sloshing behavior and high-speed waves
in the liquid container. The extremely high impact on the wall of the tank will damage the
inner metal membrane. Many researchers have studied the sloshing phenomena observed
in ship tanks. Cariou and Casella [1] compared several typical numerical methods for
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sloshing analysis. They found that numerical computations for liquid impacts are very
unpredictable. Kim et al. [2] used an efficient hybrid method that involves the impulse
response function (IRF) for ship motions and a Reynold-averaged Navier–Stokes (RANS)
solver for sloshing to simulate the sway motion of a barge with rectangular tanks and
the roll motion of a hull with an anti-rolling tank (ART). Lee et al. [3] employed a similar
approach for a floating production system equipped with two liquid tanks. They found
that the coupling effect shifts the motion frequencies and induces the nonlinear motion
amplitudes. Lyu et al. [4] compared the potential-flow and Navier–Stokes models. They
concluded that the sloshing fluid can significantly influence the ship’s surge and roll
motions but hardly affects the heave motion. Their results showed that potential-based
numerical methods are very suitable for most scenarios of sloshing in tanks on ships. To
mitigate vibration, a common solution is to deploy bilge keels on the hull to increase the
hydrodynamic resistance and damping from the vortex [5]. An ART, which consists of
two vertical ducts connected at the bottom with a horizontal duct, distributed along the
centerline of the ship, is another effective damper for rolling reduction. Such a liquid
damper is also called a tuned liquid column damper (TLCD) in structural engineering.
Their active control is enabled by installing propellers or pumps in the middle of the bottom
tank [6–8]. For other floating structures, such as compliant towers, tension leg platforms,
and floating production systems, the tuned mass damper (TMD), which is an auxiliary
mass attached to the main structure through springs and dashpot elements, is a common
vibration absorber [9,10]. It generates an out-of-phase control force against the external
excitations and dissipates the kinetic energy of the main structure. Its performance can
be maximized as the tuning condition is satisfied, i.e., the frequencies of the damper and
structure are close. TMD systems have been widely applied to offshore wind turbines
to handle some complicated phenomena such as gyroscopic effects, wind turbulence
and shear, tower shadow, and the wake effect from neighboring turbines [11–13]. In the
ocean environment, a tuned liquid damper (TLD), which is a water tank that dampens
structural vibrations by the fluid viscosity, can be more suitable because of its convenience,
economy, and simplicity [14,15]. However, its inherent viscosity is too small to provide
sufficient damping and the accompanying nonlinear sloshing behavior can easily lead to
mistuning [16]. The work of other researchers has sought to enhance the damping effect by
placing internal obstructions such as baffles [17] and screens [18] inside the tank. Induced
characteristic changes have been successively analyzed [19–21], but progress toward a
practical application remains stagnant because it is difficult to satisfy the tuning condition
and optimal damping at the same time. Another new type of TLD with porous media
was proposed to seek optimal performance through a mechanical model [22,23]. Tsao and
Chang [24] carried out free decay experiments to verify the linear dynamic characteristics.
Tsao et al. [25] calculated the nonlinear damping ratio using resonance experiments. Tsao
and Huang [26] considered the Forchheimer flow in the numerical model and derived
two essential parameters that appear in the mathematical model. However, the previous
research studies only focused on the characteristics of the TLD systems instead of their
application in FSI problems.

For FSI modeling, the key point is the coupling algorithm that connects the numeri-
cal methods for the fluid and rigid-body dynamics to ensure kinematic continuity (same
displacement and velocity) and dynamic continuity (same pressure) on the fluid–solid
interface. Many researchers considered potential-flow theory. Sen [27] obtained the hydro-
dynamic force equilibrium of the body motion iteratively. Van Daalen [28] combined the
Bernoulli equation and the motion equation of the body to derive an additional integral
equation that satisfies the continuity simultaneously. His method requires little extra com-
putational effort but avoids numerical iterations. Tanizawa [29] provided a similar formula
in the implicit algorithm. Jung et al. [30] studied the viscous effect around a rolling floating
body through wave tank experiments. They concluded that eddy-making damping is
important to calculate the roll motion. Guerber et al. [31] and Dombre et al. [32] compared
several numerical schemes for the forced and free motions of a fully submerged body.
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Other useful methods for solving the FSI problem in potential flow can be observed in past
articles [33–35]. In recent decades, more researchers study FSI problems via RANS analysis.
Compared to the potential-flow model, it can describe the fluid reaction to structures more
appropriately by including viscosity, the boundary layer, vortex, and breaking waves.
Matthies et al. [36] applied the Arbitrary Lagrangian–Eulerian (ALE) framework to build a
strongly coupled algorithm. Palm et al. [37] used the volume-of-fluid method to capture
the motion of the wave energy converter. Tezduyar [38] demonstrated the numerical results
of some typical problems in ocean engineering, such as propellers, pipes, free-surface flow,
and the sloshing phenomenon. Rakhsha et al. [39] compared the Lagrangian and Eulerian
approaches (SPH vs. FEM) in FSI simulations. They emphasized the numerical robustness,
ease of model setup, and versatility for several typical scenarios including the floating and
submerged bodies and the elastic gate of a dam. More numerical approaches and their
applications can be observed in textbooks [40].

This paper emphasizes the influence of porous media on the interaction between wave-
induced sloshing in a tank and the dynamics of the attached floating body. The application
of porous media to structural vibration control and sloshing mitigation will be addressed
as well. The Eulerian–Lagrangian method was adopted for the hydrodynamic computation
in both the pore-flow domain (sloshing fluid in porous media) and the pure-water domain
(ambient waves). This numerical method includes the mixed-type boundary value problem
(BVP) solver implemented by the boundary element method (BEM) and the free-surface
particle tracker via the second-order Taylor series expansion. Similar approaches had
been applied to solve wave absorption [41], shoaling [42], and the local impact of a water
jet [43]. Another equivalent mechanical model was employed to calculate the sloshing
responses. This mechanical model involves several sets of mass-spring-dashpot systems,
hence the degree of freedom is greatly reduced and the fluid computation is replaced by a
few motion equations. The nonlinear damping of the mechanical model was validated via
shaking table tests [25] but the results were obtained only when the tank was subject to
horizontal excitations. Therefore, the supplementary solution for the mechanical model
undergoing angular excitation is provided in this paper. For the rigid-body dynamics,
the Newmark time-integration method was employed to ensure numerical stability. The
body dynamics can be solved as long as the hydrodynamic resultants are given. The
hydrodynamic forces are not, however, known a priori; they can only be obtained by
solving the BVP that involves the body dynamics as the boundary conditions. In this
work, therefore, an iterative algorithm was adopted to ensure the equilibrium between the
body motion and fluid reaction, i.e., Newton’s second law of motion. Section 2 describes
the details of the numerical methods used for the fluid and rigid-body dynamics and the
coupling algorithm. Section 3 presents the dynamic characteristics of the floating body.
Section 4 explains the FSI between the sloshing fluid in porous media, floating body, and
waves via several benchmark tests. The conclusions are addressed in Section 5.

2. Methodology

In this section, the governing equations and boundary conditions for the pore-flow
domain and pure-water domain are addressed. We adopt an Eulerian–Lagrangian (EL)
method, which solves both flow fields in a similar framework. The equivalent mechanical
model is provided only for the sloshing phenomenon in porous media. The time-integration
method for rigid-body dynamics and the iterative algorithm for strong fluid–solid coupling
are presented.

2.1. Governing Equations and Boundary Conditions

A two-dimensional rectangular water tank filled with porous media on the rectangular
floating platform in waves is shown in Figure 1a. Assuming that the fluid is incompressible,
inviscid, and irrotational, the continuity and momentum equations of the fluid can be
expressed as:

∇·u = 0 (1)
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ρ

[
∂u
∂t

+ (u·∇)u
]
= −∇p +∇pd + ρg (2)

where ρ is the fluid density, u is the fluid velocity, p is the pressure, pd is the pressure drop
due to the porous media, and g is the gravitational acceleration. Note that in fresh water,
∇pd = 0, and nonlinearity arises only from the convective term; when the porous media is
involved, the gradient of the pressure drop can be expressed by [44]:

∇pd = −γμ

κ
(u − v)− γcFρ√

κ
|u − v|(u − v) (3)

where v is the velocity of the porous media, μ is the dynamic viscosity of the fluid, γ
and κ are the porosity and permeability of the porous media, respectively, and cF is a
dimensionless constant determined by experiments. Note that if u is sufficiently small,
the first linear term on the right-hand side of Equation (3) dominates, while the second
quadratic function becomes significant as u increases and the drag due to solid obstacles is
comparable with the surface drag due to friction. In potential flow, the fluid velocity can be
expressed by the gradient of the potential function φ as:

u = ∇φ (4)

Therefore, the Laplace equation should be satisfied as:

∇2φ = 0 (5)

The kinematic boundary condition on the free surface can be expressed as:

DR
Dt

= u (6)

where R is the location of a free-surface particle. For the wave channel, the dynamic
boundary condition on the free surface can be expressed as:

∂φ

∂t
+

1
2
|∇φ|2 + gη = 0 (7)

where η is the wave elevation. For the sloshing fluid, the dynamic boundary condition on
the free surface can be expressed as:

∂φ

∂t
+

1
2
|∇φ|2 + (φ − ψ)(α1 + α2|∇φ −∇ψ|) + gη = 0 (8)

where α1 = γμ/κρ and α2 = cF/
√

κ are constants related to the nature of the porous media
and ψ is the velocity potential of the tank. On the wetted boundaries, the impermeable
condition is taken as:

∂φ

∂n
=

.
x·n (9)

where n denotes the normal vector pointing outward to the fluid boundary and
.
x is the

velocity of the node on the wetted boundary. As a wave propagates along the channel, the
radiation condition is applied on the outlet boundary to ensure the waves scatter to infinity
as [41]:

∂φ

∂n
= −1

c
∂φ

∂t
(10)

where c is the wave velocity.
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Figure 1. (a) Configuration of a floating body undergoing wave excitations with a water tank,
installed with porous media, attached above; (b) degree of freedom of the floating body motion.

2.2. Eulerian–Lagrangian Method

By applying Green’s second identity to the Laplace equation, the boundary integral
equation (BIE) for the fluid boundary can be obtained as:

cpφp =
∫

S

(
∂G
∂n

φ − G
∂φ

∂n

)
dS (11)

where G is the fundamental solution with source point p and cp is the resulting flux. In this
paper, BIE is discretized, and the associated integrals are implemented by BEM. Therefore,
Equation (11) can be rewritten in matrix form as:

A{φ} = B{φn} (12)

where A and B are the kernel matrices and {φ} and {φn} are the vectors containing the
potential and the normal velocity, respectively, at all of the boundary nodes. Equation
(12) represents a mixed-type BVP with φ given on the free surface and φn on the wetted
boundaries. The free-surface particle is tracked via a second-order Taylor series expansion,
assuming a small time step, Δt, as follows:

R(t + Δt) = R(t) + Δt
DR
Dt

+
Δt2

2
D2R
Dt2 + O

(
Δt3
)

(13)

φ(t + Δt) = φ(t) + Δt
Dφ

Dt
+

Δt2

2
D2φ

Dt2 + O
(

Δt3
)

(14)

The first-order derivative in Equation (13) is obtained by the kinematic boundary
condition, while the first-order derivative in Equation (14) can be obtained by the momen-
tum equations, i.e., Equation (7) for water waves and Equation (8) for sloshing water. The
second-order derivatives of R and φ can be obtained as:

D2Ri
Dt2 =

∂2φ

∂t∂x
+ u∇· ∂φ

∂xi
(15)

D2φ

Dt2 = u·Du
Dt

− g
Dη

Dt
(16)

A new unknown variable φt = ∂φ/∂t appears in the equations above. Since φt also
satisfies the Laplace equation, another mixed-type BVP involving φt and φtn arises and
needs to be solved. The Dirichlet condition on the free surface is given by:

φt =
Dφ

Dt
− |∇φ|2 (17)

The Neumann condition on the wetted boundaries is given by:

φtn =
..
x·n − (u·∇)φn, (18)
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while the Neumann condition on the radiation boundary is given by:

φtn = c
∂2φ

∂s2 (19)

where
..
x is the acceleration of the node on the wetted boundary and s denotes the tangential

direction of the boundary. Fortunately, the domain geometry remains unchanged at the
current time step, so the matrices A and B in Equation (12) can be reused.

2.3. Floating Body Dynamics and FSI Coupling

In this paper, the floating body motion has three degrees of freedom, namely it is free
to surge (horizontal movement along the x direction), heave (vertical movement along
the z direction), and pitch (angular movement about the y-axis), as shown in Figure 1b.
Therefore, the equations of translational and angular motions can be expressed as:

Mb
..
xG = F + Mbg (20)

IG
..
θG = M (21)

where
..
xG and

..
θG are the translational and angular acceleration of the body center, respec-

tively, while Mb and IG are the mass and moment of inertia of the body, respectively. The
resultant force F and overturning moment M arising from the sloshing fluid and waves can
be expressed as:

F =
∫

Sw1+Sw2

pn dS (22)

M =
∫

Sw1+Sw2

p(r × n) dS (23)

where Sw1 and Sw2 are the wetted boundaries of the floating body’s contact with the
sloshing water and waves, respectively, and r is the position vector of a fluid particle with
respect to the body center. The pressure can be obtained by the Bernoulli equation as:

p = −ρ

(
∂φ

∂t
+

1
2
|∇φ|2 + gη

)
(24)

To solve the motion equations, the Newmark method based on the constant average
acceleration assumption is employed as:

..
xG,k+1 =

Fk+1
Mb

(25)

.
xG,k+1 =

.
xG,k + 0.5Δt

( ..
xG,k +

..
xG,k+1

)
(26)

xG,k+1 = xG,k + Δt
.
xG,k + 0.25Δt2( ..

xG,k +
..
xG,k+1

)
(27)

where k is the time step. Note that the above equations are available for solving the
translational motion, while the angular motion can be solved by switching the force and
mass in Equation (25) to the overturning moment and moment of inertia, respectively. This
scheme is unconditionally stable and it does not need a sub-step. However, the resultant
force is not known a priori because, to solve the fluid field, the body kinematics used in
Equations (9) and (18) should be given but they depend on the body motion as:

.
x =

( .
xG +

.
θG × r

)
·n (28)

..
x =

[ ..
xG +

..
θG × r +

.
θG ×

( .
θG × r

)]
·n (29)

Therefore, an iterative algorithm, illustrated in Algorithm 1, is used to ensure equilib-
rium between the body motion and fluid reaction.
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Algorithm 1: An iterative algorithm for FSI by EL method.

do k > 0
Start iterative step with the solution at kth time step as an initial guess
ε = abs

( ..
xG,k,i − ..

xG,k,i−1
)

do while ε > εtolerance
Solve φi and φn,i (the first BVP)
Solve φt,i and φtn,i (the second BVP)
Calculate pressure along wetted boundaries
Calculate force and moment act on the floating body
Define predictor of force and moment: F∗ = Fk,i + ω

(
F∗i−1 − Fk,i

)
Solve rigid-body motion (Newmark method)
Update free surface and body boundary Sk,i+1 and φk,i+1
end do
xk+1 = xk,i+1.
xk+1 =

.
xk,i+1..

xk+1 =
..
xk,i+1

φk+1 = φk,i+1
Sk+1 = Sk,i+1

end do

2.4. Equivalent Mechanical Model

In addition to the EL method, the mechanical model can be useful to solve the sloshing
problem in porous media by means of a series of motion equations. For the rectangular
tank, the mechanical model consists of a fixed mass m f located at the height z f , and infinite
mass-dashpot-spring systems (denoted by mn, cn, and kn) located at the heights zn as shown
in Figure 2. The equivalent masses, stiffness, damping ratios, and location heights can be
expressed as [24]:

mn =
8γρB
a3

nL
tanh anh (30)

kn = mnω2
n =

8γρgB
a2

nL
tanh2anh (31)

ξn =
α1

2ωn
=

γμ

2κρωn
=

γμ

2κρ

√
cothanh

ang
(32)

zn = h +
2

ansinhanh
− 1

antanhanh
(33)

m f = mw − ∑∞
n=0 mn = γρBLh

[
1 −

∞

∑
n=0

8
a3

nL2h
tanhanh

]
(34)

z f =
1

m f

[
γρB

(
Lh2

2
+

L3

12

)
−

∞

∑
n=0

mnzn

]
(35)

where an = (2n + 1)π/L, n = 0, 1, 2 · · · , mw = γρBLh denotes the total water mass in the
tank, and B is the tank width. The above equivalent parameters are obtained when the
tank is subject to horizontal excitations. However, it is not sufficient to describe the angular
motion studied in this paper. The moment of inertia should be appended to satisfy dynamic
equilibrium. As the tank is subjected to a harmonic pitch motion, its angular displacement
is expressed by:

θ(t) = θ0sinωt (36)

where θ0 is the amplitude of angular displacement. The velocity potential on the walls and
bottom should satisfy the impermeable boundary condition as:

∂φ

∂x
= θ0ωzcosωt, on wetted walls (37)
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∂φ

∂z
= −θ0ωxcosωt, on bottom (38)

Hence the velocity potential can be expressed as:

φ = θ0ωcosωt
∞
∑

n=0
4(−1)n

[
sinbn(z− h

2 )
b3

nh
sinhbnx
coshbn

L
2
+ sinanx

a3
n L

coshan(z−h)
sinhanh

]
+θ0ω

∞
∑

n=0
(D1ncosωt + D2nsinωt)sinanx coshanz

(39)

where bn = (2n + 1)π/h. On the free surface, the linear kinematic and dynamic boundary
conditions are combined and applied at z = h as:

∂2φ

∂t2 + α1

(
∂φ

∂t
− ∂ψ

∂t

)
+ g

∂φ

∂z
= 0 (40)

Substituting Equation (39) into Equation (40), the coefficients D1n and D2n can be
solved as:

D1n =
−pn

p2
n + q2

n

4ω2

sinanxcoshanh

[
sinhbnx

b3
nhcoshbn

L
2
+

(−1)nsinanx
a3

nLsinhanh

]
(41)

D2n =
qn

p2
n + q2

n

4ω2

sinanxcoshanh

[
sinhbnx

b3
nhcoshbn

L
2
+

(−1)nsinanx
a3

nLsinhanh

]
(42)

where pn = ω2 − gantanhanh and qn = γα1ω. The overturning moment due to the sloshing
fluid can be obtained by integrating the pressure along the wetted boundary as:

Mo = γρ
∫ h

0

∫ B

0

(
∂φ

∂t

∣∣∣∣
x= L

2

− ∂φ

∂t

∣∣∣∣
x=−L

2

)
zdydz + γρ

∫ L/2

−L/2

∫ B

0

∂φ

∂t

∣∣∣∣
z=0

xdydx

= −γρBθ0ω2sinωt
∞
∑

n=0
8
[

3sinhbn
L
2 −bn

L
2 coshbn

L
2

b5
nhcoshbn

L
2

+ 2coshanh−1
a5

n Lsinhanh

]

+γρBθ0ω2
∞
∑

n=0

8ω2(pnsinωt+qncosωt)
(p2

n+q2
n)coshanh

[
bn

L
2 coshbn

L
2 −sinhbn

L
2

b5
nhcoshbn

L
2

+ anhsinhanh−coshanh+2
a5

n Lsinhanh
+

(anhsinhanh−coshanh+1)tanhbn
L
2

a2
nb3

nh

] (43)

Based on the dynamic equivalent, the mechanical model should give the same over-
turning moment under the same circumstances. Therefore, the motion equation of the
mechanical system can be written as:

mn
..
xn + cn

.
xn + knxn = mnznθ0ω2sinωt (44)

where xn is the equivalent displacement of the moving mass relative to the ground. The
overturning moment can be obtained as:

Mo = Ie
..
θ + m f z f z f

..
θ +

∞

∑
n=0

mnznzn
..
θ +

∞

∑
n=0

mnzn
..
xn

=

(
Ie + m f z2

f +
∞

∑
n=0

mnz2
n

)
..
θ +

∞

∑
n=0

mnzn
..
xn (45)

Using the same technique described in reference [24] to equalize the overturning
moments due to rigid-body motion (regardless of the oscillatory component), i.e., the first
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term on the right-hand side of Equations (43) and (45), the moment of inertia Ie can be
obtained as:

Ie = 8γρB
∞

∑
n=0

(
3sinhbn

L
2 − bn

L
2 coshbn

L
2

b5
nhcoshbn

L
2

+
2coshanh − 1
a5

nLsinhanh
− mnz2

n

)
− m f z2

f (46)

 
Figure 2. The schematic diagram of the equivalent mechanical model of a water tank filled with
porous media.

When the mechanical model is applied to the floating body, its motion equation can
be expressed as:

mn
..
xn + cn

.
xn + knxn = −mn

..
xG + mnzn

..
θG (47)

Therefore, Equation (25) for the surge motion of the floating body can be modified by:

Mb
..
xG =

∫
Sw2

pnxdS + m f z f
..
θG +

∞

∑
n=0

(
cn

.
xn + knxn + mnzn

..
θG

)
(48)

For the heave motion, the mechanical model assumes no masses move vertically
relative to the tank, so the entire system will be regarded as a dead load to the floating body.
Therefore, the equilibrium equation can be simplified as:

Mb
..
zG =

∫
Sw2

pnzdS − mwg (49)

For the pitch motion, the movement of the equivalent masses will produce an external
moment on the floating body; therefore, the equilibrium equation can be modified by:

Ib
..
θG =

∫
Sw2

p(r × n) dS −
(

Ie + m f z2
f

) ..
θG −

∞

∑
n=0

(
cn

.
xn + knxn + mnzn

..
θG

)
zn (50)

During the computation of Equations (48)–(50), the resultants from the sloshing be-
havior can be obtained once Equation (47) is solved. Since the sloshing computation does
not go through the EL method, the numerical simulation is very efficient and inexpensive.
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3. Characteristics Analysis for Floating Body

The dynamic characteristics of a rectangular floating body were examined through
a free-vibration test. The channel length = 10 m and water depth = 2 m. The rectangular
floating platform had its length = 1 m, height = 0.5 m, and density = 450 kg/m3, meaning
the body mass = 225 kg and moment of inertia = 23.44 kg-m2. Its center of gravity was
placed at x = 5m and y = 2m, which was at the same height as the still water surface. The
initial inclined angle was 5◦. A total of 1714 two-node linear elements were distributed on
the boundary of the water in the channel. The time interval was 0.001 s. As no incident
waves were applied, the free vibration of the surge, heave, and pitch motions of the body
are shown in Figures 3–5, respectively. The corresponding response spectra are shown in
Figure 6. In Figure 3, the horizontal drift was small, even without the mooring constraint.
Since the horizontal force came from the pressure difference between the left and right sides
of the body, which was in sync with the pitch motion, the surge velocity and acceleration
had the same oscillatory frequency of 0.58 Hz as the pitch motion, as shown in Figure 6.
The heaving frequency = 0.66 Hz. Compared to the solution of a hanging spring model,
regardless of the added mass effect (0.74 Hz), the numerical result was reasonable for
a partially immersed body. In Figure 4, the heave motion decayed because the storing
potential energy was passed to ambient waves and then carried away through the radiation
condition. It eventually reached the static displacement of 0.0245 m. For the pitch motion,
slight decay was observed. This has been explained in the past article [30]; the amplitude
of the pitch motion could be over-predicted in potential flow since the wave damping was
neglected. However, the pitching frequency = 0.58 Hz would not be affected. All the body
motions were quite linear.

Figure 3. The horizontal displacement, velocity, and acceleration time histories of the floating body
under free vibration at an initial 5◦ pitch.
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Figure 4. The vertical displacement, velocity, and acceleration time histories of the floating body
under free vibration at an initial 5◦ pitch.

Figure 5. The angular displacement, velocity, and acceleration time histories of the floating body
under free vibration at an initial 5◦ pitch.
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Figure 6. The response spectra of the floating body under free vibration at an initial 5◦ pitch.

4. Results and Discussion

The first example compares the nonlinear EL method and the linear mechanical model.
The accuracy of the mechanical model on pitch-motion simulation is verified. The second
example presents the numerical results of a water tank with and without porous media
to accentuate the effect of porous media on the wave-induced sloshing phenomenon. The
third example shows the benefit of this research in vibration control for offshore structures
and sloshing mitigation for LNG vessels via frequency response analysis.

4.1. Sloshing in a Tank Filled with Porous Media: EL Method vs. Mechanical Model

In this example, the configuration of a rectangular body in the wave channel is the
same as described in Section 3. The piston-type wavemaker was set on the left side of the
channel to generate harmonic waves that propagated along the x direction to the right
side. The wave frequency was 0.58 Hz, which was resonant with the floating body. Two
cases were tested. The large wave had its wave height = 0.05 m, so the demand stroke
of the wavemaker was 2.64 cm, while the small wave had its wave height = 0.03 m, so
the demand stroke of the wavemaker was 1.58 cm [45]. The water tank was installed in a
way in which the bottom was aligned with the centerline of the floating body. The tank
length was 0.64 m and the water depth was 0.047 m, hence the fundamental sloshing
frequency was 0.53 Hz. The masses of the tank and porous media were neglected. The
porosity of the porous media = 0.96. Assume the first modal damping ratio was 18.4%,
which results in α1 = 1.28 s−1 and α2 = 5.0 m−1 being used in the EL method [26]. A total of
80 two-node linear elements were distributed on the boundary of the sloshing fluid. When
the mechanical model was applied, both the single-degree-of-freedom (SDOF) (namely,
only the fundamental sloshing mode was considered) and five-degree-of-freedom (5-DOF)
(namely, the first five sloshing modes were considered) systems were tested. The numerical
configurations for the EL method and mechanical model are shown in Figure 7.
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Figure 7. The numerical configurations for (a) EL method; (b) mechanical model, in the FSI problem
(not to scale).

The surge motion responses of the floating body undergoing large wave excitation
are shown in Figure 8. The body drifted along the x direction due to the continuous
incoming waves. The numerical displacements were slightly different but the accelerations
and velocities were very close. Since the dynamic responses depended on the external
forces, their correlation will be explained via the horizontal forces as shown in Figure 9.
The sloshing force cancels out the wave load due to phase cancellation. The EL method
had a larger sloshing reaction, hence a smaller total force and a smaller acceleration were
obtained. It is noticeable that in past experiments [25], the mechanical model overestimated
the sloshing force. However, in our case, the external excitations to the water tank were
different as the coupling effect was involved. Therefore, one may not always expect an
over-predicted value from the mechanical model.

Figure 8. The surge motion responses of the floating body, configured with a water tank installed
with porous media, undergoing large wave excitation.

70



Appl. Sci. 2022, 12, 5587

Figure 9. The horizontal forces acting on the floating body for the large-wave case.

The heave motion responses of the floating body and the vertical resultant forces
to the body are shown in Figures 10 and 11, respectively. The mean value of the steady-
state displacement was −0.0043 m, which was the same as the static displacement. The
responses by both methods were identical except for the sloshing force. The mechanical
model assumes the vertical sloshing force as a dead load, while the EL method takes the
dynamic force due to the momentum change and convective acceleration into account.
However, this effect was not significant in the vertical direction. It only caused a 3% (10 N)
deviation from the dead load. Therefore, the heave response remained the same.

Figure 10. The heave motion responses of the floating body, configured with a water tank installed
with porous media, undergoing large wave excitation.
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Figure 11. The vertical forces acting on the floating body for the large-wave case.

The pitch motion responses of the floating body and the overturning moments to the
body are shown in Figures 12 and 13, respectively. The sloshing overturning moment by the
EL method was nonlinear, while that by the mechanical model was linear. It is important
to take the nonlinear effect into account since it changed the pitch amplitudes of the body
in this example. The phase cancellation appeared. Since the sloshing-induced moment
was comparable to the wave-induced moment, the moment cancellation was fairly strong.
The body responses and sloshing reactions by the SDOF and five-DOF mechanical systems
were identical for the surge, heave, and pitch motions. This shows that the fundamental
mode dominated and the high-mode sloshing responses were too small to affect the FSI
behavior. It justifies the design strategies for the liquid dampers that only emphasized the
first modal response [22].

 

Figure 12. The pitch motion responses of the floating body, configured with a water tank installed
with porous media, undergoing large wave excitation.
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Figure 13. The overturning moments acting on the floating body for the large-wave case.

When the small wave excitation was applied, the body motions and the resultant
forces along three directions are shown in Figures 14–19. The overall trends were similar to
what was observed for the large-wave cases. However, the smaller wave loadings caused a
smaller body vibration, hence lowering the nonlinear effect in the sloshing reactions. The
mechanical model captured the pitch motion more easily. Similarly, the resultant forces
and body dynamics by the SDOF and five-DOF mechanical systems highly coincided.

Figure 14. The surge motion responses of the floating body, configured with a water tank installed
with porous media, undergoing small wave excitation.
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Figure 15. The horizontal forces acting on the floating body for the small-wave case.

 
Figure 16. The heave motion responses of the floating body, configured with a water tank installed
with porous media, undergoing small wave excitation.

The response spectra of the body motions for the large- and small-wave cases are
shown in Figures 20 and 21, respectively. The spectra by both methods are very similar,
hence the mechanical model ensured the consistency of the dynamic characteristics of the
sloshing behavior. The response spectra by the SDOF and 5-DOF mechanical systems are
also identical, so the importance of the first modal response was validated in the frequency
domain. Both methods showed one peak at the resonant frequencies for each motion, but
the EL method observed another local peak at the double frequency (1.16 Hz) of the angular
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response spectra. This means the nonlinear effect due to the convective term appeared. No
peak at the double frequency was observed by the mechanical model because the nonlinear
effect was neglected. However, this phenomenon was not obvious in the small-wave case
as shown in Figure 21. Besides, the response spectra of the surge and heave motions had
no local peak at the double frequency. The nonlinear sloshing response was negligible in
these two vibration modes.

Figure 17. The vertical forces acting on the floating body for the small-wave case.

 
Figure 18. The pitch motion responses of the floating body, configured with a water tank installed
with porous media, undergoing small wave excitation.
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Figure 19. The overturning moments acting on the floating body for the small-wave case.

Figure 20. The response spectra of the floating body, configured with a water tank installed with
porous media, undergoing large wave excitation.
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Figure 21. The response spectra of the floating body, configured with a water tank installed with
porous media, undergoing small wave excitation.

The free-surface elevations on the left-side (stern side) wall of the tank for the large-
and small-wave cases are shown in Figure 22. Note that in the mechanical model, the
free-surface elevation of the sloshing fluid can be obtained by:

η =
∞

∑
n=0

4tanhanh
anL

sinanx·xn (51)

In the large-wave case, the EL method could simulate nonlinear waves. The mechanical
model showed linear waves and overestimated the amplitude due to the lack of nonlinear
damping. Similar results have been observed in past experiments [25]. In the small-wave
case, the wave elevations by both methods were still different. However, it only slightly
changed the sloshing forces. Besides, the five-DOF system included more high-mode
sloshing responses than the SDOF system. It gave a higher hydrostatic pressure but those
components were too small to affect the FSI simulation.

Figure 22. The free-surface elevations on the left-side wall of the tank for different wave loadings:
(a) large wave; (b) small wave.
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4.2. Floating Body in Resonant Waves: Controlled vs. Uncontrolled

The uncontrolled body means that no water tank was installed on the platform,
otherwise, it is called a controlled body. For the controlled body, an additional case is
considered where the tank was only filled with water and no porous media, which suggests
the porosity γ = 1 and the coefficients α1 = 0.1 s−1 and α2 = 0 m−1 were used in the
EL method [46]. When the large wave was applied, the body motions and the resultant
forces along the horizontal direction are shown in Figures 23 and 24, respectively. The
uncontrolled case stopped at 17.3 s due to the numerical instability induced by the high
velocity of a wave jet on the body. The water tank was prone to keep the floating body
oscillating around the original position, hence it could slow down the lateral drift. Although
the force cancellation was weak, it still reduced the surge motion. However, the floating
body was free to surge in our case, and the effectiveness of the surge mitigation by the
porous media in the sloshing fluid was not obvious.

Figure 23. The surge responses of the controlled and uncontrolled floating bodies subject to large
wave excitation.

Figure 24. The horizontal forces act on the controlled and uncontrolled floating bodies for the
large-wave case.
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The body motions and the resultant forces along the vertical direction are shown in
Figures 25 and 26, respectively. The mean values of the steady-state displacement were
different for the controlled and uncontrolled cases because their total weights were different.
The uncontrolled body was lighter, so it had a larger initial acceleration. As their transient
response vanished, they oscillated in the same way but had different equilibrium points.
This implies that the sloshing fluid did not change the heave motion of the body. Besides,
the difference between the vertical sloshing forces from the tanks with and without porous
media equaled their difference in water weight. The porous media did not affect the vertical
sloshing force.

 

Figure 25. The heave responses of the controlled and uncontrolled floating bodies subject to large
wave excitation.

Figure 26. The vertical forces act on the controlled and uncontrolled floating bodies for the large-wave
case.
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The body motions and the resultant forces about the angular axis are shown in
Figures 27 and 28, respectively. For the uncontrolled case, the responses were greatly
amplified due to resonance. The maximum angular displacement was 11.3◦. In the con-
trolled cases, the maximum angular displacements were significantly reduced to 2.2◦
(without porous media) and 1.6◦ (with porous media). Moreover, their transient responses
decayed very fast and the steady-state responses were suppressed. This can be explained
later by the energy exchange in the body-tank system. The force cancellation between the
sloshing reaction and wave loading was strong, showing that the tuning condition may
have been satisfied. The tank with porous media had better performance in reducing pitch
vibration than the other tank, but the overall performance should be validated through
other near-resonance tests in the next example.

Figure 27. The pitch responses of the controlled and uncontrolled floating bodies subject to large
wave excitation.

Figure 28. The overturning moments act on the controlled and uncontrolled floating bodies for the
large-wave case.
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The response spectra of the controlled and uncontrolled floating bodies subject to large
wave excitation are shown in Figure 29. The major oscillatory frequency does not shift (still
0.58 Hz), while a small local peak shows up at the frequency of 0.53 Hz, which is equal to
the natural frequency of the sloshing fluid in the tank. The dynamic characteristic of the
entire system was not affected because the water tank was not heavy enough (the mass
ratio was 13%). The maximum amplitudes of the angular responses of the floating body
were greatly decreased. Compared to the tank without porous media, the porous media
could further reduce the peak response of the surge and pitch motions.

 

Figure 29. The response spectra of the controlled and uncontrolled floating bodies for the large-wave
case.

The kinetic energy and potential energy of the floating body and sloshing fluid can be
obtained by:

Tb =
1
2

Mb
∣∣ .
xG
∣∣2 + 1

2
Ib

∣∣∣ .
θG

∣∣∣2 and Ts =
1
2

∫
S1

γρφ
∂φ

∂n
dS (52)

Vb = MbgzG and Vs =
1
2

γρg
∫

S f 1

η2dS (53)

where the subscripts b and s denote the floating body and sloshing fluid, respectively.
Note that Ts is obtained by applying Green’s identity to the volume integral of the kinetic
energy of a fluid particle [47]. The zero-potential plane is defined at z = 0. The changes
in the kinetic and potential energy, i.e., the difference between the energy at current and
initial states of the floating body are shown in Figure 30. In Figure 30a, the kinetic energy
increased rapidly because the body velocity increased when the incident wave came. For
the controlled case, the water tank dampened the transient vibrations, so the body’s kinetic
energy reached the steady state quickly. It is noticeable that the kinetic energy of the body
without porous media was lower than that with porous media because of the lower heaving
velocity, as shown in Figure 25. However, the porous media dampened more body kinetic
energy from the surge and pitch components. Figures 25 and 30b show that the potential
energy change was in sync with the vertical displacement. Since the water tank did not
mitigate the heaving motion, the potential energy change of the body was irrelevant to the
sloshing behavior and only depended on the vertical force equilibrium.
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Figure 30. The energy changes of the floating body: (a) kinetic energy; (b) potential energy.

The kinetic and potential energy changes of the sloshing fluid are shown in Figure 31.
For the first 15 s in Figure 31a, the kinetic energy of the sloshing fluid without porous
media increased faster than that with porous media. This shows the porous media can
quickly dampen the kinetic energy in the transient state, therefore suppressing the fluid
velocity and the free-surface deformation. By correlating the force/moment and energy
change as shown in Figures 24, 28, 30 and 31, the effect of porous media on the FSI can be
characterized. When the incident waves hit the floating body, the work is transferred to
the body’s kinetic energy. Through the force cancellation, part of the wave-induced work
will be taken by the sloshing fluid, and then dissipated by the damping mechanism of the
porous media. Therefore, good force cancellation and enough sloshing damping are two
key factors for structural vibration control. In Figure 31b, the potential energy of the fluid
in the tank without porous media grew higher than that of the fluid in the porous media.
Since they had similar elevations, the difference in the potential energy came from different
free-surface deformations.

Figure 31. The energy changes of the sloshing fluid in the water tank: (a) kinetic energy; (b) potential
energy.
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The free-surface elevations on the left-side wall of the tank with and without porous
media are shown in Figure 32. The wave elevation in the tank without porous media was
very nonlinear, while the porous media reduced the degree of nonlinearity due to their
extra damping effect. This shows the benefit for the liquid storage tank that not only the
dynamic pressure can be reduced, but the roof damage can be alleviated.

Figure 32. The wave elevations on the left-side wall of the tank with and without porous media.

The wave elevations of four gauges distributed at x = 2, 4, 6, and 8 m (two on the
left side and two on the right side of the body) along the channel are shown in Figure 33.
At the beginning (t < 2 s), the incident wave had not reached the body, so the body only
oscillated vertically. The uncontrolled body had a larger initial acceleration, so it induced a
larger disturbance to the waves, as shown in Figure 33b,c. The heave-induced wave that
propagated downstream was recorded as is shown in Figure 33d. However, there was no
significant change in the first gauge because of the overwhelming incident waves. As the
incident wave reached the floating body (t > 2 s), the body started to surge and pitch. In
our case, the wavelength was about 4.6 m, which was close to the distance between the
wavemaker and the body. Therefore, a standing wave occurred so larger wave elevations
at gauge two during t = 2~10 s were observed, as shown in Figure 33b. The influence on
the far-distance wave field due to the body motion was negligible, as shown in Figure 33d.

4.3. Frequency Response Analysis

To complete the frequency response curves, the near-resonance condition was em-
phasized in the range of β = 0.85~1.15, where β is the ratio between the frequencies of
the wavemaker’s movement and the body’s pitch motion. The small wave excitation was
applied to avoid unstable numerical results in uncontrolled cases. For the first application
of structural control, the water tank was installed as a TLD. The frequency responses of
the root-mean-square (RMS) of the steady-state angular displacement and acceleration
of the body are shown in Figure 34. TLDs can enhance the workability and comfort of
the workstation. The average reduction in the RMS displacement and acceleration by the
porous-media TLD was 85%, while that by the fresh-water TLD (TLD without porous
media) was 80%. However, the porous-media TLD showed at least 10% better performance
than the fresh-water one in the high-frequency range (β ≥ 1.075). This is because the
high nonlinearity of the fresh-water TLD can cause a strong mistuning effect. Once the
natural frequency of the water tank deviates from the tuning frequency too much, the
force cancellation will be weakened. In terms of the tuning condition, the porous-media
TLD can be optimized more easily according to a simple design plan [22]. A single peak
occurred at β = 1 in uncontrolled cases, while there were two peaks at β = 0.925 and 1.1
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when the TLD was installed. Theoretically, the sloshing fluid had infinite degrees of free-
dom. Therefore, the body-tank system was a multi-degree-of-freedom system. Since the
fundamental sloshing mode dominated (as was concluded in the previous example), the
frequency response curves only had two peaks that represented two major vibration modes
of the TLD-body system.

Figure 33. The wave elevations in the channel at the locations of: (a) x = 2 m; (b) x = 4 m; (c) x = 6 m;
(d) x = 8 m.

Figure 34. The frequency responses of the RMS responses of the controlled and uncontrolled floating
bodies for the small-wave case: (a) angular displacement; (b) angular acceleration.
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For a liquid carrier on the ocean, its stability is related to the amplitude of the wave-
induced sloshing resultants. The frequency responses of the maximum horizontal force
and overturning moment due to sloshing fluid are shown in Figure 35. In Figure 35a, the
porous media can reduce the horizontal force by 30~70% because the extra damping effect
limits the sloshing responses, hence reducing the hydrodynamic force. In Figure 35b, the
reduction in the overturning moment was low. This is because, for a shallow-water tank
used in this example, the overturning moment did not mainly come from the horizontal
component. Therefore, the reduction by the porous media was not obvious. The integrity
of a liquid container is another important issue that is related to pressure concentration.
The frequency responses of the maximum dynamic pressure on the wetted wall and the
normalized height of the local maximum pressure are shown in Figure 36. Note that
hp denotes the elevation of the fluid particle that has the maximum dynamic pressure.
In Figure 36a, the maximum dynamic pressure in the tank without porous media was
485 Pa, which was higher than the maximum hydrostatic pressure (460 Pa). The porous
media reduced 25~45% of the dynamic pressure. The averages were 343 versus 228 Pa. In
Figure 36b, the elevations of the local maximum pressure were similar, which were below
the still-water line (hp/h < 1) in most cases. As the wave traveled back and forth during
the vibration, the greatest impact occurred at the instant when it reached the walls. The
contact location was usually near but below the still-water line. This phenomenon was
visualized in the past article [48]. Overall, the porous media will not change the location of
the pressure concentration but can effectively reduce the hydrodynamic pressure.

Figure 35. The frequency responses of the maximum sloshing reactions for the small-wave case:
(a) horizontal force; (b) overturning moment.
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Figure 36. The frequency responses of the local sloshing behavior in the water tank on a floating
body for the small-wave case: (a) maximum dynamic pressure on the wetted wall; (b) normalized
height of pressure concentration.

5. Conclusions

From this study, some conclusions can be drawn:

1. Porous media can accelerate the energy transmission in the FSI process, enhance the
damping capability of the sloshing fluid, and reduce the sloshing velocity and deformation.

2. The sloshing fluid will create a control force on the body. Under certain circumstances,
it will cancel the wave loading. When it happens, the work done by incident waves
is transferred to the fluid in the water tank (meanwhile, the wave-induced sloshing
behavior appears), and then dissipated by the damping mechanism of porous media.

3. The mechanical model produces linear sloshing reactions, which affects the accuracy
of the amplitude of the body’s pitch motion for the large-wave case. However, it still
captures the oscillatory frequencies very well. For the small-wave case, the difference
is insignificant. When the tank is subject to pitch motion, the first modal sloshing
response dominates.

4. In the near-resonance tests, the average reduction in the RMS pitch motion by the
porous-media TLD was 85%. It did not produce an effective control force for the
heave motion. Moreover, the force cancellation in the horizontal motion was weak.
Therefore, the application in surge mitigation is uncertain. Compared to the fresh-
water TLD, the mistuning effect was alleviated.

5. Porous media can effectively decrease the hydrodynamic pressure by up to 45%. The
integrity of the liquid container and the stability of the liquid carrier can be improved.
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Abstract: The development of flow pattern identification technology for gas–liquid two-phase flow
in porous media is of great significance to engineering research and production. In this paper, a
high accuracy identification method for two-phase flow pattern in porous media is proposed with
Machine learning techniques. The gas–liquid two-phase flow patterns and corresponding differential
pressure signals in porous beds with particle diameters of 1.5 mm, 3 mm, and 6 mm are obtained
through visual experiments. Three time domain characteristic parameters (Mean, Standard deviation,
and Range) are calculated by a statistical method, while the EMD energy spectrum of the signal is
obtained by empirical mode decomposition. Based on these parameters, machine learning technology,
including support vector machine (SVM) and BP neural network, are employed to identify the
flow pattern. Four flow pattern identification models are trained based on SVM and BP neural
network, with accuracies of 94.77%, 93.4%, 96.08%, and 91.5%. Furthermore, the three models with
good performance are integrated by integrated learning technology. An integrated identification
model of gas–liquid two-phase flow pattern in porous media with an overall accuracy of 98.04% is
finally obtained.

Keywords: flow patterns identification; porous media; two-phase flow; support vector machine;
BP network; feature extraction

1. Introduction

Two-phase flow in porous media plays a critical role in scientific and industrial pro-
cesses. During a severe accident of a light water reactor (LWR), the corium may form a de-
bris bed with a porous media structure [1]. Understanding the two-phase flow mechanism
in porous media is important to developing efficient cooling technology and terminating
severe accidents. In petroleum engineering applications, since the oil–water mixtures are
stored in the underground cracks of porous media structures, the study of two-phase flow
in porous media is conducive to the development of more efficient oil extraction technolo-
gies [2]. In addition, in agriculture engineering [3], chemical engineering [4], and other
fields, two-phase flow in porous media also widely exists and has an important impact on
experiments and production. Flow pattern, which has a great effect on heat and mass trans-
fer, is the research foundation to clarify the flow and heat transfer mechanism of two-phase
flow in porous media as well as improve industrial production efficiency [5]. Accurate
identification of flow patterns is the premise of flow pattern research. For the needs of
experiments and industrial production, it is of great significance to develop accurate and
fast flow pattern identification technology for porous media.

In early research, scholars directly observe the two-phase flow patterns in transpar-
ent pipes (including pipes filled with porous media) with their eyes. They distinguish
different flow patterns according to the forms of the gas–liquid phase [6,7]. Afterward,
the application of high-speed cameras helps the researchers capture the subtle changes in
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flow patterns timely and accurately [8]. This direct observation method is very effective
for classifying and identifying typical flow patterns. However, it also has some limitations.
For example, in real production, there are few transparent pipelines, which limits direct
observation. In addition, for the transition flow pattern between typical flow patterns, it is
difficult to distinguish which flow pattern it belongs to only through observation since it
will be disturbed by the subjectivity of the observer.

In order to solve the above problems, scholars try to improve the flow pattern iden-
tification method. Some scholars try to establish experimental systems in the laboratory
to simulate the real situation. Using these devices, scholars have observed various flow
patterns and obtained some corresponding signals that are easy to be measured, such as
differential pressure signals [9–11], temperature signals [12], and so on. After extracting the
features of these signals and classifying them according to the corresponding flow patterns,
the relationship between different flow patterns and signal features can be established,
which is the basis for flow pattern judgment. The signal feature extraction techniques
can be divided into three categories: time domain feature extraction, frequency domain
feature extraction, and time-frequency domain feature extraction. Time domain feature
extraction includes mean value, variance, and probability density function (PDF), etc. The
common method of frequency domain feature extraction is power spectral density (PSD).
Time-frequency analysis technology appears late, including wavelet analysis, empirical
mode decomposition (EMD), and Hilbert-Huang transform [13]. Matsui [14] calculated the
probability density function (PDF) of the differential pressure signal and distinguished the
flow pattern by the shape of the PDF curve. Elperin and Klochko [15] extracted the wavelet
energy spectrums of differential pressure signals to distinguish the flow patterns. dos
Reis [16] summarized the characteristics of power spectral density (PSD) and PDF of the
capacitive probe signal of slug flow. Li [17] identified the flow pattern in the dust collector
through the synthesis of PSD, PDF, and wavelet features. Wu [10] characterized different
flow regimes and their transition in a concentric vertical annulus through autocorrelation,
PSD, Shannon entropy, and permutation entropy.

In recent years, machine learning technology has been developed in industries
greatly [18–21]. It shows a strong ability in pattern recognition and classification, which pro-
vides a reference for the progress of flow pattern identification technology. More and more
scholars have applied machine learning technology to the field of flow pattern recognition
and developed a series of well-performing flow pattern recognition methods. Liang [22]
used ultrasonic echoes and RBF neural network to identify the flow patterns in a horizontal
pipe. Pei [23] utilized the complex network theory to identify the flow patterns in water
pipelines. Guo [12] applied a neural network with the temperature fluctuation on pipe
walls in classifying flow patterns. In addition to neural networks, support vector machine
(SVM) technology is also widely used in flow pattern recognition. Zhang [24] identified
the oil–gas two-phase flow pattern based on SVM and electrical capacitance tomography
technique. Liu [25] used doppler spectrum analysis and SVM to identify the flow pattern of
oil–water two-phase flow. Ambrosio [26] used void fraction time series and SVM to classify
the two-phase flow pattern in a vertical pipe.

It can be seen that the flow pattern recognition method combining signal feature
extraction and machine learning technology has been introduced on some occasions. Unfor-
tunately, compared with the importance of two-phase flow pattern identification in porous
media, the research on this technology is far from enough. The present study proposes a
new method to identify the gas–liquid two-phase flow pattern in porous media based on
differential pressure signals and machine learning technology. The time domain character-
istics and time-frequency domain (EMD) characteristics of the differential pressure signal
are obtained. Using these features, a variety of flow pattern identification models based
on SVM and BP neural networks are constructed. The comparison of different models
verifies the performance of SVM and BP neural networks in porous media flow pattern
recognition. Finally, an intelligent online flow pattern identification system for porous
media is constructed by using three optimal models and integrated recognition technology.
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Compared with the single model, the identification ability of the system has been improved.
This paper provides a new idea for the development of flow pattern identification meth-
ods in porous media in the fields of the chemical industry, agriculture, petroleum, and
nuclear engineering.

2. Description of Experiments

The experiments are carried out on a visual experimental system named DEBECO-LT
(Debris Bed Coolability-Low Temperature). Figure 1 shows the diagram of the experimental
system. In this paper, air and water are sent to the bottom of the test section, where they
mix and flow into the porous media pipe. The wall of the experimental section is made of
plexiglass, and two stainless steel wire meshes are fixed at the top and bottom to ensure
that the glass balls will not move casually. Rosemont-3051 transmitters (0.04%) are fixed
at the inlet and outlet of the test section to measure the differential pressure signals; the
signal acquisition frequency is 400 Hz. FastcamMini Photron high-speed camera (102,
400 frame/s) is used to capture clear flow pattern photos. The previous paper describes
the experimental system in more detail [27].

Figure 1. Diagram of DEBECO-LT and test section. 1—Stainless steel wire mesh, 2—Fittingflange,
3—Connecting pipe, 4—Gas–liquid separator, 5—Differential pressure transmitter, 6—Test section.

The experimental pressure is equal to the local atmospheric pressure, about 0.1 MPa.
The room temperature is about 10 ◦C. Spherical glass particles with diameters of 1.5 mm,
3 mm, and 6 mm are packed into three different porous media beds. The superficial
velocity of air is 0.005–0.44 m/s and that of water is 0.59–1.17 mm/s. More details of the
experimental setup can be found in Table 1.

Table 1. Details of experiment setup.

Particle Sizes (mm) Porosity
Superficial Velocity Reynolds Number

Water (mm/s) Gas (m/s) Water Gas

1.5 0.391 0.59~1.17 0.005–0.44 1.13–2.26 1.87–97.93
3 0.385 0.29~1.17 0.005–0.44 1.21–5.12 1.98–161.92
6 0.4 0.29~1.17 0.005–0.44 2.31–10.01 3.65–327.55
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3. Methodology

3.1. Feature Extraction Methodology

Feature extraction is the key to establishing the relationship between flow patterns
and signals, and it is also the basis of machine learning technology to distinguish and
recognize flow patterns. Appropriate feature extraction is important to developing flow
pattern identification technology. In this paper, statistical methods and empirical modal
analysis (EMD) technology are used to extract the time domain and time-frequency domain
characteristics of the signal.

3.1.1. Characteristics of Time Domain

In this paper, three common statistical parameters, which are mean, variance, and
range of the signal, are selected to reflect the time domain characteristics of the signal.
These features can be used to analyze the time domain features of signals and as the input
of machine learning classifiers containing time domain features. The calculation formulas
are as follows:

Mean of differential pressure signal:

m =
1
N

N

∑
i=1

s(i) (1)

where x(i) refers to each point of the signal, and N indicates the number of signal points.
The standard deviation of differential pressure signal:

S =

√√√√ 1
N

N

∑
i=1

(s(i)− m)2 (2)

where m refers to the mean of the differential pressure signal
Range of differential pressure signal:

R = s(i)max − s(i)min (3)

3.1.2. Characteristics of Time-Frequency Domain

It is not comprehensive to extract the signal features only from the time domain. In
order to extract more abundant features, this paper also introduces the empirical mode
decomposition (EMD) method to extract the time-frequency domain features of the signal.
EMD is a new adaptive signal time-frequency processing method proposed by N. E. Huang
that is especially suitable for the analysis and processing of nonlinear and nonstationary
signals. The essence of the empirical mode decomposition (EMD) method is to identify
all vibration modes contained in the signal through the characteristic time scale. In this
process, the characteristic time scale and the definition of IMF have certain experiences
and approximations. Compared with other signal processing methods, the EMD method
is intuitive, indirect, a posteriori, and adaptive. The characteristic time scale used in its
decomposition is derived from the original signal.

The purpose of EMD decomposition is to obtain the eigenmode function. EMD
decomposes the input signal into several eigenmode functions and a residual; the process
is as follows:

(1) Find all extreme points of signal I(n).
(2) Use a cubic spline curve to fit the envelope Emax(n) and Emin(n) of the upper and

lower extreme points, and find the average value m1(n) of the upper and lower
envelope and subtract it from I(n):

h(n) = I(n)− m1(n) (4)

(3) Judge whether h(n) is IMF according to preset criteria:

92



Appl. Sci. 2022, 12, 8575

(1) In the whole time range of the function, the number of local extreme points
and zero crossing points must be equal or be at most one difference;

(2) At any time point, the envelope of the local maximum (upper envelope) and
the envelope of the local minimum (lower envelope) must be zero on average;

(4) If not, replace I(n) with h(n) and repeat the above steps until h(n) meets the criteria;
then h(n) is the IMFm(n) to be extracted;

(5) Each time the IMFm(n) is obtained, it is deducted from the original signal and the
above steps are repeated until the last remaining part RESM(n) of the signal is only
a monotone sequence or a constant value sequence. In this way, the original sig-
nal I(n) is decomposed into the linear superposition of a series of IMFm(n) and the
remaining parts:

I(n) =
M

∑
m=1

IMFm(n) + RESM(n) (5)

where I(n) indicates the input signal, IMFm(n) represents the eigenmode function of mth,
and RESM(n) indicates the residual.

The EMD energy of mth is determined by the amplitude of IMFm(n), which is defined
as follows:

Em = ∑ (IMFm(n))2 (6)

The EMD energy spectrum is defined as follows:

E =
n

∑
m=1

Em (7)

Level m = Em/E (8)

3.2. Machine Learn Methodologies
3.2.1. Support Vector Machine

Support vector machine (SVM) theory is proposed by Vapnik [28]. Generally speaking,
the support vector machine is a classifier. For the two groups of marked vectors, an optimal
segmentation hypersurface is given to divide the two groups of vectors into two sides so
that the vector closest to the hyperplane in the two groups of vectors (the so-called support
vector) is as far away from the hyperplane as possible. Figure 2 shows the schematic
diagram of SVM.

Figure 2. The classification principle of SVM.

93



Appl. Sci. 2022, 12, 8575

For a data set, data = {(x1, y1), (x2, y2), . . . , (xn, yn)}, where xi ∈ Rn, yi ∈ {+1,−1}. It
can be specifically described as the following problem of finding the conditional
maximum value: ⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

min
a

{
1
2

m
∑

i=1

m
∑

j=1
aiajyiyjφ(xi)

Tφ
(
xj
)− m

∑
i=1

ai

}
m
∑

j=1
aiyi = 0

0 ≤ ai ≤ C
i = 1, 2, . . . , m

(9)

The above problem involves the vector inner product mapped to a high-dimensional
space, that is, the calculation of φ(xi)

Tφ
(
xj
)
. Therefore, it is necessary to introduce kernel

function K(x,z). This paper employs the Gaussian kernel function:

K(x, z) = exp

(
−‖x − z‖2

2σ2

)
(10)

Besides, LIBSVM tools [29] provide support for the calculation.

3.2.2. BP Neural Network

BP (Back Propagation) neural network is a multilayer feedforward neural network
trained according to the error backpropagation algorithm, which is one of the most widely
used neural network models. The process of BP neural network is mainly divided into two
stages. The first stage is the forward propagation of the signal, from the input layer to the
hidden layer, and finally to the output layer. The second stage is the back-propagation of
error, from the output layer to the hidden layer, and finally to the input layer, adjusting the
weight and offset from the hidden layer to the output layer and from the input layer to the
hidden layer. Figure 3 shows the schematic diagram of a BP neural network.

Figure 3. Schematic diagram of BP neural network.

4. Results and Discussion

4.1. Experiment Results

In this study, different flow patterns in a porous bed are recorded by changing the
gas flow rate while the liquid flow rate is fixed. During this process, bubbly flow, slug
flow, annular flow, and the transition flow patterns among them are observed. The photos
and diagrams of typical flow patterns are shown in Figure 4. At first, the gas flow rate is
lower. At this time, the gas phase is scattered between the pores of the porous media bed in
the form of small bubbles. With the continuous increase in gas flow rate, the number and
volume of bubbles increase, and the flow pattern begins to transition to slug flow. When
the flow pattern is completely transformed into slug flow, it can be seen that the bubbles
between adjacent pores are connected to form irregular gas slugs, as shown in Figure 4b. In
the whole experimental section, such gas slugs can be seen everywhere. As the gas flow

94



Appl. Sci. 2022, 12, 8575

rate further increases, the gas slugs are connected to form larger gas slugs, and the flow
pattern transitions to annular flow. For a typical annular flow, the liquid is attached to the
surface of particles and pipe walls in the form of a liquid film, and the gas flows rapidly
through the gap between these liquid films, as shown in Figure 4c. It is worth mentioning
that in porous beds with particle diameters of 1.5 mm and 6 mm, three typical flow patterns
cannot be completely observed within the current working conditions due to the limitation
of pore size. Bubbly flow cannot be observed in a porous bed with a particle diameter
of 1.5 mm. For a porous bed with a particle diameter of 6 mm, annular flow cannot be
observed. Only in the porous bed with a particle diameter of 3 mm are bubbly flow, slug
flow, and annular flow are observed at the same time.

 
(a) 

 
(b) 

 
(c) 

Figure 4. Photos and diagrams of typical flow patterns. (a). Photo and diagram of bubbly flow.
(b). Photo and diagram of slug flow. (c). Photo and diagram of annular flow.
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Figure 5 shows the diagram of differential pressure signals of typical flow patterns
in porous beds with different particle diameters. As shown in Figure 5a,b, the differential
pressure signals of bubbly flow in two porous beds fluctuate around 4.5 kPa, and the
fluctuation ranges are about 1 kPa. The difference in particle diameter does not lead to
an obvious difference between differential pressure signals. For slug flow, it can be seen
from Figure 5c–e that there is a great difference between the differential pressure signals of
bubbly flow and that of slug flow. The differential pressure signals of slug flow in porous
beds with particle diameters of 3 mm and 1.5 mm fluctuate up and down around 5 kPa,
and the fluctuation ranges can reach about 2 kPa, which is larger than that of bubbly flow.
As for the differential pressure signal of slug flow in a porous bed with a particle diameter
of 6 mm, although its fluctuation range is small, which is about 1.5 kPa. The average of
the signal is around 3.5 kpa at this time, which is significantly smaller than 4.5 kPa of
bubbly flow and 5 kPa of slug flow in the other two porous beds. By observing differential
pressure signals of annular flow in Figure 5f,g, it can be found that the average value of
the differential pressure signals is increased, both greater than 5 kPa. For the porous bed
with a particle diameter of 3 mm, the fluctuation range of the differential pressure signal of
annular flow is smaller than that of the slug flow.

Figure 5. Diagram of differential pressure signals of typical flow patterns in different porous beds.
(a). d = 6 mm, bubbly flow. (b). d = 3 mm, bubbly flow. (c). d = 6 mm, slug flow. (d). d = 3 mm, slug
flow. (e). d = 1.5 mm, slug flow. (f). d = 3 mm, annular flow. (g). d = 1.5 mm, annular flow.
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In general, it can be found that there are certain differences in the features of differential
pressure signals of different flow patterns, such as the mean value, dispersion degree, and
so on. The features of these typical flow patterns are extracted, quantified, and classified,
and then the unknown flow patterns can be classified and recognized through these features.
The next section will introduce how to use time domain analysis and EMD methods to
extract and quantify the characteristic parameters of differential pressure signals.

4.2. Feature Extraction
4.2.1. Time Domain Feature Extraction

According to Equations (1)–(3), three time domain parameters (average value, standard
deviation, and range) corresponding to each group of data are obtained. The average
reflects the concentration trend of the differential pressure signal, the standard deviation
reflects the dispersion degree of the differential pressure signal, and the range quantifies
the fluctuation range of the differential pressure signal. After sorting out the calculation
results, the time domain characteristic distributions of different flow patterns in porous
beds with different particle diameters are obtained, as shown in Figure 6.

 
(a) 

 
(b) 

 
(c) 

(d) 

Figure 6. Diagram of time domain characteristic parameter distribution. (a). Time domain charac-
teristic parameter distribution in porous bed with a particle diameter of 1.5 mm. (b). Time domain
characteristic parameter distribution in porous bed with a particle diameter of 3 mm. (c). Time do-
main characteristic parameter distribution in porous bed with a particle diameter of 6 mm. (d). Time
domain characteristic parameter distribution in all porous beds.
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It can be seen from Figure 6a that there is an obvious boundary between the slug flow
and annular flow in a porous bed with a particle diameter of 1.5 mm. Figure 6b shows
that in a porous bed with a particle diameter of 3 mm, a few data points of slug flow and
bubble flow overlap in the time domain distribution. In Figure 6c, it can be seen that in the
porous bed with a particle diameter of 6 mm, there is also an obvious boundary between
the distribution of bubble flow and slug flow data in the time domain. Nevertheless, it
can be found from Figure 6d that when the influence of particle diameter of porous media
bed is not considered, there will be a lot of overlap in the distribution of time domain
characteristics of different flow patterns, which indicates that particle diameter is also one
of the important parameters affecting classification, and the influence of particle diameter
cannot be ignored.

In order to better analyze the distribution of time domain characteristics, the distribu-
tion range and median of time domain characteristic parameters of different flow patterns
are counted, and the calculation results are shown in Table 2.

Table 2. Distribution of time domain parameters of flow patterns.

Particle Diameter Quartile
Bubbly Flow Slug Flow Annular Flow

m S R m S R m S R

1.5 mm
min 5.74 0.28 2.08 8.02 0.33 2.35

median 6.13 0.38 2.65 10.27 0.46 3.11
max 7.05 0.60 3.50 17.48 0.74 4.40

3 mm
min 4.65 0.21 1.47 4.73 0.38 2.43 4.93 0.27 1.79

median 4.85 0.30 2.18 5.05 0.54 3.64 5.27 0.29 2.26
max 5.01 0.44 3.01 5.49 0.86 5.08 5.88 0.51 3.25

6 mm
min 4.11 0.17 1.26 3.38 0.31 1.99

median 4.60 0.26 1.91 3.61 0.37 2.52
max 4.76 0.40 2.71 3.97 0.50 3.51

all
min 4.11 0.17 1.26 3.38 0.28 1.99 4.93 0.27 1.79

median 4.70 0.28 1.98 4.91 0.41 2.79 9.00 0.40 2.72
max 5.01 0.44 3.01 7.05 0.86 5.08 17.48 0.74 4.40

It can be seen from the Table 2 that for the porous bed with a particle diameter of
1.5 mm, the average value of the differential pressure signal of the slug flow is 5.74–7.05 kPa,
and that of the annular flow is greater than 8.02 kPa. Therefore, the data with the average
value of the differential pressure signal falling within these ranges can be directly distin-
guished between the slug flow and the annular flow in the porous bed with a particle
diameter of 1.5 mm. Similarly, in the porous media bed with a particle diameter of 6 mm,
the average value of the differential pressure signal can also be directly used to distinguish
bubbly flow and slug flow (bubbly flow is 4.11–4.76 kPa, slug flow is 3.38–3.97 kPa). How-
ever, it should be considered that the average value of differential pressure signal alone
cannot distinguish all the flow patterns. Firstly, in a porous media bed with a particle diam-
eter of 3 mm, there is a range of overlap between the characteristic parameters of different
flow patterns. Secondly, for porous media beds with particle diameters of 1.5 and 6 mm, it
is also difficult to distinguish data that are between two ranges (for example, the average
value of differential pressure signal is within 7.05–8.02 kPa) through the judgment of re-
searchers. This is why multiple parameters rather than a single parameter are selected to
judge the flow pattern. To solve the above problems, new features (EMD energy spectrum)
are introduced to provide a more judgment basis. At the same time, machine learning
technology is employed to identify and classify different flow patterns from a mathematical
point of view.
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4.2.2. Time-Frequency Feature Extraction

EMD has been briefly introduced in Section 3.1.2. In this section, the differential
pressure signals of different flow patterns are decomposed to obtain the IMF components
of the signal; the decomposition results are shown in Figure 7.

Figure 7. IMF components of different flow patterns.

As can be seen in Figure 7, most of the IMF3 of slug flow is close to zero, which is
obviously different from that of bubbly flow and annular flow. Similarly, the IMF4 of bubbly
flow is also very different from that of slug flow and annular flow, not only in forms but
also in amplitude. Moreover, for IMF6, IMF7, there are also differences in the amplitudes
of modal functions of different flow patterns. Therefore, using Equations (6) and (7), the
EMD energy spectra of different signals are defined and calculated, and the corresponding
distribution ranges are obtained. Due to the adaptability of the EMD method, the decom-
position levels of different signals are different. Considering that the amplitudes of IMF8
and IMF9 of most signals are very low (energy is very low), in order to unify the results,
only the energy of level one–level seven is retained. The calculation results are shown in
Tables 3–5. It can be seen from Table 3 that the energy proportion of EMD at levels 1–3
is not high, especially from the median point of view; only the bubbly flow in a porous
bed with a particle diameter of 6 mm accounts for more than 10% of the energy at level
one. It can be seen from Table 4 that the EMD energy of the signal is mainly distributed at
levels four, five, and six, especially at level four. As can be seen in Table 5, the difference in
EMD energy at level seven between different conditions is large. For example, for the slug
flow in the porous bed with particle diameters of 3 mm and 6 mm, the energy proportion
may reach more than 40%, while for other conditions, the energy proportion of this level is
much lower.

In general, by processing the signal with the EMD method and calculating the cor-
responding EMD energy spectrum, new parameters that are different from time domain
characteristic parameters can be obtained. These new parameters will show different
characteristics with different flow patterns, which can be used for the identification of
flow patterns. They also provide richer feature vectors as support for the next machine
learning classification.
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Table 3. Distributions of EMD energy spectrum on levels 1–3.

Particle Diameter Quartile
Bubbly Flow Slug Flow Annular Flow

Level 1 Level 2 Level 3 Level 1 Level 2 Level 3 Level 1 Level 2 Level 3

1.5 mm
min 2.38% 1.15% 0.35% 1.46% 0.74% 0.29%

median 5.50% 2.55% 0.86% 3.83% 1.81% 3.23%
max 9.06% 4.37% 8.97% 7.61% 3.58% 30.81%

3 mm
min 3.05% 1.53% 0.48% 1.05% 0.54% 0.21% 3.07% 1.47% 0.40%

median 7.55% 3.53% 0.97% 2.48% 1.23% 1.94% 8.84% 4.15% 1.53%
max 16.77% 7.71% 7.02% 5.01% 2.31% 12.42% 12.24% 5.88% 5.96%

6 mm
min 4.41% 2.34% 0.78% 2.81% 1.51% 0.56%

median 10.36% 5.25% 1.46% 5.24% 2.86% 0.90%
max 26.74% 12.76% 3.55% 7.50% 4.04% 2.29%

Table 4. Distributions of EMD energy spectrum on levels 4–6.

Particle Diameter Quartile
Bubbly Flow Slug Flow Annular Flow

Level 4 Level 5 Level 6 Level 4 Level 5 Level 6 Level 4 Level 5 Level 6

1.5 mm
min 12.89% 5.62% 4.17% 14.67% 8.20% 3.18%

median 41.20% 15.76% 8.70% 49.53% 19.06% 6.34%
max 54.80% 28.95% 15.18% 63.68% 32.43% 15.24%

3 mm
min 4.20% 7.78% 6.28% 18.91% 8.80% 3.56% 17.22% 9.26% 2.95%

median 27.93% 23.54% 15.71% 38.60% 16.42% 9.37% 47.36% 25.62% 5.35%
max 41.96% 36.65% 30.57% 54.29% 31.79% 23.24% 53.11% 36.10% 9.27%

6 mm
min 15.70% 11.03% 6.56% 8.97% 10.90% 5.52%

median 32.78% 22.00% 13.26% 22.36% 20.97% 15.36%
max 46.04% 37.71% 27.43% 32.97% 33.70% 31.20%

Table 5. Distributions of EMD energy spectrum on level 7.

Particle Diameter Quartile
Bubbly Flow Slug Flow Annular Flow

Level 7 Level 7 Level 7

1.5 mm
min 2.80% 0.52%

median 7.88% 3.38%
max 15.33% 13.96%

3 mm
min 3.71% 1.40% 1.19%

median 10.94% 12.61% 2.13%
max 24.44% 46.50% 9.21%

6 mm
min 1.65% 3.51%

median 5.02% 14.75%
max 12.52% 43.14%

4.3. Machine Learning Identification

In Section 4.2, the time domain characteristics and EMD energy spectrum of differential
pressure signals are calculated. After analyzing these characteristics, it can be found that
it is difficult to classify and identify all working conditions with a single parameter, and
there is often overlap between parameters. The complex characteristics make it difficult
for researchers to accurately identify flow patterns through subjective judgment. The
development of machine learning technology, especially support vector machine (SVM)
technology and neural network technology, provides new ideas and tools for solving these
problems. Through SVM technology and neural network technology, the recognition model
can be trained by using multi-dimensional feature vectors based on certain mathematical
rules. Compared with manual recognition, these mathematical models can quickly and
accurately judge the flow pattern according to the input feature vector, which greatly
reduces the impact of subjectivity on the results and improves the recognition efficiency.
Therefore, this section uses SVM technology and neural network technology to train
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multiple SVM/neural network identification models with different features and compares
the identification ability of these models to evaluate the performance of the two technologies
in porous media flow pattern identification.

Samples should be prepared before training. A total of 341 sets of typical flow pattern
data are obtained in this experiment, including bubbly flow, slug flow, and annular flow.
One part of the data is used as the training set to train the model, and the other part of the
data is used as the test set to test the identification ability of the model. The details are
shown in Table 6.

Table 6. The number of samples of different flow patterns.

Flow Pattern Data Sets

Train Test Total

Bubbly 77 63 140
Slug 80 65 145

Annular 31 25 56
total 188 153 341

The vector including time domain features and EMD energy spectrum is constructed.
Considering the important influence of particle diameter on the characteristics, the particle
diameter is also included in the vector. The dimension n of the vector should not be too
large, which is limited by the number of training sets. In this paper, n < 8 (2n < 188).
Therefore, the final vector is composed of three time domain characteristic parameters,
three levels of EMD energy ratio, and one particle diameter. From large to small, two kinds
of vectors are constructed, which will lead to two different SVM models. One vector
includes four, five, and six levels and the other one includes one, two, and seven levels.
Examples of vectors are shown in Table 7.

Table 7. Examples of vectors with different features.

Vector Type
Parameters

Label Flow Pattern
m S R Level 4 Level 5 Level 6 dp

Vector-1
4.86 0.22 1.64 12.41% 16.73% 30.57% 3 1 Bubbly
3.96 0.39 2.69 22.55% 24.26% 15.26% 6 2 Slug
8.74 0.34 2.71 55.92% 12.33% 9.04% 1.5 3 Annular

m S R Level 1 Level 2 Level 7 dp

Vector-2
4.86 0.22 1.64 16.24% 7.14% 12.95% 3 1 Bubbly
3.96 0.39 2.69 3.60% 1.95% 13.84% 6 2 Slug
9.08 0.34 2.72 6.23% 2.85% 2.90% 1.5 3 Annular

The SVM models are trained with the prepared vectors. In this paper, the k-CV
method [30] combined with the grid search method is used to obtain two key parameters
(the penalty factor C and the kernel function parameter g), which are important to ensure the
accuracy of SVM models. Table 8 shows the identification results of the two SVM models.

In general, the identification ability of the SVM-1 model is better than that of the
SVM-2 model. The identification ability of slug flow and annular flow of SVM-1 model
is better than that of the SVM-2 model. However, its bubbly flow identification ability is
worse than that of the SVM-2 model, but this gap is not very obvious.

In addition to the SVM model, the neural network flow pattern identification model
is also trained based on BP neural network technology. In this paper, BP neural network
includes one input layer (7 neurons, corresponding to seven features of a vector), one
intermediate layer (12 neurons), and one output layer (3 neurons, corresponding to labels
of three flow patterns). The same training set and test set as SVM models are selected,
which can help evaluate the identification ability of the two methods. The training results
are shown in Table 9.
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Table 8. The identification results of SVM models.

SVM Model Flow Pattern Correct Identification Total Number Accuracy

SVM-1

Bubbly 60 63 95.24%
Slug 62 65 95.38%

Annular 23 25 92.00%
Overall 145 153 94.77%

SVM-2

Bubbly 61 63 96.83%
Slug 60 65 92.31%

Annular 22 25 88.00%
Overall 143 153 93.46%

Table 9. The identification results of BP-network models.

BP-Network Model Flow Pattern Correct Identification Total Number Accuracy

BP-1

Bubbly 61 63 96.83%
Slug 63 65 96.92%

Annular 23 25 92.00%
Overall 147 153 96.08%

BP-2

Bubbly 58 63 92.06%
Slug 61 65 93.85%

Annular 21 25 84.00%
Overall 140 153 91.50%

As shown in Table 9, the identification ability of different BP network models varies
greatly. The BP-1 model has the best identification ability, which is not only better than the
BP-2 model but also better than SVM-1 and SVM-2 models. The identification ability of
the BP-2 model is the worst of the four models. Moreover, the models containing one, two,
and seven levels of EMD energy perform worse than the models containing four, five, and
six levels of EMD energy.

Next, consider further improving the identification ability of flow patterns. The idea of
bagging technology in integrated learning technology is introduced. That is, train multiple
models at the same time, let these models vote on the results, and determine the final
results according to the voting results. In this study, four models are trained. If all the
models participate in the voting, there may be a tie vote. Due to the poor performance
of BP-2, its results may mislead the correct results. Therefore, SVM-1, SVM-2, and BP-1
were selected to form an integrated model. The identification process is shown in Figure 8,
moreover, considering the special situation (bubble flow: annular flow: slug flow, 1:1:1).
Since the BP-1 model performed best among the three models, it is considered that the final
result of BP-1 model will prevail when the conflict occurs. Table 10 shows the identification
results of an integrated model. It can be seen that the integrated model further improves
identification ability based on the original models. The test data of bubbly flow and annular
flow have been correctly identified, and only two groups of slug flow data have not been
correctly identified.

Table 10. Identification results of integrated model.

Flow Pattern Correct Identification Total Number Accuracy

Integrated model

Bubbly 63 63 100.00%
Slug 63 65 96.92%

Annular 25 25 100.00%
Overall 151 153 98.69%
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Figure 8. Diagram of integrated model.

5. Conclusions

In this paper, a method based on feature extraction and machine learning is proposed
to identify the two-phase flow patterns in porous media, which provides a new idea for
the development of flow pattern identification methods in porous media in the fields of
the chemical industry, agriculture, petroleum, and nuclear engineering. The differential
pressure signals of two phase flow in the porous media packed with particles are collected
through visual experiments. The time domain characteristic parameters and EMD energy
spectrum are extracted. After that, a variety of flow pattern identification models based on
machine learning technology are trained. An integrated flow pattern identification model
with high accuracy is finally obtained based on integrated identification technology. The
main conclusions are as follows:

(1) There are differences between the average values of differential pressure signals of
different flow patterns. For a porous bed with a particle diameter of 1.5 mm, the
boundary between slug flow and annular flow is 8 kPa. For a porous bed with a
particle diameter of 3 mm, the distribution range of average differential pressure of
different flow patterns overlaps. For a porous bed with a particle diameter of 6 mm,
the boundary between bubbly flow and slug flow is 4 kPa. For other parameters,
the overlapping area between different flow patterns is larger, and it is difficult to
distinguish the flow patterns only by manual identification. It is necessary to introduce
machine learning technology.

(2) The BP-1 model based on BP neural network technology has the best identification
ability among single models, with an accuracy of 96.08%. However, another BP-2
model based on different levels of EMD energy has the worst identification ability. Its
accuracy is only 91.5%. The identification ability of the two models SVM-1 and SVM-2
trained by SVM technology is close, since the accuracies of them are 94.77%, and 93.4%,
respectively. In this study, the two neural network models have the highest and lowest
recognition accuracy. Although the SVM model is lower than the optimal neural
network model in recognition accuracy, the recognition ability of the two models is
closer. SVM technology is more stable than BP neural network technology.

(3) By integrating several high-quality models, the integrated model can further improve
the ability of flow pattern identification on the basis of the original models. The
identification accuracy increased from 94.77% to 98.04%. This behavior will increase
the total calculation time because it takes time to train each model. The total time
is approximately equal to the sum of the time needed to train the three models,
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respectively. Users can consider comprehensively according to the requirements for
accuracy and timeliness. Moreover, poor quality models will reduce the identification
ability of integrated models.
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Nomenclature

a approximation coefficient, 1
b Constant term of hyperplane equation,1
C Crest factor, 1
E local energy density, 1
J flow rate, mm/s
K kernel function
P power spectral density, kPa2/Hz
R Range value
s signal
S Standard deviation
t time
x Coordinates
y Coordinates
z Coordinates
φ scaling function
Subscripts

g gas
i unit number
j unit number
k unit number
m unit number
max maximum
min minimum
M unit number
R Range value
S Standard deviation
Acronyms

BP Back propagation
EMD Empirical mode decomposition
IMF Intrinsic mode function
SVM support vector machine
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Abstract: In this paper, the effect of melting characteristics of CuO/paraffin wax composite phase
change material in a spherical heat storage unit in a constant temperature water bath is investigated.
Experiments were conducted in three different water bath temperatures (65 ◦C, 70 ◦C, and 75 ◦C).
The inner surface of the sphere was fixed with two, four, and six pin-shaped fins 3 mm in diameter.
The spheres were filled with different mass fractions of CuO nanoparticles/paraffin phase change
materials. Experimental CCD was used to model and optimize the spherical thermal storage unit.
Regression models were developed to predict the effects of various operational factors on the melting
time of the composite PCM. The factors in the model included the number of pin fins in the spherical
heat storage unit, the water bath temperature, and the content of added CuO nanoparticles in the
PCM, and ANOVA was used to statistically validate the regression model. The results showed
that the interaction between the water bath temperature and the number of pin fins had the most
significant effect on the melting time. With the melting time of the phase change material as the
optimized objective function, the optimized optimal working condition was six pin fins, a water bath
temperature of 75 ◦C, and the addition of 5 wt% CuO nanoparticles/paraffin phase change material,
and the actual melting time under this condition was 78.9 min, which was lower than the predicted
value of 79.4 min, with an error of 0.63% between them.

Keywords: phase change material; spherical heat storage unit; fin; response surface methodology

1. Introduction

In recent years, phase change thermal storage technology has been used in areas such
as waste heat recovery and solar energy storage to cover the differences in quantity, form,
and space between energy supply and demand. Phase change thermal storage materials
are widely used in latent heat storage because of their high heat storage density, almost
constant temperature during the heat storage/exothermic process, wide melting point
distribution, chemical stability, and corrosion resistance [1]. Paraffin waxes are stable
as phase change materials, free from subcooling and phase separation, cheap, and non-
toxic, but they also have drawbacks, such as low thermal conductivity. With the rapid
development of nanotechnology, the addition of nanoparticles (e.g., CuO [2,3], Al2O3 [4,5],
Fe3O4 [6,7], SiO2 [8,9], etc.) with high thermal conductivity to paraffin wax has become
an emerging means [10]. Chen [11] prepared CuO/paraffin nanopowder composite phase
change materials with mass fractions of 0.01–0.1%. The results showed that the addition
of CuO nanopowder to paraffin wax could greatly improve the solar thermal conversion
capacity by enhancing the light absorption capacity of the PCM. At low mass concentrations
(0–0.1%), the steady-state temperature gradually increased with increasing mass fraction of
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CuO nanoparticles, with a maximum increase of about 2.3 times. A nanocomposite for en-
ergy storage was prepared by Lin [12] by adding 20 nm nanoparticles of Cu to paraffin wax.
The addition of 2.0% Cu nanoparticles to paraffin wax was found to increase the thermal
conductivity of the Cu/paraffin phase change material by 46.3%. Kumar [13] dispersed
ZnO nanoparticles in paraffin and analyzed their thermal properties. The experimental
results showed that ZnO nanoparticles distributed inside the paraffin wax without affect-
ing its chemical structure greatly improved its thermal stability and increased its thermal
conductivity to 41.67% at 2.0 wt%. Pasupathi [14] experimentally investigated the effect of
hybrid nanoparticles containing SiO2 and CeO2 nanoparticles on the thermophysical prop-
erties of paraffin-based phase change materials (PCMs). The experimental results showed
that the mixed nanoparticles spread uniformly in the paraffin matrix without affecting the
chemical arrangement of paraffin molecules. When hybrid nanoparticles were dispersed in
paraffin, the relative thermal stability and relative thermal conductivity of paraffin were
increased synergically, reaching 115.49% and 165.56%, respectively. In addition, the hybrid
nanoparticles appropriately changed the melting point and crystallization point of the
paraffin wax and reduced the degree of supercooling of the paraffin wax; the maximum
degree of supercooling was reduced by 35.81%. Li [15] conducted an experimental study of
the melting and solidification processes and the enhancement of thermal conductivity of
PCM inside a sphere. The enhancement of the thermal conductivity of PCM by aluminum
powder was investigated via homogeneous diffusion and sedimentation methods. The
results showed that the addition of aluminum powder accelerated the melting and solidifi-
cation processes of PCM within the sphere. However, the settling of the aluminum powder
during the melting process was more conducive to accelerated heat transfer throughout
the sphere than the uniform diffusion of the aluminum powder in the PCM.

As the main component of a phase change heat storage system, the phase change unit
is a key part of the heat transfer efficiency of the system, and the heat transfer performance
is closely related to its shape and structure. Common geometries for phase change heat
storage units include square, cylindrical, spherical, and toroidal. The spherical shape has
the largest heat transfer area for the same volume of heat storage unit. Ismail [16] visualized
the solid–liquid interface inside a spherical capsule through experiments and numerical
simulations. Asker [17] performed a numerical analysis of the inward solidification of PCM
in spherical capsules. The results show that large-diameter spherical capsules have longer
solidification times than small-diameter capsules. The entropy generation increases with
increasing spherical capsule diameter and decreases after reaching a maximum.

The enhancement of heat transfer by adding fins to the heat storage unit has been
investigated [18]. Li [19] installed fins on PCM shells in horizontal and vertical directions.
The results showed that the triple fins in the vertical direction and double fins in the hori-
zontal direction had the best melting enhancement for PCM with the best fire use efficiency.
Koizumi [20] inserted copper plates inside spherical capsules to improve the latent heat
storage rate of solid PCM and found that the latent heat storage rate was significantly
increased. Bouguila [21] proposed a novel heat sink model consisting of nano-enhanced
phase change materials and pin fins for the thermal management of electronic devices. The
effects of fin thickness and fin number on the performance of PCM fins were investigated.
The results showed that the increase in fin volume fraction and nanoparticle concentration
did not improve the performance of the heat sink. Because of the high thermal conductivity
of the fin, the dispersion of nanoparticles in the fin radiator had no significant effect on
the thermal response. Fan [22] investigated the heat transfer process of PCM-confined
melting in spherical capsules through experiments and numerical simulations and found a
30% reduction in melting time when the largest fin height was used. Aziz [23] used Ansys
CFX to simulate the heat storage and release of PCM encapsulated in spheres, using pins
and copper plating to improve the heat transfer of PCM within the spheres. The results
showed that copper-plated spheres with pins had a 37% reduction in phase transition
time compared to normal PCM spheres. Premnath [24] experimentally investigated frozen
water in stainless-steel spherical containers with inner fins of different lengths. The results
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show that in a spherical vessel with a diameter of 75 mm, it is recommended to install
four 13.5 mm–long heat sinks to achieve maximum heat flux.v. The highly conductive fins
helped accelerate the phase change and obtain the best energy-saving effect. Meghari [25]
investigated the melting process of PCM inside a spherical capsule using numerical sim-
ulation. The melting processes of regular fins and hollow fins at different angles were
compared. The results showed that the fins and their geometry play a key role in the
melting process. Changing the inclination angle of the fins does not always enhance the
heat transfer. However, adding hollow fins is more effective than regular fins. Sharma [26]
investigated the effect of fin position within a spherical capsule on melting time, with
an enhancement of 107.28% when the fins were centrally located. Lou [27] studied the
strengthening effects of metal foams and fins on ice storage spheres through numerical
simulations. The temperature field, ice front evolution, solidification fraction, total solidifi-
cation time, and cold storage capacity under four different strengthening modes (plane,
fins, metal foam, and metal foam composite fins) were analyzed, and the optimal porosity
was obtained. Amin [28] studied the enhanced heat transfer of a single PCM sphere in
TES systems. The results showed that adding pins to the sphere reduced the charging
time by 34%. Sun [29] proposed a new double-layer spherical phase change heat storage
structural unit and investigated the effect of fins on its melting behavior by numerical
simulation to elucidate the mechanism of enhanced heat transfer coupling between dual
local natural convection and heat conduction in the spherical heat storage unit. Combining
factors such as complete melting time and entropy production, the optimal installation
position of the fins was determined as the outer side of the inner sphere. The optimal
combination of double-layer spherical fins was obtained through single-factor analysis of
the number, height, and thickness of double-layer spherical fins. For a spherical capsule
with an outer diameter of 50 mm and an inner diameter of 30 mm, the optimal combination
of fin parameters was Num = 3, H/L = 80%, and D = 0.5 mm.

Based on the above studies, it can be seen that there are various methods to enhance
thermal storage technology. There are studies conducted for phase change materials,
and there are also studies on the strengthening of thermal storage structures. However,
mostly only one of the enhanced methods has been analyzed, with a lack of research on
the combination of multiple factors. Doss [30] investigated the effect of fin length, bath
temperature, and frozen mass on solidification time using the RSM. The results of the
study are instructive for this paper. This study focuses on the addition of pin fins inside a
spherical heat storage unit filled with nanocomposite phase change materials and uses the
response surface method to comprehensively analyze the effect of different means on the
enhanced heat transfer effect.

The objectives of this study were to (a) investigate the effect of pin fins on the melting
characteristics of PCM in spherical thermal storage units; (b) determine the parameters
affecting the melting time of PCM; and (c) develop a regression model for the melting time
of PCM and predict new data after experimental confirmation.

2. Experimental Procedure

2.1. Design of Experiments

Paraffin mainly comprises straight-chain compounds. The latent heat and temperature
of the phase transition of paraffin change with the growth of the carbon chain and increase
with the growth of the carbon chain under normal circumstances. As the carbon chain
grows and the melting point increases, the growth rate starts out fast, but it becomes slower
and slower as the chain increases. However, the thermal conductivity of paraffin wax
is low. Obviously, this lower thermal conductivity results in a low heat storage/release
rate. In order to solve the problems of the low thermal conductivity, uneven temperature
distribution, and low heat storage/release rate of pure paraffin PCMs, this study used
composite PCMs to improve the thermal performance of paraffin PCMs.

Paraffin wax was used as the phase change material. With the “two-step” method, a
certain amount of paraffin wax was weighed into a beaker and then placed in a constant
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temperature water bath at 80 ◦C to melt the paraffin wax completely, while a certain
amount of CuO nanoparticles were weighed and added to the melted paraffin wax. The
CuO nanoparticles were added to the melted paraffin wax and stirred with a magnetic
stirrer for 30 min to make them fully integrated and then treated with an ultrasonic shaker
for 60 min to disperse the CuO nanoparticles evenly in the paraffin wax to prepare a
CuO/paraffin wax composite phase change material. Figure 1 shows the variation curve of
the latent heat of phase transition of CuO/paraffin wax composite phase change materials
in the case of different mass fractions measured using DSC.

Figure 1. Curve of latent heat of phase change materials using DSC.

Two 304 stainless-steel hemispherical vessels were selected and flanged externally,
and the two hemispheres were encapsulated into a complete spherical vessel using bolts,
resulting in the spherical shell of the phase change heat storage unit used in this study. The
inner diameter of the sphere was 97 mm, the thickness was 1.5 mm, and the sphere was
welded with 3 mm–diameter pin fins made of aluminum alloy in quantities of 2, 4, and 6,
as shown in Figure 2.

   

Figure 2. Distribution of fins inside the phase change heat storage sphere.

The composite phase change materials filled the heat storage sphere through small
holes in the top of the sphere shell. The sphere shell was heated using an electric heating
furnace to completely melt the composite phase change materials, which were added to
the sphere in small quantities. Considering the thermal expansion of the phase change
materials, the filling was terminated when the liquid phase change materials filled in the
spheres reached a fixed height to ensure that no overflow would occur.

The experimental test system for melting within a spherical heat storage unit is shown
in Figure 3. It mainly consisted of a constant temperature water bath, TP700 multi-channel
data logger, thermocouples, and a heat storage sphere. K-type thermocouples were used for
temperature testing and were arranged inside the sphere to record the internal temperature
changes of the phase change materials during the melting process in real time. The locations
of the thermocouples are shown in Figure 3. The duration the temperature at all monitoring
points took to reach a steady-state value of 0.99 was taken as the melting time.
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Figure 3. Diagram of melting experiment system.

At a water bath temperature of 70 ◦C, the temperature variation of pure paraffin with
three fin quantities is shown in Figure 4a. Figure 4b shows the temperature variation in
the heat storage unit for different mass fractions of CuO. For all cases, at the beginning of
melting, the heat in the water bath was transferred to the solid PCM, which absorbed heat
and warmed up. When the temperature approached the phase change temperature, the
solid PCM started to undergo phase change, and all the absorbed heat was used for latent
heat. Thus, the temperature underwent a period of slower change. When the solid PCM
phase change was completely transformed into liquid PCM, the absorbed heat made the
liquid PCM temperature rise. At the same time, owing to the influence of natural convection,
the hotter liquid PCM moved to the upper part of the sphere so that the temperature of
measurement point 3 rapidly rose to the water bath temperature and tended to stabilize. As
the number of fins/CuO mass fraction increased, the heat transfer to measurement point 3
was faster, and the final time to reach the water bath temperature was shorter.

 

(a) (b) 

Figure 4. Temperature change at measurement point 3 in the heat storage unit: (a) various numbers
of fins; (b) different mass fractions of CuO.

2.2. Design of RSM

Response surface methodology (RSM) has been widely used in recent years for experi-
mental design and optimization. RSM is an optimization method for experimental design
that combines mathematics and statistics to enable correlation between the independent
and dependent variables. The optimal working conditions are determined by analyzing
the mathematical model established using RSM. Central composite design (CCD) is one of
the most widely used experimental design methods in RSM that helps reduce the number
of experiments used to achieve optimal conditions and analyze the interactions between
parameters. In this study, CCD was applied to optimize the design of the complete melting
time of phase change materials. The number of pin fins (N), water bath temperature (T),
and the content of CuO in the nanocomposite phase change materials (M) were used as the
factors for the study, and the effect of the three parameters on the complete melting time
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was analyzed using the response surface methodology. According to the central composite
design principle, the values of three parameters were designed: 1 ≤ N ≤ 7, 62 ◦C ≤ T ≤ 78 ◦C,
and 0 wt% ≤ M ≤ 6 wt%. The real values of each parameter were code-transformed to
facilitate response surface analysis. After the coding conversion to determine the range
of values, specific experimental conditions were designed, and the experiments were ar-
ranged on the melting test system according to the designed experimental conditions. The
experimental data under each experimental condition were recorded. The coding levels
of the influence factors of the operational parameters are shown in Table 1, and Table 2
shows the design scheme and results. For the measurement error of the measurement time,
the experiment was conducted three times for each group under the same experimental
conditions, and the melting time in Table 2 is the mean value of the three experiments.
Table 3 shows the uncertainty analysis that existed during this experimentation

Table 1. Actual and coded values of the independent variables used for the experimental design.

Variable Symbol
Real Values of Code Levels

−α −1 0 1 −α

N X1 1 2 4 6 7
T (◦C) X2 62 65 70 75 78

M (wt%) X3 0 1 3 5 6

Table 2. CCD experimental design and the obtained responses.

Run
Number

Design Factors Responses

X1 X2 X3
t (min)

N T (◦C) M (wt%)

No. Actual Code Actual Code Actual Code

1 6 +1 65 −1 1 −1 101.0
2 6 +1 65 −1 5 +1 97.3
3 6 +1 75 +1 1 −1 86.9
4 6 +1 75 +1 5 +1 78.9
5 2 −1 65 −1 1 −1 110.8
6 2 −1 65 −1 5 +1 106.9
7 2 −1 75 +1 1 −1 99.7
8 2 −1 75 +1 5 +1 93.6
9 7 +1.68 70 0 3 0 86.7
10 1 −1.68 70 0 3 0 99.8
11 4 0 78 +1.68 3 0 87.9
12 4 0 62 −1.68 3 0 105.8
13 4 0 70 0 6 +1.68 99.7
14 4 0 70 0 0 −1.68 96.8
15 4 0 70 0 3 0 94.4
16 4 0 70 0 3 0 94.8
17 4 0 70 0 3 0 95.6
18 4 0 70 0 3 0 93.5
19 4 0 70 0 3 0 93.0
20 4 0 70 0 3 0 94.6

Table 3. Uncertainty analysis.

Quantities Uncertainties

Diameter ±0.02 mm
Temperature ±0.5 ◦C

Mass ±0.001 g
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3. Results and Discussion

The experimental CCD included 20 groups. Groups 1–8 were orthogonal designs,
and groups 9–14 formed a central composite design with α = ±1.68. Groups 15–20 were
centroid designs used to estimate the experimental error. The experimental data obtained
from Table 2 were analyzed using the second-order polynomial model obtained from
Equation (1).

y = β0 +
3

∑
i=1

βiXi +
3

∑
i=1

βiiXi
2 + ∑

j

3

∑
i=1 i<j

βijXiXj + ε (1)

where y is the predicted response value; Xi and Xj are coded independent variables; β0,
β1,..., βk, βij are regression coefficients; and ε is the statistical error. The least-squares
method was used to determine the regression coefficients β. For each response, regression
coefficients were obtained using coded variables, and then regression coefficients were
calculated for the actual variables. Analysis of variance (ANOVA) was used to determine
the valid parameters of the model and to interpret its significance.

After the regression fitting of each operational parameter, the regression model for the
coding level of the complete melting time t is obtained as

t = 94.04 − 5.32X1 − 6.52X2 − 2.53X3 − 1.01X12 − 0.2125X13 − 0.8125X23
+0.2274X1

2 + 1.54X2
2 + 0.3385X3

2 (2)

The regression model for the actual level of complete melting time is

t = 458.09 + 4.13N − 9.30T + 4.13M − 0.101NT − 0.053NM − 0.081TM
+0.057N2 + 0.062T2 + 0.085M2 (3)

From Equation (2), it can be seen that the water bath temperature has a greater effect
on the melting time because the absolute value coefficient of the water bath temperature is
greater than the absolute value coefficient of the number of pin fins and the mass fraction of
CuO nanoparticles. Although the three primary term coefficients are negative, the required
melting time is as short as possible, so all three factors have a coordinating effect on the
complete melting time. In the actual level of the quadratic regression mathematical model,
comparing the magnitude of each interaction term coefficient, the order of interaction
between interaction term factors can be derived from Equation (3), which shows that the
order of interaction between interaction factors is M2 > T2 > N2 > NT > NM > TM.

Table 4 shows the ANOVA data for the complete melting time. The F-value was used
to determine the statistical significance of the second-order regression model. When p < 0.05,
the corresponding parameters were all significant, and when p < 0.0001 and F = 34.37 in
the complete melting time model, the model was apparently significant. The coefficient
of determination R2 is the ratio of the response contribution of the regression model, and
the closer it is to one, the higher the model explanation. R2 = 0.9687. This indicates that
more than 96.87% of the data deviations can be explained. The adequacy of the model
can be tested by the correction decision coefficient R2

adj, and R2
adj = 0.9405, indicating a

strong interaction between the predicted response values and the experimental results. AP
is defined as a measure of the ratio of signal to noise, and AP > 4 is desirable. The model
has AP = 22.2023, indicating that the regression equation is well-adapted.

Table 4. Results of ANOVA.

Source
Sum of
Square

Degree of
Freedom

Mean
Square

F-Value p-Value R2 Adjusted R2 Adequate
Precision

Model 1036.96 9 115.22 34.37 <0.0001 0.9687 0.9405 22.2023
Error 4.37 5 0.8737 - - - - -
Total 1070.48 19 - - - - - -
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The residuals are the values fitted by the regression model subtracted from the ex-
perimental measurements. The smaller the residuals, the more accurately the regression
model describes the experimental results. Figure 5a shows the relationship between the
experimental values and the response prediction values. From the ideal linear distribution
curve, we can see that the experimental and simulated values are basically distributed
along a straight line, indicating that the experimental and simulated values are highly fitted.
A normal plot of the experimental residuals can be used to determine the fit of the model,
as shown in Figure 5b, which shows the fit of the residuals to the standard deviation. If the
distribution of points on the plot is a straight line, the residuals are normally distributed.
As can be seen from the figure, most of the experimental values fall on the predicted values
in a linear distribution, indicating that the model fits the actual results well. Figure 5c,d
shows the relationship between the residuals and the predicted values. The points in the
diagnostic plot that are beyond the upper and lower boundary lines are anomalies, and
these anomalies can indicate whether the model has large deviations. It can be seen from
the figure that no points are located outside the boundary line, indicating that the model
and the data match. Moreover, there are no large interference points in the model points,
and the distribution of model points is also concentrated, so the model diagnostic plot
results match the ANOVA data.

 
(a) (b) 

 

(c) (d) 

Figure 5. The diagnostic plots of RSM models: (a) actual vs. predicted values for complete
melting time; (b) normal probability plots; (c) residuals vs. experimental runs; (d) residuals vs.
predicted values.

Response surfaces are used to analyze the interaction between the factors and the
optimal response values at the optimal factor conditions. Using Design-Expert 13.0, 3D
surface plots of the response values were obtained, and the contour lines were circular for
insignificant interaction of the two factors and elliptical for significant interaction. The
melting time of PCM in a spherical thermal storage unit is affected by the number of pin
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fins, the water bath temperature, and the content of CuO nanoparticles, all three of which
have a synergistic effect on the complete melting time.

Figure 6 shows the effect of the number of pin fins and the water bath temperature
on the melting time. The complete melting time decreases with increasing the number
of pin fins and increases with decreasing the water bath temperature, and the water bath
temperature has a greater effect on the melting time than the number of pin fins. This is
because the melting of PCM is mainly influenced by temperature; the higher the external
ambient temperature, the faster the PCM reaches the phase change point. Therefore, if the
water bath temperature is high, the heat that can be absorbed by the PCM in the spherical
unit increases; the melting rate is faster, and the melting time decreases. During the melting
of the phase change material, the melting of the material in the units is faster because of
the large temperature difference between the inner wall of the sphere and the solid phase
change material, and the heat transfer is mainly heat conduction. As melting proceeds, the
thickness of the liquid PCM layer increases, leading to an increase in thermal resistance and
resulting in a gradual decrease in the melting rate. At this point, the addition of internal pin
ribs is equivalent to increasing the heat transfer area in contact with the inside of the sphere,
which speeds up the melting process to a certain extent and shortens the melting time.

 

(a) (b) 

Figure 6. Response surface (a) and contour plot (b) of the number of pin fins and water bath
temperature on the complete melting time.

Figure 7 shows the interaction effect of the number of pin fins and the mass fraction of
CuO nanoparticles, which is not significant, as shown by the circular shape of the contour
plot. From Equation (2), it is clear that the number of pin fins has a greater effect on the
melting time of PCM than the CuO nanoparticles content. The melting process of PCM
within an externally heated spherical unit is quite complex. The unmelted solid moves
because of the density difference between the solid and liquid phases, and typically, contact
melting occurs at the bottom of the spherical unit because of the sinking of the heavier solid
PCM. At this time, adding pin fins inside the spherical unit speeds up the melting of the
internal PCM, and the more pin fins, the stronger the internal heat transfer effect, which
correspondingly shortens the melting time of the PCM.
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(a) (b) 

Figure 7. Response surface (a) and contour plot (b) of the number of pin fins and mass fraction of
CuO nanoparticles on the complete melting time.

The increase in water bath temperature and the increase of CuO nanoparticles content
in Figure 8 both accelerate the melting of PCM within the spherical thermal storage unit
accordingly. The addition of CuO nanoparticles increases the thermal conductivity of
PCM and enhances the melting heat transfer within the spherical thermal storage unit.
However, the change in thermal conductivity has a relatively small effect on the melting
time compared to the increase in water bath temperature.

 

(a) (b) 

Figure 8. Response surface (a) and contour plot (b) of water bath temperature and CuO nanoparticles
mass fraction on the complete melting time.
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The main objective of optimization using the response surface method is to obtain
the shortest melting time. Within the range of values of the three factors, the optimum
combination is chosen such that the value of melting time t is minimized. Optimization
analysis of the system was carried out using Design-Expert software to obtain the optimum
level of influence factors of the system as well as the optimum melting time t.

The predicted value of t was 79.7 min, and the optimal level of each influence factor
was obtained from the optimization analysis: N = 6, T = 75 ◦C, and M = 5 wt%. In this study,
response surface methodology was applied to simulate and optimize the operational impact
parameters of the melting process in a spherical thermal storage unit with a minimum
number of experiments, and the mathematical analysis of variance of the response surface
model verified the accuracy of the model. Experiments showed that the response surface
method is accurate and reliable for optimizing the operational parameters of PCM melting
in spherical thermal storage units.

4. Conclusions

In this study, by building an experimental system for melting spherical heat storage
units, selecting the number of pin fins, water bath temperature, and the content of CuO
nanoparticles added in paraffin as variables and the melting time of composite PCM
as the target value, the following conclusions were obtained using the response surface
methodology to optimize the target value:

(1) CCD was used to design the experimental conditions, and the data were imported
into Design-Expert software to obtain the quadratic polynomial regression model
of melting time. The analysis of variance showed that the regression model was
significant, and the comparison analysis between the experimental and predicted
values of melting time further proved that the obtained model had high reliability in
fitting the melting time throughout the experimental design range.

(2) The effect of the interaction between the factors on the melting time was analyzed
using the response surface methodology. Among them, the water bath temperature
has a large effect on the response value of PCM melting time in the spherical heat
storage unit, and the interaction between the water bath temperature and the number
of pin fins has the most significant effect on the melting time. The addition of CuO
nanoparticles enhances heat transfer, but the effect is not particularly significant
compared to the other two influencing parameters.

(3) Using the optimal module of Design-Expert software, the optimal operating condi-
tions of the system were obtained as follows: six pin fins were added to the spherical
thermal storage unit, the water bath temperature was 75 ◦C, the mass fraction of CuO
nanoparticles was 5 wt%, and the melting time of PCM was the shortest, 79.7 min.
Using the response surface method, a model for predicting the melting time was fur-
ther developed, and the results of this study are useful for the design of the spherical
thermal storage unit. The results of this study will have a guiding significance for the
design of spherical thermal storage units.

Computational analysis using the RSM is used to improve and optimize the statistical
properties of the optimization objective to some extent. This research has achieved some
results; however, there is still some distance from the practical application. The spherical
phase change heat storage unit is not used alone in practical applications, and subsequent
research should continue to explore other influencing factors that may affect the heat storage
and release performance of the spherical phase change heat storage unit for in-depth study.
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Abstract: Steam condensation plays an important role in various engineering processes due to its
excellent heat transfer performance. However, condensation in the presence of noncondensable gas
has attracted great attention in recent years since noncondensable gas will have a negative effect
on condensation heat transfer. The present study proposes a comprehensive model coupled with
convective heat transfer, liquid film heat transfer and steam condensation for the heat transfer of
condensation with noncondensable gas and uses it in the Program Integrated for Severe Accident
Analysis (PISAA) for a nuclear power plant. The condensation heat transfer model has good univer-
sality, the calculation process is stable with less iteration and a fast convergence and it is verified and
validated by comparing the simulation results of the PISAA and those from traditional containment
analysis codes, as well the experiments from the Wisconsin condensation tests; then, a sensitivity
analysis for the parameters of the heat transfer coefficient is performed. The validation results show
that the average error of the condensation heat transfer coefficient is approximately 10%, and the
maximum error does not exceed 30%. The deviation from the experimental data is limited in the
acceptable range, which could fulfill the requirement for the analysis of containment accidents in
nuclear power plants.

Keywords: steam condensation; two-phase flow; noncondensable gas; heat and mass transfer;
heat structure

1. Introduction

Steam condensation heat transfer is a common phenomenon in daily life and is widely
used in the chemical industry, refrigeration, energy and other engineering processes. How-
ever, steam is always mixed with some gases that may not condense under different
working conditions, while noncondensable gas can have a negative effect on condensation
heat transfer [1–4].

The presence of noncondensable gases (such as air) in steam, even at very low levels,
can significantly worsen heat transfer in applications [4]. Taking nuclear power plant
accidents as an example, the release of high-temperature and high-pressure gas from the
primary system will result in a sudden increase in temperature and pressure in contain-
ment, thereby endangering the structural integrity of the containment. The condensation
heat transfer of high-temperature and high-pressure steam on the containment wall is an
important method to remove internal heat; however, the presence of any noncondensable
gas, such as air, can greatly affect the steam condensation efficiency, lead to a deterioration
of heat transfer performance and complicate the overall process [2,3]. Consequently, it
is of great significance to analyze the factors affecting condensation so as to improve the
calculation accuracy of condensation heat transfer.
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The condensation process of steam mixed with noncondensable gas is very compli-
cated, as it involves not only the exchange and transfer of mass, energy and momentum
between steam and condensed liquid, but also the exchange and diffusion of energy and
momentum between steam and noncondensable gas [1]. So far, the research on this process
mainly consists of experimental studies [5–15] and theoretical analyses [16–28].

In the experimental aspect, researchers have paid much attention to the heat transfer
characteristics of condensation under various working conditions [6,7,10,14,15], as well as
heat transfer enhancement using variant means. They conducted many experiments and
obtained different heat transfer correlations, like the commonly used Uchida [7], Tagami [8]
and Dehbi [9] models and so on, and correlations were made with the heat transfer rate via
gas concentration, pressure, temperature, surface subcooling, and some other parameters.
However, the main obstacle is that most correlations are not universally valid, and each
empirical relation has a very strict application condition.

At the same time, a numerical calculation has become an important means to ex-
plain condensation phenomena by means of both lumped parameter codes and 3D CFD
codes [20,21]; in contrast to the experiments, the numerical method can obtain more de-
tailed information about the flow characteristics and gas concentration distribution. And
many factors have also been considered to affect the condensation efficiency [25–28] like the
geometrical parameter, thickness of film, suction factor and so on, but for pure theoretical
numerical calculations, the calculation process is complicated and difficult to understand,
and at the same time, too many iterations lead to a divergence of the calculation results.

In a nuclear power plant, the condensation process of steam with noncondensable gas
on the surface of a heat structure is accompanied by an intense heat and mass transfer, which
directly affects the spatial distribution of the temperature and pressure in containment,
and then affects the safe operation of the integrated reactor [4]. This paper analyzes and
discusses this phenomenon, proposes a condensation calculation model, and applies this
calculation model to the integral analysis code of the PISAA (Program Integrated for Severe
Accident Analysis) for severe accidents. By conducting specific working conditions, the
wall condensation model in the PISAA is compared and verified with the mainstream
containment thermal hydraulic codes. Additionally, the calculation results of the model are
validated by comparing the data with those of the Wisconsin condensation experiment [15].
Finally, a brief sensitivity analysis is performed on the condensation heat transfer model,
which further improves the accuracy of the condensation heat transfer calculation.

2. Condensation Heat Transfer Model

Figure 1 shows the condensation model of steam with noncondensable gas on the
vertical wall. For the condensation process containing noncondensable gas, when the wall
temperature is lower than the saturation temperature corresponding to the partial pressure
of steam in the mixture, the saturated steam will condensate on the wall and form a liquid
film. Meanwhile, the liquid film flows along the direction of gravity, and its flow state
changes from laminar to turbulent as the liquid film thickness increases [1,14]. Due to the
accumulation of noncondensable gas on the surface of the liquid film, when the mixture
moves towards the interface, the aggregation of noncondensable gas molecules causes an
increase in the gas’s partial pressure and forms the driving force of the reverse diffusion
of noncondensable gas to the mainstream gas. While the steam condenses and its partial
pressure decreases below that of the steam in the mainstream gas at the interface between
the phases, this pressure differential promotes the diffusion of steam towards the interface,
which is facilitated by the pressure gradient. The diffusion of steam towards the condensing
surface and the noncondensable gases towards the mainstream gas maintain a dynamic
equilibrium with a constant total pressure [12]. Under the influence of two conditions, the
state parameters at the phase interface cannot be determined.

The steam in the gas mixture is transferred to the wall by means of mass diffusion,
which requires it to pass through the highly concentrated noncondensable gas layer that
gathers on the surface of the condensate film, and then condenses on the surface and
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releases latent heat. The heat transfer resistance of the whole steam condensation is mainly
divided into three parts, and the steam transfers the heat to the surface of the liquid film by
means of condensation and convection, respectively, that is, there is condensation thermal
resistance and convection thermal resistance, and further heat passes through the liquid
film thermal resistance and finally reaches the condensing wall.

Figure 1. Condensation model of steam with noncondensable gas on vertical wall.

Correspondingly, the total heat transfer coefficient is determined by the thermal resis-
tance of the three aspects above: the liquid film heat transfer coefficient hfilm determined by
Ti − Tw, the convective heat transfer coefficient hconv and the condensation heat transfer
coefficient hcond determined by Tg − Ti. The energy conservation equation is as follows [29]:

q
htot

=
q

hfilm
+

q
hconv + hcond

(1)

htot
(
Tg − Tw

)
= hfilm(Ti − Tw) = (hconv + hcond)

(
Tg − Ti

)
(2)

where: q—total heat transfer flux;
htot—total heat transfer coefficient;
hfilm—film heat transfer coefficient;
hconv—convective heat transfer coefficient;
hcond—steam condensation heat transfer coefficient;
Tg—mixture gas temperature;
Ti—interface temperature;
Tw—surface temperature of the plate.
As can be seen from Equation (2), the total heat transfer coefficient htot is related to the

liquid film heat transfer coefficient hfilm, convective heat transfer coefficient hconv and steam
condensation heat transfer coefficient hcond, as well as the mixture gas temperature, interface
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temperature and surface temperature. So, in order to obtain the final total heat transfer
coefficient, it is necessary to solve the hfilm, hconv and hcond one by one, and determine the
interface temperature Ti.

For the film heat transfer coefficient hfilm, generally, the Nusselt theory and the modi-
fied equation based on the Nusselt theory are widely used to calculate the heat transfer
coefficient of liquid film. However, according to the Nusselt theory, the liquid film is
assumed to be laminar flow; when the vertical surface is too long, the liquid film fully
develops, and the flow in the liquid film gradually changes from laminar flow to wavy
laminar flow and then to turbulence flow. Using the solution based on the Nusselt theory
will simply produce a certain deviation, so the following formula is adopted for laminar
flow when Re < 30 [29]:

Re = 3.78

⎡
⎣ klL(Ti − Tw)

μlh∗fg(ν
2
l /g)1/3

⎤
⎦

3/4

Re< 30 (3)

Kutateladze’s relation is adopted for wavy laminar flow when 30 ≤ Re < 1800:

Re =

⎡
⎣3.70klL(Ti − Tw)

μlh∗fg(ν
2
l /g)1/3 + 4.81

⎤
⎦

0.820

30 ≤ Re < 1800 (4)

Labuntsov’s relation is adopted for turbulent condensate flow when Re ≥ 1800:

Re =

⎡
⎣0.069klL(Ti − Tw)

μlh∗fg(ν
2
l /g)1/3 Pr0.5 − 151Pr0.5 + 253

⎤
⎦

4/3

Re ≥ 1800 (5)

where: kl—thermal conductivity of the liquid;
L—height of the vertical plate;
μl—dynamic viscosity of the liquid;
vl—kinematic viscosity of the liquid;
g—gravitational acceleration;
Pr—Prandtl number.
Actually, the condensation process is cooled further to some average temperature

between Ti and Tw, releasing more heat in the process. Therefore, the actual heat transfer
will be larger. Rohsenow suggested that the cooling of the liquid below the saturation
temperature can be accounted for the modified latent heat of vaporization h∗fg, defined
as h∗fg = hfg + 0.68cp,l(Ti − Tw), where cp,l is the specific heat of the liquid at the average
film temperature.

After calculating Re, the liquid film heat transfer coefficient hfilm is finally calculated
as follows:

hfilm =
Reμlh∗fg

4L(Ti − Tw)
(6)

For the convective heat transfer coefficient hconv, according to the numerical correlation
of the convective heat transfer similarity criterion without considering the convective
heat transfer coefficient under the influence of normal mass transfer, it can be calculated
as follows:

hconv = Nu · k/l (7)

The Nu number in the equation above refers to the relationship between turbulent
natural convection and forced convection over a flat plate according to different convec-
tion forms:

NuFC = 0.037Re0.8Pr1/3 (8)
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NuNC = 0.13(Gr · Pr)1/3 (9)

For mixed convection, the following equation is adopted [29]:

Nun
mixed = Nun

FC ± Nun
NC (10)

where Numixed is the Nusselt number for the mixed flow, and NuFC and NuNC are the
Nusselt number calculated via forced convection correlation and natural convection corre-
lation under given conditions, respectively. A positive sign was taken when the two flow
directions were the same, a negative sign was taken when they were opposite, and for an
uncertain flow direction, the minimum value of Nun

mixed was adopted via conservative
estimation. The exponent, n, is usually 3.

For the steam condensation heat transfer coefficient hcond, the Kreith model based on
the principle of heat/mass transfer analogy (HMTA) in the diffusion boundary layer was
used for calculation [13,29]:

•
m =

hconv

k
DsteamMsteamP

RT
(Psteam,i − Psteam,g)

Pnon,avg

(
Sc
Pr

)1/3
(11)

where:
•
m—steam condensation rate per unit area;

k—thermal conductivity of mixture in diffusion boundary layer;
Dsteam—steam diffusion coefficient;
Msteam—molar mass of steam;
P—total mixture pressure;
Psteam,i—partial pressure of steam at phase interface;
Psteam,g—partial pressure of steam in main flow;
Pnon,avg—mean partial pressure of noncondensable gas in gas phase;
Sc—Schmidt number.
In calculation, it is assumed that the steam at the interface is saturated, and that film

condensation occurs on the wall surface. After condensation, the liquid film is uniformly
attached to the wall surface. At the same time, the thickness of the film can be expressed by
combining the condensing mass quality and density of the condensed water and the heat
transfer area of the wall surface.

After calculating the condensation rate, the heat transfer coefficient of condensation is
further calculated as follows:

qcond =
•
mh∗fg (12)

hcond =
qcond

Tg − Ti
=

•
mh∗fg

Tg − Ti
(13)

For the total heat transfer coefficient htot, since the calculations of hfilm, hconv and hcond
all require the interface temperature Ti in order to obtain the total heat transfer coefficient
htot, the liquid film heat transfer coefficient, convective heat transfer coefficient and steam
condensation heat transfer coefficient need to be calculated successively by assuming the
initial value of the liquid film surface temperature, and then a new Ti is obtained through
the equations above, and an iteration is performed until the difference between the new
and old interface temperatures Ti reaches an acceptable error; then, the final interface
temperature Ti is obtained. After that, the total heat transfer coefficient htot can be obtained.

3. Verification and Validation of Condensation Heat Transfer Model

After the construction of the condensation model, it is necessary to carry out further
verification and validation of the model. For verification, this paper uses the code-to-code
method to model and calculate the same example by using the PISAA and traditional
thermal hydraulic codes, respectively, and then compares the calculated results from the
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different codes. For validation, this paper creates a calculation example by referring to the
Wisconsin condensation experiment, and then compares the calculated results with the
experimental data.

3.1. Model Verification Using Traditional Containment Analysis Codes

By utilizing the developed heat transfer calculation model of the internal heat structure
of the containment, which is implemented in the autonomous integral analysis code, PISAA,
the calculation is performed using a control volume coupled with a heat structure. If the
coupling between the control volume and the heat structure is in a non-equilibrium state,
the heat structure serves as a heat sink and transfers heat and mass with the internal
fluid until the system reaches a steady state. During the process, parameters such as the
composition and state of the fluid inside the control volume, and the position, direction and
boundary conditions of the heat structure are all important factors that affect the system’s
ability to reach its final equilibrium state and should be taken into account, respectively,
in calculation. Moreover, the developed computing code is validated by combining the
parameters with the mainstream containment computing code and conducting the same
case calculations. The conditions for the calculation are shown in Table 1 below.

Table 1. Initial testing conditions of control volume coupled with heat structure.

Parameters Value

Volume (m3) 1000
Elevation (m) 0.0

Control volume height (m) 15.0
Hydraulic diameter (m) 9.2132

Pressure (kPa) 101.0
Gas phase temperature (K) 313.15

Liquid phase temperature (K) -
Relative humidity (%) 0.1

Liquid phase fraction (%) 0.0
Surface area (m2) 552.0

Elevation (m) 0.0
Heat structure height (m) 5.0

Thickness (m) 0.3048
Direction Vertical

Boundary condition A Convective
Boundary condition B Convective
Initial temperature (K) 353.15

Calculation time (s) 15,000.0

For the above case, calculations were carried out using traditional containment analysis
codes, code A, code B and PISAA, respectively. The pressure and gas temperature in
the control volume, as well as the wall temperature and heat transfer coefficient of the
heat structure, were analyzed sequentially, and the comparison diagrams are shown in
Figure 2 below.

Figure 2 shows the variations in the pressure and gas temperature of the control
volume, and the wall temperature of the heat structure when it is vertically placed inside
the control volume. It can be observed from the figure that, after the process starts, heat
transfer occurs between the fluid and the heat structure in the control volume due to the
heat disequilibrium. The heat release from the high-temperature heat structure causes
increases in the temperature and pressure of the gas inside the control volume, which
gradually stabilize over time. Since the heat storage capacity of the gas in the control
volume is much smaller than that of the heat structure, the temperature rise in the gas is
much larger than the wall temperature of the heat structure. As can be seen from the figure,
the temperature of the gas increases by about 40 K, while the wall temperature of the heat
structure finally changes by less than 0.1 K.
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Figure 2. Cont.
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(d) 

Figure 2. Comparison of calculation results of control volume coupled heat structure. (a) Pressure.
(b) Gas temperature. (c) Wall heat transfer coefficient. (d) Wall temperature.

The convective heat transfer coefficient increases significantly after the beginning of
the process, because the temperature difference between the gas temperature and the wall
temperature is the largest at the beginning. For the natural convection heat transfer process
in a limited space, the corresponding Grashof number is the largest at this time. Meanwhile,
since the qualitative temperature of the fluid is half of the sum of the gas temperature and
the wall temperature of the heat structure, it is also the maximum value. As the temperature
of the gas approaches the temperature of the heat structure, the heat transfer coefficient
tends to be stable.

As the system gradually approaches stability, there is a certain deviation in the calcula-
tion results of the convective heat transfer coefficient for three codes. But the change trend
is basically consistent and there is only a small variation in the steady-state values. The
results of the model used in this paper are more similar to the results obtained from code
A. After the internal parameters of the system reach a steady state, their values generally
remain unchanged.

3.2. Model Validation via Wisconsin Condensation Experiment

In addition, to validate the surface condensation heat transfer model for the heat
structure, the results of this paper are compared with the Wisconsin atmospheric par-
tial condensation experimental data [15]. The Wisconsin experiment mainly studied the
condensation heat transfer phenomenon in the presence of noncondensable gases. The
experiment considered condensation on both vertical and horizontal flat plates in a large
space. Six aluminum condensation plates, with a total length of 0.9144 m and a thickness of
0.3048 m, were installed on the top and side walls located in the upper-right corner of the
container. The container was filled with humid air maintained at a constant temperature
and pressure. The humid air led to the condensation of heat on the wall of the aluminum
condensation plates. During the experiment, the external surface of the condensation plate
was cooled using continuously subcooled water to keep the plate wall temperature constant
inside the large container, and high-temperature steam was injected from the bottom of the
container to maintain the initial constant temperature and pressure state under different
operating conditions. By setting different initial thermal parameters, the condensation
heat transfer coefficients were measured under different experimental conditions using the
HFM (Heat Flux Meter) and CEB (Coolant Energy Balance) methods. Table 2 briefly lists
the necessary initial parameters for each experimental condition.
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Table 2. Initial condition of condensation heat transfer.

No.
Pressure

(kPa)
Molar Fraction of

Noncondensable Gas (%)
Wall Temperature

(◦C)
Gas Temperature

(◦C)

1 100.0 0.795 28.60 60.65
2 100.0 0.699 29.40 69.23
3 100.0 0.702 29.40 69.04
4 100.0 0.713 29.20 68.15
5 100.0 0.533 34.00 79.68
6 100.0 0.420 28.43 85.12
7 100.0 0.417 29.76 85.25
8 100.0 0.433 29.47 84.55
9 100.0 0.312 30.60 89.53

10 100.0 0.307 30.30 89.72
11 100.0 0.308 29.96 89.68
12 100.0 0.498 27.76 81.46
13 100.0 0.511 31.74 80.80
14 100.0 0.516 29.58 80.58

In the Wisconsin experiment, two different methods were used to measure the convec-
tive heat transfer coefficient, but the uncertainty of the two measurement results was not
given. Therefore, in order to improve the reliability of the experimental comparison results,
the average value of the results obtained from the two measurement methods was used.

During the modeling process, one side surface of the heat structure was subjected to
convection heat transfer, while the other side was kept at a constant temperature, and the
air with steam was condensed on the heat structure surface. Figure 3 shows the comparison
of the heat transfer coefficients between the experimental data and calculation results of
the condensation for the vertical and horizontal condensing plates, respectively.

According to the initial parameters, it can be known that the mixed steam containing
noncondensable gas will condense on the condensing plate. As can be seen from Figure 3,
the condensation heat transfer coefficient calculated via the PISAA is basically consistent
with the experimental data for all cases. However, for the conditions with relatively more
noncondensable gas such as cases 1, 2, 3 and 4, the heat transfer coefficient is significantly
lower than the other conditions. Taking conditions 1 and 6 of the vertical condensing plate
as examples, when the molar fraction of noncondensable gas decreases from 0.795 to 0.42,
the heat transfer coefficient increases from 75.8 W/m2K to 238.9 W/m2K. The heat transfer
coefficient increases obviously with the decrease in noncondensable gas, which further
indicates that noncondensable gas has a great influence on heat transfer.

 
(a) 

Figure 3. Cont.
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(b) 

Figure 3. Comparison of condensation heat transfer coefficient between experimental data and
calculation result. (a) Vertical condensing wall. (b) Horizontal condensing wall.

The calculation results for the vertical condensing plate in cases 9, 10 and 11 show
a slightly larger deviation from the experimental data, with the maximum difference of
29.1477%, but are still within the acceptable deviation range of engineering. The other cases
show smaller deviations. The average error of the heat transfer coefficient of horizontal
condensation is about 2.5481%, which is in good agreement with the experimental data.
The comparison results indicate that the wall condensation model used in the PISAA can
simulate the physical process of wall condensation scientifically and accurately.

4. Parameter Sensitivity Analysis

After the verification and validation of the condensation model, it is necessary to
carry out an appropriate analysis for the sensitivity parameters that affect the calculation
results. There are many factors that affect the condensation heat transfer coefficient of a heat
structure. The setting of the system parameters and the selection of the calculation models
can both cause fluctuations in the results. In order to further investigate the accuracy and
reliability of the model, this paper conducted a sensitivity analysis of the code by varying
the geometric parameters of the system and calculating models, respectively.

4.1. Mesh Node Independence in Heat Structure

The node division of a heat structure affects the surface temperature to a certain
extent. The denser the node division, the closer the node temperature to the real situation,
which will then affect the physical property parameters of the fluid. For example, in the
calculation of the convective heat transfer coefficient in Equations (8) and (9), the Re, Gr
and Pr numbers all depend on the physical property parameters, such as the specific heat
and viscosity, which may have a certain influence on the calculation results. Therefore,
the number of nodes divided in the heat structure is analyzed as a sensitive parameter in
this paper.

Tables 3 and 4 provide a detailed analysis of the influence of node numbers on the heat
transfer coefficient of the condensing plate in different directions when they are divided.
In this paper, the heat structure was divided into two, five and ten nodes along the heat
transfer direction, respectively. After the calculation was completed, the comparison of the
results revealed that the heat transfer coefficient of the heat structure’s wall was hardly
influenced by the number of nodes, and the deviation of the calculation results for each
case was within 5‰, which can be considered negligible. In fact, because the wall thickness
of the condensing plate is small, the overall thermal conductivity and thermal resistance is
small, which can make the nodes in the heat structure reach the thermal equilibrium state in
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a very short time; therefore, the differences caused by thermal diffusion can be completely
ignored. Consequently, the number of nodes in the heat structure will not significantly
affect the magnitude and range of the heat transfer coefficient.

Table 3. Influence of the number of nodes on heat transfer coefficient for a vertical condensing plate.

No. Wisconsin 2 Nodes 5 Nodes 10 Nodes

1 70.8 75.87777 75.87933 75.8811
2 101.38 110.402 110.4073 110.413
3 98.47 109.2021 109.2072 109.212
4 97.52 105.0613 105.0658 105.071
5 165.07 186.3355 186.3552 186.374
6 191.92 238.8905 238.9315 238.97
7 189.88 243.1433 243.1854 243.225
8 188.22 232.9544 232.9926 233.028
9 251.88 319.8702 319.9486 320.021

10 251.89 323.3353 323.4157 323.491
11 249.07 321.6682 321.7479 321.822
12 161.42 194.8331 194.8586 194.883
13 169.34 194.1343 194.1583 194.181
14 161.015 188.3783 188.4013 188.423

Table 4. Influence of the number of nodes on heat transfer coefficient for a horizontal condens-
ing plate.

No. Wisconsin 2 Nodes 5 Nodes 10 Nodes

1 85.28 83.3033 83.30575 83.3083
2 116.935 118.4498 118.4575 118.4649
3 120.45 117.2453 117.2528 117.26
4 113.645 113.0738 113.0805 113.0871
5 196.605 193.7196 193.7462 193.7713
6 233.79 240.1341 240.1856 240.2329
7 233.895 244.776 244.8291 244.8777
8 226.695 235.2196 235.268 235.3124
9 296.38 315.387 315.4822 315.5691

10 301.405 318.3065 318.4039 318.493
11 299.725 313.5457 316.6421 316.7304
12 190.97 199.0317 199.0647 199.0952
13 196.47 200.126 200.1576 200.1863
14 190.47 193.7491 193.7791 193.8068

4.2. Calculation Model for Mass Diffusivity

The physical parameters of water, steam, noncondensable gases and various materials
are repeatedly used in the calculations, so the calculated values of these physical parameters
affect the accuracy of the results to some extent. It can be seen from Equation (11) that the
value of the mass diffusion coefficient DAB has an impact on the mass condensation rate.
Different calculation models of the mass diffusion coefficient will cause a disturbance to
the condensing amount of steam per unit area.

According to the principle of the heat/mass transfer analogy, combined with
Equations (12) and (13), it can be seen that the condensing heat transfer rate is also fur-
ther affected by DAB. Therefore, a sensitivity analysis of the mass diffusion coefficient is
performed here.

When representing the mass diffusivity of steam to other mixed noncondensable gases,
the Wilke and Lee model and the Fuller model were selected in this paper to calculate the
mass diffusion rate of steam to a single noncondensable gas [30], and after obtaining the
binary mass diffusivity, the final calculation result was obtained using Wilke’s model for
the mass diffusivity of steam to mixed gases.
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The Wilke and Lee model is expressed as

DAB =

[
3.03 −

(
0.98/M1/2

AB

)](
10−3)T3/2

PM1/2
AB σ2

ABΩD
(14)

The Fuller model is expressed as

DAB =
0.00143T1.75

PM1/2
AB

[
(∑v)

1/3
A + (∑v)

1/3
B

]2 (15)

where: DAB—mass diffusion coefficient;
P—total gas pressure;
T—gas temperature;
M—molar mass.
Parameter values such as σAB, ΩD and ∑v can be obtained by looking up the parameter

table [30].
By selecting two different binary mass diffusivity calculation models, the final heat

transfer coefficient obtained from the code was compared with the experimental data from
the Wisconsin condensation heat transfer experiment, as shown in Figure 4. The results
show that although there is a significant difference between the condensation heat transfer
coefficient calculated using the code and the experimental data, the results calculated using
different mass diffusivity models are indeed different, and the deviation is about 5–10%.
The results from the Wilke and Lee model were significantly closer to the experimental
data than those from the Fuller model, indicating that physical parameters have an effect
on the accuracy of the calculated results.

 
(a) 

(b) 

Figure 4. Influence of mass diffusivity model on condensation heat transfer coefficient. (a) Vertical
condensing wall. (b) Horizontal condensing wall.
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4.3. Condensation Model

The condensation phenomenon of steam containing noncondensable gas plays an
important role in the heat removal process of the containment in a nuclear power plant
under an accident condition. As can be seen from Equation (2), the total heat transfer
coefficient is affected by both the convective heat transfer coefficient and the condensation
heat transfer coefficient, and there are certain differences in the calculation results obtained
using the different condensation calculation models. So, it is important to select an accurate
condensation model that is suitable for the development of a severe accident analysis
code. In this paper, the most widely used experimental correlation models of Uchida [7],
Tagami [8] and Dehbi [9] are selected successively to compare with the experimental results
and the calculated values of the PISAA code model.

hUchida = 380.0
(

Wnc

1 − Wnc

)−0.7
(16)

hTagami = 11.4 + 284
(

1 − xnc

xnc

)
(17)

hDehbi =
L0.05[3.7 + 28.7p − (2483 + 458.3p)log10Wnc](

Tg − Tw
)0.25 (18)

where: h—condensing heat transfer coefficient; Wnc—noncondensable gas mass fraction;
xnc—noncondensable gas volume fraction; L—characteristic length of condensing wall;
p—pressure; Tg—gas temperature; Tw—condensing wall temperature.

The comparison results are shown in the Figure 5.

 
(a) 

 
(b) 

Figure 5. Effect of condensation model on heat transfer coefficient of condensation. (a) Vertical
condensation wall. (b) Horizontal condensation wall.
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The comparison shows that the calculation results of the condensation model based on
Fick’s law and the heat/mass transfer analogy principle chosen in this paper are closer to
the experimental measurement data from the Wisconsin experiment. The deviation between
the calculation results from the Tagami model and the experimental data is the largest, and
the accuracy of the Dehbi model is slightly higher than that of Tagami and Uchida, but the
deviation is much larger than that of the calculation model used in this paper.

To analyze the reason, the Uchida and Tagami models only consider the influence of
the noncondensable gas fraction on the condensation heat transfer coefficient, and the Dehbi
model is further improved, considering the influences of wall length, total pressure and wall
subcooling degree on the condensation heat transfer coefficient, but the applicability range
of the model is limited, and the factors affecting the mass and heat transfer of condensation,
such as the temperature and composition of the gas in the main flow and the interface,
are not considered in detail. The calculation model used in the PISAA code considers
all the factors mentioned above; therefore, the calculation results are closer to the actual
experimental measurements, and at the same time, simulate better.

The comparison results show that the condensation heat transfer model used in this
paper, which is based on simplifying and integrating the mechanism and the experimental
correlations, can effectively solve the limitations of the traditional empirical correlations
model, and realize the accurate simulation of the condensation heat transfer of steam with
noncondensable gas, and the calculation results are more reliable than the results calculated
using the pure empirical correlations.

5. Conclusions

Based on the law of energy conservation and the thermal resistance relationship of
each heat transfer process, combined with the mechanism and experimental correlations,
this paper integrates a comprehensive calculation model of the condensation heat transfer
of steam with noncondensable gas, including convection heat transfer, liquid film heat
transfer and steam condensation heat transfer, and also considers the influence of various
factors such as the condensation amount and flow patten classification in the liquid film
on the process. The total heat transfer coefficient is obtained via the iterative method, the
model is more applicable under different conditions and the calculated results are closer to
the experimental data.

The condensation model is then used in an analysis code, PISAA, and the model
is verified by comparing the calculation results with those from traditional containment
analysis codes towards the same example, the change trend is basically consistent and the
final steady-state values are only in a small variation range. And in the calculation and
validation of the condensation heat transfer experiment in Wisconsin using the PISAA soft-
ware, the average deviation of the heat transfer coefficient of the horizontal condensation
heat transfer is 2.55%, and the maximum calculation deviation of the vertical condensing
plate is about 29%, which is within the acceptable range of engineering. The reason for
the large deviation may be that the simplified method of condensate film thickness in the
vertical wall is not consistent with the actual situation, which can be further optimized and
improved in the future.

Through the analysis of the sensitive parameters affecting the heat transfer coefficient,
the division of the nodes on the condensing plate is less, that is, the temperature distribution
has a little affect on the heat transfer coefficient. For the mass diffusivity calculation
model, the maximum deviations between the calculated results obtained using the Wilke
and Lee models and the Fuller model and the experimental values are 29% and 36%,
respectively, and the physical property parameters affect the accuracy of the calculated
results to some extent.

The deviations from different condensation models’ calculated results and the ex-
perimental data are much larger than that of the condensation model used in this paper,
indicating that the model is scientific and reasonabl, and can be used for thermal hydraulic
analysis in a nuclear power plant.
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The prototypes of the calculation equations in this paper come from the existing
experimental data and references, and are simplified according to the theory and practical
situation, integrated and coupled together in the calculation code, PISAA, which solves
the problem of calculating the condensation of high-temperature and high-pressure gas
in the containment in a nuclear power plant under a severe accident scenario, and has
great significance for the accident analysis and simulation of a nuclear power plant and the
improvement in the nuclear power safety level.

Author Contributions: Conceptualization, Y.Y. and X.Y.; methodology, X.Y. and R.M.; software, H.L.
and S.S.; formal analysis, C.W.; investigation, H.L.; writing—original draft preparation, H.L. and
S.S.; writing—review and editing, H.L. and C.W.; supervision, R.M.; project administration, Y.Y. All
authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Key R&D Program of China (2019YFB1900704)
grant, number 2.2 million.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available upon request from the
corresponding authors.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

T temperature, K
q heat flux, W/m2

h heat transfer coefficient, W/(m2 K)
D diffusion coefficient, m2/s
M molar mass, kg/mol
R gas constant, J/(mol K)
k thermal conductivity, W/(m K)
Sc Schmidt number
Pr Prandtl number
X gas volume fraction, %
L characteristic length, m
W mass fraction, %
g gas
l liquid
steam steam
w wall
nc noncondensable gas
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