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Preface

Audio signal processing is an ever-growing field that is seeing a relevant improvement due to

its potential for automation and remote analysis. Simultaneously, new advancements in AI and new

requirements born from the diffusion of concepts such as the IoT make audio signals a crucial vector

of information.

Authors from various fields, especially those centered on computer science, AI, acoustics, and

electronic engineering, have contributed to a diverse and comprehensive overview of the current

developments in audio analysis, which include acoustic measurement techniques, pitch detection

algorithms, and deep learning architectures for the extraction of information from audio signals,

especially speech.

The Guest Editors would like to thank Dr. Valerio Cesarini for his expertise in the field and his

assistance in managing this Reprint and the associated Special Issue.

Giovanni Costantini and Daniele Casali

Editors
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Experimental Assessment of the Acoustic Performance of
Nozzles Designed for Clean Agent Fire Suppression

Marco Strianese 1, Nicolò Torricelli 1,2, Luca Tarozzi 2 and Paolo E. Santangelo 1,3,*

1 Dipartimento di Scienze e Metodi dell’Ingegneria, Università degli Studi di Modena e Reggio Emilia,
42122 Reggio Emilia, Italy

2 Bettati Antincendio S.r.l., 42124 Reggio Emilia, Italy
3 Centro Interdipartimentale per la Ricerca InterMech—MO.RE., 41125 Modena, Italy
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Abstract: Discharge through nozzles used in gas-based fire protection of data centers may generate
noise that causes the performance of hard drives to decay considerably; silent nozzles are employed
to limit this harmful effect. This work focuses on proposing an experimental methodology to assess
the impact of sound emitted by gaseous jets by comparing various nozzles under several operating
conditions, together with relating that impact to design parameters. A setup was developed and
repeatability of the experiments was evaluated; standard and silent nozzles were tested regarding
the discharge of inert gases and halocarbon compounds. The ability of silent nozzles to contain the
emitted noise—generally below the 110 dB reference threshold—was proven effective; a relationship
between Reynolds number and peak noise level is suggested to support the reported increase in
noise maxima as released flow rate increases. Hard drives with lower speed were the most affected.
Spectral analysis was conducted, with sound at the higher frequency range causing performance
decay even if lower than the acknowledged threshold. Independence of emitted noise from the
selected clean agent was also observed in terms of released volumetric flow rate, yet the denser the
fluid, the lower the generated noise under the same released mass flow rate.

Keywords: fire protection equipment; acoustic nozzle; inert gas; halocarbon compound; sound
pressure level

1. Introduction

Several applications require gas-based fire protection systems, as the systems involving
the discharge of liquid water—mainly those consisting of sprinklers—may cause damage to
items that could even exceed the loss induced by the fire itself. One of the main examples,
and also the reference case for the present work, is embodied by the protection of electrical
and electronic equipment: any scenarios where an electrical voltage is applied (e.g., data
centers) discourages the use of liquid water to perform fire suppression and extinction,
since water exhibits high electrical conductivity [1,2]. Other typical scenarios consist of
archives, libraries and generally all locations where the mentioned materials (e.g., paper)
may be damaged by liquid water or where rapid cleanup after operating the system is
recommended [1]. Prior to their 1994 ban as a result of the Montreal Protocol to protect the
ozone layer [1], followed by a phase-out stage, halocarbon compounds, typically known
as halons, were employed as gaseous agents, with Halon 1301 arguably being the most
common. Their extinguishing action is primarily based on inhibiting the combustion
reaction: the halogen atoms (i.e., bromine, chlorine or fluorine that substitute hydrogen
within a compound derived from a hydrocarbon) react with chemicals involved in the
combustion process, thus breaking its chain reaction [1]. Several substances are currently
being used as halon replacements and are overall defined as clean agents [2]; they consist of
either halocarbon compounds (e.g., the fluorinated ketone FK-5-1-12, also known as Novec,
and employed in the present work) or inert gases (e.g., argon and nitrogen, also tested in
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the present research). The involved systems are total flooding: the whole compartment
that is on fire is filled with the released gaseous agents. So, both categories mainly rely on
oxygen depletion as their main extinguishing mechanism [2]; however, the former also
tends to combine chemical action (i.e., inhibition of combustion) with heat extraction and,
consequently, flame cooling towards extinction.

In spite of the numerous advantages exhibited by clean agents, the main form of which
is characterized as being electrically non-conductive, leaving no residue after discharge and
having virtually null Ozone Depletion Potential (ODP), the whole related system may be
somewhat complex, since they require a storage capacity larger than that of halon-based
systems as a result of poorer extinction effectiveness [2]. Most clean agent fire suppression
systems include a storage tank, where the agent is superpressurized—usually by nitrogen—if
in the form of a liquified gas, as is the case for most halocarbon compounds, or is simply
contained at high pressure (usually in the range of 150–300 bar) in the case of an inert gas
system [2,3]; valves, piping, nozzles and controllers (e.g., flow rate and pressure) are also
part of the design. While the mechanical strength of pipes and nozzles to withstand the gas
pressure does not currently appear a major concern for designers, the noise generated by
the agent, mostly at the nozzle exit and, to a lesser extent, through valves and channels,
represents a potentially relevant cause of damage to the equipment in the compartment,
as well as first responders (e.g., firefighters) if present within the compartment as the
discharge occurs [4]. A well-known problem and subject of extensive research efforts
in aeronautics [5], the high-speed jet noise yielded by turbulence intensity at the nozzle
outlet, and often emphasized by transitioning from subsonic to supersonic flow [6,7], has
been studied for decades, mainly with the aim of reducing its intensity. In the case of
clean agent gaseous jets released in a generic compartment undergoing a fire event, the
sensitivity of Hard Disk Drives (HDDs) to noise can result in a remarkable performance
loss [4,8]. As a quantitative experimental result, Sound Pressure Level (SPL) in the range
of 110–130 dB is commonly accepted as the threshold beyond which HDD read/write
performance becomes dramatically penalized [4,9,10]. Interestingly, HDD performance loss
due to the overpressure and the steep pressure gradient caused by rapid discharge within
the compartment appears somewhat irrelevant [4]. In spite of the increasing popularity
of new technologies (e.g., Solid-State Disks—SDDs), which are not noise-sensitive, this
problem may have a significant extent: in 2021, there were about 8000 data centers in the
110 countries providing information, with a predicted 150-fold increase in the generation of
new data over the 2010–2025 timespan [11]. Moreover, a similar detrimental effect of noise
yielded by the same gaseous jets can likely occur in some medical devices featuring an
architecture similar to that of HDDs, an issue worth considering in fire protection systems
designed for the healthcare industry.

As a technical solution to reduce the noise generated by clean agent discharge, silent
nozzles—often also referred to as acoustic nozzles—have been developed. Since modifying
the nozzle outlet does not appear to fully address the challenge, given that SPL was proven
to be largely independent of nozzle shape [7], adding sound absorptive layers to the nozzle
outer surface has become the most employed approach [3,12,13], with the insertion of
horizontal plates also being recommended to make the released flow rate and pressure as
balanced as possible in multiorifice nozzles [12,14]. Currently, the open literature presents
relatively few studies that focus on the design of such nozzles and on assessing their
acoustic performance, especially when compared with that exhibited by standard nozzles
under the same discharge conditions. In that regard, it is worth mentioning that Koushik
et al. [15] proposed an experimental approach to evaluate noise emitted by standard
fire suppression nozzles releasing inert gases: an array of microphones were employed
to measure SPL at various azimuthal locations with a constant distance (1 m) from the
nozzle. Some degree of directionality (i.e., dependence on the angular coordinate) was
found, together with potential impact of walls on the acoustic path (i.e., reflection and
direct path). The extensive use of numerical modeling generally permeates the works on
silent nozzles, most of which [12,14] are focused on determining the most effective nozzle
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selection and configuration within an enclosure towards making SPL at the HDD locations
lower than the previously mentioned threshold (110–120 dB, in those studies). On the
other hand, the more recent contributions by Kim et al. [3,13] present a computational
approach—remarkably validated through dedicated experiments—to optimize some design
parameters of silent nozzles. Guided by DOE (Design of Experiments), their research effort
led to them identifying the diameter of the external sound-absorbing shell as the most
impactful variable. It is worth noting that some of the reviewed works suggest a certain
dependence of the emitted noise on the orientation of the nozzle and the location at which
SPL is evaluated [14,15], whether the nozzle is a standard or a silent one; on the other hand,
other studies appear to practically consider the nozzle as a point source [3,12]. This aspect
may be mostly related to the nozzle geometry.

Even though some comparison between standard and silent nozzles is presented in
the work by Loureiro et al. [12], it appears that a quantitative and comprehensive approach
to the purpose represents a challenge still to be addressed, at least in the open literature.
More specifically, an experimental methodology allowing investigators to carry out such
a comparison in terms of variables of interest for fire protection system designers (e.g.,
type of clean agent, released flow rate, orifice diameter) is still in demand. The present
research is aimed at embarking on this quest, with the experimental datasets and facilities
provided and described in the studies by Kim et al. [3] and Loureiro et al. [12] serving as a
foundation. Arguably an unprecedented effort, this work may set a standard methodology
to quantitatively compare the acoustic performance of various standard and silent nozzles,
also leading to discussion in reference to the relevant physical quantities. Both the proposed
approach and the obtained results could be appealing to designers and researchers focusing
on clean agent fire suppression.

2. Materials and Methods

As remarked in the introduction (Section 1), no standard procedure is currently avail-
able for testing the acoustic performance of nozzles used in gas-based fire suppression.
However, some previous works [3,12] present the description of experimental rigs; more-
over, some technical standards are also available on fire protection of data centers and
electrical devices [16], together with technical reports about tests to evaluate the harm-
ful effect of noise—notably that emitted by gaseous jets released through a nozzle—on
HDDs [17–20]. Thus, both the setup and procedure developed and proposed here were
inspired by these sources of information.

2.1. Experimental Setup and Procedure

The experimental setup was installed in a large enclosure (25 × 10 × 5 m, length
× width × height); a sketch of the whole assembly is presented in Figure 1. Aiming at
evaluating acoustic performance of the nozzles against both categories of clean agents, the
rig was designed to accommodate the storage and the supply system of both nitrogen IG100,
employed as representative of the inert gases, and FK-5-1-12, employed as representative
of halocarbon compounds. In fact, this selection required us to assemble two facilities, due
to the different nature and properties of the two involved substances: the first rig was used
to discharge a plain inert gas (i.e., nitrogen IG100), as shown in Figure 1a; the second rig
was devised to discharge a multiphase, bicomponent mixture (i.e., FK-5-1-12 and nitrogen),
as shown in Figure 1b. Since FK-5-1-12 is stored as a liquified gas, nitrogen was required to
pressurize it within its storage tank (Section 1).

As demonstrated in Figure 1, the difference between the two testing facilities lies in
the supply system (i.e., storage and piping), which required setting different lengths of the
pipes and selecting components made of different materials.
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(a) (b) 

Figure 1. Schematic of the realized setup to evaluate acoustic performance by supplying (a) nitrogen
IG100 or (b) FK-5-1-12.

Notably, the first setup (Figure 1a, used for the plain inert gas) featured a longer
pipeline (10 m) and a constant flow valve manufactured by Bettati Antincendio S.r.l. (Reggio
Emilia, Italy) to allow the regulation of the supplied flow rate. The longer length of the
pipes were designed to accommodate the storage container and the related valve in a
separate room, hence the wall sketched in Figure 1a, since the employed valve represents
an additional source of noise, which would have biased the comparison between the inert
gas and the halocarbon compound configurations, if not conveniently offset. As also
included in Figure 1a, the facility for inert gas discharge was provided with a thermocouple
and a pressure transducer, inserted within the pipeline at 200 mm distance from the
nozzle (i.e., about 5–10 times the maximum diameter of the orifices used throughout the
experiments [21]). These instruments were required to measure temperature and pressure
of the gas stream as an input to ultimately calculate the released mass flow rate through the
relationships reported in Section 2.2. On the other hand, these probes were not included
within the facility for FK-5-1-12 discharge (Figure 1b), since their multiphase nature does
not allow an evaluation of the supplied flow rate by any suitable model. Therefore, mass
was recorded using a scale directly placed under the storage cylinder, then reconstructing
mass flow rate through a finite difference approximation, also described in Section 2.2. The
facility for FK-5-1-12 discharge featured a shorter pipeline (1.5 m) connecting the container
to the nozzle, as the valve employed in this case, also manufactured by Bettati Antincendio
S.r.l., did not contribute significantly to noise generation.

It is worth clarifying that the temperature and pressure of the substances contained
in the storage cylinders were monitored in both facilities, as well as directly downstream
of the valve: in the former case, the tank included a pressure gauge and a thermocouple,
whereas in the latter, another pressure transducer and thermocouple were inserted. The
tank used for hosting nitrogen IG100 featured 80 L capacity, with gas being stored at 300 bar
pressure; the valve allowed regulating outlet pressure to impose 70 bar maximum pressure
in the manifold. FK-5-1-12 was stored in a 14 L tank instead, with a 1 kg/L filling ratio (i.e.,
1 kg of clean agent per 1 L storage capacity). As typical in the storage of liquified gases,
the agent was superpressurized at 70 bar by nitrogen; the employed valve was specifically
developed to issue a flow at 42–70 bar. A full view of the setup is shown in the photo of
Figure 2, which combines and includes all the items of both facilities.

The nozzle was placed at the center of the base of the chamber, as far away from the
walls as possible. This configuration—applied within a large enclosure—was aimed at
reducing the effect of reverberation by walls, which was assessed as potentially signifi-
cant [15], since the tests were not conducted in an anechoic chamber.
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Figure 2. Photo of the experimental setup: (1) storage cylinder; (2) pressure transducer and thermo-
couple (downstream of the valve); (3) scale; (4) pipeline; (5) pressure transducer and thermocouple
(upstream of the nozzle, only for inert gas discharge system); (6) nozzle; (7) servers, including one
SSD and two HDD; (8) sound level meter.

The nozzle was also placed at 2 m height from the floor (Figure 1), a common value in
installations within data centers [16] and suitable for accommodating all the components
surrounding it. As for nozzle types, the tested ones are all manufactured by Bettati Antin-
cendio S.r.l.: Figure 3 presents photos of both the employed standard nozzle (Figure 3a)
and silent ones designed for each category of clean agents (Figure 3b,c).

    
(a) (b) (c) 

Figure 3. Photos of the nozzles employed in the experiments: (a) standard; (b) silent nozzle for
the discharge of inert gases; (c) silent nozzle for the discharge of halocarbon compounds (low
ceiling height).

Interestingly, some preliminary tests made select a silent nozzle for low ceiling instal-
lations (Figure 3b) when the discharge of halocarbon compounds (i.e., the FK-5-1-12) was
involved, since it proved more effective, especially if combined with the chosen valve. On
the other hand, silent nozzles were employed in the discharge of nitrogen IG100. It is worth
clarifying that the tested silent nozzles present a sound-absorbent layer included within
their frame, which makes them similar to those investigated in the works by Kim et al. [3,13].
Figure 4 presents simplified technical sketches of the employed nozzles, highlighting the
orifice diameter.

As shown in Figure 4b,c, silent nozzles are endowed with the mentioned sound-
absorbing shell. Orifice diameter varied over the following values in the whole series of tests
and for both standard and silent nozzles: 5, 6, 10, 14, 17 and 23 mm. It is worth clarifying
that the experimental setup proposed in the present work is aimed at comparing standard
with silent nozzles in a single-nozzle configuration. Therefore, the combined action of the
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discharge by more nozzles at the same time, and its effect on noise, is not included; notably,
superposition of waves and interference of sound may make the generated noise vary from
that produced by a single nozzle throughout its discharge.

(a) (b) (c) 

Figure 4. Technical sketch of the employed nozzles, with values provided referring to the orifice
diameter: (a) standard; (b) silent; (c) silent for low ceiling applications; the marked components are
(1) nozzle body; (2) spring; (3) orifice; (4) holes; (5) sound-absorbing layer.

A server rack containing an SSD and two HDDs with different characteristics was
located at 1 m distance from the nozzle outlet (Figure 1) to assess the impact of the emitted
noise on electronic equipment typical of data centers. The set distance is consistent with
that applied in previous works [12,15] for evaluating SPL from nozzles used in gas-based
fire suppression.

Both HDD and SSD performance was evaluated by recording their speed over time
using a free software (HD Speed version 1.7, released by SteelBytes). The acoustic emissions
from the tested nozzles were measured by a sound level meter, with its microphone
positioned at 1 m distance from the nozzle exit and at 1.5 m from the floor (Figure 1); the
instrument (specifically, its axis of symmetry) was inclined by about 60 ◦C with respect to
the vertical axis, coincident with the axis of symmetry of the nozzle. The distance between
the sound level meter and the nozzle is consistent with the value set for the server rack, and
also supported by previous studies [12,15] and recommendations from test reports [17–20],
since it is representative of the typical minimum distance at which obstructions (e.g., a
cabinet containing electronic equipment) are located.

The measuring instruments employed in the experiments and their characteristics
(e.g., acquisition frequency, accuracy) are summarized in Table 1; the characteristics of the
used hard drives—both HDD and SDD—are reported in Table 2, with specific focus on rate
of rotation (HDD only) and nominal speed.

Table 1. Employed measuring instruments and relevant characteristics.

Measured
Parameter

Acquisition
Frequency (Hz)

Instrument/
Sensor

Data Acquisition
Board

Storage mass (cylinder
+ clean agent) 10

Scale P1250S5 by
LAUMAS Elettronica,

1500 kg F.S.
NI 9208 board by

National Instruments,
16 channels (current)

Pressure 10
Pressure transducer 21y

by Keller, 400 bar
F.S. ± 0.1 bar accuracy

6
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Table 1. Cont.

Measured
Parameter

Acquisition
Frequency (Hz)

Instrument/
Sensor

Data Acquisition
Board

Temperature 10

Thermocouple T type,
1.0 mm bead diameter,
accuracy in accordance

with standard IEC 60584

NI 9212 board by
National Instruments,

8 channels
(thermocouple)

SPL 1

Sound level meter
HD2010UC/A by

Deltaohm, with spectral
analysis by octave bands

from 31.5 Hz to 8 kHz

Data stored on the
instrument

Hard drive
performance 2 –

Data recorded by HD
Speed software,

version 1.7

Table 2. Employed hard drives and relevant characteristics (*, assessed in a quiet room using HDSpeed
software).

Reference
Name

Manufacturer Model Type
Rate of

Rotation (rpm)
Nominal Speed

* (MB/s)

SSD Toshiba OCZ-VERT
EX3 MI SCSI SSD – 229

HDD1 Hitachi DeskStar
7K160 HDD 7200 77

HDD2 Western
Digital WD36 ADFD HDD 10,000 89

The tested configurations are reported in Table 3. Notably, the performed experiments
can be subdivided into three types, all of which were conducted on both standard and
silent nozzles:

• The first set was aimed at assessing the reliability of the experimental setup and
measurements—mostly through statistical analysis—together with evaluating the
potential directionality of SPL; these tests were carried out employing an inert gas
mixture (i.e., IG55, 50% argon and 50% nitrogen) with a fixed nozzle diameter (5 mm)
and pressure at the nozzle outlet; measurements were taken at various values of the
distance between the nozzle and the sound level meter, also varying the angle of
inclination of the sound level meter with respect to the nozzle.

• The second set was aimed at investigating the discharge of inert gases (nitrogen IG100,
in the present case); these tests were carried out at varied orifice diameters, between 5
and 23 mm, while keeping the distance between the nozzle and the sound level meter
constant and equal to 1 m (Figure 1).

• The third set was aimed at investigating the discharge of halocarbon compounds
(FK-5-1-12, in the present case); these tests were carried out only using nozzles with
6 mm orifice diameter, given the higher cost of the involved substance; the distance
between the nozzle and the sound level meter was also kept constant and equal to 1 m
(Figure 1).

At least three repeated tests were conducted for each configuration listed in Table 3 to
acquire a statistically significant dataset.
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Table 3. Detailed list of the investigated configurations (*, multiple data series recorded for each
tested distance at various angular locations).

Set Nozzle Type Clean Agent
Nozzle-to-Sound

Meter Level
Distance (m)

Nozzle
Diameter (mm)

I

Silent IG55 2.5 5
Silent IG55 1.25 5
Silent IG55 5 5
Silent IG55 1–2–4–8 * 5

Standard IG55 1–2–4–8 * 5

II

Silent IG100 1 5
Standard IG100 1 5

Silent IG100 1 10
Standard IG100 1 10

Silent IG100 1 14
Standard IG100 1 14

Silent IG100 1 17
Standard IG100 1 17

Silent (low
ceiling

applications)
IG100 1 17

Silent IG100 1 23
Standard IG100 1 23

III
Standard FK-5-1-12 1 6

Silent (low
ceiling

applications)
FK-5-1-12 1 6

2.2. Data Processing and Analysis

The analysis of the acquired experimental dataset pursued two main purposes through
dedicated approaches:

• Determining and comparing the acoustic performance of standard and silent nozzles;
to this end, SPL is presented as a function of released flow rate and time for both tested
clean agents and for the whole set of investigated orifice diameters; the results from
spectral analysis by octave bands are also included.

• Evaluating the effect of SPL on the different tested hard drives and highlighting
quantitatively the performance loss in the same configuration towards a comparison
between standard and silent nozzles; to this end, an index of the disk behavior and
performance through the discharge is proposed as inspired by a recent report [20],
which produces measurements of read/write speed and includes that under the SPL
due to white noise (i.e., baseline speed).

Disk per f ormance index =
Disk speed

Disk baseline speed
. (1)

Moreover, the reliability of the acquired dataset and the overall experimental approach
was challenged by the following:

• Checking the applicability of the point source model [22], which supports the proposed
design of the experimental setup, where SPL was measured at the location described
in Section 2.1 and shown in Figure 1, without resorting to an array of microphones, as
in [15]; this preliminary evaluation is included in Section 2.3.

• Evaluating standard deviation [23] of the acquired data—mainly the SPL dataset as a
function of time or released flow rate over repeated tests under the same configuration—in
order to assess repeatability.

As already mentioned in Section 2.1, the released flow rate was calculated for both the
inert gas and the halocarbon compound discharge. Notably, a classic model was employed
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to calculate the former, with the flow rate of a jet (compressible flow, assuming an ideal
gas) issued through an orifice [24] being expressed by Equation (2):

.
Qm = γ·Am·ρm,CR·wm,CR, if βnoz ≤ βCR,

.
Qm = γ·Am·

√
2k

k−1 ·p0·ρ0

(
βnoz

2
k − βnoz

k+1
k

)
, if βnoz > βCR,

(2)

where
.

Qm is mass flow rate, γ is the discharge coefficient of the nozzle, Am is the surface
area of the outlet section, ρ is density, w is the average jet velocity, β is defined as the ratio
between pressure downstream of the nozzle (i.e., atmospheric pressure) and upstream of
the nozzle, wm,CR refers to the gas velocity at nozzle orifice, CR refers to critical value of air
at 20 ◦C temperature and noz refers to nozzle. The following set of relationships allows the
quantification of discharge coefficient, density and velocity, through the jet temperature:

γ = ek1·pk2
0 ·Dk3

m , (3)

ρm,CR = ρ0·
(

2
k + 1

) k
k−1

, (4)

wm,CR =
√

k·Rgas·Tm,CR, (5)

Tm,CR = T0
2

k + 1
, (6)

where e is the Euler’s number, p is gas pressure, Dm is the orifice outlet diameter, 0 refers
to the conditions upstream of the nozzle, k is defined as the ratio between specific heat
capacity at constant pressure and specific heat capacity at constant volume of the involved
gas, Rgas is the specific gas constant, Tm is jet temperature, T is temperature and k1, k2
and k3 are coefficients specific to the nozzle. Density values were taken from the CoolProp
free library [25] by selecting that of nitrogen corresponding to temperature and pressure
measured upstream of the nozzle (Section 2.1, Figure 1a). The k1, k2 and k3 coefficients
were experimentally quantified by VdS Schadenverhütung GmbH for the selected nozzles,
in order to also evaluate their outflow area.

The evaluation of mass flow rate in the case of the FK-5-1-12 discharge was performed
by processing the readings of the employed scale (Section 2.1, Figure 1b). As previously
mentioned, the derivative of mass with respect to time was calculated by the approximation
of the differential to finite difference:

.
Qm =

dm
dt

≈ Δm
Δt

=
mi − mi+1

1
f

, (7)

where m is mass, t is time, f is acquisition frequency and i is the index referring to the
generic ith acquisition (i = 0, . . . n, where n is the last but one acquisition). This approach is
relatively common to extrapolate mass flow rate from mass readings [26–28]; no moving
average was applied in this calculation, since the acquired mass trend proved relatively
bias-free in terms of statistical noise.

2.3. Applicability of Point Source Model and Statistical Analysis

The point source model consists of assuming that sound radiates equally and sym-
metrically in all directions from the emitting source; as the underlying hypothesis, the
source is far smaller than the wavelength associated with the emitted sound [22]. This
spherical symmetry implies that sound intensity I = W/4πr2, where W is the power in the
wave and r is the radius of the generic sphere, decreases according to the classic inverse
square law (i.e., ∼1/r2) as distance from the source increases. Sound pressure follows
an inversely proportional law (i.e., ∼1/r) instead; SPL expresses sound pressure relative
to a reference value through a logarithmic function (i.e., SPL = 20 log(p/p0), where p is

9



Appl. Sci. 2023, 13, 186

sound pressure, 0 refers to the reference value, and the unit for SPL is dB). Combining
the previously reviewed relationships, a quantitative result from the point source model
consists of SPL decreasing by about 6 dB each time the distance from the emitting source
is doubled.

The applicability of the point source model to the present case was challenged by a
preliminary set of tests (i.e., the first set described in Section 2.1 and reported in Table 3).
The scope was to evaluate the agreement between theory and experimental results, mainly
by assessing the distance from the nozzle to the sound level meter at which sound absorp-
tion and reflection from walls make the approximation inevitably fail, and the degree of
directionality. This latter parameter was investigated by varying the angle of inclination
of the sound level meter with respect to the nozzle (i.e., the source) over several values
in the 0–90 ◦C range, thus following the approach by Koushik et al. [15]. As reported in
Table 3, the distance between source and instrument was also varied at each testing location
over the angular coordinate. Figure 5 shows the SPL dataset acquired at various angular
locations at the selected values of the distance (1, 2, 4 and 8 m from the nozzle).

(a) (b)

Figure 5. Comparison experimental results and point source model at various values of nozzle-to-
sound level meter distance for (a) standard and (b) silent nozzles; data points represent mean SPL
value over the dataset acquired at the same distance and varying the angle of inclination; the error
bars represent doubled standard deviation.

Notably, the data points represent the mean SPL value over the dataset collected at
various angular locations at the same distance, while the error bar represents the doubled
standard deviation calculated over the same population [23].

The SPL trend predicted by the point source model is also included. As demonstrated
by the comparison between predicted and experimental profiles, the applicability of the
model to the proposed experiment appears firmly supported within a 2 m diameter sphere
centered at the nozzle as the source, for both standard (Figure 5a) and silent (Figure 5b) noz-
zles. On the other hand, as the distance is further increased, reverberation and absorption
by walls appear to make the assumption of point source increasingly fail. As previously
noted, point source theory relies on the complete absence of directionality, which is in
fact somewhat present for both the standard (Figure 5a) and the silent nozzle (Figure 5b).
However, the variability over the investigated angular locations at 1 and 2 m distance
from the nozzle (i.e., those relatively free from the wall effect) is limited to ±2.5 dB: even
though quantitatively not negligible, it was deemed small enough to allow the point source
model to be reasonably applicable, even in light of a threshold distinguishing harmless
from harmful noise to HDDs with a 20 dB span (110–130 dB, Section 1). Thus, the proposed
experimental approach and setup (Section 2.1, Figure 1), where the sound pressure was
evaluated at 1 m distance from the nozzle and hard drives were placed at the same distance
to assess the impact of noise on their performance, appears overall supported for the
nozzles tested in the present study.
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As reported in Section 2.2, error analysis was also carried out to assess the repeatability
of the experiments. This evaluation was also conducted through the first set of tests
(Table 3); notably, specific experiments were performed at fixed pressure against both
standard and silent nozzles, where 10 s sampling time was applied to SPL measurements,
varying the distance from the nozzle. Figure 6 shows the dataset acquired at 1, 2 and 4 m
distance from the nozzle over the 10 s acquisition (overall, five series of acquisitions); as
a representative example, the tests conducted with the standard nozzle are considered in
the graphic.

 
(a) (b) 

 
(c) 

Figure 6. SPL dataset to assess the repeatability of the experiments for the standard nozzle, with data
points collected at (a) 1, (b) 2 and (c) 4 m distance from the nozzle to the sound level meter.

The plot includes individual data points and mean values calculated at each acquisi-
tion, together with a band, the size of which is three times the maximum standard deviation
calculated over the whole set of tests. All the data points lie within the highlighted band,
which exhibits relatively high repeatability and low random error (i.e., high precision).
From a quantitative standpoint, the standard deviation calculated for the dataset shown
in Figure 6 is in the order of 0.5–1 dB, which amounts to less than 1% of the reading. As
mentioned in Section 2.1, the first set of tests specifically served as a source of data for
statistical analysis. However, the assessment of variance should be taken as representative
of repeatability for the whole set of experiments, since no significant difference from the
value previously reported arose when performing similar analysis against the dataset from
the second and the third set of tests.

3. Results and Discussion

In this section, the outcomes from the experiments conducted through the second
and the third set of tests (Table 3) are presented and discussed, mostly focusing on the
comparison between standard and silent nozzle in terms of acoustic performance and
detrimental effect on the read/write speed of the selected hard drives. An evaluation of the
impact of design parameters such as orifice diameter, released clean agent and released
mass flow rate also stemmed from this comparison.
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3.1. Discharge of Inert Gases: Effect of Generated Noise

The diagrams included in Figure 7 show the effect of the noise generated by standard
and silent nozzles with various orifice diameters on both HDDs and SDDs, throughout a
full discharge of nitrogen IG100. Notably, selected experiments using nozzles of 5, 10, 14, 17
and 23 mm diameter are presented; the results from the tests with the silent nozzles for low
ceiling applications are omitted, as an approximately similar behavior was found between
them and the other silent nozzles with the same orifice diameter. Overall, the experimental
results demonstrate the ability of silent nozzles to bring SPL down to relatively harmless
values through the discharge: standard nozzles present SPLs greater than 110 dB—the lower
limit of the damaging threshold (Section 1)—over most of the gas release, and in most cases
(i.e., for orifice diameter greater than 5 mm), peaks exceeding 120 dB occur; on the other
hand, the SPL of silent nozzles exceeds the threshold only for about 25 s even with the larger
orifice diameter (larger than 10 mm), also never reaching 120 dB. As a finding of general
validity for both types of nozzle, SPL exhibits a sudden increase up to a local maximum
upon starting the discharge, which is consistent with the theory associated with noise
emitted by gaseous jets [5–7], reviewed in Section 1: since noise is largely due to turbulence
effects, it may be interpreted as function of Reynolds number (Re = wm,CRDm/υ, where
υ is kinematic viscosity of the involved substance); as Re increases, turbulence develops
until critical Re is reached (i.e., fully developed turbulence) [29], to which SPL local peaks
arguably correspond.

Instances of additional maxima occurring after the first peak appear mostly for the
discharge through the standard nozzle (Figure 7a,c,d,e), and hint at some slight pressure
variability imposed by the constant flow valve: constant flow valves are developed and
employed to keep pressure and, consequently, flow rate as constant as possible throughout
the discharge, which would virtually result in constant Re and SPL until pressure decays in
the storage tank towards the end of the process. This practically translates into a plateau-like
behavior, as apparent in Figure 7f,g,h, with the potential singularities previously mentioned
occurring in some cases. The proposed discussion also substantiates another observation
holding for both standard and silent nozzles (Figure 7): the larger orifice diameter, the
higher the SPL maxima and overall SPL values throughout its trend.

Assuming constant pressure (i.e., 70 bar, as mentioned in Section 2.1), at least through-
out the controlled phase of the discharge, results in almost constant average velocity, even
with a Bernoulli inviscid model [30]; as orifice diameter increases, both Re and released
mass flow rate increase. Therefore, it can be inferred that the discharge time obviously
decreases, while SPL increases, as higher flow rate is issued, providing that supply pressure
is kept constant.

An insight into the effect of the sound frequency stems from maps presenting SPL as
a function of time and frequency throughout the discharge; Figure 8 shows experiments
conducted for both standard and silent nozzles with 10, 17 and 23 mm orifice diameter as
the most representative. It is interesting to note that SPL reaches higher values (i.e., greater
than 110 dB) within the 1–8 kHz range, which is somewhat lower than the findings from
Koushik et al. [15] on standard nozzles (i.e., more in the 10–20 kHz range). This suggests
that the employed nozzles emit noise at lower frequency, hence higher wavelength, which
ultimately yields more reliable applicability of the point source model (Section 2.3) as
a result of the less remarkable directionality found with respect to the noise emitted by
the nozzle used in [15]. Moreover, SPL appears higher than 100 dB over periods of time
when frequency is greater than 4 kHz. According to Dutta [31], noise can affect hard drive
performance even beyond a 105 dB threshold at a frequency between 4 and 10 kHz.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

  
(i) (j) 

Figure 7. SPL and disk performance index as a function of time throughout a nitrogen IG100
discharge by (a) standard and (b) silent nozzle with 5 mm orifice diameter; (c) standard and (d) silent
nozzle with 10 mm orifice diameter; (e) standard and (f) silent nozzle with 14 mm orifice diameter;
(g) standard and (h) silent nozzle with 17 mm orifice diameter; (i) standard and (j) silent nozzle with
23 mm orifice diameter.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 8. SPL as a function of time and OTO (One-Third Octave bands) frequency throughout
a nitrogen IG100 discharge by (a) standard and (b) silent nozzle with 10 mm orifice diameter;
(c) standard and (d) silent nozzle with 17 mm orifice diameter; (e) standard and (f) silent nozzle with
23 mm orifice diameter.

When comparing hard drive performance, the difference between configurations with
the standard nozzle and those with the silent ones is highlighted by HDD performance
index trends. As expected, solid-state storage devices (i.e., SDD) are almost not affected
by external noise, hence SDD performance was close to 100% throughout each conducted
experiment (Figure 7). The exhibited mild oscillations—in some instances even leading to
performance higher than the nominal one (i.e., greater than 100%)—appear unrelated to
the actual experimental conditions. On the other hand, HDD performance decay is highly
consistent with SPL exceeding the 110 dB threshold; moreover, the higher the SPL, the
greater the performance decay (Figure 7). This observation is particularly emphasized by
HDD1, which is the hard drive featuring the smaller rate of rotation, and consequently, the
lower nominal speed (Table 2); HDD2 seemed less affected by noise, to the point of having
its performance almost unaffected by SPL lower than 120 dB and also by noise regrowth
for a short timespan (Figure 7c,g). It is also worth noting that HDD1 did not recover its
performance level under undisturbed conditions as noise fell below the threshold, due to
the discharge by the standard nozzle approaching the end of the process (Figure 7c,g,i);
this phenomenon never appeared in tests run with silent nozzles instead. This prolonged
performance loss occurring with the discharge produced by standard nozzles with large
orifice diameters is arguably due to SPL being above 100 dB at frequencies greater than
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4 kHz over a wide portion of the discharge event (Figure 8a,c,e). As previously reported,
Dutta suggests that hard drives are affected by SPLs as low as 105 dB in the 4–10 kHz
band [31], which may explain the result of only partial recovery even when noise fell
below 110 dB. The diagram of Figure 9 serves as an overview of the impact of noise
from the tested nozzles on hard drives: (maximum) performance loss is plotted against
maximum SPL reached for each tested condition, including both standard and silent nozzle
experiments. An apparent correlation between HDD read/write speed and noise appears
from the performance dataset, with HDD performance becoming lower as SPL increases.
The linear best-fitting curve, applied to each database related to the three tested hard drives,
emphasizes that noise is more impactful against the HDD featuring lower nominal speed
with respect to those with higher rates of rotation.

Figure 9. Performance index as a function of maximum SPL reached in every tested condition with
nitrogen IG100.

3.2. Discharge of Halocarbon Compounds: Effect of Generated Noise

As reported in Sections 1 and 2.1, one of the scopes of the present work was comparing
the discharge of the two types of clean agents in terms of emitted noise, which prompted us
to test FK-5-1-12 as a representative of halocarbon compounds. The higher cost associated
with these agents—also noted as a drawback by DiNenno [2]—led us to run experiments
only against one configuration (Table 3), obviously through both standard and silent nozzles
(for low ceiling applications). The trends of SPL and disk performance index are shown for
representative tests in Figure 10. The overall consistency of these results with the dataset
for the nitrogen IG100 discharge through nozzles of similar orifice size (5 mm, Figure 7a,b)
seems to somewhat substantiate a statement provided in a well-recognized white paper [4]:
“The agent used in an extinguishing solution doesn’t define per-se the noise level of the system
overall”. However, it is also worth noting that FK-5-1–12 mass flow rate released through a
6 mm diameter nozzle is remarkably larger than that of nitrogen IG100 through a 5 mm
diameter nozzle; in fact, the former is close to nitrogen IG100 mass flow rate issued by a
23 mm diameter nozzle (Figure 7i,j), due to its higher density. Even though the released
volumetric flow rate can be assumed to be very similar, it appears that almost the same
noise is generated by a larger mass flow rate of FK-5-1-12 as that generated by a smaller
mass flow rate of nitrogen IG100, when the discharge is operated at the same pressure.

The ability of silent nozzles to reduce noise down to harmless levels is also proven by
both the profile of disk performance index (Figure 10) and by SPL presented as a function
of frequency, as in the maps of Figure 11. Solid-state drives are obviously not affected,
and neither are HDDs with high rates of rotation (i.e., HDD2) if orifice diameter is smaller
than 10 mm, yet HDDs with lower speed (i.e., HDD1) exhibit a considerable decay in their
performance if standard nozzles are used to release halocarbon compounds, as opposed
to the discharge produced by silent ones. However, a remarkable effect can be observed
in the results from tests with the silent nozzle (Figures 10b and 11b): SPL shows a sharp
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decrease after the expected peak upon the onset of discharge (Section 3.1), then followed
by another increase up to a plateau-like condition.

  
(a) (b) 

Figure 10. SPL and disk performance index as a function of time throughout FK-5-1-12 discharge by
(a) standard and (b) silent nozzle for low ceiling applications with 6 mm orifice diameter.

 
(a) (b) 

Figure 11. SPL as a function of time and OTO (One-Third Octave bands) frequency throughout
FK-5-1-12 discharge by (a) standard and (b) silent nozzle for low ceiling applications with 6 mm
orifice diameter.

This trend is arguably typical of the discharge of liquified gases such as FK-5-1-12, where
another gas is also added to superpressurize the agent (i.e., nitrogen, Section 2.1). Firstly, the
liquid phase (i.e., FK-5-1-12) is released; as the agent becomes almost exhausted, the discharge
becomes nitrogen-laden. Thus, in this last part of the discharge, the Reynolds number
changes as a result of a change in the released chemical substance, which reflects the involved
thermophysical properties. The tested silent nozzles demonstrated a more effective damping
action on the noise emitted through the actual FK-5-1-12 discharge (first phase), whereas the
trend already observed in tests with nitrogen IG100 (e.g., Figure 7d,f,h,j) occurred once the gas
used to superpressurize the agent was finally released (second phase). This outcome—also
shown by the high-frequency (i.e., 1–4 kHz) SPL dataset of Figure 11b—suggests a certain
dependence of the sound-absorbing performance on the clean agent type.

3.3. Overview of the Relationship between Flow Rate and Noise

Aiming at a deeper understanding of the effect of released flow rate on the noise
emitted by nozzles used in gas-based fire suppression, the SPL dataset was related to mass
flow rate calculated by the approach proposed in Section 2.2. The results are presented in
Figure 12 for both standard and silent nozzles, those designed for low ceiling applications
are included with regard to FK-5-1-12 discharge. As already apparent from the list of tested
configurations (Table 3), most of the data are available for standard and silent nozzles
with nitrogen IG100 discharge, whereas datasets for the other investigated conditions (i.e.,
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all those involving FK-5-1-12 discharge) consist of a smaller population. Therefore, the
degree of statistical significance varies between datasets. Data are plotted in Figure 12
with reference to the employed orifice diameter; the best-fitting curve was also generated
as a power law (y = axb) and is also included in the plots. While formulating the fitting
curve, SPL values below 60 dB were discarded, as they were considered almost white
noise, and so were flow rate values below 0.15 kg/s, since measurements of the various
involved parameters (e.g., pressure, temperature, mass) were deemed unreliable at the
onset of the discharge as a result of the steep transient growth. The values of scaling factor
a and exponent b are presented in Table 4 for each analyzed condition.

 
(a) (b) 

 
(c) (d) 

Figure 12. SPL as a function of released mass flow rate, with data points (referred to orifice diameter)
and best-fitting curve: (a) standard nozzle and nitrogen IG100 discharge; (b) silent nozzle and
nitrogen IG100 discharge; (c) standard nozzle and FK-5-1-12 discharge; (d) silent nozzle for low
ceiling applications and FK-5-1-12 discharge.

The noise-damping effect of silent nozzles is evident in the diagrams of Figure 7.
Moreover, it is worth observing that the larger the released mass flow rate, the higher the
emitted noise, a result that holds for all the tested conditions and previously discussed in
Section 3.1. However, and rather interestingly, the profiles suggest that the emitted noise
has an ever-decreasing growth, evidence of which is also shown by the best-fitting curves
and their decreasing slope as mass flow rate increases. This observation also indirectly
arises from SPL trends shown in Figure 7: the peaks exhibit similar values as orifice
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diameter shifts towards the larger sizes, regardless of whether standard (Figure 7g,i) or
silent (Figure 7h,j) nozzles are employed. This behavior is consistent with the discussion
proposed in Sections 3.1 and 3.2 with regard to the relationship between noise and Reynolds
number, which hints at turbulence intensity of the issued jet: as fully developed turbulence
is approached, the emitted noise tends to increase under a milder slope. The comparison
of Figure 12c and Figure 12b,d suggests that FK-5-1-12 generally yields lower SPL than
nitrogen IG100, which is consistent with the findings described in Section 3.2: higher mass
flow rate of FK-5-1-12 generates approximately the same noise as a lower mass flow rate
of nitrogen IG100, since FK-5-1-12 density is higher than nitrogen density. Even though
the datasets are of different size, as previously remarked, and the gap in terms of emitted
noise is perceivable, yet mild (i.e., in the order of 10–20 dB, considering standard and silent
nozzles), it appears that the different values of the involved thermophysical properties
(i.e., density and viscosity) make FK-5-1-12 discharge generate lower noise than nitrogen
IG100 discharge, under the same released mass flow rate. On the other hand, the generated
noise is rather similar under the same released volumetric flow rate.

Table 4. Constant scaling factor and exponent for the fitting curves generated through a power law
formulation.

Tested Condition (Nozzle Type, Clean Agent) Scaling Factor a Exponent b

Standard, nitrogen IG100 124.4 0.06788
Silent, nitrogen IG100 112.3 0.1873
Standard, FK-5-1-12 109 0.05422

Silent for low ceiling applications, FK-5-1-12 80.49 0.2596

4. Conclusions

Most hard drives are subject to performance decay as noise beyond a certain threshold
—usually identified as 110 dB [4,16–20]—reaches them. The problem is particularly relevant
when fire protection of data centers is involved, since gas-based suppression systems are
widely employed for this purpose: the noise emitted by the nozzles through a discharge
of the selected clean agents (i.e., inert gases or halocarbon compounds) is well-known
to damage the electronic equipment within the compartment. Hence, silent nozzles are
designed and often used to address this undesired effect; however, the open literature
currently offers few scientific studies on the subject. Arguably an unprecedented effort,
an experimental approach was devised and developed to quantitatively assess the noise
generated by both standard and silent nozzles in a comparative fashion, together with
the performance decrease in the hard drives throughout several discharge conditions.
To this end, a preliminary evaluation of repeatability and ability to properly capture
the involved phenomena was carried out against the proposed experimental setup and
methodology. Notably, the employed nozzles proved reasonably suitable for applying the
point source model [22], thus allowing us to neglect the directionality of the emitted noise.
The developed approach may be expanded by repeating the same measurements (i.e.,
sound pressure level and performance decay) at various angular locations, following the
guidance from a previous work [15], which applies the here-presented setup as a reference
to evaluate acoustic performance of virtually any nozzle for gas-based suppression system.
A series of experiments were conducted, mostly releasing nitrogen IG100, but also FK-5-1-
12, which allowed a comparison between the two types of clean agents. Constant pressure
was imposed throughout a large portion of each discharge event using constant flow valves;
various orifice diameters were tested, which translates into variations in the released flow
rate. Moreover, three hard drives were used as targets to test their performance over a
discharge event: two HDDs with different rates of rotation and one SSD, which was almost
unaffected by external noise.

As expected, silent nozzles proved capable of limiting the generated noise down
to values less harmful to hard drives. Notably, each discharge—whether produced by
standard or silent nozzles—exhibited an increase in the emitted noise up to a maximum
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from its onset, usually followed by a plateau-like trend and the final decay. Fluctuations
occurred possibly as a result of pressure oscillations within the controlled phase (i.e., the
release at virtually constant pressure). This behavior hints at the known dependence of
sound emitted by gaseous jets flowing through an orifice on turbulence intensity, thus being
ultimately correlated to Reynolds number. This relationship also supports the discovered
increase in peak noise level as the released flow rate increased (i.e., as larger orifice diameter
was employed in the tests). Nevertheless, the difference between the reached noise maxima
became less remarkable as the released flow rate increased, which also suggests that
once the Reynolds number becomes sufficiently high that fully developed turbulence be
reached, noise intensity increases along a milder slope. Rather interestingly, the recorded
performance decay of the target HDD qualitatively followed the noise trend, yet the HDD
featuring the lower read/write speed appeared remarkably more affected than that with
the higher rate of rotation. Notably, the former exhibited instances of partial performance
recovery as noise decreased as the discharge event approached its end, which emphasized
the need for conducting spectral analysis of the emitted sound. It was observed that
noise emitted at a higher frequency (4–8 kHz) could reach values above 100 dB even in
the last part of the discharge event: as found by Dutta [31], such noise intensity in this
band can be detrimental to HDD performance, even though it is lower than 110 dB. With
regard to the comparison between the two clean agent types, a similar behavior could be
inferred by comparing results from nitrogen IG100 and FK-5-1-12 discharge. However, a
noise regrowth was observed as silent nozzles were employed in the latter case, which
is arguably related to the discharge of the superpressurizing agent (i.e., nitrogen) added
within the tank, once the halocarbon compound is fully released. This second phase proved
consistent with inert gas discharge in terms of emitted noise, yet also suggested a better
noise-damping effect on FK-5-1-12 by silent nozzles than on nitrogen. The commonly
accepted independence of generated noise from the released agent is also supported by the
acquired dataset when referring to volumetric flow rate (i.e., orifice diameter of similar size
and same discharge pressure). However, the discharge of a stronger FK-5-1-12 mass flow
rate generates almost the same noise as that of a lower mass flow rate of nitrogen IG100,
which is consistent with the former having higher density. The difference in the values of
the involved thermophysical properties (i.e., density and viscosity) impacts on Reynolds
number of the two jets and ultimately on the emitted noise as they pass through an orifice.

The present work sheds light on the acoustical performance of nozzles employed
in gas-based fire protection in relation to several design parameters (i.e., selected clean
agent type, flow rate, orifice diameter); moreover, it proposes an approach to compare
nozzles in terms of emitted noise. Overall, both the results and the methodology may be of
interest for nozzle and fire protection system designers, as well as provide a foundation
for further research on specific aspects of the involved phenomena (e.g., quantitative
relationship between noise and turbulence intensity, potential supersonic-to-subsonic
transition through the discharge). Further research may arise out of this work towards
investigating the combined action of several nozzles—either standard or silent—at the same
time, in terms of generated noise (i.e., superposition of waves and interference) and impact
on HDDs. Moreover, the here-proposed methodology can be employed to expand the
variety of tested silent nozzles, which may include new structures such as sound-absorbing
layers (e.g., honeycomb porous shells [32]).
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Abstract: Contrary to expectations that the coronavirus pandemic would terminate quickly, the
number of people infected with the virus did not decrease worldwide and coronavirus-related deaths
continue to occur every day. The standard COVID-19 diagnostic test technique used today, PCR
testing, requires professional staff and equipment, which is expensive and takes a long time to
produce test results. In this paper, we propose a feature set consisting of four features: MFCC,
Δ2-MFCC, Δ-MFCC, and spectral contrast as a feature set optimized for the diagnosis of COVID-19,
and apply it to a model that combines ResNet-50 and DNN. Crowdsourcing datasets from Cambridge,
Coswara, and COUGHVID are used as the cough sound data for our study. Through direct listening
and inspection of the dataset, audio recordings that contained only cough sounds were collected
and used for training. The model was trained and tested using cough sound features extracted from
crowdsourced cough data and had a sensitivity and specificity of 0.95 and 0.96, respectively.

Keywords: AI diagnostics; COVID-19 screening; deep learning; speech recognition

1. Introduction

COVID-19 is an acute respiratory infection that develops from SARS-CoV-2, a new
type of coronavirus that was first reported in November 2019. This is a pandemic that
continues worldwide as of November 2022, with a cumulative number of confirmed cases
of 640 million and fatalities of 6.6 million. A characteristic of coronavirus is that it spreads
swiftly and readily. Consequently, studies are being actively conducted on how to analyze
how the coronavirus spreads and how to prevent its spread [1–3]. The omicron mutation,
which has a low fatality rate but a very high transmission rate, has become the dominant
variant. As the number of confirmed cases increases quickly, so do the numbers of severely
sick patients and fatalities. Additionally, even though the fatality rate is low, an infection
of COVID-19 may still be fatal for the elderly or those with underlying illnesses; thus,
it is crucial to stop the spread of the disease by obtaining early diagnosis and treatment.
The main route of infection is known to be droplets and respiratory secretions in the air
produced by infected individuals.

The most frequently used diagnostic test for COVID-19 is real-time reverse transcrip-
tion polymerase chain reaction (real-time RT-PCR), which is a technique for amplifying
and identifying a particular coronavirus gene [4]. Because it has the greatest sensitivity
and specificity and can detect even minute amounts of virus in a sample, this test method
is used as a worldwide standard. Its drawbacks include the need for specialized tools,
reagents, and skilled professionals, as well as the comparatively lengthy turnaround time
of roughly 24 h for diagnostic outcomes.

Worldwide studies are being performed to find ways other than genetic testing to
identify those who are COVID-19 positive. Chest X-ray or chest computed tomography
(CT) images have been offered as the input for deep learning models [5,6]. In a study that
used the fact that COVID-19 positive individuals have a specific volatile substance that
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is distinct from that of non-infected individuals, a COVID-19 detection scheme using the
olfactory abilities of dogs was proposed [7]. Another study proposed using heart rate, sleep
time, and activity data collected using wearable sensors to detect COVID-19 [8]. In a study
that examined correlations with positive COVID-19, from findings using 42 characteristics
that included fever, cough, chest CT, and body temperature, the characteristic that showed
the strongest positive correlation was cough [9]. Based on this, this study investigates a
method for identifying COVID-19-infected people using cough.

Many studies are being conducted to identify COVID-19 through cough sounds
in order to allow low-cost and quick large-scale diagnostic testing [10–23]. Respiratory
symptoms are one of the features of COVID-19 infection; hence, the data provided by the
sound of coughing is used. A sound contains many features [24], and so does the sound of
a cough. The deep learning model trained using these features can determine whether a
cough sound is from a COVID-19-infected individual.

Looking at previous studies that used cough sounds, the amount of data is not
large. Brown et al. [20] used only the Cambridge dataset [20], and Feng et al. [21]
used Coswara [25] and Virufy [26] as datasets to study a COVID-19 diagnostic model.
Fakhry et al. [22] used only the COUGHVID dataset [27]. In order to improve the stability
and accuracy of the results, the quantity and quality of data are very important. Therefore,
in this paper, all of the Cambridge, Coswara, and COUGHVID datasets were used, and a
high-quality dataset was built through preprocessing.

In addition, when selecting a feature set in previous studies, the model was trained
by combining several spectral-based features simply because it was a feature mainly used
in speech. In this study, we propose a feature set optimized for COVID-19 diagnosis. By
using the Bhattacharyya distance [28], which is a method of calculating the degree of
separation between classes, a feature set was constructed by obtaining features that can
discriminate well between the cough sounds of COVID-19-positive subjects and those of
negative subjects. As a result, the feature set was composed of mel frequency cepstral
coefficients (MFCC), Δ2-MFCC, Δ-MFCC, and spectral contrast. With this feature set and
a mel spectrogram as input, we trained a model [22] that combined ResNet-50 [29] and a
deep neural network (DNN), and the model achieved a 0.95 sensitivity and a 0.96 specificity.
The result showed improvement compared with previous studies.

The structure of this paper is as follows. The collection of three crowdsourcing datasets
is described in Section 2, along with an earlier study on models for diagnosing COVID-19
infections using each dataset. The current study’s database, database preparation, method
for determining the Bhattacharyya distance and creating the feature set, and model are
all covered in Section 3. The experimental results compared with previous studies are
presented in Section 4. How to apply the constructed model to an application is covered in
Section 5. The study’s findings and future directions are covered in Section 6.

2. Related Work

2.1. Cambridge

The Cambridge dataset [20] was collected using an Android/web application and
includes the participants’ cough, voice, and breath sounds as well as information on
their medical history and symptoms. Participants record three coughing sounds and
three breathing sounds after providing their age, gender, a brief medical history, and
any symptoms they may be experiencing. A total of 4352 users of the web app and
2261 users of the Android app each contributed to the dataset, resulting in 5634 samples
and 4352 samples, respectively. The participants’ gender distribution was as follows:
4525 males, 2056 females, 26 non-respondents, and 6 others. Through the process of directly
checking all the samples of COVID-19-positive test cases, 141 samples were retrieved.

Brown et al. [20] trained a classification model by extracting two types of features—
handcrafted features and features from transfer learning—from the Cambridge dataset.
Gradient boosting trees and support vector machines (SVMs) were used as a classification
model. Raw sound waveform data were resampled at a frequency of 22 kHz before
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handcrafted characteristics were extracted. Handcrafted features were extracted at the
frame level and segment level. A total of 477 handcrafted features were used, including
duration, MFCC, Δ-MFCC, Δ2-MFCC, onset, period, root mean square (RMS) energy,
roll-off frequency, spectral centroid, tempo, and zero-crossing. The features from transfer
learning used VGGish [30], which is a convolutional neural network designed for audio
classification based on raw audio input. VGGish is a model trained using a large YouTube
dataset, and the parameters of the model are public. A pre-trained VGGish model was
used to extract 256 dimensional features, and the sampling rate was 16 kHz. As a result of
training the SVM model by extracting two types of features using only the cough sound
data, the area under the ROC curve (AUC) was 0.82 and the sensitivity was 0.72.

2.2. Coswara

A project named Coswara [25] was carried out in India to develop a tool for diagnosing
COVID-19 using audio recordings such as speech, breathing, and coughing. Worldwide
data were gathered with an easy-to-use, interactive user interface. Participants recorded
samples using a device microphone, such as a laptop or mobile phone, and provided
metadata using a web browser application. During recording, participants were instructed
to keep a distance of 10 cm between their mouth and the device. Nine audio samples
were recorded per person: cough sounds (deep and shallow), breathing sounds (fast and
slow), sustained vowel (‘eu’, ‘I’, ‘u’) pronunciation sounds, and counting sounds (slow and
fast). The participant’s age, gender, area, history of illness, and current state of health with
respect to COVID-19 were all included in the metadata. The sampling frequency of audio
samples was 48 kHz. Data from 2747 individuals were made public as of 24 February 2022.
Of these, 681 individuals had COVID-19-positive test results.

Feng et al. [21] used Virufy [26], a dataset collected under the supervision of medical
professionals in hospitals, along with the Coswara dataset, to study a COVID-19 diagnostic
model. In the Coswara dataset, only shallow cough recordings were used, and 200 samples
of healthy people’s data were randomly selected and used to balance the training data
set. The Virufy dataset consists of 16 recordings: 7 recordings from people diagnosed
with COVID-19 and 9 recordings from healthy people. The Coswara dataset was used
for training and the Virufy dataset was used for testing. First, silent recordings and
noise/speaking recordings were distinguished through the SVM model trained with the
energy features of each audio recording, and only the parts containing sound were extracted.
Features of the audio signal were then extracted: centroid, energy, entropy of energy,
spectral flux, MFCCs, spectral spread, and zero-crossing rate. A k-nearest neighbors (KNN)
model was used to distinguish conversational sounds from cough sounds in a recording,
and a new recording was created by connecting the cough sounds detected within one
recording. The next step was to train four models—the KNN, SVM, random forest, and
recurrent neural network (RNN)—to classify coughs in COVID-19-positive participants
and healthy individuals. As a result of testing with the RNN model, which had the best
results during the training process, the accuracy was 0.81 and the AUC was 0.79.

2.3. COUGHVID

The COUGHVID dataset [27] is a large publicly available cough sound dataset. The
dataset contains over 20,000 recordings and contains the labels COVID-19, symptomatic,
and healthy. Data collection was conducted using a web application from 1 April 2020
to 10 September 2020. After 10 s of cough sound recording for each person, participants
were asked to fill out and submit simple information, including age, gender, and current
condition. To remove non-cough recordings from the database, a cough detection model
was applied and the cough sound scores of all recordings were analyzed. The scores were
indicated by “cough_detected” in the metadata. Audio data were in the WEBM or OGG
format, and the sampling frequency was 48 kHz.
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Fakhry et al. [22] proposed a multi-branch deep learning network using the COUGHVID
dataset as a model for diagnosing COVID-19. Only data with a cough detection score of
0.9 or higher were used, and the filtered data were 4446 recordings from healthy people,
923 recordings from symptomatic people, and 380 recordings from people who tested
positive for COVID-19, for a total of 5749 audio files. In order to rectify the imbalance
in the number of data, they increased the number of COVID-19-positive recordings to
750 by adding Gaussian noise, pitch shifting, and shifting or increasing the time signal. By
selecting an equal number of recordings from symptomatic and healthy people, a total of
2250 audio samples were used. MFCCs and the mel spectrogram, which are commonly
used in audio classification and speech recognition, were used as acoustic features for the
network training. In addition, clinical features such as respiratory status or fever were
used as a one-dimensional vector of binary numbers. The MFCCs were input to a dense
layer of 256 and 64 nodes, and the mel spectrograms were input to a ResNet-50 that was
pre-trained on the ImageNet dataset. Clinical features were input to a dense layer of
8 nodes. The output values of all results were connected to form a combined multi-branch.
The sensitivity and specificity of this model were 0.85 and 0.99, respectively.

3. Proposed Method

3.1. Data

The cough sound databases of Cambridge [20], Coswara [25], and COUGHVID [27]
presented in Section 2 were used in the experimental data of this study. From the COUGHVID
data, only data with a cough detection score of 0.9 or higher were extracted based on
metadata that included score information in relation to the degree of cough sound detec-
tion. Because all three databases had more cough sound data from COVID-19-negative
participants than from positive individuals, only a portion of the cough sound data from
negative participants was used; this was conducted to balance the data. Due to the nature
of crowdsourced data, which is collected in various environments, it may contain data
that are difficult to use for a study. Therefore, the audio files were directly listened to and
inspected. Data were deleted through inspection in the following cases.

• The cough sound is quieter than the noise.
• The recording quality is too poor.
• Background noise (conversation, road noise, music, TV/radio, etc.) is mixed with the

cough sound.
• It is difficult to recognize the cough sound.

As indicated in Tables 1 and 2, 4200 audio files were inspected, and finally 2049 cough
sound audio files were selected. The selected database consisted of 1106 audio files of
cough sounds from COVID-19-positive participants, 530 audio files of cough sounds from
healthy people, and 413 audio files of cough sounds from people with symptoms.

Table 1. Number of audio files before inspection.

Cambridge Coswara COUGHVID Total

COVID-19 299 1336 441 2076
healthy 499 400 201 1100

symptomatic 295 428 301 1024

Table 2. Number of audio files after inspection.

Cambridge Coswara COUGHVID Total

COVID-19 247 656 203 1106
healthy 299 123 108 530

symptomatic 179 92 142 413
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3.2. Preprocessing

Because the data were collected in a variety of ways and in a wide range of environ-
ments, normalization was first performed to make the scale of the data uniform. Then,
a process of detecting only cough sounds in the data was carried out. Through this process,
unnecessary voices and other noises recorded during the data collection process were
removed, and only clear cough sounds, which are useful data for the study, were obtained.
The method used for cough detection was that described by Orlandic et al. [27]. In Figure 1,
cough detection was performed using one audio file as the original data, and the detected
cough segment is shown as an example.

 
(a) 

  
(b) (c) 

Figure 1. Performing cough detection: (a) Original audio file data; (b) detected cough segment 1;
(c) detected cough segment 2.

As shown in Figure 1, the part of the speech sound in the front part of (a) was not
detected. The cough recorded twice in succession was detected by dividing it into two
cough segments. Table 3 shows the number of cough segments from each database.

Table 3. Number of cough segments detected.

Cambridge Coswara COUGHVID Total

COVID-19 687 957 483 2127
healthy 627 285 255 1167

symptomatic 622 155 346 1123
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3.3. Feature Set
3.3.1. Audio Feature Vector

In this section, a feature set for this study was constructed. In addition to the spectral-
based speech features mainly used in speech research, several features were added and
used. Twelve features were used: chroma, onset, RMS energy, spectral bandwidth, spectral
centroid, spectral contrast, spectral flatness, spectral roll-off, MFCC, Δ-MFCC, Δ2-MFCC,
and zero-crossing rate. The 13th order MFCC was used as the MFCC. All features were
extracted using the librosa package [31] with a sampling frequency of 24,000 Hz. To form
the final feature set, features that were effective for detecting COVID-19 were selected from
among the 12 features. In order to do this, the Bhattacharyya distance [28], a method that
measures the separability of classes, was used.

3.3.2. Bhattacharyya Distance

The database was divided into two classes, positive and negative, to identify the
difference between COVID-19-positive data and negative data. Features were extracted
from the cough segment, and the separation between the two classes was calculated for
the same feature vector. Equation (1) is the formula for calculating the Bhattacharyya
distance, where μ1 and μ2 represent the averages of each class and ∑

1
and ∑

2
represent

the covariances of each class. The larger the difference between the two classes, the larger
the distance.

DB =
1
8
(μ2 − μ1)

T
[

∑1 +∑2
2

]−1

(μ2 − μ1) +
1
2

ln

∣∣∣∑1 +∑2
2

∣∣∣
|∑1 |1/2 |∑2 |1/2 (1)

Table 4 presents the results for the Bhattacharyya distance sorted in descending order.
The feature with the largest difference between the two classes was MFCC, with a value of
0.207171, and the feature with the smallest difference was onset with a value of 0.002387.
The final feature set to be used in this study consisted of the top four features: MFCC,
Δ2-MFCC, Δ-MFCC, and spectral contrast.

Table 4. Bhattacharyya distance of each feature.

Feature Bhattacharyya Distance

MFCC 0.207171
Δ2-MFCC 0.149195
Δ-MFCC 0.099828

Spectral Contrast 0.090616
Chroma 0.063358

Spectral Flatness 0.057523
Spectral Bandwidth 0.046912

Spectral Roll-Off 0.032971
RMS Energy 0.018301

Spectral Centroid 0.016368
Zero-Crossing Rate 0.002629

Onset 0.002387

3.4. Model

In this study, a model combining ResNet-50 and a DNN proposed by Fakhry et al. [22]
was used. ResNet-50 is a convolutional neural network composed of 50 layers that allows
for stable learning while the depth of the model increases. The DNN is an artificial neural
network (ANN) that consists of several hidden layers between the input layer and the
output layer. The mel spectrogram image obtained from the cough segment was input to
ResNet-50, the feature set was input to the DNN, and the inputs were trained.

In the first branch, ResNet-50 was trained with the mel spectrogram image of (224,
224, 3) as the input. In ResNet-50, an image of size (224, 224, 3) went through multiple
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convolutional, activation, and pooling layers to reduce the size of the image while extracting
features. This process was repeated multiple times, with each iteration reducing the size of
the feature map while increasing the number of filters used by the network. The output
of the final pooling layer was a tensor with size (7, 7, 2048), which represented a compact
representation of the input image. The output went through global average Pooling and
global max pooling separately. The global pooling layer is a method of replacing values
of the same channel with one average or maximum value. Overfitting can be prevented
because the parameters are reduced. If an input of size (height, width, channel) passes
through the global pooling layer, it becomes (1, 1, channel). The two outputs obtained
through this process were connected after batch normalization and dropout were performed.
In batch normalization, the activations of each neuron in a layer are normalized using
the mean and standard deviation of the activations in a subset of the training data. The
normalized activations are then scaled and shifted using learned parameters. In dropout,
neurons are randomly dropped out during each iteration of training, with a specified
probability. These processes help to ensure that the network will be able to generalize new
data well, while still being able to learn effectively from the training data. The second
branch took a 46-dimensional feature set as input. The feature set was input to a dense layer
consisting of 256 nodes, and batch normalization and dropout were performed. The output
became the input to a dense layer with the same number of nodes, and batch normalization
and dropout were performed once more. The above process was performed in the same
way for the dense layer consisting of 64 nodes to obtain another output. The two outputs
were then connected. The outputs obtained through the first branch and the second branch
were connected and became the input to the dense layer, and batch normalization and
dropout were performed. Finally, the sigmoid function was used to calculate the value, to
distinguish whether the input was the cough sound of COVID-19-positive individual or
negative individual. Figure 2 shows the flow chart of the model.

 

Figure 2. Flow chart of the model.
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4. Experiment

In the experimental step, we carried out a procedure to verify that the feature set
proposed in this study and the combined model of Resnet-50 and DNN were effective
at detecting COVID-19. The experiment was conducted by using a combination of the
various datasets and feature sets. For example, for the same database, the results of
training using ‘A feature set’ and the results of training using ‘B feature set’ were compared.
The hyperparameters used in the experiment were set to optimizer Adam, learning rate
0.001, and epoch 50. The experimental results of this study were compared with those of
previous studies.

4.1. Evaluation Index

Accuracy, sensitivity, specificity, and precision, which are frequently used to evaluate
the performance of classification models, were used to evaluate the training results. The
focus was on sensitivity and specificity, which are primarily considered when measuring
the reliability of the actual COVID-19 test diagnosis method. Figure 3 is a confusion matrix
used to calculate the above indicators.

Figure 3. Confusion matrix.

Sensitivity is the ratio of data predicted as positive (TP) to the actual positive class
(TP + FN), and specificity is the ratio of data predicted as negative (TN) to the actual
negative class (FP + TN). A high sensitivity means that there is a low probability of a false
negative, i.e., a low probability of a positive being falsely classified as negative.

4.2. Results

The results of each study are shown in Table 5 (a) to (d) show the results using the
LSTM model and the ResNet-50 model, not the model proposed in this study. (a) and
(b) are the results of Son [23] using COUGHVID data, and (c) and (d) are the results
using the dataset constructed in this study. (e) to (i) are the results verifying the feature
set we proposed. All used a model that combined ResNet-50 and DNN. (e) is the result
of study by Fakhry et al. [22], using 13 MFCCs and a mel spectrogram as features from
the COUGHVID dataset only, and the accuracy, sensitivity, and specificity was 0.89, 0.93,
and 0.86, respectively. (f) is the result of Son et al. [23], using seven features (13 MFCCs,
spectral centroid, spectral bandwidth, spectral contrast features, spectral flatness, spectral
roll-off, and chroma), and a mel spectrogram. The accuracy, sensitivity, and specificity of
Son’s study were 0.94, 0.93, and 0.94, respectively. (g) to (i) are the experimental results
obtained in this study, and the model was trained using data from Cambridge, Coswara,
and COUGHVID. (g) is an extension of only the database in Fakhry’s study, with the others
remaining the same. The result had an accuracy of 0.93, a sensitivity of 0.93, a specificity of
0.93, and a precision of 0.93. (h) shows the model trained with the feature set proposed by
Son’s study, and the result gave an accuracy of 0.92, a sensitivity of 0.90, a specificity of 0.94,
and a precision of 0.90. (i) is the method proposed in this study. The model was trained
using the configured feature set, MFCC, Δ-MFCC, Δ2-MFCC, and spectral contrast. The
result had an accuracy of 0.96, a sensitivity of 0.95, a specificity of 0.96, and a precision of
0.95. This performance showed a better result than the previous studies mentioned above.
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Table 5. Comparison of the results.

Database Feature Set Model
Performance

Accuracy Sensitivity Specificity

(a) COUGHVID MFCC LSTM 0.62 0.60 0.62
(b) COUGHVID Spectrogram ResNet-50 0.88 0.90 0.88

(c) Cambridge + Coswara
+ COUGHVID MFCC LSTM 0.62 0.58 0.67

(d) Cambridge + Coswara
+ COUGHVID Spectrogram ResNet-50 0.91 0.87 0.93

(e) COUGHVID [22] ResNet-50 + DNN 0.89 0.93 0.86
(f) COUGHVID [23] ResNet-50 + DNN 0.94 0.93 0.94

(g) Cambridge + Coswara
+ COUGHVID [22] ResNet-50 + DNN 0.93 0.93 0.93

(h) Cambridge + Coswara
+ COUGHVID [23] ResNet-50 + DNN 0.92 0.90 0.94

(i) Cambridge + Coswara
+ COUGHVID

Proposed feature
set + spectrogram ResNet-50 + DNN 0.96 0.95 0.96

To statistically verify the above results, a statistical analysis method was used. For the
results of (e) to (i), which are experiments using the proposed model, one-way analysis
of variance (ANOVA) was used to confirm whether the differences in performances are
statistically significant. Table 6 shows the ANOVA results. The p-value was 0.0205, which
is less than 0.05. This indicates that the difference in performance between each experiment
is statistically significant.

Table 6. Results of ANOVA.

Degrees of Freedom Sum of Squares Mean Square Error F Value p-Value

group 4 0.006493 0.001623 4.775 0.0205

Residuals 10 0.003400 0.000340

Thereafter, as a post hoc analysis, differences between performances were confirmed
using the Bonferroni multiple comparison analysis method. It was executed using R studio,
which is widely used for data analysis and statistical computing. Figure 4 shows the
Bonferroni correction results. The performances of (e) to (i) are divided into groups a, ab,
and b, and the difference between the performances is visualized.

Figure 4. Post hoc test results using Bonferroni correction.
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5. COVID-19 Detecting Application

We developed an application using the proposed model so that it could be used
to diagnose COVID-19 in many people. An application for Android, which is a mobile
operating system based on open-source software produced and released by Google, was
produced. Figure 5 shows the execution process of the developed application.

Figure 5. Execution process of the application.

When the application is executed and recorded, the recording is transmitted to the
server using Transmission Control Protocol (TCP)/Internet protocol (IP) socket communi-
cation. The user’s voice is recorded as a binary pulse-code modulation (PCM) file using the
Android AudioRecord API [32]. In order for the user to play and listen to the recorded file
in the application, the AudioTrack API [33] provided by Android was used. The recording
format is designated as a sampling rate of 48 kHz, stereo channels, PCM 16 bit. The main
screen of application, the screen during recording, and the screen when the recorded voice
is transmitted to the server and processed are all shown in Figure 6.

   
(a) (b) (c) 

Figure 6. Application screen 1: (a) the main screen; (b) the screen during recording; (c) the screen
during processing.

After receiving the data, the server converts it to a mono-channel WAV file, which is
the same format used by the database data used in this study. Then, the cough segment is
extracted through the preprocessing process described in Section 3.1. The extracted cough
segments are input into the trained model to measure a COVID-19 diagnosis prediction
value, and the result is transmitted to the application. There are three types of results: posi-
tive, negative, and retry. A retry occurs when a cough is not detected during preprocessing.
The application shows the diagnosis result screen based on the results transmitted from the
server. Figure 7 shows a screen displaying diagnostic results from the application.
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(a) (b) (c) 

Figure 7. Application screen 2: (a) positive result; (b) negative result; (c) if no cough is detected.

6. Conclusions

In this study, we proposed a COVID-19 diagnostic model and its application based on
an artificial intelligence (AI) model with optimized feature vectors using cough sounds. The
Bhattacharyya distance was used to measure the separability of features from COVID-19-
positive cough data and negative cough data. MFCC, Δ-MFCC, Δ2-MFCC, spectral contrast,
chroma, spectral flatness, spectral bandwidth, spectral roll-off, RMS energy, spectral cen-
troid, zero-crossing rate, and onset showed high values, in that order. The highest-valued
MFCC had a value of 0.207171. Subsequently, Δ2-MFCC had a value of 0.149195, Δ-MFCC
had a value of 0.099828, and spectral contrast had a value of 0.090616. These top four
features made up the feature set that this study proposed. After training the combined
ResNet-50 and DNN model, the result had an accuracy of 0.96, a sensitivity of 0.95, a speci-
ficity of 0.96, and a precision of 0.95. Using this model, an application for Android was
developed so that many people could use it for COVID-19 testing. The COVID-19 test
model using cough sounds, the result of this study, has a simpler procedure and lower cost
than the polymerase chain reaction (PCR) test that analyzes genes. Moreover, it is expected
that this application will be a useful tool for those who are unable to do a PCR test, as it is
difficult to insert a cotton swab into the nasopharynx due to anatomical or medical issues.
In future studies, the model can be upgraded by using not only cough sound data but also
clinical information data, including information on fever, headache, and other symptoms.
In addition, if more quality cough sound data are collected and utilised, improved results
can be expected.
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Abbreviation

AI Artificial intelligence
ANN Artificial neural network
ANOVA Analysis of variance
AUC Area under the ROC curve
CT Computed tomography
DNN Deep neural network
FN False negative
FP False positive
IP Internet protocol
KNN K-Nearest neighbors
MFCC Mel frequency cepstral coefficients
PCM Pulse code modulation
PCR Polymerase chain reaction
RMS Root mean square
RNN Recurrent neural network
ROC Receiver operating characteristic
RT-PCR Reverse transcription polymerase chain reaction
SVM Support vector machine
TCP Transmission control protocol
TN True negative
TP True positive
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Abstract: This paper discusses an algorithm that attempts to automatically calculate the effect of room
reverberation by training a mathematical model based on a recurrent neural network on anechoic
and reverberant sound samples. Modelling the room impulse response (RIR) recorded at a 44.1 kHz
sampling rate using a system identification-based approach in the time domain, even with deep
learning models, is prohibitively complex and it is almost impossible to automatically learn the
parameters of the model for a reverberation time longer than 1 s. Therefore, this paper presents a
method to model a reverberated audio signal in the frequency domain. To reduce complexity, the
spectrum is analyzed on a logarithmic scale, based on the subjective characteristics of human hearing,
by calculating 10 octaves in the range 20–20,000 Hz and dividing each octave by 1/3 or 1/12 of the
bandwidth. This maintains equal resolution at high, mid, and low frequencies. The study examines
three different recurrent network structures: LSTM, BiLSTM, and GRU, comparing the different
sizes of the two hidden layers. The experimental study was carried out to compare the modelling
when each octave of the spectrum is divided into a different number of bands, as well as to assess
the feasibility of using a single model to predict the spectrum of a reverberated audio in adjacent
frequency bands. The paper also presents and describes in detail a new RIR dataset that, although
synthetic, is calibrated with recorded impulses.

Keywords: room reverberation; room impulse response; recurrent neural networks; audio signal
spectrum; filter bank

1. Introduction

The room impulse response, which represents the acoustic properties of the room, is
widely used in a broad range of audio signal-processing tasks. RIR can be useful for sound
source localisation [1], speech recognition [2], or speech signal separation [3]. If the room
being analyzed is characterized by unwanted acoustic phenomena, the measured RIR can
show spectral changes [4]. These changes can be eliminated by an equalization scheme.
The influence of room acoustic characteristics on the RIR spectrum can vary depending
on the location of the measurement, so the equalization scheme must be adaptive. Such
adaptive equalization schemes typically use an FIR filter whose attenuation coefficients
are continuously updated to reduce the difference between the spectrum actually obtained
at the measurement position and the desired spectrum [5]. However, the flexibility of the
filter depends on the filter order and the coefficient estimation algorithms.

Updating the attenuation coefficients of the FIR filter is usually performed using the
filtered-x least mean square (FxLMS) algorithm [6]. However, it was later discovered
that this algorithm is not stable and can cause sudden interference in its error signal [7].
Subsequent studies have proposed the use of the maximum correntropy criterion (MCC)
method for adaptive filtering, which has been shown to be more robust than previously
popular methods [8]. Even later, the generalised maximum correntropy criterion (GMCC)
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method was proposed and performed better than the standard MCC [9]. The RIR impulse
is observed to be a sparse set of coefficients, i.e., some of its intermediate values are close to
zero. On this basis, it was decided that the equalization process could be further improved
if the adaptive algorithm took advantage of the sparseness of the RIR impulse [10].

To create the impression of realistic room acoustics as the listener’s position varies in
the virtual room, we need to continuously convolve an anechoic signal in real time with a
different RIR filter from a large dataset. The dataset should consist of RIRs recorded in a
real room, but this is time consuming, as each new RIR requires a new measurement when
a new position is chosen for the sound source or receiver. This means that, for example, to
capture a set of RIR data covering the entire area of a small room (up to 10 sq. m.), more
than 1000 measurements may be required, with the position of the measuring microphone
changing every 10 cm. In addition, a quiet environment is needed to ensure the quality
of the RIR measurements. According to ISO 3382-1, the sound source must emit a sound
pressure level at least 35 dB above the background noise in the room [11].

As an alternative to RIR measurements, RIR can be modeled using one of the geometric
acoustics methods. The most commonly used one is the image source method (ISM) [12].
However, satisfactory results can only be achieved in this way by modelling an almost
empty room with clear geometry (e.g., a rectangle). The ISM method is a simplified
assumption that sound waves propagate in straight lines at a fixed speed, the energy
is uniformly attenuated, and the waves are mirrored when they reach a surface. In the
real world, the sound wave is not perfectly reflected; some of it is scattered in different
directions, depending on the roughness of the surface. Only the early reflections are mirror-
like, and later they become increasingly diffuse. Thus, in practice, a hybrid approach is
often used, where the first reflections are modeled by an ISM and the later ones by the
ray-tracing method. The ISM method also does not allow the modelling of objects in the
room that interfere with the propagation of the sound wave and cause reflections. Tang
et al. proposed improvements using a Monte Carlo path-tracing method that can model
diffuse reflections, which means better simulation of existing obstacles [13]. However, the
authors point out that this algorithm also has the disadvantage of not being able to model
low frequencies and diffraction well. There have been attempts to to solve the problem
with the use of artificial neural networks which, trained on existing RIRs, can predict the
desired data.

The use of neural networks can be a more flexible approach and a good alternative to
this task. The RIR can be estimated using its spectrogram as an image, as well as individual
RIR parameters such as the geometry of the simulated room and the absorption coefficients
of its surfaces. In the study by Yu and Kleijn, the RIR parameters were estimated separately,
with convolutional neural networks (CNNs) used for room geometry and feedforward
multilayer perceptrons (MLPs) for surface absorption coefficients [14]. The authors claim
that their method works when neural networks are trained with a single RIR impulse. In
fact, it should be noted that this condition is only partially fulfilled, as the algorithm is
initially allowed to learn from a single simulated RIR impulse that has been generated by
the ISM method using the RIR generator [15]. Afterwards, it has been shown that much
better results can be achieved by increasing the number of RIRs dedicated to training.
In addition, the performance of the algorithm is tested by training the networks on the
recorded RIRs. The BUT ReverbDB dataset is used for this purpose [16].

Machine learning methods are applied not only to RIR generation but also to other
acoustic environment analysis tasks. Classification of rooms by volume using RIR can be
performed using statistical pattern recognition [17]. The authors of this paper claim that
their algorithm does not require data about the distance between the sound source and
the microphone. However, good results were only achieved using simulated rather than
measured RIRs. Convolutional neural networks are used to perform speech recognition
tasks and to build speech-to-text models. In [18], the authors used a CNN-based approach
to recognise tonal speech signals. Feature extraction was performed using Mel frequency
cepstral coefficients (MFCC). Machine learning can also be used to assess the competence
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of psychotherapists by performing speech recognition from audio and text analysis from a
report together. In [19], the possibility of determining the quality of a practitioner’s perfor-
mance by analysing audio recordings and transcripts of psychotherapeutic conversations
and comparing the result with manual assessments of competency was explored. The best
predictive performance was achieved by a Lasso regression model. In [20], the authors
used time-domain features (MFCCT) in addition to MFCCs in speech emotion recognition
(SER) to extract features from an audio signal. The CNN-based SER model outperformed
comparable models that used non-hybrid features. Machine learning is also being applied
in the field of tourism to generate additional recommendations for destinations with fewer
reviews on specialised tourism portals. Missing reviews can be identified and selected from
social media posts containing geolocation information. In [21], the authors used machine
learning-based clustering and classification methods, namely a fine-tuned transformer
neural network-based BERT model.

In this paper, we present a new dataset for RIR estimation based on the fusion of
recorded and simulated RIRs. In addition, we present a study of an alternative method for
modeling the spectrum of a reverberated signal. The idea of this paper is to check if a neural
network can learn the effects of acoustics and replace the traditional method of using RIR
filters. We train the neural network with frequency-domain data, dividing logarithmically
into 1/3 or 1/12 octave. The studies test the feasibility of modeling reverberated audio for
several different frequency bands by training a model for only one band, thus trying to
avoid the need to train different models for each frequency band separately.

We have chosen recurrent neural networks (RNNs) for this task because they could
be good for modeling reverberating audio, as they are designed to handle sequential
data, allowing them to account for the time-varying nature of audio signals, and their
internal memory cells can effectively capture the dependencies between successive audio
samples, leading to a more accurate representation of reverberation characteristics. The
bidirectional LSTM, LSTM, and GRU recurrent neural network architectures offers unique
strengths and trade-offs in terms of modeling capacity, computational efficiency, and
memory requirements, and a thorough evaluation can help identify the most suitable
approach for capturing the complex temporal relationships present in reverberating audio
signals, ultimately leading to better performance and practical applicability.

The structure of the article is as follows: Section 2 presents the dataset and the methods
used in our study. The preparation of the dataset is described in detail in Section 2.1.
Section 2.2 provides a detailed explanation of our method, which compared three recurrent
neural network structures that attempted to predict room reverberation for each octave
band. Section 3 describes our experimental setup and a comparison of the reverberation
prediction results using different recurrent neural network models. Section 4 provides a
discussion and concludes the results of our study.

2. Materials and Methods

2.1. Preparation of the Dataset

To train the algorithm properly, we need to create a large set of data samples, avoiding
to record all RIRs as this would be time-consuming, but trying to maintain the authenticity
of the RIR impulses. To achieve these goals, we decided to create a dataset of synthetic
impulses, but based on the recorded RIRs. First, measurements were made in a university
laboratory, choosing a small number of fixed measurement positions. Subsequently, an
identical room was designed and imported into the “Odeon” acoustic design software. The
acoustic parameters of the measured and modeled RIRs were compared and the absorption
coefficients of the modeled room surfaces were changed accordingly. This allowed the
creation of new synthetic RIRs that are authentic and correspond not only to several
measured room positions but also to any selected point in the virtual room.

Measurements were taken in a small rectangular room. The main purpose of the room
was to test the VR software, so it was almost empty; only three wooden tables remained
after the computer screens were removed. The room has a floor area of 31.35 m2 and a
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ceiling height of 2.86 m. Three walls of the room are covered with large porous bricks, one
wall is concrete and painted, and the ceiling is made up of small square plasterboards with
aluminium gaps between them. The floor of the room is linoleum floored and access to the
room is through a wide glass door.

Authentic room pulses were recorded according to ISO 3382-1 [11]. It is recommended
to select and test at least two different sound source positions in the room (with a height
of 1.5 m from the ground), as well as at least three to four microphone positions, which
should be spaced at least 2 m (half the measured wavelength of the lowest frequency) apart,
and at least 1 metre (a quarter of the wavelength of the lowest frequency) away from any
reflecting surface. The different microphone positions should be chosen in such a way that
the results take into account the reflections produced by all walls covered with different
materials, and the height of the measuring microphone should be adjustable to 1.2 m, which
corresponds to the typical height of the ear position of a seated listener. To maintain the
distances specified in the standard, two positions of the sound source and three positions of
the microphones were selected and tested, resulting in a total of six different combinations.
The sound source and microphone positions are shown in Figure 1, as well as the grid of
microphone positions used in the virtual version of this room. The standard also specifies
that the sound source should be omnidirectional and should reproduce all frequencies
uniformly between 125 Hz and 4000 Hz. However, to analyze the effect of room acoustics
on human voice, these measurements were carried out using a directional loudspeaker,
Genelec 8010A, whose directivity is compared to that of human speech in Figure 2 [22].

Figure 1. Left image shows the locations of the sound source and the measurement microphone in a
real room, the different combinations of which were recorded as separate RIR impulses. Right image
shows the selected positions of the 2 sources and 25 receivers respectively in the virtual room.

A sonarworks XREF 20 omnidirectional microphone and RME Fireface UC sound
card were used as receiver and recorder. We also used the Measure impulse response tool
offered by Odeon 16, which allows us to generate and transmit an exponential sweep signal
and record the impulse.

The same room was then modeled in SketchUp and imported into Odeon. With the
same positions for the sound sources and microphones, as well as the assumed absorption
coefficients for the surfaces, the RIR simulation was performed. Odeon allows the technical
characteristics of a real loudspeaker—directivity, frequency response, dynamic range,
etc.—to be assigned to a virtual sound source. The user has to import and activate a CLF
(common loudspeaker format) file, which can be downloaded for each specific model of
almost all popular loudspeaker manufacturers.
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Figure 2. Comparison of the directionality of the human voice in different vowels (a–h) with the
directionality of the Genelec 8010A loudspeaker used in the measurements (i–l), in the horizontal
((a–d) and red line in (i–l)) and in the vertical planes ((e–h) and blue line in (i–l)) in different bands:
1 kHz (a,e,i), 2 kHz (b,f,j), 4 kHz (c,g,k), and 8 kHz (d,h,l).

Odeon has the ability to import recorded pulses and compare them with simulated
ones. The accuracy of the results depends on the precise choice of the surface absorption
coefficients, and initially the results varied considerably. Another Odeon tool, “Genetic
Material Optimizer”, was then used [23]. It compares the characteristics of the recorded and
simulated pulses and tries to recalculate the possible absorption coefficients. Before running
the algorithm, it is necessary to select the permissible limits of variation of the absorption
coefficient for each material. For porous bricks and plasterboard, we have set a higher
modification limit. These materials cover 3 walls and the ceiling; in general, most of the
room surface. We can see that the algorithm only slightly changed the absorption coefficient
of the materials with a modification limit of 50%, whereas the absorption coefficient of the
materials with a higher modification limit was changed in detail.

The differences between the recorded and simulated impulses are evaluated by the
JND (just-noticeable difference) value [24], which is also described in the ISO standard
and corresponds to 1 dB for most acoustic evaluation parameters. This means that if the
difference between the impulses is less than 1 JND, it can be assumed to be negligible
and can be ignored. Before the algorithm was run, this value ranged from 13 to 15 JND
in the individual frequency bands; after optimization it ranged from 0.7 to 3. Only in the
lower frequency bands did the differences remain larger, but the developers of Odeon
warn the user that the algorithm is not able to reduce the differences to below 1 JND in
the lower frequency bands. Once the absorption coefficients have been optimized and the
differences between the simulated and recorded impulse parameters have been verified to
be within acceptable limits, it can be said that we have simulated the acoustics of a virtual
room that closely matches the acoustics of a real room. In this case, we can create RIRs not
only for the 3 fixed measurement locations but also for any point in the virtual room. In
Figure 3 a comparison of the measured and simulated RIRs can be seen in terms of the early
decay time before and after optimisation of the absorption coefficients. Figure 4 shows
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the similarity of the spectrum of the human voice when such a signal is convolved with a
measured or simulated RIR impulse.

Figure 3. The recorded and simulated RIRs were compared with early decay time (EDT) values in
different frequency bands before optimization (left) and after optimization (right).

Using the methodology described above, 50 RIRs were created for this study from
2 source positions and 25 receiver positions spaced 0.5 m apart. Using our calibrated virtual
room model, we can create a larger dataset if necessary. Most importantly, the simulation
is realistic, validated by real records. This makes any new study more valuable, as newly
implemented models can be trained and tested on real acoustic behaviour, rather than on a
dataset that is usually built using simplified models in an environment that will never be
close to a real room. The latest version of the described dataset and more detailed technical
information can be found in https://github.com/tamulionism/Room-Impulse-Response-
dataset, accessed on 30 April 2023.

Figure 4. Comparison of the spectra of the anechoic voice signal of a singing woman convolved with
an Odeon simulated RIR and an RIR impulse measured in a real room.
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2.2. Deep Recurrent Neural Networks for Reverberated Signal Modeling

Three slightly different recurrent neural network structures were compared, which
could be used as candidates for a reverberation prediction model:

• Long short-term memory (LSTM) [25];
• Bi-directional long short-term memory (BiLSTM) [26];
• Gated recurrent units (GRU) [27].

The architecture of the recurrent neural networks (RNN) includes feedback connec-
tions, making them more suitable for modeling acoustic effects than feed-forward net-
work structures.

We try to predict the spectrum of the reverberated signal separately for each octave.
In our study, we test all three neural network structures by training them on different
frequency bands of the reverberated signal. Each prediction model consists of an input
layer to which a sequence of time-varying spectral node values is sent, as well as two layers
of recurrent neural network cells, one fully connected layer, and a regression layer, which
generate a predicted sequence of changes in the spectral nodes over time.

To investigate the relationship between the number of RNA cells in a layer and the
accuracy of the predicted spectral band, we tested the performance of networks with three
different combinations of cell numbers. We first selected 10 cells in the first layer and
20 cells in the second layer, then repeated the experiments by equalling the number of
cells in the two layers to 20, and finally we performed another series of experiments by
increasing the number of cells in the second layer to 40.

In the experiments, we try to evaluate the ability of different network structures to
predict a reverberated signal:

1. In the same frequency band used in the training, but replacing the input samples with
previously unknown ones;

2. In two adjacent frequency bands, when the model was trained on the middle band
and tested on adjacent bands

3. In all frequency bands when the octave is divided into 12 parts. Firstly, when a
separate model was trained to predict each frequency band, and secondly, when
the prediction was performed by taking input data from each frequency band sepa-
rately, and the reverberated signal was predicted using a model trained on only one
frequency band.

Variations of the experimental set-up were carried out to determine how flexible the
prediction model can be to predict a specific band of the reverberated signal. In addition, it
was necessary to see how different the model should be for neighboring frequency bands
when the octave is divided into 3 or 12 parts.

The audio used for model training and experimental testing was divided into 250 ms
analysis frames. This is the maximum delay time that can be accepted in real-time auraliza-
tion systems [28]. The conversion from time to frequency domain was performed using a
window of 512 sample width with 256 sample overlaps.The data used to train the models
were divided into three parts: training (70%) validation (15%) and testing (15%). All models
were trained using the same training options: the ADAM optimizer, a constant learning
rate of 0.001, shuffle of the data after each epoch from 10,000, and a small batch size of 50.

3. Results

Table 1 presents the results of an experimental study where we used different RNN
types (bidirectional LSTM, LSTM and GRU) architectures to simulate the reverberated
signal in a single frequency band. The aim of this study was to investigate which RNN
architecture can be used for reverberant signal modeling and how the size of the recurrent
layers affects the results.

As can be seen from Table 1, RNN structures with more parameters, such as LSTM
and BiLSTM, show a stable increase in R-squared as we increase the size of the hidden layer
(the number of recurrent unit cells in the layer). The GRU-based RNN structure showed
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unstable results after training, so that in some experimental studies the GRU-based model
was not used at all (see Table 2).

Table 1. Comparison of different RNN structures by varying the number of cells in the layers of the
recurrent neural network.

RNN Layer Size SSE (103) RSS [min max] R-Squared RMSE [min max]

10 + 20 15.85 [0.24 65.29] −0.13 [3.36 × 10−5 1.46]
LSTM 20 + 20 3.67 [0.23 37.39] 0.74 [2.24 × 10−5 0.66]

20 + 40 1.36 [0.19 26.03] 0.90 [1.57 × 10−5 0.56]

10 + 20 6.43 [0.15 43.44] 0.54 [1.18 × 10−4 0.81]
BiLSTM 20 + 20 2.71 [0.17 22.16] 0.81 [7.09 × 10−6 0.37]

20 + 40 2.16 [0.17 20.38] 0.85 [2.06 × 10−5 0.38]

10 + 20 5.05 [0.32 29.97] 0.64 [1.30 × 10−4 0.60]
GRU 20 + 20 2.45 [0.21 34.03] 0.83 [6.37 × 10−5 0.60]

20 + 40 3.31 [0.18 32.59] 0.77 [7.99 × 10−5 0.66]

Table 2. Comparison of different RNN structures with fixed layer sizes, trained on a single bin,
covering 1/12 of the octave band width. Tested on 12 neighboring bins.

RNN Bin Number SSE (104) RSS (Mean) R-Squared RMSE (Mean)

1 30.5 9.59 0.63 0.1621
2 52.6 12.54 0.37 0.2272
3 75.6 14.45 0.27 0.2703
4 84.3 14.74 0.27 0.2793
5 65.4 14.10 0.32 0.2545

LSTM 6 17.6 9.16 0.57 0.1337
7 1.72 2.95 0.92 0.0191
8 12.8 4.78 0.70 0.0523
9 106 5.69 0.33 0.0881
10 129 6.92 0.27 0.1177
11 117 6.55 0.35 0.1060
12 147 6.99 0.39 0.1091

1 15.9 8.48 0.81 0.1788
2 13.0 9.71 0.84 0.2240
3 15.1 10.55 0.85 0.2614
4 18.3 10.71 0.84 0.2749
5 15.7 10.77 0.84 0.2709

BiLSTM 6 8.1 7.28 0.80 0.1507
7 1.10 1.94 0.95 0.0145
8 10.4 4.22 0.76 0.0489
9 86.8 5.09 0.45 0.0821
10 104 4.76 0.41 0.1321
11 103 4.84 0.43 0.1218
12 114 6.28 0.52 0.0817

To compare the flexibility of the selected RNNs in learning individual frequency bands
of the reverberated signal, we trained 30 structures (each of the 10 octaves of the human
audible frequency spectrum was divided into three bands). We used RNN models with
20 cells in the first hidden layer and 40 cells in the second hidden layer, which is the largest
structure studied in the first experiment and which showed the best fitting results.

Tables 3 and 4 show the results of an experimental study to test whether a model
trained to predict the central band of an octave divided into three parts is good enough to
predict adjacent frequency bands. We compared the results for 8 different octaves, ignoring
only the first and last octaves—frequencies below 40 Hz and above 10 kHz. A noticeable
reduction of fit was observed. We can also see from the results that the use of the central
frequency band model to predict neighboring frequency bands also depends on the octave
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chosen. This is an expected result, as we cannot normally achieve a uniform distribution of
sound content across all octaves in any real recording dataset.

Table 3. R-squared fitting estimate comparison of LSTM trained on a single bin, tested on neighboring
ones, using resolution of 1/3 of the octave band width.

R-Squared 5 bin 8 bin 11 bin 14 bin 17 bin 20 bin 23 bin 26 bin

Bin at the Left 0.72 0.64 0.68 0.90 0.61 0.13 0.76 0.85

Bin at the Center 0.78 0.84 0.87 0.98 0.95 0.95 0.87 0.88

Bin at the Right 0.65 0.74 0.71 0.79 0.30 0.62 0.75 0.87

Table 4. RMSE fitting estimate comparison of LSTM trained on a single bin, tested on neighboring
ones, using resolution of 1/3 of the octave band width.

RMSE (Mean) 5 bin 8 bin 11 bin 14 bin 17 bin 20 bin 23 bin 26 bin

Bin at the Left 0.0971 0.1375 0.1491 0.0680 0.0742 0.3782 0.0746 0.0678

Bin at the Center 0.0777 0.0680 0.0687 0.0182 0.0189 0.0260 0.0367 0.0484

Bin at the Right 0.1644 0.1100 0.1335 0.1206 0.1737 0.2157 0.0940 0.0531

By dividing each octave into 12 parts, we can analyze the half-tone pattern of the
reverberated signal. In this part of the study, we first decided to compare the ability to
learn from samples for each frequency band separately. The results are shown in Table 5.
We again trained three RNN structures with layer sizes of 20 + 40 RNN cells in two hidden
layers, respectively. The LSTM and BiLSTM-based models showed relatively stable results,
but the GRU-based RNN was difficult to train to be close to matching all 12 frequency bands.

Table 5. Comparison of different RNN structures with fixed layer sizes, trained on a single bin,
covering 1/12 of the octave band width. 12 trained models in total, for neighboring bins.

RNN Bin Number SSE (103) RSS (Mean) R-Squared RMSE (Mean)

1 30.42 3.59 0.96 0.0227
2 70.52 4.41 0.91 0.0325
3 59.89 4.89 0.94 0.0354
4 110.75 5.62 0.90 0.0483
5 117.16 5.53 0.88 0.0452

LSTM 6 38.58 4.55 0.91 0.0311
7 17.16 2.95 0.92 0.0191
8 19.62 2.93 0.95 0.0194
9 23.79 2.18 0.98 0.0113
10 245.23 1.94 0.86 0.0176
11 315.59 8.44 0.82 0.1642
12 16.87 2.13 0.99 0.0134

1 38.78 3.05 0.95 0.0278
2 62.71 3.30 0.92 0.0249
3 29.26 3.46 0.97 0.0236
4 36.86 3.94 0.97 0.0268
5 47.86 3.82 0.95 0.0283

BiLSTM 6 19.48 3.19 0.95 0.0222
7 10.99 1.94 0.95 0.0145
8 10.95 1.92 0.97 0.0126
9 10.47 1.55 0.99 0.0099
10 36.03 1.14 0.98 0.0097
11 39.34 1.25 0.98 0.0096
12 4.25 1.57 1.00 0.0092
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Table 5. Cont.

RNN Bin Number SSE (103) RSS (Mean) R-Squared RMSE (Mean)

1 32.56 3.69 0.96 0.0241
2 68.70 4.73 0.92 0.0365
3 86.63 5.16 0.92 0.0430
4 145.46 5.60 0.87 0.0527
5 73.08 5.49 0.92 0.0409

GRU 6 89.77 4.85 0.78 0.0405
7 95.12 3.90 0.58 0.0418
8 24.23 2.95 0.94 0.0216
9 57.30 2.43 0.96 0.0164
10 N/A 32.44 N/A 0.6615
11 N/A 31.48 N/A 0.6381
12 124.86 2.69 0.95 0.0210

For the last study, we chose the seventh band, which is in the middle of the twelve.
The experimental results of the model trained for one frequency band and used to predict
the reverberation of the other frequency bands are presented in Table 2. The GRU-based
RNN model was not considered in this experimental study because the initial tests showed
even worse fitting accuracy and the same trends as for the LSTM and BiLSTM-based RNNs.

4. Conclusions

This paper discusses the flexibility of a recurrent neural network to automatically
compute a reverberated audio signal. The algorithm models the reverberation-affected
signal in the frequency domain by analysing the spectrum on a logarithmic scale. The
study examines three different recurrent network structures and compares the modeling
of the reverberated signal when each octave of the spectrum is divided into a different
number of bands. Using a model trained for one mid-octave band (No. 7) and tested
as a model for applying the reverberation effect to the remaining 11 bands, it was found
that even a half-tone change in the spectrum should be analyzed separately. To ensure a
good prediction of the full spectrum of the reverberated signal, we need to train a separate
one-dimensional RNN model for each band. This can be defined as a limitation of our
proposed method.

The BiLSTM-based RNN has shown more stable results in part of the frequency
spectrum. Considering that all models were trained using the same audio recordings, it
can be concluded that this type of RNN is more flexible in adapting to frequency changes
related to room reverberation. Future work may explore methods for consolidating these
models or refining the architecture to achieve more efficient and scalable solutions for
modeling reverberated audio across different frequency bands.
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Abstract: The first aim of this paper was to determine the variability in the signal characteristics and
psychoacoustic data of canister-type vacuum cleaners. Fifteen vacuum cleaners with different sound
power levels, provided by the manufacturers, were selected as test units to calculate their acoustic
and psychoacoustic parameters. The selection of the devices was based on an even distribution of
the reported sound power levels. The investigated variability in the acoustic and psychoacoustic
parameters on different vacuum cleaners was discussed to derive the common characteristics of
canister-type vacuum cleaner noise. The derived common characteristics were compared with the
those in the available literature on the noise generation mechanisms of vacuum cleaners. Based on
these characteristics, prototypical vacuum cleaner noise was defined. The second aim of this paper
was to understand the annoyance perception of vacuum cleaner noise. Annoyance assessments were
obtained from two sets of listening experiments. The first listening experiment was conducted to find
the correlates of annoyance evaluations. Loudness, sharpness and tonal components at lower and
higher frequencies were found to be dominant correlates of vacuum cleaner noise annoyance esti-
mations. In the second listening experiment, a possible interaction between loudness and sharpness
was investigated in different listening test methods. The selected loudness and sharpness values for
this experiment were consistent with the observed ranges in the first part. No significant interaction
between loudness and sharpness was observed, although each separately correlated significantly
positively with annoyance.

Keywords: sound quality; annoyance; perception; psychoacoustics; vacuum cleaner noise; household
appliance noise

1. Introduction

Among other appliances, vacuum cleaner noise is one of the most annoying household
appliance noises in our living environments. For users, vacuum cleaner noise creates an
unpleasant feeling, causes fatigue and even causes anger after long usage. For passive
listeners, vacuum cleaner noise makes it almost impossible to concentrate on a task or to
continue verbal communication. Vacuum cleaner noise in indoor spaces can reach up to
70–80 dB(A), which makes normal speech almost inaudible. Research on vacuum cleaner
noise can be divided into two main categories. The first group of studies focuses on the
noise generation mechanisms of a vacuum cleaner and possible design changes for noise
reduction. In contrast, the second group of studies focuses on the noise annoyance evalu-
ation of vacuum cleaners, trying to understand the dominant correlates and developing
sound quality models. At this point, these two group of studies need to be combined: it
is important to understand how specific noise components affect annoyance in order to
effectively reduce the total annoyance perception.

In their recent publication, Yoshido and Hatta [1] investigated the level of discom-
fort created by vacuum cleaner noise for active and passive listening conditions. Under
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active listening conditions, participants used the vacuum cleaners themselves, whereas
under passive listening conditions, participants listened to recorded noise from the same
vacuum cleaners. The main point of this study was to understand the difference between
robot vacuum cleaners and conventional vacuum cleaners. Under the passive listening
conditions, no distracting task was given to the participants. The results showed that the
levels of uncomfortableness were significantly higher under the passive listening condi-
tions. Kumar et al. [2] focused on experimental assessments of annoyance with noise from
three vacuum cleaners and the correlations between psychoacoustic parameters and annoy-
ance evaluations. Annoyance index values for the three vacuum cleaners were calculated
based on the model suggested by Altinsoy et al. [3]. They pointed out that loudness has
a critical significant effect on vacuum cleaner annoyance. Altinsoy [4] investigated the
main signal characteristics of vacuum cleaners, and no difference was observed between
annoyance ratings from single microphone recordings and artificial head recordings. Addi-
tionally, it was found that loudness, sharpness, roughness, tonality and articulation index
values can be used to model the annoyance ratings of participants. In particular, a free
interview conducted with participants at the end of the listening experiments showed that
most of the subjects claimed vacuum cleaner noise to be highly annoying when it disturbed
communication. From this information, the articulation index values were also included in
the developed model of vacuum cleaner noise annoyance.

Martin et al. [5] compared the operating noise of two vacuum cleaners (with and with-
out silent technology) in different usage scenarios (different floor coverings and different
powers) with regard to the overall user experience (UX). They found that the subjective
ratings depended on both the usage scenario and the vacuum cleaner model. The vacuum
cleaner without noise reduction was rated significantly worse by users than the vacuum
cleaner with noise reduction in UX. Furthermore, the rating of annoyance at low power
consumption was different for different floor coverings.

Companies may be reluctant to invest in better sound quality since it is difficult to
quantify the profit return from a better sounding device. Takada et al. [6] investigated this
issue by measuring the participants’ willingness to purchase a product based on its noise.
They suggested that an improvement in sound quality, especially in conditions where
participants were able to listen to the product noise, increased the commercial value of the
better-sounding device and increased the participants’ willingness to buy the product. In
another study by Takada [7], a similar approach was also applied to vehicle-door-closing
sounds. In addition, two experiments on customer product selection based on acoustic
performance were conducted in the same publication, relating to vacuum cleaners and hair
dryers. All these experiments show that a design addressing product sound sufficiently
increases the willingness to buy that product.

In another study, Ih et al. [8] focused on the annoyance estimations of vacuum cleaners
and derived a prediction model for annoyance. One example of vacuum cleaner noise
was recorded, and some frequency ranges were classified in terms of their importance. By
increasing and decreasing the levels of these defined frequencies and using the orthogonal
array technique, they designed listening tests with the aim of developing an annoyance
index for vacuum cleaners. In addition to annoyance, the effects of defined frequency
bands on the “performance”, “loudness” and “sharpness” of the vacuum cleaners were also
investigated in the listening tests. The study concluded with an artificial neural network
model that was developed for the prediction of vacuum cleaner annoyance. Lyon [9] also
used vacuum cleaners as an example in his work to explain the main stages of product
sound quality analyses. Different components of vacuum cleaner noise were modified, and
a listening test was created using a central composite design, so that a smaller number of
stimuli could be used, rather than a full factorial design. The sounds of vacuum cleaner
components (motor sound, suction fan noise, airflow noise and rotating brush noise) were
changed, and it was found that the acceptability function of vacuum cleaner noise was
dependent mainly on the airflow noise and motor noise components. It was explained
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that an equal reduction of 5 dB in both noise sources was required to obtain an optimally
acceptable design.

In their study, Rukat et al. [10] presented a comparison of the acoustic parameters
of a vacuum cleaner on different surfaces. They performed various measurements of
vacuum cleaners in different arrangements, taking into account that vacuum cleaners can
be classified as devices with extensive sound sources. They found that the noise emitted by
vacuum cleaners depends on the type of surface used and the arrangements of the device
(canister and suction nozzle). They also concluded that it is sufficient to parameterize the
acoustic performance of the device with single values, where it would be more feasible for
the well-being of the end user to report the most unfavorable working conditions.

In addition to perceptual studies, other studies have focused on understanding the
noise generation mechanisms of vacuum cleaners. A detailed acoustic characterization
of a wet-type vacuum cleaner was conducted in the publication by Buratti et al. [11].
They explained that the total emitted noise is the sum of several contributions, such as
aerodynamic noise, and mechanical and electromagnetic components. The mechanical and
electromagnetic components generate rotational discrete tonal noise and the aerodynamic
noise generates broadband noise.

In a series of three publications [12–14], Cudina and Prezelj explained the noise
generation mechanisms of a vacuum cleaner in detail. These highly detailed publications
showed the complexity of the generated noise and its components. The first publication
provided an overview of the noise components that can be found in vacuum cleaner noise
and how the mechanical and electromagnetic portions create tonal and broadband noise
characteristics. Moreover, the consideration of the performance and noise characteristics at
the same time offered insight into the inconsistency between the desired suction power and
the noise level. The second publication of this series focused on the aerodynamic portion of
the noise and the effect of blower geometry on different flow rates. A conclusion was made
that vaned diffusers have more disadvantages than advantages and need to be omitted
to reduce noise. The third and final publication of these series explained structure-borne
noise. The researchers also suggested possible improvements for manufacturers to decrease
structure-borne noise in vacuum cleaners.

Novakovic et al. [15] designed a new centrifugal impeller to improve the noise quality
of vacuum cleaners. The aim was to increase the perceived noise quality and not only to
reduce the overall noise level. The optimization process was based on two different general
noise exposure models. They finalized their propeller design with triangular flow channels.
In listening tests, they found that it was possible to make a user-oriented design change
based on the psychoacoustic findings.

Brungart and Lauchle [16] performed sound power level measurements on a handheld
vacuum cleaner to identify the main components of the noise. After analyzing the noise,
they implemented modifications on the fan casing and the blade distribution, which
changed the blade pass frequency. They evaluated the modifications in terms of their
preference in jury testing, especially considering the magnitude of the tonal components in
the overall noise. Brungart et al. [17] investigated the effect of modifications on fans and
motors on an upright vacuum cleaner in another publication. They found that prominent
tonal noise is created by an interaction between the electric motor cooling fan and the
surrounding gussets and posts. They removed these elements in an alternating fashion
such that the first blade passing frequency of the electric motor cooling fan was eliminated.

Teoh et al. [18] made modifications to a canister vacuum cleaner to reduce its noise.
They pointed out that the noise of a canister vacuum cleaner consists of the blade passing
noise generated by motor and the aerodynamically induced airborne noise. Two different
noise reduction methods were used: the introduction of sound insulation panels made of
porous expanded polypropylene and honeycomb noise filters. After these modifications,
the total noise level was reduced by 7.4 dB(A), with a reduction in suction power of
only 0.93%.
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This study focuses on understanding the general sound characteristics of vacuum
cleaners and their annoyance perception. There are many different brands and types of
vacuum cleaners with different designs in the market. The differences in design result
in differences in noise characteristics: some of the devices are loud, whereas some of
them have higher sharpness values. Some of the devices have distinct tonal components,
whereas some of the designs are free from tonality. Then, the main question is what kind of
canister-type vacuum cleaners should be selected and recorded to investigate, as much as
possible, the variability in noise that can be observed, so that the variability in the market
can be properly represented? What is the generic vacuum cleaner noise, and how much
variability can there be between different models? The goal is to select proper samples from
the market such that these selected samples can represent the variability in noise.

To reach this goal, canister-type vacuum cleaners are selected such that the selected
samples can represent the variability in noise. The main aim in this study is to select
devices such that the selected samples can represent the variability in noise from canister
vacuum cleaners.

First, the basic characteristics of vacuum cleaner noise are provided for the selected
examples. Then, the ranges of calculated psychoacoustic parameters for selected vacuum
cleaners are presented. Variability in the acoustic and psychoacoustic parameters on
different vacuum cleaners is discussed to derive common characteristics of canister-type
vacuum cleaner noise. This variability is then related to the available information on the
noise generation mechanisms of vacuum cleaners in the literature. This observed variability
in noise samples in the market is used to set up listening experiments and their ranges.

Afterward, two sets of listening tests are conducted in this study. The first listening
test is an explanatory test to understand the main correlates of vacuum cleaner annoyance.
Based on the results obtained from this test, a second set of listening tests is conducted
to investigate the possible interaction effect on loudness and sharpness using a factorial
design in different testing methodologies.

2. Stimuli—Signal Characteristics of Vacuum Cleaners

2.1. Selection of Vacuum Cleaners

To obtain an overview of vacuum cleaner noise, 15 vacuum cleaners were selected
from the market and recorded under anechoic conditions. The selection of the vacuum
cleaners was performed using the online portals of the two largest consumer electronics
retail companies in Germany. Robot vacuum cleaners, upright vacuum cleaners, handheld
vacuum cleaners and wet-type vacuum cleaners were not taken into account, and only
canister-type vacuum cleaners were selected for this study. For canister-type vacuum
cleaners, there were 155 vacuum cleaners available on both websites at the time this study
was written [19,20].

For the selection of these vacuum cleaners, the maximum electrical power and sound
power levels according to the manufacturers were taken into account. From the available
models, the sound power levels ranged from 57 to 82 dB(A). The median value of declared
sound power levels was 73.4 dB(A), where the upper and lower quartiles were 78 and
69 dB(A), respectively. The maximum electrical power of the canister-type vacuum cleaners
ranged between 130 and 1700 Watts. The median value of the power was 700 Watt, and the
upper and lower quartiles were 1000 and 400 Watts, respectively. The 130-Watt, 1400-Watt
and 1700-Watt models were outliers. For a comparison with the given range of parameters,
the parameter range of the selected 15 devices are listed in Table 1. The sound power levels
of the 15 selected devices are also given in Table 2. The sound power levels of the selected
devices show a good distribution over the defined market range, and no concentration on a
particular sound power level was observed.

The sound power levels according to the manufacturers are provided for the highest
working mode of the vacuum cleaners, as stated in [21]. The annoyance evaluations within
this study were also conducted using the maximum power mode of the selected devices.
However, it might be important to note that lower suction power modes, although quieter,
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might emit different tonal components depending on the rotational speed of the motor,
which might change the annoyance evaluations. This effect was not taken into account in
this study and might be a topic of further investigation. Especially for lower broadband
levels, the effect of the tonal components on annoyance might be more dominant.

Table 1. Market ranges of vacuum cleaners and the corresponding ranges selected for this study.

Available in the Market Selected

Minimum Maximum Minimum Maximum

Sound Power Level (dB(A)) 57 82 59 82
Maximum Power (Watt) 130 1700 600 1400

Table 2. Sound power levels for the selected vacuum cleaners according to their manufacturers
(in dB(A)).

Device Number
Sound Power
Level (dB(A))

Device Number
Sound Power
Level (dB(A))

Device Number
Sound Power
Level (dB(A))

1 71 6 79 11 63
2 71 7 82 12 79
3 70 8 66 13 59
4 61 9 74 14 72
5 80 10 77 15 68

2.2. Recordings

The selected vacuum cleaners were recorded in a fully anechoic environment. There
are two main working conditions of a vacuum cleaner: the first one is on hard flooring
and the second one is on carpet. Since carpet might affect noise emission, both conditions
were taken into account in this study. Vacuum cleaners were positioned directly on a
reflective, heavy surface or on a carpet placed on top of this surface. Single microphone
recordings were obtained by placing the microphone directly in front of the vacuum cleaner
at a distance of 0.75 m and a height of 1.5 m. For the recordings, the vacuum cleaners were
positioned on top of the reflective plane, as stated in the standard, for determination of the
airborne acoustical noise of vacuum cleaners [21] (Figure 1).
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Figure 1. Positioning of the vacuum cleaner, as described in [21].

2.3. Signal Characteristics

Vacuum cleaner sounds are usually characterized by band noise with tonal compo-
nents [12]. Figures 2 and 3 show the FFTs and spectrograms of all recorded vacuum cleaners
on hard flooring, respectively. Figure 2 was plotted with 1/24 octave smoothing so that

51



Appl. Sci. 2023, 13, 6136

the differences between different vacuum cleaner recordings are easier to observe. For
hard flooring, considering the threshold of hearing, the overall frequency range of vacuum
cleaner noise is from 70 Hz up to 10 kHz. In most cases, there is a tonal component at
100 Hz, with different intensities for different brands and types. Usually, at approximately
500 Hz and 5000 Hz, vacuum cleaner noise reaches its maximum A-weighted level. On
top of the 100 Hz tone, there are usually other tonal components observed with respect to
vacuum cleaner sounds. At approximately 500–750 Hz, a single tone component exists for
some vacuum cleaners, and some other tonal components are present in the 3000–5000 Hz
range. Additionally, for some models, it is possible to observe tones at approximately
10 kHz. Finally, the variation in the levels between 500 Hz and 10 kHz can be up to 15 dB.

Figure 2. FFTs of all 15 vacuum cleaner noise for hard flooring case (1/24 octave intensity averaging
smoothing, A-weighted; spectrum size: 4096).

 

Figure 3. Spectrograms of 15 selected vacuum cleaner noise recordings on hard flooring (A-weighted,
spectrum size: 4096).

Vacuum cleaner sound is stationary. It can be seen in Figure 3 that all of the example
vacuum cleaner sounds show no significant fluctuation over time. Tonal components (for
example, approximately 500 Hz for the ninth vacuum cleaner) stay constant as the device
keeps running.

The range of acoustic parameters for the 15 selected vacuum cleaner sounds for the
hard flooring and carpet cases are given in Table 3. The loudness values were calculated
according to the ISO 532-1 standard [22]. The DIN 45631 [23] and ISO 532-2 [24] stan-
dards were omitted in this paper since, for broadband noises such as vacuum cleaners,
the three standards delivered similar values. The sharpness values were calculated ac-
cording to the publications of Aures and Bismarck, as well as the German Standard DIN
45692 [25–27]. It is important to note that the results from these different models differ
in one important aspect: the Bismarck and DIN 45692 models do not take into account
the influence of intensity of the signal on sharpness perception; hence, these models are
usually used for sounds with similar loudness values. The Aures model, on the other
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hand, takes into account the influence of loudness of the signal on sharpness perception.
However, one of the focuses of this paper is to investigate the possible interaction between
loudness and sharpness. Hence, these three different sharpness models were taken into
account since they have different methods of including the effect of loudness on sharpness
perception. Eventually, three different sharpness values were calculated: the first one is
Aures sharpness, with the loudness values calculated according to ISO 532-1; the second
one is the Bismarck sharpness, with the loudness values calculated according to ISO 532-1;
and the last one is DIN 45692 sharpness, with the loudness values calculated according to
DIN 45631. Finally, single value tonality values were calculated based on the publications
of Aures and Terhard [25,28] and on the hearing model of Sottek [29]. Both models have
a psychoacoustic basis, but there are also clear differences. The Aures model starts from
Zwicker loudness and extracts the tonal components from a FFT spectrum. The degree
of tonality is calculated based on the ratio of tonal to non-tonal loudness as a function of
time. Spectral information is not included in this model [30]. On the other hand, the Sottek
model includes a hearing model approach in which the signal is first filtered through the
outer and middle ear filtering and the partial loudness of tonal to non-tonal content in
critical bands is calculated to determine the tonal loudness. In addition, recent studies
have found [31–38] that the perception of tonal content is frequency-dependent, so the
final decision on the strength of the tonal content takes into account the frequency of the
tone. Additionally, the distribution of the aforementioned psychoacoustical parameters
over 15 vacuum cleaners can be found in Figures 4–6. From the calculated values, it can be
observed that the variations over loudness and sharpness show a fine distribution over the
defined range. The tonality values also show a degree of distribution for tuHMS values
between 0 and 1.3, with one outlier with strong tonality.

Table 3. Calculated minimum and maximum acoustic and psychoacoustic measures among different
vacuum cleaners for the hard flooring and carpet cases.

Case Parameter Min Max Unit

Hard Flooring

Level 64.3 76.7 dB
A-weighted level 61.4 76.4 dB(A)
Loudness (ISO 532) 15.5 38.5 sone
Sharpness (DIN 45631 and ISO 532 + Aures) 2.82 4.5 acum
Sharpness (DIN 45692 − DIN 45631) 1.76 2.15 acum
Sharpness (DIN 45631 and ISO 532 + Bismarck) 1.62 1.95 acum
Tonality (Aures) 0.0505 0.2470 tu
Tonality (Hearing Model) 0.06 2.51 tuHMS

Carpet

Level 59.7 76.1 dB
A-weighted level 52.1 75.4 dB(A)
Loudness (ISO 532) 8.6 36.4 sone
Sharpness (DIN 45631 and ISO 532 + Aures) 2.47 4.43 acum
Sharpness (DIN 45692 − DIN 45631) 1.63 2.15 acum
Sharpness (DIN 45631 and ISO 532 + Bismarck) 1.5 1.97 acum
Tonality (Aures) 0.0598 0.3230 tu
Tonality (Hearing Model) 0.05 1.95 tuHMS

The frequency content of the emitted noise strongly depends on the positioning of
the vacuum cleaner (hard flooring or carpet). Since it absorbs some of the emitted energy
in the mid- to high-frequency range, the carpet condition changes the noise. To illustrate
this effect, Figure 7 shows the spectra of all recorded vacuum cleaners with and without a
carpet. The left panel shows the spectra for the recordings without a carpet, and the right
panel shows those with a carpet. The figure colors were intentionally kept in greyscale so
that the differences between the hard flooring and carpet cases could be easily compared.
In this figure, it can be seen that the levels can be lowered by up to 10 dB in the regions
above 500 Hz. This shows that the variation in the recordings and stimuli pool can be
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even broader if the carpet case and the hard flooring case are used simultaneously for
listening experiments.

Figure 4. Calculated loudness values for all 15 vacuum cleaners based on ISO 532-1 (recordings on
hard flooring).

Figure 5. Calculated sharpness values for all 15 vacuum cleaners based on three different sharpness
models (recordings on hard flooring).

Figure 6. Calculated tonality values for all 15 vacuum cleaners based on two different tonality models
(recordings on hard flooring).
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(a) (b) 

Figure 7. Frequency content of every vacuum cleaner recorded: (a) hard flooring; (b) carpet (A-
weighted, spectrum size: 4096).

Considering the aforementioned observations, typical vacuum cleaner noise can be
described and visualized as in Figure 8. The A-weighted level increases up to 500 Hz;
then, a slight decrease is observed up to the 5 kHz range. From the 5 kHz range, a steep
decrease in the overall A-weighted level can be observed. There are different ranges
of these broadband noise characteristics for different vacuum cleaners, as shown by the
dotted lines in Figure 8. In addition to these frequencies, a 100 Hz tone is observed for
almost all vacuum cleaners. The intensity of this tonal component also varies between
different models. Finally, above 500 Hz, tonal components can be observed in various
vacuum cleaners, and their frequency, number and intensity change between different
brands/models.

Figure 8. Average vacuum cleaner noise and possible variations. The dotted lines show the variation
between different brands and models. Possible tones were also represented (for spectrum size: 4096).

Furthermore, in addition to the single value tonality calculations based on the Aures
model, tonal components were calculated based on DIN 45681 [39] and the hearing model
of Sottek [29]. The calculated tones where the penalty values are equal to or greater than
2 dB, for both the hard flooring and carpet cases, are given in Figures 9 and 10. It can
be seen that the penalty values calculated for 100 Hz tones are higher for DIN 45681;
however, since the hearing model tonality includes the frequency-dependent perceptual
characteristics of tonal components, the calculated tonality values for higher frequencies
dominate in Figure 10. For both figures, tonal content was divided into three main regions
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shown in different colors: blue color represent the tonality around 100 Hz (Tonality LOW),
orange color represent the tonality around 200–800 (Tonality MID) and lastly, yellow color
represent the tonality around 1000–10,000 Hz (Tonality HIGH).
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Figure 9. Calculated tonal components of which the penalty value is more than 2 dB according
to DIN 45681, for both the hard flooring and carpet cases. These components are grouped into
LOW–MID–HIGH regions.
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Figure 10. Calculated specific tonality based on hearing model of Sottek, for both the hard flooring
and carpet cases. Calculated values are grouped into LOW–MID–HIGH regions.

3. Listening Test 1

The first listening test was conducted to understand the main correlates of annoyance
due to vacuum cleaner noise. Participants were asked to rate their perceived annoyance on
a rating scale with verbal anchors in the form of a slider. Twenty-one people participated in
the listening test, which was conducted in a soundproof audiometric booth. The listening
test was performed with both original and synthesized recordings. These additional
vacuum cleaner samples were created to increase the variation in the data. The correlation
between psychoacoustical parameters and the annoyance estimations was calculated at the
end of the listening test.

3.1. Stimuli, Subjects and Test Method

For the first listening test, in addition to the original recordings, new synthesized
recordings were obtained by parameterizing the main signal characteristics to increase the
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variability in the data. Finally, 92 stationary 5 s stimuli were obtained from 15 different
vacuum cleaners. The following methods were used to modify the original signals and to
obtain new stimuli for the listening tests:

- Original stimulus (hard flooring and carpet conditions);
- Recording of only the housing of the vacuum cleaners (without brushes or the suc-

tion hose);
- Increasing/decreasing the overall level;
- Filtering out the dominant tonal components (depending on the frequency of the

existing tonal component);
- Low-pass filtering at 2 kHz and 4 kHz to increase the variability in the bass–treble ratio.

These new stimuli were created to increase the possible variation and coverage. Al-
though the vacuum cleaner selection was carried out with justification (using maximum
electrical power and sound power levels as descriptors), it is still a sample and might
not fully represent every vacuum cleaner in the market. With these additional stimuli,
we aimed to cover any other vacuum cleaner in the market not directly included in the
first selection and any possible future developments that might be introduced in vacuum
cleaner design with technological developments.

An example signal manipulation is shown in Figure 11: The original signal was found
to have tonal components at 200 Hz, 300 Hz and 500 Hz. In the second step, the 200 and
300 Hz components were taken out, and in another step, the 500 Hz component was taken
out. Afterwards, the overall signal levels were changed by +6 dB, −6 dB and −12 dB.
Other signals were also manipulated in this way to obtain more variation in the data. The
calculated acoustical and psychoacoustical parameters and the standard deviations after
the signal manipulations are shown in Table 4.

 

Figure 11. Synthesizing new stimuli: one example case, from left to right: original case, bandstop
200 Hz and 300 Hz, bandstop 500 Hz, 6 dB increase, 6 dB decrease, and 12 dB decrease (spectrum
size: 4096).

Twenty-one subjects participated in the test, which was conducted in a soundproof
audiometric booth. Eight participants were female, and thirteen participants were male.
The age of the participants ranged from 23 to 63 years, with a mean of 37.7 and a standard
deviation of 12.7. None of the participants reported having a known hearing problem, rather
than age-related hearing loss. The overall variability in the loudness, sharpness and tonality
values were assessed before the test, and 20 stimuli were selected for training. The training
stimuli were selected to contain a representative range of sound levels and loudness,
sharpness and tonality values. All subjects voluntarily participated in the experiment. At
the beginning of the test, participants were informed about the contents of the test (vacuum
cleaner noise assessments) and the test procedure. The training session and the test session
were described. Participants were told that they had to familiarize themselves with the
training session information for the real test. The graphical user interface was explained to
the participants together in the experiment room. The first signal playback was conducted
together with the participant to ensure that the sound reproduction system was working
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properly and that the participants were comfortable with the signals and the headphones.
For the listening experiment, a slider scale was used, where the participants were asked
to evaluate the annoyance of the sounds (“How do you evaluate the annoyance?”) on a
quasi-continuous scale (from 0 to 100 with a step size of 1) with equidistant neighboring
categories (not at all, slightly, moderately, very or extremely) (Figure 12). Stimuli were
played in a randomized order for each participant.

Table 4. Calculated minimum and maximum acoustic and psychoacoustic measures, as well as
standard deviations after modification of the stimuli.

Parameter Min Max STD Unit

Level 44.1 76.7 6.1 dB
A-weighted level 40.1 76.4 7.7 dB(A)
Loudness (ISO 532) 3.3 38.5 8.5 sone
Sharpness (ISO 532 + Aures) 1.54 4.49 0.65 acum
Sharpness (DIN 45692 − DIN 45631) 1.16 3.27 0.28 acum
Sharpness (ISO 532 + Bismarck) 1.12 2.93 0.24 acum
Tonality (Aures) 0.0433 0.3230 0.0536 tu
Tonality (Hearing Model) 0.04 2.51 0.42 tuHMS

 

Figure 12. Graphical user interface used for slider scale experiment.

3.2. Results

The distributions of the mean annoyance evaluations showed that the participants
used most of the available surface range for the evaluations. For the first listening test, the
minimum and maximum of the mean annoyance evaluations were 5.6 and 96.7, respectively,
and the mean average annoyance estimations and the median average annoyance estima-
tions were 49.3 and 52.1, respectively. The quartiles of this distribution were 69.2 and 37.8.

The correlations between the calculated parameters and annoyance estimations can be
found in Table 5. The sample size in these calculations was large, with 92 stimuli. Since the
significance test for the correlation also depends on the sample size, it was possible to obtain
significant or highly significant correlation values, even though the calculated correlation
coefficient was only 0.25. At this point, it is important to focus on the interpretation of
strong or weak correlations in correlation coefficients. Weak but significant correlations are
not meaningful from a psychoacoustic point of view, as this effect is rather small but could
be demonstrated due to the large sample.

The first explanatory investigations show that overall levels (dB(A) values, as well
as loudness) play a crucial role in annoyance estimations (correlation 0.966 for dB(A) and
0.963 for loudness), which is consistent with many other publications on sound quality,
as well as the cited publications for vacuum cleaners. The effect of sharpness was also
found to be large with high significance. It is important to note that the correlations
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change significantly depending on the applied sharpness calculation method. Sharpness
calculations based on the method of Aures show higher correlations (0.763 with ISO
532-1 loudness calculations) than the model of Bismarck (0.261 with ISO 532-1 loudness
calculations) and DIN 45692 (0.261 with DIN 45631 loudness calculations). This result is
rather expected, since the Aures sharpness model includes the effect of loudness variations
in comparison with the Bismarck model and the DIN 45692 standard. This effect can be
described as a possible multicollinearity between these two parameters.

Table 5. Correlations between annoyance estimations and psychoacoustic parameters.
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Annoyance 1 0.966 ** 0.963 ** 0.763 ** 0.257 * 0.261 * −0.140 0.439 **
dB(A) 1 0.962 ** 0.689 ** 0.148 0.149 −0.187 0.408 **
Loudness (ISO) 1 0.778 ** 0.244 * 0.245 * −0.056 0.493 **
Sharpness (ISO + Aures) 1 0.794 ** 0.793 ** −0.86 0.439 **
Sharpness (ISO + Bismarck) 1 0.999 * −0.105 0.157
Sharpness (DIN) 1 −0.096 0.157
Tonality (Aures) 1 0.512 **
Tonality (HMS) 1

* Correlation is significant at the 0.05 level (2-tailed) ** Correlation is significant at the 0.01 level (2-tailed).

Finally, single value tonality calculations based on the model of Aures model were not
correlated with mean annoyance evaluations (−0.140), whereas the calculations based on
the hearing model have significant moderate correlations with mean annoyance evaluations
(0.439). On the other hand, there is also an almost equally high correlation between the
loudness of the stimuli and the single value tonality calculations based on the hearing
model (0.493). The effects of overall loudness of the signals on tonality perception, as well
as the frequency-dependent characteristics of tonality perception, are already included
within the hearing model of tonality [37]. The expert panel of listeners usually complained
about the noise samples after the experiment when there was a dominant salient tonal
component. Almost every participant mentioned this tonality problem, although the cal-
culated correlation was moderate. This phenomenon can be better explained in Figure 13.
Correlation looks for a linear relationship between the input and output parameters; how-
ever, the tonality calculations show a usual stepwise behavior. Some of the stimuli have
no or almost negligible tonality, while some of the stimuli have higher tonal components.
In particular, the right panel of Figure 13 shows that, whenever a stimulus has a strong
tonality based on the hearing model, the mean annoyance evaluations for this stimulus
was usually 80 or above.

Since it is known from the recent literature that the effect of single tones in annoyance
depends on the frequency of the tone (see, for example, References [34,36,37]), another
method was used to calculate the correlations between the tonality and annoyance es-
timations. The tonal components in the vacuum cleaner noise are mainly clustered in
three distinctive regions. These regions can be seen in Figures 9 and 10. The first region
includes the tones at approximately 100 Hz, the second region includes the tones between
200 Hz and 1000 Hz, and the last region includes the tones above 1000 Hz. These three re-
gions were defined as Tonality LOW, Tonality MID and Tonality HIGH. Tonality values
were calculated for these defined frequency ranges based on DIN 45681 [39] and the hearing
model of Sottek [29], and if more than one tonal component was present in these ranges,
the maximum tonal penalty value was calculated.

The correlation values were calculated for the newly defined single values and were
presented in Table 6. For readability reasons, redundant or repetitive parameters were
removed from Table 5. Here, it can be seen that, based on hearing model tonality, the low-
frequency region (100 Hz) and the high-frequency region (over 1000 Hz) show moderate
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correlation between mean annoyance evaluations. Similar observations cannot be made
for the DIN 45681 tonality calculations for the low, mid and high regions. Finally, similar
investigations can also be found in Figure 14, where the stimuli with higher tonality values
in the low and high ranges (hearing model) tend to have higher mean annoyance ratings
(lower left and lower right panel of this figure).

(a) (b)

Figure 13. Mean annoyance evaluations vs. single value tonality calculations, based on (a) Aures
model; (b) hearing model.

Table 6. Correlations between annoyance estimations and selected psychoacoustic parameters with
defined tonality regions.

Pearson Correlation—Listening Test 1 (Tonality)
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Annoyance 1 0.963 ** 0.763 ** −0.200 −0.260 * 0.249 * 0.354 ** 0.225 * 0.454 **
Loudness (ISO) 1 0.778 ** −0.133 −0.155 0.247 * 0.386 ** 0.324 ** 0.469 **
Sharpness (ISO + Aures) 1 −0.091 0.031 0.046 0.272 ** 0.247 * 0.439 **
Tonality LOW (DIN) 1 0.349 ** −0.019 0.692 ** 0.321 ** 0.018
Tonality MID (DIN) 1 −0.238 0.184 0.696 0.034
Tonality HIGH (DIN) 1 0.342 ** 0.047 0.572 **
Tonality LOW (HMS) 1 0.543 ** 0.539 **
Tonality MID (HMS) 1 0.322 **
Tonality HIGH (HMS) 1

* Correlation is significant at the 0.05 level (2-tailed) ** Correlation is significant at the 0.01 level (2-tailed).

Ultimately, it was found that the annoyance estimations of vacuum cleaners depend
mainly on the overall loudness of the signal, the degree of higher frequencies (hence
sharpness), and the possible tonal components at lower and higher frequencies, mainly
above 1 kHz based on the hearing model tonality. The same conclusion cannot be drawn
from the use of DIN 45681. The effect of higher frequencies seems to be stronger than that
of the low-frequency 100 Hz tone, which is also partly consistent with the results in [8],
where the participants responded to the change in level up to 600 Hz with an increase
in performance and loudness perception, while this change had no effect on annoyance
perception. However, in this listening experiment, low-frequency tonality was moderately
correlated with annoyance, although it was only valid for one tonality model.
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(a) (b) (c)

(d) (e) (f)

Figure 14. Mean annoyance evaluations vs. single value tonality calculations, based on (a) DIN
45681—Low; (b) DIN 45681—Mid; (c) DIN 45681—High; (d) Hearing Model—Low; (e) Hearing
Model—Mid; (f) Hearing Model—High.

4. Listening Test 2 (Comparison of Different Test Methods and Loudness vs. Sharpness
Factorial Design)

The second listening test was performed to investigate the possible interaction be-
tween loudness and sharpness. Stimuli were generated in the form of a factorial design,
with selected loudness and sharpness values. One sample of vacuum cleaner noise without
tonal components was selected, and its loudness and sharpness values were systematically
changed by filtering. Four different sub-tests were conducted to investigate this possible
interaction. In addition, three different experimental methods were used in these sub-
tests to investigate the possible bias due to the experimental method. Nine participants
were asked to rate annoyance of the vacuum cleaner noise signals in these three experi-
ment methods. Finally, the results from the different test methodologies were compared
and a repeated measures ANOVA was conducted to investigate the possible loudness
sharpness interaction.

4.1. Stimuli, Subjects and Test Methods

Listening test 1 showed that loudness and sharpness have a significant effect on annoy-
ance perception. However, it was not clear from this experiment if there was an interaction
effect between these two parameters, i.e., higher-frequency content might influence the an-
noyance estimations as a function of the overall loudness of the stimulus. Multicollinearity
is an important problem in statistical modeling that could lead to redundant input param-
eters in developed quality models. Moreover, the mathematical definitions of loudness
and sharpness have a strong correlation from a purely acoustical point of view [40]. These
two facts are particularly critical in sound quality evaluations of vacuum cleaners, where
the loudness and sharpness play important roles. First, it can be interpreted from verbal
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descriptions of the participants that, when the stimuli are louder, the stimuli with stronger
high-frequency content are perceived as more annoying. However, we know from the
definition that an increase in higher frequencies increases loudness as well as sharpness
but at a different rate of change. For this reason, it is necessary to investigate whether there
is an interaction effect between these two parameters.

To analyze this possible interaction effect, a series of listening tests was designed, in
each of which the loudness and sharpness values were varied in the context of a factorial
design. Listening test 2 was divided into four parts. Part 1 included a slider scale experiment
with a 3 × 3 factorial experiment design for loudness and sharpness. Part 2 included a
magnitude estimation test with a similar 3 × 3 factorial design. Part 3 of the listening
test had the same 3 × 3 factorial design, but this time, a random access method was used.
In Part 4, the factorial design was changed to 5 × 3 for loudness and sharpness, and the
random access method was used.

Moreover, in addition to the possible loudness–sharpness interaction effect, this section
also compares the different test methods to discuss the advantages and shortcomings in
factorial design experiments. Mainly, for Parts 1, 2 and 3, the slider scale, magnitude
estimation and random access methods were applied for the same stimuli under the same
reproduction conditions. Finally, in Part 4, the variability in the loudness was extended in
both directions so that the possible interaction effects can also be observable in the quieter
and louder stimuli.

For Parts 1, 2 and 3, a 3 × 3 factorial design was used for the loudness and sharpness
values. For Part 4, a 5 × 3 factorial experimental design was used for loudness and
sharpness values. The only difference in Part 4 was that the maximum and minimum
values of the loudness values were extended. The values used for each factorial design
can be found in Table 7. Here, stimuli 4–12 were used for the 3 × 3 design (numbers
with an asterisk), and stimuli 1, 2, 3, 13, 14 and 15 were added for the 5 × 3 design. The
loudness values, calculated according to the standard ISO 532-1 [22], were selected to be
approximately 16 sone, 20 sone and 25 sone for the 3 × 3 design. These values were selected
such that they are in the limits measured for each vacuum cleaner given in Table 3. For
the 5 × 3 factorial design, the loudness values were extended to 13, 16, 20, 25 and 30 sone.
Meanwhile, the sharpness values, calculated according to the calculation method of Aures
([25] with [22]), were selected as 2.4, 2.9 and 3.3 acum.

To obtain vacuum cleaner noise with different sharpness values, a parametric IIR
low-pass filter was applied to a selected vacuum cleaner recording. The cutoff frequency of
the low-pass filter was set to 4000 Hz. Around this particular frequency, vacuum cleaner
noise decreases, and this decrease is different for different vacuum cleaners. Three different
parametric low-pass filters with three different Q values were used, so the slope of each line
in the FFT was different. Therefore, it was possible to obtain vacuum cleaner noise with
different high-frequency components and thus different sharpness values. Since changing
the high-frequency content affects the overall loudness of the sound, the overall level is
slightly shifted for each filter case. As a result, the same loudness values are obtained.
One example is shown in Figure 15. Here, three stimuli have the same loudness but
different sharpness values.

To generate the stimuli in this listening experiment, one original stimulus was taken
as the basis. This original sound was selected such that the signal had no tonal components,
a loudness of 20 sone (ISO 532-1) and a sharpness of 3.13 acum (Aures). Both loudness
and sharpness values lie in the middle of the observed loudness and sharpness ranges.
Intentionally, a stimulus without a tonal component was selected to eliminate any possible
bias originating from the tonal component in this listening experiment.

Three different test methodologies were compared for factorial design experiments 1,
2 and 3 (Figure 16). For these three experiments, the slider scale, magnitude estimation and
random access methods were used. The slider scale experiment (Figure 16, part a) used a
quasi-continuous rating slider with verbal anchors (from 0 to 100 with a step size of 1) with
equidistant neighboring categories (not at all, slightly, moderately, very or extremely), as in
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listening test 1. Participants used this slider to rate the annoyance of the given stimuli. The
appearance of the stimuli was randomized for each participant, and participants were not
allowed to navigate back and to change their evaluations for previous stimuli.

Table 7. The 5 × 3 and 3 × 3 factorial designs (loudness vs. sharpness).

The 5 × 3 and 3 × 3 Factorial Designs on Loudness and Sharpness

Stimulus # Experiment Design Loudness (sone) Sharpness (acum)
1 5 × 3 13.1 2.4
2 5 × 3 13.3 2.97
3 5 × 3 13.4 3.47

4 3 × 3 & 5 × 3 16.4 2.42
5 3 × 3 & 5 × 3 16.2 2.9
6 3 × 3 & 5 × 3 16 3.34
7 3 × 3 & 5 × 3 20.8 2.48
8 3 × 3 & 5 × 3 20.2 2.87
9 3 × 3 & 5 × 3 20 3.34

10 3 × 3 & 5 × 3 25 2.57
11 3 × 3 & 5 × 3 25 2.93
12 3 × 3 & 5 × 3 25 3.34

13 5 × 3 30 2.65
14 5 × 3 30 2.91
15 5 × 3 30 3.29

Figure 15. Frequency content of example stimuli 1, 2 and 3, which have the same loudness but
different sharpness values (spec size: 4096).

In the magnitude estimation experiments (Figure 16, part b), an anchor stimulus and a
defined annoyance value for that particular anchor stimulus were used. Participants were
then asked to rate the annoyance of a particular stimulus relative to the anchor stimulus.
The reference value for annoyance was set to 100 for the anchor stimulus. Participants
could listen to the two given sounds as many times as necessary and they gave their ratings
by entering a number in the free space below the play button. The order of the stimuli was
also random, as in the slider scale experiment. This random order was different for each
participant, and participants could not go back and change their ratings.

Lastly, the random access method (Figure 16, part c) used a user interface where all of
the stimuli were presented to the participant simultaneously. At any time, the participant
could click the play buttons in any order to listen the stimuli, could compare them in pairs
and could change their previously established response. They could drag and drop the
playback icons to the field, which contained the same verbal anchors as in slider scale
experiment. The position of the playback icon (i.e., stimulus) on the y-axis was taken as the
rating of a participant.
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(a) (b) 

(c) 

Figure 16. GUIs of the three different test methodologies used in Parts 1, 2 and 3: (a) slider scale;
(b) magnitude estimation; (c) random access method.

The main difference between the random access method and the slider scale method
is that, in the random access method, participants can always replay all stimuli, can
change their decisions and have a better sense of control over their evaluations. However,
the number of stimuli in such experiments is rather limited. Firstly, the user interface
does not have enough space for an unlimited number of playback icons, and secondly,
participants reported that, as the number of stimuli increased, it became more difficult
to make a decision. When the “evaluation field” was filled (when a participant moved
all the playback icons to their correct locations), participants clicked “evaluate” to submit
the results.

Similar to listening test 1, the question was “How do you evaluate the annoyance?”,
and participants were given the categories “not at all”, “slightly”, “moderately”, “very”
or “extremely”. For the magnitude estimation test, the question was changed to “How do
you evaluate the annoyance of signal A, compared to the signal B?” For the magnitude
estimation procedure, stimulus 1 (lowest loudness and sharpness values) was used as the
anchor stimulus.

Part 1 used a slider scale evaluation, Part 2 used a magnitude estimation, and Parts 3 and
4 used the random access method. Nine subjects participated in all parts of the experiment.
The experiments were conducted in a soundproof audiometric booth. Three participants
were female, and six participants were male. The age of the participants ranged from 25 to
38 years, with a mean of 31.6 and a standard deviation of 3.9. None of the participants
reported having a known hearing problem. In each of these experiments, participants were
given instructions similar to those in listening test 1.
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4.2. Results

The results of Parts 1, 2 and 3 can be seen together in Figure 17. For Part 1 and Part
3, the average annoyance evaluations and standard deviations were calculated from the
individual ratings of participants. The results of Part 2 are shown on a second axis in
the same graph. The main reason for this visualization was because the evaluations from
a magnitude estimation are ratio-scaled quantities. The evaluations of each participant
were linearized by taking the log10 of each value. Since the first stimulus was an anchor
stimulus with a reference value of 100, participants evaluated this signal as 100, which
was shown in a linearized way as the number “2” in this figure. Similarly, if a participant
rated a stimulus as “200” (two times more annoying than the anchor stimulus), this was
represented approximately as 2.30 on this graph.

Figure 17. Results of Parts 1, 2 and 3 with the same stimuli and three different testing methods
(slider scale, magnitude estimation and random access method, respectively). Results of Part 1 and
Part 3 were gathered by calculating the arithmetic mean values of the results, as well as standard
deviations. For Part 2, on the other hand, since the magnitude estimation test provides ratio-scaled
data, results are linearized by taking the log10 of the values and given in the second y-axis. Averages
and standard deviations were calculated after the linearization.

A similar trend was observed between the three different methodologies, whereas the
‘drops’ between the different loudness levels (stimuli 3 to 4 and stimuli 6 to 7) were more
obvious in the magnitude estimation. The slider scale and the random access methods
had similar trends. These evaluation methods used the same scale and eventually showed
similar standard deviations. In both cases, participants had a limited response scale, where
they had to provide answers between the predefined numbers (i.e., 0–100), which reflect
the categorizations with verbal anchors. Depending on the number of stimuli used for a
listening experiment in annoyance evaluations, both methods can be used interchangeably.
However, for an experiment with a large number of stimuli, the random access method can
be disadvantageous for a participant, since it might be overwhelming to place many sound
samples on the evaluation surface at the same time. From a similar perspective, access to
all stimuli encourages a participant to play back every possible pair, which might lead the
multiple-stimulus evaluation method to become a pairwise evaluation method. In contrast,
in the slide scale method, where participants evaluated a single stimulus in each round,
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they usually reported that they were not sure at the beginning of the test, so they wanted to
change their previous evaluations depending on the newly available stimulus. The slider
scale method does not provide participants an opportunity to go “back” and “correct” their
response. However, with a proper training session and randomization of the order of the
stimuli for each participant, we can eliminate this possible bias, which we call “beginning
bias”. Eventually, for the case with nine stimuli, both methods showed similar tendencies.

However, a magnitude estimation has its own advantages and disadvantages. The
main disadvantage of using a magnitude estimation in annoyance evaluations is the
question itself. The main feedback from the participants was that they could not estimate
“what was two/three times more/less annoying”. These estimations are more suitable for
evaluating better scalable quantities, for example, “two times longer” or “three times larger
surface area”. For a line with a given length, participants can better “estimate” the length of
a second line; however, the same approach is not always clear for participants of annoyance
evaluations. The second disadvantage can be seen in the selection of the anchor stimulus.
Here, stimulus 1, which had the lowest loudness and sharpness values, was selected as the
anchor stimulus. Each comparison that depends on this particular stimulus can generate
different biases [41]. However, a more detailed investigation of every possible pairwise
comparison of the data can be provided using a magnitude estimation. For example, a
comparison of pairs 1–3 and 1–4 showed that participants could tolerate a louder tone
(stimulus 4) better than a stimulus with the same loudness but relatively high sharpness
(stimulus 3). However, the standard deviation of stimulus 3 makes this inference relatively
difficult. In contrast, it was not possible to state a similar trend between stimuli 3 and 4 for
Part 1 and Part 3.

The individual results for each part are shown in Figures 18–21. In these four figures,
the annoyance estimations of each loudness level and sharpness level are averaged over the
number of subjects, and the error bars represent the 95% confidence intervals. In all four re-
sults, curves representing the different sharpness levels were almost parallel to each other,
indicating no interaction between these two quantities. The rate of change of annoyance
with changing sharpness was not different at each loudness level. In addition, a repeated
measures ANOVA was performed for all tests. There was a separate statistically significant
effect of loudness for all parts. The same significant effect was observed for sharpness.
However, the interaction effect between loudness and sharpness was not significant in all
cases. The results of the repeated measures ANOVA can be found in Table 8.

Figure 18. Average annoyance evaluations for each loudness and sharpness level for Part
1 (bars 95% CI).
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Figure 19. Geometric average annoyance evaluations for each loudness and sharpness level for Part
2 (bars 95% CI).

Figure 20. Average annoyance evaluations for each loudness and sharpness level for Part 3 (bars
95% CI).

Finally, a comparison between Part 3 and Part 4 is shown in Figure 22. The three pan-
els of this figure show the three sharpness levels used in both experiments. Part 4 has
five loudness levels, whereas Part 3 has three loudness levels. In each panel of this figure,
it can be seen that the slopes are almost the same in both experiments. This means that
changing the loudness at each sharpness level results in an equal change in annoyance
for both experiments. In the right panel, it is possible to see that the absolute annoyance
evaluations for Part 3 are higher than those for Part 4. It appears that the participants scaled
their evaluations for the maximum loudness and sharpness levels to fit within the given
evaluation space (from 0 to 100).
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Figure 21. Average annoyance evaluations for each loudness and sharpness level for Part 4 (5N × 3S)
(bars 95% CI).

Table 8. Results of the repeated measures ANOVA for loudness, sharpness and loudness–
sharpness interaction.

Part Loudness Sharpness Loudness × Sharpness

1 F(1.15, 9.37) = 44.73
p < 0.001, partial η2 = 0.85

F(2, 16) = 11.46
p < 0.001, partial η2 = 0.59

F(4, 32) = 2.13
p = 0.100, partial η2 = 0.21

2 F(1.15, 9.18) = 46.26
p < 0.001, partial η2 = 0.86

F(1.14, 9.13) = 20.15
p < 0.001, partial η2 = 0.72

F(1.88, 15) = 1.27
p = 0.308, partial η2 = 0.14

3 F(2, 16) = 36.05
p < 0.001, partial η2 = 0.82

F(1.2, 9.57) = 16.32
p = 0.002, partial η2 = 0.67

F(4, 32) = 1.36
p = 0.270, partial η2 = 0.15

4 F(1.31, 10.47) = 53.77
p < 0.001, partial η2 = 0.87

F(1.13, 9) = 24.56
p < 0.001, partial η2 = 0.75

F(8, 64) = 1.92
p = 0.072, partial η2 = 0.19

Figure 22. Comparison of Part 3 and Part 4: random access method with different loudness ranges
(bars 95% CI).
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5. Summary and Discussion

This study included a wide range of vacuum cleaner recordings selected from the mar-
ket in a controlled manner. In particular, the sound power levels of the devices according
to the manufacturers show a fine distribution among the observed ranges in the market,
and the distribution is not stacked or concentrated on specific dB(A) values.

The recordings showed the variability in acoustic and psychoacoustic parameters
and their ranges among the selected devices. Based on this observed variability, it was
possible to derive the common characteristics of canister-type vacuum cleaner noise. These
common characteristics were then compared with those in the literature on vacuum cleaner
noise generation mechanisms. The observed variability was comparable with those in the
literature. The measured ranges can be considered the limits of acoustic and psychoacoustic
values available in the market. Ultimately, it was possible to define prototypical vacuum
cleaner noise. This prototypical vacuum cleaner noise provided insight into the possible
level ranges: frequency content and tonal content (i.e., frequency and intensity, respectively).
Any reader working on vacuum cleaner noise can compare a measurement with the
defined ranges in this study to verify that the limits defined in this study are adequate at
representing the entire vacuum cleaner population. If new values emerge, either due to a
new sampling method (e.g., selection of different vacuum cleaners) or a new technological
advancement (e.g., decreasing levels), then it is possible to extend and improve this study
to a more inclusionary approach between the vacuum cleaner noise annoyance studies
available in the literature. In that manner, it should be possible to obtain reproducible
results between different research groups working on the sound quality of vacuum cleaners.
Furthermore, the definition of prototypical vacuum cleaner noise can help future studies
make parametric modifications of the defined noise and investigate the influence of salient
noise characteristics on annoyance ratings.

Recording condition is a static condition of a vacuum cleaner that must be taken
into account because normal working conditions can change its emitted sound. However,
this effect is rather random, and due to this complexity, it is not possible to generate a
comparison baseline for different vacuum cleaners.

Prototypical vacuum cleaner noise can be explained as follows: vacuum cleaner
noise is quasi-stationary and has an increasing A-weighted level of about 500 Hz, where
the highest level is mostly reached. In this range, most vacuum cleaners have a tone
of approximately at 100 Hz, which varies in amplitude depending on the device. At
frequencies higher than 500 Hz, A-weighted vacuum cleaner noise tends to decrease, with
the range changing depending on whether hard flooring or carpet is used. After 5 kHz,
the rate of decrease in the A-weighted levels usually increases. The noise levels reach a
value below a threshold of about 10 kHz. In this defined range, different vacuum cleaners
show different levels, although the main structure remains essentially the same. Among
the defined frequency ranges and their intensities, vacuum cleaners have many tonal
components lying in different frequencies. However, it can be roughly categorized that
the tones are concentrated in three regions: the first region is around 100 Hz, the second
region is approximately 200–800 Hz, and the last region is approximately 1000–10,000 Hz.
These values are calculated based on the tonality standard DIN 45681 [39] and the hearing
model of Sottek [29]. Additionally, the ranges of the psychoacoustical metrics calculated in
this study are given in Table 3, so any further study of vacuum cleaner sound quality can
verify the reliability of these values, based on whether a new recording’s values are inside
or outside of these defined ranges, keeping the recording conditions in mind.

In the second part of this study, the main correlates of the annoyance evaluations of
vacuum cleaner noise were obtained in two listening tests. The first listening test included
original and modified vacuum cleaner noise samples. The main correlates of the annoyance
evaluations were found in this listening experiment. The second listening experiment was
divided into four parts, and each part was designed in a full factorial experiment (between
loudness and sharpness) with different experimental methods and ranges. The possible
interaction between loudness and sharpness was investigated in these experiments.
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The first listening test showed that the overall loudness, sharpness and especially tonal
components at lower and higher frequencies play crucial roles in annoyance perception. The
correlations between these three parameters and annoyance were found to be significant.
The coefficients for the three correlations were found to be 0.963 for loudness, 0.763 for
sharpness, 0.354 for tonality at low frequencies and 0.454 for tonality at high frequencies.

However, there is a relatively strong correlation between loudness and sharpness
(0.778) and a moderate correlation between loudness and hearing model tonality (0.493).
Although there is a strong correlation between loudness and sharpness, which might hint at
a degree of multi-collinearity, sharpness was taken into account due to two reasons: Firstly,
based on the range of differences with high frequencies, observed in Figure 8, it makes
sense to include sharpness as a parameter due to the variation. It is possible to have the
same loudness values and different sharpness values. Secondly, the broadband noise-like
nature of vacuum cleaner sounds changes its color significantly by changing the high-
frequency content. An expert listening to the recordings can directly relate the mentioned
characteristics: different vacuum cleaners have different band-noise characteristics with
different amounts of high-frequency content. Moreover, changing the high-frequency
content of vacuum cleaner noise is achievable by applying sound-absorbing materials at
the air exit and other slits, as observable in some of the “low noise” vacuum cleaners on the
market. Eventually, variation in the sharpness can be achieved by means of noise reduction
techniques, as mentioned in different pieces of literature referred to in this study.

In the first three parts of the second experiment (Part 1, Part 2 and Part 3), a 3 × 3 fac-
torial design was used in different experimental methods, and the significance of the
loudness–sharpness interaction was tested using a repeated measures ANOVA. In the last
part, the loudness range was extended in the 5 × 3 factorial design experiments so that the
investigated range of loudness was close to the range observed from market research and
the interaction could be investigated in louder and quieter stimuli. For all four parts, no
significant interaction between loudness and sharpness was found.

In Parts 1, 2 and 3, three different experimental methods were compared with each
other using the same stimuli, same subjects and same playback conditions. The inves-
tigated methods were slider scale (Part 1), magnitude estimation (Part 2) and random
access (Part 3). As expected, the slider scale and random access methods showed quite
high similarity, whereas the magnitude estimation method showed clear distinctions for
loudness level changes, although statistical significance was not observed when the entire
database was considered.

This different behavior from the magnitude estimation test can be the reason for the
logarithmic bias [41] since the stimulus with the lowest loudness and sharpness values
was used as the anchor stimulus. In future studies, this effect could be further investigated
using another anchor stimulus, such as the other extreme of the stimulus pool (the loudest
and sharpest stimulus) or a stimulus right in the middle. In addition, after the magnitude
estimation tests, participants usually commented that evaluations such as “two times more
annoying” were rather complicated for them, compared with using the available scale with
verbal anchors.

The results found in this study are similar to those of the cited studies on this
topic [2,4,8]. It was found that loudness and sharpness were strongly correlated with
annoyance. In addition to these two terms, high correlations were found between rough-
ness and fluctuation strength, and ratings of annoyance in the cited studies. Furthermore,
tone-to-noise ratio was strongly correlated with the annoyance ratings. However, the
cited studies do not include the correlations among the input parameters, so it is difficult
to say whether the reported high correlations have direct psychoacoustic significance or
whether the dominant effect of loudness is reflected in other input parameters due to multi-
collinearity. Apart from that, a direct comparison with the other cited papers is not possible
because they differ in content and methodology. Yoshida’s [1] work is a special case for
a listening attitude (active and passive listening), and since they have used only upright
cordless vacuum cleaners, a direct comparison was not feasible. Additionally, Lyon [9] used
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a different approach, where the variation in signal characteristics was obtained via real
mechanical modification of the device. Hence, the results were given based on these me-
chanical modifications but were not dependent on the psychoacoustic parameters. Hence,
a direct comparison was not possible.

Finally, it is important to point out the potential limitations of this study: Although
the selection of vacuum cleaners using maximum power and sound power levels was
justified, each sampling is inherently subject to error. As with any other study of sound
quality, a different selection of stimuli could lead to different results in the correlations.
However, this limitation was minimized by including additional synthetic stimuli. Sound
recordings were made under anechoic conditions. It is reasonable to assume that the actual
auditory effect might be different if the same devices were operated under normal room
conditions. However, room acoustic conditions are completely arbitrary and cannot be
a reasonable basis for comparing different devices. The correlations obtained in the first
listening test are only valid for the applied test method. As can be seen from the results
of listening experiment 2, different test methods can also lead to different results. Finally,
the significance and effect size obtained in listening experiment 2 could be different in an
experiment with more participants.

As future work, the effect of tonality should also be investigated in a factorial design,
allowing for a full-factorial design between all the major correlates of annoyance found
in listening test 1. However, this could involve many input parameters with many levels,
resulting in too many stimuli, which is not feasible for use in a single experiment. There,
an experiment method should be defined that allows for separate experiments and their
combined evaluations with as little biases or errors as possible.
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12. Čudina, M.; Prezelj, J. Noise generation by vacuum cleaner suction units Part I: Noise generating mechanisms—An overview.

Appl. Acoust. 2007, 68, 491–502. [CrossRef]
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Abstract: Sound event detection (SED) is the task of finding the identities of sound events, as well
as their onset and offset timings from audio recordings. When complete timing information is not
available in the training data, but only the event identities are known, SED should be solved by
weakly supervised learning. The conventional U-Net with global weighted rank pooling (GWRP)
has shown a decent performance, but extensive computation is demanded. We propose a novel
U-Net with limited upsampling (LUU-Net) and global threshold average pooling (GTAP) to reduce
the model size, as well as the computational overhead. The expansion along the frequency axis
in the U-Net decoder was minimized, so that the output map sizes were reduced by 40% at the
convolutional layers and 12.5% at the fully connected layers without SED performance degradation.
The experimental results on a mixed dataset of DCASE 2018 Tasks 1 and 2 showed that our limited
upsampling U-Net (LUU-Net) with GTAP was about 23% faster in training and achieved 0.644 in
audio tagging and 0.531 in weakly supervised SED tasks in terms of F1 scores, while U-Net with
GWRP showed 0.629 and 0.492, respectively. The major contribution of the proposed LUU-Net is the
reduction in the computation time with the SED performance being maintained or improved. The
other proposed method, GTAP, further improved the training time reduction and provides versatility
for various audio mixing conditions by adjusting a single hyperparameter.

Keywords: sound event detection; U-Net; weakly supervised learning; pooling

1. Introduction

The purpose of sound event detection (SED) is figuring out the types of sound sources
contained in the input audio recordings. SED can be used in a surveillance system that
detects the occurrence of a specific sound [1,2], voice activity detection (VAD) [3], or key-
word spotting with the human voice [4]. Currently, SED systems are usually implemented
by convolutional neural networks (CNNs) [5,6], recurrent neural networks (RNNs) [2], or
combinations of them [7–9]. SED solutions early on usually relied on a supervised learning
framework that required a completely labeled dataset [10] in which the onset and offset
timings of the sound events were transcribed. However, complete labeling of all the timings
would require too much effort from human listeners, and often, they are not available in
practical situations. In more realistic cases, only the types of sound events of the audio
recordings are known, as shown in Figure 1. Strong labels include onset and offset times
in the given audio recordings, but weak labels give only the types of audio events. When
incomplete information is given, the task is called weakly supervised classification [11–17].
Using weakly supervised learning with an incompletely labeled dataset might reduce the
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costs for dataset construction. One of the weakly supervised classifications is generat-
ing a strongly labeled dataset from the given weakly supervised training data [16]. This
framework generates strongly labeled sound event timings by clipping sound event audio,
normalizing it, and then synthesizing it with normalized background audio or white noise.
This is similar to data augmentation, but with this framework, it is possible to increase
the quantity of the dataset. In addition, natural environments are polyphonic, meaning
that multiple sounds may be active at the same time [1,2,17]. Therefore, the sound event
occurrences overlap. There are no predefined rules on how sounds can co-occur, and the
way to model co-occurrence is through random sampling with the degree of overlap of
different classes given by or obtained from the data statistics. To detect polyphonic sound
events, multi-label classifiers are required [1].

The SED model is usually based on weakly supervised CNNs [16–18]. When training
CNNs, only the event labels are used as targets. In the detection stage, video object
description models (VODMs) such as cascade R-CNN (regions with CNN features) [19],
faster R-CNN [20], and the class activation map (CAM) approach [21] are used. The 2D
object regions or class activation maps obtained by a trained CNN are used to predict the
onset and offset times of the classified audio events. Another type of SED approach is using
temporal models such as convolutional recurrent neural networks (CRNNs) [1,22] and
Transformers [23]. These temporal models are able to find the onset and offset timings more
accurately because they are inferred simultaneously with the class labels in a single learning
stage. The aforementioned weakly supervised learning methods require generating onset
and offset timings that are obtained in an unsupervised manner, so the accuracy of the
detection varies greatly according to the types of audio sources and the characteristics of the
recording environments. Self-supervised learning [24] and pseudo-labeling [25] methods
for weakly supervised SED have been proposed, but their performances rely on specific
audio events only. Recently, U-Net showed successful performance in image segmentation
and also was applied to SED [16,26]. U-Net was originally designed for segmentation tasks,
so in a weakly supervised manner, the segmentation targets are converted to sound event
category labels by global pooling techniques such as global average pooling (GAP) [27,28],
global max pooling (GMP) [16], and global weighted rank pooling (GWRP) [18]. However,
these methods require averaging or sorting operations on the total feature map, so their is
an extensive computational overhead.

Figure 1. Examples of strong and weak labels. A strong label consists of a sequence of sound
event types and onset and offset times in the given recording. A weak label consists of sound event
types only.

In this paper, we propose two kinds of methods that can improve the performance
of the weakly supervised SED, as well as reduce the time and space complexity. The
proposed model is a modification of the U-Net structure [16,26] suited for sound event
detection. The first method is a limited upsampling from the lower layers to the higher
ones in the decoder part of U-Net. Because SED performs temporal segmentation only,
we did not apply upsampling along the frequency axis in the U-Net decoder, and thus,
the output map sizes were reduced greatly without performance loss. According to the
experimental results, a total of 40% of the convolution output map size and 12.5% of the
fully connected layer output were required to provide slightly better SED performance.
The second proposed method is a global pooling technique called global threshold average
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pooling (GTAP). The conventional GWRP requires sorting the total output map, and its
time complexity grows with the growth of the output map size. The proposed method uses
a fixed threshold to determine the set of the output map units for the average pooling. The
threshold computation requires the mean and the standard deviation of the map values,
which is much faster than the sorting operation. Moreover, higher SED performance can be
obtained by adjusting the threshold with a single hyperparameter. The major contribution
of the proposed methods is the reduction of the computation time without any performance
loss. The size of the bottleneck layer of U-Net is the same for the proposed LUU-Net, so
the amount of information for the audio events transferred to the final output is the same.
The proposed LUU-Net limits the expansion along the frequency axis only, and the time
resolution in the time domain is kept unchanged. While doing so, the network size of the
encoder is reduced by up to 1

8 , resulting in a 40% reduction in the number of parameters.
The proposed GTAP further improves the computation time by pruning unnecessary
output map components, with the SED and AT performances being improved over the
conventional CNN and U-Net.

The rest of this paper is organized as follows. Section 2 describes the conventional SED
method based on U-Net and GWRP. Section 3 explains the proposed U-Net with limited
upsampling and the proposed global threshold average pooling (GTAP). Section 4 gives the
experiments’ setup and the results with a detailed analysis. Finally, Section 6 summarizes
our contribution.

2. Conventional Sound Event Detection

In this section, we explain the sound event detection problem in detail and the con-
ventional methods for the problem.

2.1. Weakly Supervised Sound Event Detection Framework

Figure 2 shows the basic architecture of the weakly supervised learning framework
for sound event detection. The input audio features are passed through a number of
convolution layers to generate segmentation maps in 1D or 2D space. There are two
outputs for audio tagging and sound event detection, respectively. In audio tagging, true
labels are given for audio class indices, so a pooling is applied to convert the segmentation
maps to probabilistic predictions, and the loss is computed with respect to the given true
labels. In sound event detection, the output is interpreted as a segmentation map in 1D or
2D space. Because the onset and lengths of the sound events are not given in the training
dataset, sound event timings cannot be the direct training targets. The audio tagging
information—the class labels of the audio events—are used to infer the sound events. A
convolutional neural network (CNN) model has been proposed for the weakly supervised
learning [16]. It resembles the conventional VGG network [29] with modifications. In order
to ensure for the output of the model is the same size as the input of the model, there are no
downsampling layers such as max or average pooling, but only nine convolutional layers.
However, this makes the receptive field smaller and computational cost very expensive.

Figure 2. Weakly supervised sound event detection framework. The outputs of convolutional layers
are segmentation maps and interpreted as audio tagging and sound event detection results. Because
no ground truth for detection is provided, detection loss is not used in training the network. Only
classification loss is computed.
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2.2. U-Net for Sound Event Detection

We first describe the weakly supervised U-Net [26] for the sound event detection
(SED) task. U-Net was proposed for medical image segmentation and has shown good
performance in image segmentation tasks in various fields. This model has a convolutional
encoder–decoder structure and shows high reconstruction performance thanks to the skip
connection between the encoder and decoder. We decided to use this model because this
kind of structure is good at solving the problem of the baseline model, and then, we used
this model to implement a system that trains the SED task in a weakly supervised manner.

Figure 3 illustrates the U-Net architecture for the sound event detection model. In
the left, the encoder part, a number of convolutional and pooling layers are repeatedly
applied to reduce the input size from 311 × 64 to 39 × 8, with appropriate selections of the
number of convolutional kernels. In the right, the decoder part, deconvolution is applied
to restore the input size, 311 × 64, so that the final segmentation masks are of the same size
as the input spectrogram. Note that the number of masks equals the number of classes. The
category predictions are obtained by global pooling and used in computing the classification
loss, and the detection results are obtained by averaging the frequency components. We
used supervised cross-entropy loss to train the whole network [30], which is suitable for
classification tasks with their targets expressed by a one-hot representation [31].

Figure 3. U-Net architecture for weakly supervised sound event detection with full upsampling
in the deconvolutional layers. The left encoder part reduces the input size to a smaller size with a
number of convolutional and pooling layers. The right half, the decoder part, restores the bottom
output map of a reduced size to the original input size. The number of channels at the final output
layer is the same as the number of classes (a positive integer “C” in this example). For each output
channel, a global pooling layer is applied to derive the audio tagging outputs, so that the number of
target nodes is the same as the number of tagging classes.

The final output of the conventional U-Net [26] is a event segmentation map of the
detected classes with the same dimension as the input. Training U-Nets requires a true
segmentation map, to minimize the amount mismatch between the predicted segmentation
result and the ground truth for each sample. When the complete ground truth map
is not available, but only the class labels that exist in the input sound are given, the
connection from the segmentation layer of U-Net to the class label output layer is added.
The size of the segmentation map is much larger than the number of classes, so we applied
GWRP [18] to reduce the map size. The resultant dimension of the GWRP output is
[batch_size, number_of_classes], so that audio tagging in time domain can be achieved in
a supervised manner.
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2.3. Postprocessing

Figure 4 shows the detailed postprocessing procedures. The output size should become
time× length×C, where C is the number of event classes, as shown by the two-dimensional
image in the bottom right part of Figure 3. Global pooling is performed to compute the
prediction vector, whose dimension is the same as the number of classes. The prediction
vector is then compared with the ground truth vector, and the prediction loss is used to
train the model. In the three graphs at the bottom right of Figure 3, the y-axis is the class
labels of the various sounds, and the x-axis represents the onset and the length of the sound
events. This task is called audio tagging. The other task is sound event detection. The 2D
classwise segmentation maps are then converted to class activation probabilities along the
time axis (detection map), and simple thresholding yields the detection results, so the onset
and offset times of the sound events are obtained. In sound event detection, the conversion
of the 2D segmentation map to the 1D temporal detection map is the key issue. There are a
number of global pooling methods for effective and efficient conversion.

Figure 4. Postprocessing procedures for audio tagging and sound event detection. The spectro-
temporal 2D audio feature map, denoted by X, is converted to the 2D segmentation map of the same
size (Hi) and 1D class prediction vector of length C (the number of event classes) to compute the
prediction loss for audio tagging and model training. The segmentation maps are converted to C
detection maps of length T (time), and thresholding is performed to find the onset and offset of the
sound events (yi).

2.4. Global Pooling

To make predictions for audio tagging, the 2D segmentation map is compressed to a
scalar value, which is generally interpreted as a probability value of the occurrence of a
specific event in the input recording. The occurrences do not have to be mutually exclusive,
so each segmentation map is handled independently. Global max pooling (GMP) [27] is
defined as follows:

GMP(Hc) = max
t, f

Hc(t, f ) , (1)

where Hc is the segmentation map for class c and t and f are the indices of the time and
frequency axes, respectively. The drawback of GMP is that it is sensitive to outliers and
more affected as the segmentation map size increases. To overcome this problem, global
average pooling (GAP) [27,28] provides much more stable prediction results, which is
computed as

GAP(Hc) =
1

TF

T

∑
t=1

F

∑
f=1

Hc(t, f ) . (2)

The GAP is less sensitive to outliers, but when an event occurs sparsely, the activation
of the event becomes too small to be detected as having occurred. One of the efficient pool-
ing methods that balances outlier robustness and the sparsity problem is global weighted
rank pooling (GWRP) [18]. This GWRP operation is defined as follows:
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hc = downsort
t, f

(Hc)

GWRP(Hc) =
1

∑TF
i=1 di−1

TF

∑
i=1

di−1hc(i) , (3)

where the function “downsort” sorts the 2D input in descending order to generate a 1D
sorted list of the whole elements, so hi

c is the ith largest value in Hc with 2D values
flattened to a 1D vector hc. A hyperparameter 0 ≤ d ≤ 1 is a decaying weight enabling
small activations to contributed less to the computation of the pooling output. This is
a generalized weighted pooling, which is equal to GAP for d = 1 and GMP for d = 0.
GWRP is good for a weakly supervised SED task because GAP overestimates and GMP
underestimates the tagging result [16]. However, GWRP also has a drawback that the
computation speed is very slow because the sorting must be preceded by the calculation of
the weight, and it is hard to find the proper hyperparameter d.

3. Proposed Method

In this section, we describe a combination of two proposed methods for sound event
detection. The first one is a novel U-Net architecture and a pooling method to improve the
computational efficiency compared to the conventional U-Net. The second method uses a
subset of feature maps from U-Net without sorting, denoted as global threshold average
pooling (GTAP).

3.1. U-Net with Limited Upsampling

Figure 5 describes the proposed U-Net architecture with limited upsampling. Even
though the segmentation map is not learned by direct loss minimization, its prediction can
be obtained while minimizing the classification loss of each time frame. The U-Net-based
architecture learns to generate an activation map of each event in the time–frequency
domain. However, some events that activate only a few parts of the frequency bins
could be ignored after postprocessing because of the average pooling. To handle this
problem, reducing the frequency axis to 1 inside the model is not a good way since it
removes too much representation in the middle of the model. Therefore, we further applied
limited upscaling along the frequency axis in the decoder part of U-Net to keep high
activation in the encoded feature. More specifically, the baseline U-Net in Figure 3 uses
deconvolution with stride (2, 2) for upscaling in the decoder. However, the proposed U-Net
uses deconvolution with stride (2, 1). Therefore, compared with the existing U-Net, the size
of the decoder’s feature map is smaller, which reduces the computational cost. In addition,
the size of data transmitted in the skip connection between the encoder and decoder is
different from the feature of the decoder. To adjust this, we downscaled the data size by
using average pooling with kernel = stride = (1, 2n).

The encoder part is unchanged, but the decoder upsamples only the time axis of
the encoded features. In the example shown in Figure 5, the frequency range shrinks
from 64 to 8, and the shrink size 8 is maintained in the final segmentation map. The time
range changes from 311 to 39, and it goes back to 311 to restore the original time range.
Upsampling in the deconvolutional layers is often unreliable because the information of the
input is lost by the U-Net encoder and should be regenerated, resulting in a great amount
of generation errors at the output. In a weakly supervised manner, the target information
is incomplete, so more uncertainty is likely to propagate through the network, especially
in the training steps. As a result, this structure reduces the size of the feature handled
by the decoder, further increasing the computational efficiency. If the upscaling of the
frequency axis actually interferes with learning in a weakly supervised manner, removing
unnecessary upscaling may yield higher detection performance.
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Figure 5. U-Net architecture with limited upsampling in the deconvolutional layers. The left encoder
part is the same as U-Net, but in the right, the decoder part, it only upsamples along the time axis to
match the input time range.

By comparing the U-Net in Figure 3 and the proposed LUU-Net in Figure 5, the size of
the bottleneck layer between the encoder and decoder networks is 39× 8× 128, and it is the
same for both models. The information transferred from the input to the output through
the network is the same. In U-Net, the deconvolutional layers in the decoder part restore
the original frequency and time axes to obtain the segmentation masks in the frequency
and time domain. However, SED does not require the segmentation mask in the frequency
domain. The proposed LUU-Net expands the time axis only, and the segmentation mask
can be obtained more reliably by removing unnecessary expansion from the bottleneck
layers with the same amount of information. Therefore, LUU-Net is more efficient than
U-Net in SED tasks without loss of information.

3.2. Global Threshold Average Pooling

The GWRP in Section 2.4 requires a sorted list of whole segmentation map elements.
The sorting is required both in training and testing, so there is a large computational
overhead. Moreover, the hyperparameter d is adjusted by the amount of events occurring
in the map. In Equation (3), di−1 decreases as i increases because 0 ≤ d ≤ 1, and the value
of d should be relatively large if the sound event occurs densely or the length of the event
is long and small if it occurs sparsely or its length is short. When long and short events are
mixed in the input recording, which is usual in real situations, it is very hard to determine
a single value of d to guarantee the detection performance. Global max pooling is not
influenced by the event lengths; however, it is sensitive to the outliers, and most of the
segmentation map values, except the maximum, are discarded, so learning through error
backpropagation may not work well.

To overcome the problems of GWRP, computational overhead, and hyperparameter
adjustment, we propose a novel global pooling using a learnable threshold value. To
begin with, we define the following threshold function, which is similar to the standard
step function:

g(m, θ) =

{
1, if m ≥ θ

0, if m < θ
, (4)

where m is the input and θ is a given threshold value. The key idea of the proposed method
is averaging only the values larger than the threshold. We define global threshold average
pooling (GTAP) as follows:
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ht f � Hc(t, f )

GTAP(Hc) = E≥θ [Hc] =
∑t ∑ f ht f g(ht f , θ)

∑t ∑ f g(ht f , θ)
, (5)

where ht f is the (t, f )-element of the 2D segmentation map for class c, Hc, defined in
Equation (1). E≥θ [·] is a conditional expectation, so the GTAP function is the average of
the values larger than threshold θ. In the actual implementation, we used the following
equivalent equation for more efficient calculation.

ReLU(x) = max(x, 0)

GTAP(Hc) =
∑t ∑ f ReLU(ht f − θ)

∑t ∑ f g(ReLU(ht f − θ), 0)
+ θ , (6)

where “ReLU” is the rectified linear unit commonly used in deep neural networks.
The threshold θ is also relevant to the frequency and the length of the events. With

the assumption that the segmentation map is distributed by a Gaussian, the appropriate
threshold value is found by

θ = mean(H) + αstd(H) , (7)

where “mean” and “std” are the mean and the standard deviation of the segmentation map
and α is a hyperparameter to define how tightly to cut off the segmentation map. Because
it is hard to use a class-specific threshold, we used all the training data to compute the
mean and the standard variation. If α < 0, the threshold value becomes smaller, which
results in overestimation over α = 0. If α > 0, the threshold increases and the trained
model may underestimate. A grid search is used to determine the appropriate value of α
using a validation set. The detailed procedure is explained in the Experiments Section.

4. Experiments

We used DCASE 2018 Task 1 and Task 2 data [32,33] to create a mixed dataset of
8000 audio samples. The original sampling rates of the DCASE dataset are 48 kHz and
44.1 kHz, and we downsampled all the data to 32 kHz. The mixed dataset was created by
adding the audio recordings of Task 1 and background sounds at 0 dB and adding other
audio clips of various lengths for the simulated sound events.

4.1. Dataset Generation

According to the data augmentation in previous work [16], we built a large SED
training dataset from audio tagging samples by synthesizing several audio clips with
white noise or other types of audio sounds as background noise sounds. This framework
is regarded as one of the data augmentation methods, allowing the generation of the
training dataset with the various choices of different sounds. When adding a number of
different sounds, their onset times and clipping lengths are varied to simulate various
overlapping cases in real situations. Figure 6 shows the procedures of training data
generation. The audio sounds are represented by 2D time–frequency spectrograms. There
are many combinations of onset times and clipping lengths and how much audio is in
a single recording. These combinations help the trained model work well with various
SED tasks.

Audio classification experiments were carried out on 2 different datasets to evaluate
the proposed method. DCASE 2018 Task 1 is a dataset consisting of a total of 8640 audio
samples [32]. Each of them is 10 s long and sampled at 48 kHz. We used it as background
sounds in evaluation data synthesis. The DCASE 2018 Task 2 is an audio tagging task [33].
The tagging dataset consists of about 9500 training samples of 41 categories, which are
distributed unequally and sampled at 44.1 kHz. The smallest category has 94 samples and
the largest 300 samples.
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Figure 6. Training data generation procedure. Two audio samples are mixed with a background
sound. Audio samples are clipped to a given length, normalized, and then mixed with normalized
background noise. The x-axis is time in seconds, and for the y-axis frequency bin index, the larger the
higher it is.

We adopted the policy suggested by the DCASE Challenge Guidelines [16] to generate
the training dataset. In the original policy suggested by the DCASE Challenge, 3 distinct
audio files were chosen from DCASE Task 2, clipped up to 2 s, and combined with additional
background sounds to generate samples for training. The onset times were 0.5 s, 3 s, and
5.5 s, so there was no overlap among the 3 sound events. Besides the original policy,
we performed several different synthetic polices: random onset, longer clipping, and
mixed policies. Figure 7 shows the generated sample according to each policy. The
longer clipping policy uses the maximum clip length of 5 s, which is longer than the 2 s
suggested by the original guideline. This policy has a high probability of generating a
sample containing overlapping events. In the random onset policy, the onsets of the events
are randomly chosen from [0.5, 6.5). This policy has a smaller probability of generating a
sample containing overlapping events than the longer clipping policy, but in this sample,
events can start at any time. The mixed policy uses both the random onset and longer
clipping, making the generated sample very unpredictable. These policies are summarized
in Table 1.

Figure 7. Comparison of temporal overlaps of different mixing polices. (a) Original policy with no
overlap; (b) longer clipping policy allowing some overlaps between events by using longer clips;
(c) random onset policy allowing events to start at any time; some samples overlap, but some other
samples do not due to the randomness; (d) mixed policies in (b,c). Most overlaps are observed.
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Table 1. Audio synthetic polices. All numbers are in seconds. The column names mean: onset
times are the beginning of the events; max clip is the maximum clipping length; mean and std
are the average and standard deviation of the clipping lengths. The row names: original is the
policy suggested by the DCASE Challenge; longer clipping uses a longer maximum clipping length;
random onset is varying the onset times randomly; mixed is the mixed policy of random onset and
longer clipping.

Onset Iimes Max Clip Mean Std

original 0.5, 3.0, 5.5 2.0 1.7 0.51
longer clipping 0.5, 3.0, 5.5 5.0 3.14 1.67
random onset uniformly random in [0.5, 6.5) 2.0 1.7 0.51
mixed uniformly random in [0.5, 6.5) 5.0 3.13 1.67

4.2. Model Configurations

We compared the proposed U-Net model with the basic CNN and conventional U-
Net in terms of SED performances. The basic building blocks of the models are listed
in Tables 2 and 3. We generally stacked 3 × 3 convolutional layers (Conv(3, K)) and used
1 × 1 convolutions (Conv(1, K)) to resize the number of output maps if necessary. One
deconvolutional layer, denoted by DeConv22(3, K), has stride (2, 2), and is used to uncom-
press the x- and y-axes by a factor of 2. Another deconvolutional layer DeConv21(3, K) has
stride (2, 1) and uncompresses the x-axis only, so it doubles the output map size along the
time axis, but not along the frequency axis. DeConv21(3, K) was adopted in the proposed
method only. In all the convolutional layer types, the number of output channels is given
by a parameter K, and the number of inputs is determined automatically according to the
previous output layers. At all the outputs of the convolutional and deconvolutional layers,
we performed batch normalization and applied the rectified linear unit activation function
(BN-ReLU) [34,35], as shown in Table 2. Two types of average pooling layers are used. In
Table 3, AvgPool(2, 2) uses a 2 × 2 pooling window with the same stride size in both the
time and frequency axes, so the size of the output map is reduced to half of the original
in both axes. AvgPool(1, s) uses a 1 × s pooling window with moving s samples along the
time axis and 1 bin along the frequency axis, so the size of the output map decreases along
the time axis only.

Table 2. Basic convolutional blocks used in SED model construction. There are two types of convolu-
tional layers, Conv(3, K) and Conv(1, K), with 3 × 3 and 1 × 1 kernel sizes, respectively. There are
also two types of deconvolutional layers. DeConv22(3, K) and DeConv21(3, K) have strides (2, 2) and
(2, 1), respectively. BN-ReLU is batch normalization and rectified linear unit activation at the output.

Name Kernel Size Strides Output Channels Post Processing

Conv(3, K) 3 × 3 (1, 1)

K BN-ReLUConv(1, K) 1 × 1 (1, 1)

DeConv22(3, K) 3 × 3 (2, 2)
DeConv21(3, K) 3 × 3 (2, 1)

Table 3. Pooling blocks and dropout layer used in SED model construction. The layer AvgPool(2, 2)
reduces the sizes by half in both the x- and y-axes, but AvgPool(1, f ) reduces the y-axis by a factor of f ,
resizing the frequency axis, but not the time axis. AvgPool(2, 2) is usually added after a convolutional
layer, and AvgPool(1, f ) is used in concatenating the output maps of different sizes in U-Net.

Name Description Input Size Output Size

AvgPool(2, 2) 2 × 2 average pooling, stride (2, 2)
(w, h, K) (w

2 , h
2 , K)

AvgPool(1, s) 1 × s average pooling, stride (1, s) (w, h
s , K)

Dropout(p) dropout with probability p
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The baseline CNN for the SED task is configured as shown in Table 4. It is constructed
by stacking 3 × 3 convolutional layers, gradually enlarging the number of output maps
from 1 to 128. There is no pooling layer between the convolutional layers, so the output
map sizes are all the same as the input sizes. The last layer is a 1× 1 convolutional layer and
converts 128 output maps to the number of classes (C). The advantage of the baseline CNN
is that it is very simple and the sound events are detected either in the time or frequency
domain. However, if there is not enough training data, the model may underestimate.
The classification targets are obtained by global weighted rank pooling (GWRP) on the
individual feature maps, as explained in Section 2.4.

Table 4. Baseline CNN design. It is composed of 4 convolutional layers with kernel size 3 × 3,
followed by a 1 × 1 convolutional layer. The output of the last layer is for sound event detection.

Name Input Shape Output Shape Output Size

Conv(3, 32) (311, 64, 1) (311, 64, 32) 636, 928
Conv(3, 64) (311, 64, 32) (311, 64, 64) 1,273,856
Conv(3, 128) (311, 64, 64) (311, 64, 128) 2,547,712
Conv(3, 128) (311, 64, 128) (311, 64, 128) 2,547,712
Conv(1, C) (311, 64, 128) (311, 64, C) 19,904×C

total output size 7,006,208 + 19,904×C

The detailed configuration of the conventional U-Net in Figure 3 is shown in Table 5 [26].
In encoding, there are 3 convolutional blocks with average pooling of size 2× 2, so the feature
map sizes are divided by 2 in both the x- and y-axes. Therefore, the original input size 312× 64
is divided by 23 = 8, resulting in feature maps of size 39 × 8. Another convolutional block
without average pooling, but with dropout is added to the end of the encoder. The number
of convolutional kernels is 16, 32, 64, and 128, so the final 3-dimensional output is of size
39× 8× 128. The decoder basically reverses the encoding process. The DeConv22 layer applies
convolution with doubling both the x- and y-axes, followed by the Concat layer with a skip
connection to the corresponding encoder output, as shown in Figure 3. The final feature maps
for C classes are obtained by the 1× 1 convolutional layer, Conv(1, C), and GWRP is applied.

The proposed U-Net with limited upsampling, denoted as LUU-Net, is similarly
configured as the conventional U-Net. It also consists of four convolutional blocks, three
deconvolutional blocks without residual connection [36], and one of 1 × 1 convolutional
layer. Because the decoder of LUU-Net performs 2 × 1 upsampling instead of 2 × 2, an
additional average pooling is employed to match the input size at the skip connection. The
detailed configuration with the input and output shape is shown in Table 6. The Concat
layer concatenates the output of the last DeConv22 block and Conv block, which has the
same number of channels. The proposed method uses about 20% fewer parameters than the
conventional U-Net. We trained the three models by applying GWRP to the baseline CNN,
U-Net, and LUU-Net, respectively. The performances were evaluated by the prediction
accuracies of the audio tagging (AT) and sound event detection (SED) tasks. We also trained
the three models by applying MEX [37], AlphaMEX [6], and the proposed global threshold
average pooling (GTAP) in Section 3.2.
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Table 5. U-Net design for sound event detection. It is divided into the encoder and decoder. The
encoder consists of 3 convolutional blocks with 2 × 2 average pooling, followed by a convolutional
layer with dropout. The decoder is composed of 3 deconvolutional blocks with skip connections to
the encoder feature maps, and the final 1 × 1 convolutional layer is for event classification.

Name Input Shape Output Shape Output Size

encoder

Conv(3, 16) (312, 64, 1) (312, 64, 16)
AvgPool(2, 2) (312, 64, 16) (156, 32, 16) 79,872

Conv(3, 16) (156, 32, 16) (156, 32, 32)
AvgPool(2, 2) (156, 32, 32) (78, 16, 32) 39,936

Conv(3, 64) (78, 16, 32) (78, 16, 64)
AvgPool(2, 2) (78, 16, 64) (39, 8, 64) 19,968

Conv(3, 128) (39, 8, 64) (39, 8, 128)
Dropout(0.2) (39, 8, 128) (39, 8, 128) 39,936

decoder

DeConv22(3, 64) (39, 8, 128) (78, 16, 64)
Concat (78, 16, 64 × 2) (78, 16, 128) 79,872

DeConv22(3, 32) (78, 16, 128) (156, 32, 32)
Concat (156, 32, 32 × 2) (156, 32, 64) 159,744

DeConv22(3, 16) (156, 32, 64) (312, 64, 16)
Concat (312, 64, 16 × 2) (312, 64, 32) 319,488

Conv(1, C) (312, 64, 32) (312, 64, C) 19,968×C

total output size 738,816 + 19,968×C

Table 6. The proposed LUU-Net (U-Net with limited upsampling) design for sound event detection.
The encoder blocks are identical to U-Net, but the decoder used DeConv21, which upsamples along
the time axis, but not along the frequency axis. Therefore, the vertical size does not change in the
decoder, all 8. In the Concat layers, AvgPool(1, s) is applied, where s ∈ {2, 4, 8} to match the vertical
lengths of the encoder and decoder outputs.

Name Input Shape Output Shape Output Size

encoder

Conv(16) (312, 64, 1) (312, 64, 16)
AvgPool(2, 2) (312, 64, 16) (156, 32, 16) 79,872

Conv(16) (156, 32, 16) (156, 32, 32)
AvgPool(2, 2) (156, 32, 32) (78, 16, 32) 39,936

Conv(64) (78, 16, 32) (78, 16, 64)
AvgPool(2, 2) (78, 16, 64) (39, 8, 64) 19,968

Conv(128) (39, 8, 64) (39, 8, 128)
Dropout2D(0.2) (39, 8, 128) (39, 8, 128) 39,936

decoder

DeConv21(64) (39, 8, 128) (78, 8, 64)
Concat with AvgPool(1, 2) (78, 8, 64 × 2) (78, 8, 128) 39,936

DeConv21(32) (78, 8, 128) (156, 8, 32)
Concat with AvgPool(1, 4) (156, 8, 32 × 2) (156, 8, 64) 39,936

DeConv21(16) (156, 8, 64) (312, 8, 16)
Concat with AvgPool(1, 8) (312, 8, 16 × 2) (312, 8, 32) 39, 936

Conv(1, C) (312, 8, 32) (312, 8, C) 2,496×C

total output size 299,520 + 2,496×C

4.3. Performance Evaluation Metrics

The output of binary classifiers is true or false, where true means that the corresponding
event is active and false means being inactive. The predicted output is compared to the
ground truth, and it is indicated as true positive (TP), true negative (TN), false positive
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(FP), and false negative (FN) [38], as shown in Table 7. From the sample counts in the TP,
TN, FP, and FN bins, we can compute 3 different performance indexes as follows:

precision =
TP

TP + FP
(8)

recall =
TP

TP + FN
(9)

where precision is the ratio of correctly indicated samples to all true predicted outputs and
recall is the ratio of correct samples to all true ground truth labels. If precision is higher,
the output indicates that true is more reliable. If recall is higher, the samples with true
ground truth labels are less likely misclassified. Both precision and recall can be related to
the accuracy of the predicted outputs, but in somewhat different manners. To obtain a
balanced metric, the F1 score is computed by the harmonic mean of precision and recall [38]:

F1 =
2

1
precision + 1

recall
=

2precision · recall
precision + recall

(10)

The performance metrics, precision, recall, and F1 scores are computed differently
for audio tagging and sound event detection. In audio tagging tasks, the event is active,
meaning that the corresponding event is present in the input recording. There is no con-
sideration where the event starts or ends. Therefore, the label is “true” if the generated
sample of 10 s has the event. There are 41 audio event categories and 41 binary classi-
fiers for those categories, and the individual performance metrics are computed by the
following equation:

precisionAT(c) =
TPAT(c)

TPAT(c) + FPAT(c)
(11)

recallAT(c) =
TPAT(c)

TPAT(c) + FNAT(c)
(12)

F1AT(c) =
2precisionAT · recallAT
precisionAT + recallAT

(13)

where c is the class index and TPAT(c), FPAT(c), FNAT(c) are computed using the ground
truth audio tagging labels and the predicted labels by classifier c. The computation is
sample-based, for example

TPAT(c) =
K(c)

∑
k=1

I(GT(c, k) = prediction(c, k) = true) (14)

FPAT(c) =
K(c)

∑
k=1

I(GT(c, k) = f alse and prediction(c, k) = true) (15)

FNAT(c) =
K(c)

∑
k=1

I(GT(c, k) = true and prediction(c, k) = f alse) (16)

where k is the generated sample index, GT(c, k) and prediction(c, k) are the true and pre-
dicted label for class c and sample k, and I(·) is an indicator function returning 1 if the
given logical expression is true and 0 if false. K(c) is the number of audio samples for class
k, which is different for different classes ranging from 94 to 300, as shown in Section 4.1.
The precision, recall, and F1 scores of 41 event classes were averaged to obtain a single,
mean performance metric:
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mPrcAT =
1
C

C

∑
c=1

precisionAT(c) (17)

mRclAT =
1
C

C

∑
c=1

recallAT(c) (18)

mF1AT =
1
C

C

∑
c=1

F1AT(c) (19)

where mPrcAT/mRclAT/mF1AT stand for “mean precision/recall/F1 of multiple event
tagging”, respectively. To compute the SED performance metrics, we adopted segment-
based evaluation metrics [1]. The TP, FP, and FN of the SED outputs using segment-based
evaluation are computed by:

TPSED(c) =
K(c)

∑
k=1

N(k)

∑
n=1

I(GT(c, k, n) = prediction(c, k, n) = true) (20)

FPSED(c) =
K(c)

∑
k=1

N(k)

∑
n=1

I(GT(c, k, n) = f alse and prediction(c, k, n) = true) (21)

FNSED(c) =
K(c)

∑
k=1

N(k)

∑
n=1

I(GT(c, k, n) = true and prediction(c, k, n) = f alse) (22)

where n is the analysis frame index, N(k) is the number of frames for generated sample
k, and GT(c, k, n) and prediction(c, k, n) are the true and predicted label for class c, sample
k, and frame n. The segmented-based performance metrics for SED, mPrcSED, mRclSED,
and mF1SED, are obtained by substituting TPAT(c), FPAT(c), and FNAT(c) by TPSED(c),
FPSED(c), and FNSED(c) in Equations (11)–(13) and (17)–(19).

Table 7. Classification of prediction results by being compared with ground truth labels. Ground
truth labels are given, and predicted labels are the output of the binary classifiers. Symbols T, F, TP,
FP, FN, and TN are true, false, true positive, false negative, and true negative, respectively.

Ground Truth

T F

predicted T TP FP

F FN TN

4.4. Original Synthetic Policy

The sound event detection experiments were carried out on the generated dataset
according to the original synthetic policy [16]. As shown in Table 1, the maximum event
length was set to be 2.0 s, and the mean and standard deviation of the event length were
1.7 and 0.51 s, respectively. To determine the value of the hyperparameter α in Equation (7),
we performed a grid search. α was varied from −1.0 to 1.0 with 0.2 displacement, a total of
10 cases for the grid search. The result is shown in Table 8. There was 90% of the generated
training dataset used to train the proposed LUU-Net with the pooling method GTAP, and
the remaining 10% was used as a validation set. The classwise mean F1 scores of the audio
tagging (AT) and sound event detection (SED) tasks were computed, and their average
values were used to rank different α values. We selected α ∈ {0.2, 0.0,−0.4} according to
the average of mF1AT and mF1SED and used them in the subsequent experiments.

Table 9 shows the AT and SED performances with various model configurations. The
baseline line CNN does not have any downsampling layers. Therefore, there was no
reduction in the output map sizes along the forward path, requiring huge convolutional
operations. The number of iterations per unit second, at the last column, was 3.69 and
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relatively small when compared to the other models. When GTAP was applied, the number
of iterations per unit second was 4.54, meaning that a 23% faster training speed was
obtained. However, both the AT and SED performances degraded greatly in terms of the
mF1. Because there was no reduction in the output map sizes across the convolutional
layers, as shown in Table 4, the sound event information was distributed in the final
segmentation mask. According to Equations (4) and (5), the proposed GTAP does not use
inactive or little active outputs, so it is not suited to CNNs. The second part shows the
performance with the conventional U-Net. Significant improvements were gained in terms
of computational overhead, as well as AT and SED performances by replacing the CNN
with U-Net, with the help of the recursive shortcut paths from the previous layers. For both
of the AT and SED tasks, the precision, recall, and F1 scores all increased by about 10%. F1
scores of 53.1 and 39.5 were obtained by the CNN and 62.9 and 49.2 by U-Net. The number
of training steps per second was 8.97, which was 2.43-times faster than the CNN. Further
improvements were obtained by GTAP. The number of steps per unit second was 13.11, 68%
faster than GWRP. In the AT tasks, the mean F1 scores were 58.9 and 58.0 with GTAPα = 0.2
and GTAPα=0, which were lower than 62.9 with GWRP. However, GTAPα=−0.4 showed
68.0, which was the largest among all the U-Net results. In the SED tasks, GTAPα = 0.2
and GTAPα=0 were better than GWRP, but GTAPα=−0.4 was worse. With lower α, a smaller
threshold is obtained by Equation (7), and more components in the segmentation map are
used, so higher precision was obtained in the AT task. However, segment-based metrics
were used in the SED task, and more false positive segments were included by the lower
threshold in GTAP, resulting in very low precision (38.8).

Table 8. Grid search results on the dataset generated by the original policy. The model is the proposed
LUU-Net. Classwise mean F1 scores of audio tagging (mF1AT) and sound event detection (mF1SED)
tasks were computed, and their average was used to rank the hyperparameter α values. The top 3
were {0.2, 0.0,−0.4}.

α mF1AT mF1SED Average Rank

1.0 65.26 50.67 57.96 7
0.8 66.44 52.81 59.62 5
0.6 65.77 53.51 59.64 4
0.4 66.34 52.50 59.42 6
0.2 65.64 53.93 59.78 3
0.0 65.33 54.36 59.85 2
−0.2 64.27 50.35 57.31 8
−0.4 69.66 51.02 60.34 1
−0.6 65.72 47.03 56.37 9
−0.8 63.80 45.26 54.53 11
−1.0 64.07 45.38 54.72 10

The next 3 rows show the precision, recall, and F1 scores obtained by the proposed
LUU-Net with 3 different types of global pooling methods. The LUU-Net with GWRP
showed improved F1 scores of 64.1 and 50.7, when compared to 62.0 and 49.2 with the
conventional U-Net. The number of steps per second was 28.99, 3.23-times faster than
U-Net. We also compared the pooling method GWRP with AlphaMEX [6] and MEX [37].
The F1 score of the AT task was 64.0 with AlphaMEX, which was similar compared to the
64.1 with GWRP. However, the F1 score of the SED was 40.7 with AlphaMEX, which was
much lower than the 50.7 with GWRP. The F1 scores with MEX were 64.1 and 51.5, which
were the best among the conventional 3 pooling methods, GWRP, AlphaMEX, and MEX.

The final 3 rows combine the proposed LUU-Net with the proposed GTAP pooling.
For hyperparameters α = {0.2, 0,−0.4}, the F1 scores for the AT task were (64.5, 64.4, 68.8),
respectively. By setting α = −0.4, the highest F1 score for the AT task was obtained.
The F1 scores for the SED task were (52.5, 53.1, 50.0), respectively. For α = −0.4, the F1
score was much lower than the others. The highest SED score was obtained by setting
α = 0. However, α = 0.2 gave a slightly better AT F1 score, so it is also a well-balanced
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hyperparameter value. According to Equations (5) and (7), the smaller value of α produced
a lower threshold, so more units from the segmentation map were chosen in the average
pooling. Hence, it was more advantageous in finding a single audio event label, i.e., the
audio tagging task. However, more units in the boundary region having weak activations
were included in the average pooling, and the SED performance, therefore, degraded.
When α = 0, the cut-threshold became the simple average of the whole segmentation map
and provided well-balanced performance in both the AT and SED task. There were no
meaningful differences in the computation time by varying α, so the average number of
steps per second is given in the rightmost column of Table 9. The number of steps per
second of GTAP was higher than all the other methods due to the reduced number of
segmentation units in the average pooling.

Table 9. Audio tagging (AT) and sound event detection (SED) results on the dataset generated by the
original synthetic policy. The neural network models were CNN, U-Net, and the proposed LUU-Net,
whose configurations are shown in Tables 4–6, respectively. Various pooling methods were applied to
the output of the LUU-Net: AlphaMEX, MEX, GWRP, and the proposed global threshold average
pooling (GTAP) explained in Section 3.2 with varying α ∈ {0.2, 0.0,−0.4}. GTAP with the same α

values was also applied to the CNN and U-Net to compare the performance variations with LUU-Net.
For all the experiments, the mean precision (mPrc), mean recall (mRcl), mean F1 scores (mF1), and
the number of steps per unit second were measured.

Model
Pooling AT Task SED Task

#Step/s
Method mPrc mRcl mF1 mPrc mRcl mF1

CNN

GWRP 47.1 70.7 53.1 40.2 45.1 39.5 3.69

GTAPα=0.2 35.2 75.9 46.9 74.1 11.7 19.1
4.54GTAPα=0 34.3 75.1 45.8 72.6 13.3 21.2

GTAPα=−0.4 52.8 40.1 39.5 28.4 37.2 27.0

U-Net

GWRP 53.0 80.9 62.9 40.2 66.7 49.2 8.97

GTAPα=0.2 48.2 79.3 58.9 56.7 49.0 50.6
13.11GTAPα=0 46.5 81.2 58.0 53.0 53.3 51.7

GTAPα=−0.4 68.6 70.3 68.0 38.8 66.1 47.4

LUU-Net

AlphaMEX 58.5 73.4 64.0 62.1 32.7 40.7 21.11
MEX 56.7 76.6 64.1 50.1 55.6 51.5 32.25
GWRP 56.8 77.4 64.1 45.9 60.0 50.7 28.99

GTAPα=0.2 56.7 77.9 64.5 56.0 52.0 52.5
35.68GTAPα=0 55.7 79.0 64.4 53.2 55.6 53.1

GTAPα=−0.4 67.0 72.6 68.8 42.3 64.2 50.0

Figure 8 shows the sound event detection results with various models and various
global pooling methods. The models in (c–e) were trained by the CNN, U-Net, and LUU-
Net, respectively, and GWRP was adopted. In (c), event labels predicted by the CNN, the
first event was almost missing, and many falsely detected units were seen and scattered
in the upper part of the figure. In (d), U-Net prediction, the first event was detected, and
much fewer false prediction units were observed. In (e), by the proposed LUU-Net, the
event labels were more clearly detected, and a very small amount of false predictions
were observed. To show the differences of the global pooling methods, event prediction
examples are shown in (f–h), whose models were configured with AlphaMEX, MEX, and
the proposed GTAP, respectively. There was no noticeable difference between (e) GWRP
and (g) MEX, but the first event was almost missing in (f) AlphaMEX. This explains the low
F1 score of AlphaMEX in Table 9 for the SED task. In (h), the proposed GTAP with α = 0,
the detection results were much more distinctive than the others, and the false predictions
almost disappeared.
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Figure 8. Sound event detection examples with various models and global pooling methods. The
vertical axis in (b–h) represents the class number. (a) Spectrogram of the input mixture sample
generated by the original synthetic policy. The x-axis is the time in seconds (10 s long), and the y-axis
is the frequency (only 0 ∼ 4kHz are shown). (b) Ground truth labels. There are 3 distinctive sound
events, represented by bright red lines. For (b–h), the x-axis is the time in seconds aligned with
the x-axis of the spectrogram in (a), and the y-axis represents the event labels. (c–h) display sound
event labels predicted by (c) CNN with GWRP, (d) U-Net with GWRP, (e) LUU-Net with GWRP,
(f) LUU-Net with AlphaMEX, (g) LUU-Net with MEX, and (h) LUU-Net with GTAPα=0.

4.5. Longer Clipping Synthetic Policy

This section describes the experimental results on the dataset synthesized by the longer
clipping policy given in Table 1. The mean and standard deviation of the event length
included in this dataset were 3.14 and 1.67 s, respectively. The event length was limited to
5 s, so this dataset also included overlaps between events around 3 and 5.5 s. The audio
tagging (AT) and sound event detection (SED) results are shown in Table 10. Similar to the
original synthetic policy, U-Net showed much higher tagging and detection performances
(63.7 and 47.4 F1 scores), as well as reduced computational overhead. Comparing U-
Net and LUU-Net, with the same GWRP, LUU-Net showed 0.7 higher tagging (64.4)
and 0.6 lower detection (46.8) F1 scores. With longer event lengths, the proposed LUU-
Net was less advantageous, except in the computational efficiency. This is because the
model parameters of U-Net were better trained with longer event lengths, so more stable
performance than that of the original synthetic policy was obtained. The tagging F1 scores
of GWRP, AlphaMEX, and MEX with LUU-Net were all similar, but AlphaMEX showed
lower detection performance than the other pooling methods.

For the CNN, U-Net, and LUU-Net, we applied the proposed GTAP with α ∈
{0.2, 0,−0.4} in terms of the mF1. There were huge performance degradations in the
CNN with GTAP, similar to the original synthetic policy. Especially in SED, much higher
precision was obtained, but recall dropped drastically. Because the proposed GTAP cuts
off the output map, many activations were lost, and therefore, the recall metrics dropped
greatly. With U-Net, little performance drops were observed with GTAP. With the proposed
LUU-Net, GTAP improved both the AT and SED performances. The tagging F1 score with
GWRP was 64.4 and with GTAP with α ∈ {0.2, 0,−0.4}, 64.4, 64.1, and 64.7, respectively,
so the best F1 score was obtained with α = −0.4, which is the same as the experimental
results with the original synthetic policy. The detection F1 scores were 44.8, 46.6, and 48.0,
respectively, and the best was also with α = −0.4. Interestingly, it was not as good as the
other α values in the original policy. However, α = −0.4 was best in both the tagging and
detection tasks. This implies that longer event lengths should provide more obvious unit
labels and improve both tagging and detection performances.
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Table 10. AT and SED results on the dataset generated by the longer clipping policy. The CNN,
U-Net, and proposed LUU-Net are shown in Tables 4–6, respectively. Pooling methods AlphaMEX,
MEX, GWRP, and the proposed GTAP with varying α values.

Model
Pooling AT Task SED Task

#Step/s
Method mPrc mRcl mF1 mPrc mRcl mF1

CNN

GWRP 48.0 71.1 54.2 46.1 34.4 36.7 3.57

GTAPα=0.2 35.7 74.0 46.8 77.2 7.2 12.5
4.37GTAPα=0 34.4 77.7 46.6 76.3 9.2 15.7

GTAPα=−0.4 52.4 43.1 42.5 36.7 34.4 31.3

U-Net

GWRP 54.2 80.8 63.7 48.0 50.1 47.4 8.64

GTAPα=0.2 50.2 78.2 59.7 62.5 34.6 42.8
12.54GTAPα=0 48.2 80.4 59.2 60.4 37.5 44.4

GTAPα=−0.4 67.6 69.0 66.9 47.2 51.4 47.3

LUU-Net

AlphaMEX 60.0 73.7 64.9 67.6 25.9 35.8 21.13
MEX 57.0 77.0 64.3 56.6 40.0 45.4 32.33
GWRP 56.8 78.0 64.4 53.0 44.6 46.8 28.38

GTAPα=0.2 57.2 76.8 64.4 62.3 36.9 44.8
35.12GTAPα=0 55.8 77.8 64.1 60.1 40.1 46.6

GTAPα=−0.4 66.0 71.2 67.4 50.5 48.6 48.0

Figure 9 shows the sound event detection examples for the mixtures generated by the
longer clipping policy. Various models and various global pooling methods were applied.
The U-Net (d) and LUU-Net (e) results were better than those of CNN (c), but there were
still prediction errors, as well as false detections. The proposed GTAP with α = −0.4 (h)
showed the best prediction performance. Almost no false predictions were observed, and
the overlap between the second and the third events was also detected.

Figure 9. Sound event detection examples with various models and global pooling methods. The
vertical axis in (b–h) represents the class number. (a) Spectrogram of the input mixture sample
generated by the longer clipping policy. (b) Ground truth labels. (c–h) display sound event labels
predicted by (c) CNN with GWRP, (d) U-Net with GWRP, LUU-Net with (e) GWRP, (f) AlphaMEX,
(g) MEX, and (h) GTAPα=−0.4. The x-axis is the time in seconds, and the y-axis represents the
frequency (a) or event labels (b–h). Sound event detection examples with CNN, U-Net, and LUU-Net
with GWRP.
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4.6. Random Onset Synthetic Policy

Table 11 shows the audio tagging and sound event detection results of the dataset
synthesized by the random onset policy in Table 1. The maximum event length was set
to be 2.0 s, and the mean and standard deviation of the event length were 1.7 and 0.51 s,
which were the same as the original synthetic policy. In the original policy, the event onset
and offset times were configured so that there should not be any overlap. However, the
random onset policy does not have such requirements, so there were significantly many
overlaps among the events. In Table 11, U-Net with GWRP showed 48.1 tagging and
35.6 detection F1 scores, which were much lower than the 62.9 and 49.2 for the original
policy. By using the proposed LUU-Net, the F1 scores were 49.8 and 37.1, which were 1.7
and 1.5 higher than those of U-Net. U-Net showed good recall scores in both the tagging
and detection tasks, but other measures were lower than LUU-Net. The number of steps
increased from 8.67 to 27.26, so LUU-Net was 3.14-times faster than U-Net. GWRP showed
a good F1 score, which was similar to MEX, but the iteration speed was about 30% slower
because of sorting.

The last 3 rows use the proposed GTAP with α ∈ {0.2, 0,−0.4}. The tagging F1 scores
were 50.5, 50.0, and 52.1, respectively. The best and the second-best F1 scores were obtained
with α = −0.4 and 0.2, respectively, which were the same as the original policy. However,
the F1 score difference was much less: original policy 4.3 and random onset 1.6. The
detection F1 scores were 40.8, 40.0, and 34.0, respectively. The sum of the F1 scores of the
tagging and detection tasks was 91.3 with α = 0.2 and 86.1 with α = −0.4. Therefore,
the value that showed a higher sum of F1 scores and well-balanced performances in the
tagging and detection tasks was α = 0.2.

Table 11. AT and SED results on the dataset generated by the random onset policy. CNN, U-Net, and
the proposed LUU-Net are shown in Tables 4–6, respectively. Pooling methods AlphaMEX, MEX,
GWRP, and the proposed GTAP with varying α values.

Model
Pooling AT Task SED Task

#Step/s
Method mPrc mRcl mF1 mPrc mRcl mF1

CNN

GWRP 36.9 60.9 42.6 31.0 37.0 30.8 3.66

GTAPα=0.2 30.6 66.1 40.4 61.7 13.5 20.7
4.54GTAPα=0 28.4 68.4 38.7 54.9 17.0 24.2

GTAPα=−0.4 39.1 33.9 32.0 19.8 30.1 20.2

U-Net

GWRP 39.4 66.7 48.1 29.2 49.2 35.6 8.67

GTAPα=0.2 38.0 65.7 46.8 48.1 36.1 39.6
12.97GTAPα=0 35.5 66.6 45.1 43.4 38.5 39.6

GTAPα=−0.4 53.7 50.8 50.7 26.7 45.8 32.5

LUU-Net

AlphaMEX 43.9 60.7 49.4 51.2 19.5 26.7 21.13
MEX 40.8 64.2 48.6 35.6 41.9 37.2 32.33
GWRP 42.9 64.5 49.8 34.3 43.7 37.1 27.26

GTAPα=0.2 43.4 64.2 50.5 46.9 37.7 40.8
33.64GTAPα=0 42.3 65.0 50.0 42.3 39.7 40.0

GTAPα=−0.4 51.3 55.7 52.1 28.4 45.6 34.0

Figure 10 shows the sound event detection examples for the mixtures generated by the
random onset synthetic policy. Various models and various global pooling methods were
applied. In the CNN detection example in (c), there were many false detections scattered in
the segmentation map. As shown in (d,e), U-Net and LUU-Net provided relatively clean
detection results, but there were still many false detections. In (f,g), using AlphaMEX and
MEX, it can be seen that the false detections mostly disappeared. In (h), using the proposed
GTAP with α = 0.2, it provided very clean detection results.
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Figure 10. Sound event detection examples with various models and global pooling methods. The
vertical axis in (b–h) represents the class number. (a) Spectrogram of the input mixture sample
generated by the random onset policy. (b) Ground truth labels. (c–h) display sound event labels
predicted by (c) CNN with GWRP, (d) U-Net with GWRP, LUU-Net with (e) GWRP, (f) AlphaMEX,
(g) MEX, and (h) GTAPα=0.2. The x-axis is the time in seconds, and the y-axis represents the frequency
(a) or event labels (b–h).

4.7. Mixed Synthetic Policy

Table 12 shows the audio tagging and sound event detection results of the dataset
synthesized by the mixed policy in Table 1. The maximum event length was set to be 5.0 s,
and the mean and standard deviation of the event length were 3.13 and 1.67 s, respectively.
The mean length was 0.01 seconds shorter than the longer policy because there were more
chances of sound events being cut off. This was the most-difficult dataset, so the F1 scores
were overall much lower than the other synthetic policies. First, in the first 3 rows, we
compare the CNN, U-Net, and the proposed LUU-Net with the GWRP method. Both
U-Net and LUU-Net were much better than the CNN in both the tagging and detection F1
scores. LUU-Net was slightly better than U-Net, with a 3.27-times faster training speed.
Comparing GWRP, AlphaMEX, and MEX, they showed similar performances in tagging,
but AlphaMEX was the worst at detection. Lastly, we compared different values of the
hyperparameter α with the proposed GTAP method. In tagging, α = −0.4 showed a 2.8
higher F1 than α = 0, and α = 0 showed a 0.8 higher F1 than α = −0.4. The sum of
F1 scores was (83.3, 81.3) with α = (−0.4, 0), so −0.4 was the best value for the mixed
synthetic policy. The number of steps increased from the 8.64 of U-Net to the 34.92 of
LUU-Net with GTAP, so the proposed method was about 4-times faster.

Figure 11 shows the sound event detection examples for the mixtures generated by
the mixed synthetic policy. Various models and various global pooling methods were
applied. In the CNN detection example in (c), there were many false detections scattered in
the segmentation map. As shown in (d,e), U-Net and LUU-Net provided relatively clean
detection results, but there were still many false detections. In (f,g), using AlphaMEX and
MEX, it can be seen that the false detections mostly disappeared. In (h), using the proposed
GTAP with α = −0.4, it provided very clean detection results.
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Table 12. AT and SED results on the dataset generated by the mixed policy. CNN, U-Net, and the
proposed LUU-Net are shown in Tables 4–6, respectively. Pooling methods AlphaMEX, MEX, GWRP,
and the proposed GTAP with varying α values.

Model
Pooling AT Task SED Task

#Step/s
Method mPrc mRcl mF1 mPrc mRcl mF1

CNN

GWRP 32.2 57.4 38.7 32.4 27.8 27.9 3.59

GTAPα=0.2 27.4 62.3 36.7 59.8 9.0 14.8
4.42GTAPα=0 26.6 62.9 36.1 62.6 10.4 16.7

GTAPα=−0.4 41.6 33.8 32.3 30.0 28.3 24.9

U-Net

GWRP 36.0 62.3 44.2 33.8 37.3 34.1 8.64

GTAPα=0.2 34.4 61.1 42.9 54.2 25.8 33.5
12.51GTAPα=0 33.5 62.0 42.5 50.9 28.2 34.8

GTAPα=−0.4 50.6 50.0 48.8 33.8 40.1 34.8

LUU-Net

AlphaMEX 39.0 57.9 45.4 51.4 15.8 22.7 21.05
MEX 36.8 60.7 44.3 37.8 32.4 33.1 32.35
GWRP 38.5 60.1 45.5 37.8 33.8 34.3 28.21

GTAPα=0.2 37.7 60.4 45.4 50.4 27.3 34.1
34.92GTAPα=0 38.7 60.9 46.0 47.4 29.9 35.3

GTAPα=−0.4 47.3 53.4 48.8 34.4 38.4 34.5

Figure 11. Sound event detection examples with various models and global pooling methods. The
vertical axis in (b–h) represents the class number. (a) Spectrogram of the input mixture sample
generated by the mixed synthetic policy. (b) Ground truth labels. (c–h) display sound event labels
predicted by (c) CNN with GWRP, (d) U-Net with GWRP, LUU-Net with (e) GWRP, (f) AlphaMEX,
(g) MEX, and (h) GTAPα=−0.4. The x-axis is the time in seconds, and the y-axis represents the
frequency (a) or event labels (b–h).

4.8. Summary of Experimental Results

As shown in Tables 9–12, the proposed methods improved the audio tagging and
sound event detection performances in most of the cases. Comparing U-Net and the
proposed LUU-Net with the same GWRP, LUU-Net improved the tagging F1 score by up
to 1.7% and the detection score by up to 1.5%. The training became more than three-times
faster. In summary, the proposed LUU-Net slightly improved the tagging and detection
performances with much faster model learning. Looking into the detailed precision and
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recall scores, an interesting property was observed. In all four synthetic cases (original,
longer clipping, random onset, and mixed), U-Net with GWRP usually showed relatively
low precision scores and high recall scores when compared to those of LUU-Net with
the same global pooling. Because the sound event onset timings were the same for all
the frequency units, the segmentation targets should be varied in time only. The limited
upsampling in the LUU-Net decoder provided blocked averaging in the frequency axis,
resulting in low frequency resolution. A lower resolution is less likely to be affected by
outliers, and LUU-Net did not change the time resolution, so there was no difference in
the detection targets. This explains the high precision scores of LUU-Net. On the contrary,
lower resolution is less effective in the precise exclusion of false units, so the recall scores
of LUU-Net were lower than U-Net. This property appeared in all of the global pooling
methods with LUU-Net. If the given application requires higher precision than recall, i.e.,
higher true detection rate, LUU-Net is preferred.

The proposed GTAP also improved the tagging F1 score by up to 4.6 and the detection
F1 score by up to 5.2 with appropriate selections of the hyperparameter α. In audio tagging
tasks where the outputs were directly used in computing the training loss, its value was
more effective than the sound event detection tasks. Generally, with small α values, for
example if we compare the results of α = −0.4 with those of α = 0 in our experiments,
relatively high precision and low recall scores of the audio tagging tasks were observed.
According to Equation (7), the threshold θ becomes smaller as α becomes smaller, more
units are chosen to be averaged in Equation (5), and the average is used for computing
the classification loss. Therefore, about 10% higher precision scores were obtained for all
four synthetic datasets, as shown in Tables 9–12. However, the recall scores were about
7–10% lower, resulting in 2.1–4.6% higher F1 scores because of the higher false positive
rates. For α = 0.2, it also showed higher precision and lower recall scores than those of
α = 0, but the differences were not large enough to make a general statement. In the sound
event detection tasks, opposite results were observed. Comparing the results of α = −0.4
with those of α = 0, relatively low precision and high recall scores were observed. Precisely
speaking, when compared to α = 0, there were 10.4–23.9% lower precision and 5.9–8.6%
higher recall scores, resulting in up to 6.0% lower F1 scores. When α = 0.2, there were
2.2–4.6% higher precision and 2.0–3.6% lower recall scores, and the F1 scores were up to
1.8% higher. This can be explained by the fact that the prediction of segmentation masks
was not directly used for the computation of the target loss function. The learning process
did not directly improve the prediction accuracy of the segmentation, which was not tightly
related to the combination of the precision and recall scores, but the individual scores, so
it can be biased to either the recall or prediction. The combined F1 scores were best with
α = 0, except the random onset dataset, because it provided a well-balanced prediction of
the segmentation masks in a weakly supervised manner.

5. Discussion

We analyzed the experimental results to show the detailed contributions of the pro-
posed LUU-Net and GTAP. The experimental results in Tables 9–12 are drawn as graphical
charts for better visualization and analysis.

5.1. Execution Time Comparison

Figure 12 visualizes the differences of the number of steps per unit second. Comparing
the CNN and LUU-Net, the training time of LUU-Net was about eight-times faster in most
cases. Comparing U-Net and LUU-Net, it was about three-times faster. Because LUU-Net
reduces the output map sizes by 1

2 , 1
4 , and 1

8 in the decoder part, the computation time
was reduced drastically. There were no notable differences among the synthetic policies.
Comparing GWRP and GTAP, GTAP was about 1.2-times faster with the CNN and LUU-
Net and 1.4-times faster with U-Net. Because about half of the output map components
were discarded at the final output layer with GTAPα=0, this improvement in time with
GTAP is reasonable. Combining GTAP with LUU-Net, a 4-times improvement in the
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execution time over GWRP with U-Net and up to 10-times over GWRP with the CNN were
expected.

��� �����
�������

Figure 12. Comparison of the number of steps per unit second. The first two sets of bars represent
the CNN with GWRP and GTAP, with 4 bars measured from the original, longer clips, random onsets,
and mixed synthetic policies. The second two sets of bars represent U-Net, and the third two sets of
bars are for LUU-Net.

5.2. Audio Tagging Performance Comparison

To show the performance variations with the change of the models and pooling
methods under different conditions, the mean F1 scores from Tables 9–12 are drawn as
two-dimensional charts. Figure 13 shows the average F1 scores for audio tagging tasks
with the original, longer clipping, random onsets, and mixed synthetic policies. In all
of the policies, the performances of GWRP and GTAPα=−0.4 on the U-Net and LUU-Net
were almost the same, but there was a 3–5% drop with GTAPα=0.2 and GTAPα=0 on U-Net.
Those performance drops were not observed for LUU-Net, so relative improvements were
obtained with GTAPα=0.2 and GTAPα=0. For the CNN, there was too much degradation
with GTAP compared to GWRP. The baseline CNN design in Table 4 does not have any
bottleneck layer, which compresses the information from the input, so the output map
pruning in GTAP resulted in information loss. Among the GTAP methods, α = −0.4 was
the best with both U-Net and LUU-Net. In most of the cases, the proposed LUU-Net was
superior to the conventional U-Net, and the proposed GTAP was slightly better than the
conventional GWRP.

5.3. Sound Event Detection Performance Comparison

A similar chart is drawn with the SED tasks in Figure 14. In all cases, except GWRP
and the longer clipping policy, LUU-Net outperformed U-Net and the CNN. For the
original and random policies, where the audio clip lengths were less than 2 s, GTAP with
α ∈ {0.2, 0.0} was better than α = −0.4 and GWRP. For the longer and mixed policies with
longer audio clips lengths, less than 5 s, GTAP with α ∈ {0.2, 0} was not as good as GWRP
and GTAP with α = −0.4. Longer clip lengths require larger amounts of activation, so a
smaller value of α is more suited to the longer and mixed policies.
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Figure 13. Audio tagging (AT) performance comparison with various deep learning models, pooling
methods, and training data generation policies. Average F1 scores drawn; the x-axis is pooling
methods; lines are CNN, U-Net, and LUU-Net. The individual charts are the results with the original,
longer clipping, random onsets, and mixed synthetic policies.

Figure 14. Sound event detection (SED) performance comparison with various deep learning models,
pooling methods, and training data generation policies by average F1 scores.

5.4. Further Analysis of LUU-Net Results

Figures 13 and 14 show that the proposed LUU-Net and GTAP improved both the
audio tagging and sound event detection performances over the conventional U-Net and
GWRP. However, it is difficult to choose an optimal value for the hyperparameter α, so
that it works best with all the experimental conditions. Therefore, we made a detailed
analysis of the experimental results of LUU-Net with GTAP to find a relationship of the
hyperparameter α and audio mixing conditions.

Figure 15 shows the AT and SED results of LUU-Net only. All the performance metrics,
precision, recall, and F1 scores are drawn. For the mean precision, AT, α = −0.4 was the best
among the three α values for all mixing conditions. For the mean recall, AT, α = 0 was the
best and α = −0.4 the worst. Combining the precision and recall, the F1 scores of α = −0.4
were overall the best. In the SED tasks, the opposite observation was made. α = −0.4 is
the worst in the precision scores and was the best in recall scores. The combined F1 scores
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were almost the same for all three α values. If α = −0.4 in Equation (7), more output map
values were chosen to compute the class label predictions for the whole clip in the AT tasks.
Having more output map components, the class activation information was kept more in
the pooling, so higher precision was obtained. For the SED tasks, the performance metrics
were computed as segment-based, so more output map components would lead to higher
false positive rates. Therefore, lower precision is obtained by Equation (8). The opposite
explanation can be applied to the lower recall scores on the AT tasks with α = −0.4 and the
higher recall scores on the SED tasks. In Equation (9), reducing false negatives is directly
related to higher recall scores. A larger amount of output maps in GTAP with α = −0.4
would lead to less inclusion of inactive outputs, so higher recall scores were observed in
the SED tasks computed in a segment-based manner.

In summary, the proposed LUU-Net with GTAP was better than the conventional U-
Net with GWRP in most cases. The proposed GTAP can be configured to provide versatile
choices of target applications by varying a single hyperparameter α. A smaller threshold
by a negative α value is suggested when higher audio tagging performance is required, i.e.,
the identities of the audio sources are more important. When a higher recall rate in tagging
or better sound event detection performance is required, choosing α = 0 is suggested.

Figure 15. Illustrations of audio tagging and sound event detection performances by varying audio
mixing conditions. The subfigures on the left are graphical charts of average precision scores of GTAP
with α ∈ {0.2, 0.0,−0.4}. The x-axis is the audio synthetic policies. The upper chart is audio tagging
performances, and the lower one is sound event detection performances. The subfigures at the center
are graphical charts of the average recall scores, and those on the right are the average F1 scores.

5.5. Code Availability

All the source codes for training the models and performing the experiments are publicly
available at https://github.com/lsw0767/SED (accessed on 29 May 2023). The source dataset
was taken from the DCASE 2018 Challenge, which is accessible at https://dcase.community/
challenge2018 (accessed on 18 February 2023).

6. Conclusions

In this paper, we proposed two methods to improve the performance of weakly
supervised sound event detection. The first method was a modification of the conventional
U-Net to perform limited upscaling (LUU-Net). Assuming that the upscaling function
along the frequency axis of the U-Net is not necessary in sound event detection, upsampling
gradually to the original size was applied to the time domain only. The second method
was global threshold average pooling (GTAP), which replaced the conventional global
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weighted rank pooling (GWRP). GWRP showed higher detection performance compared
to global average pooling (GAP) and global max pooling (GMP) [16]. However, GWRP
requires output map sorting in every pooling step. The proposed GTAP eliminates the
sorting operation and replaces it with simple thresholding. To find the threshold, the mean
and the standard deviation of the output feature map are necessary, which are much more
computationally efficient than sorting. GTAP performs the global pooling by calculating
the average of only the value above a certain threshold by using the characteristic that
the rank-based weight of GWRP almost ignores smaller values. There was a significant
improvement in training speed, with small or huge performance improvements depending
on the mixing conditions. According to the experimental results, the proposed LUU-Net
with GTAP greatly outperformed the CNN and U-Net in various mixing datasets. The
advantage of applying the proposed LUU-Net is the improved computation time. The
amount of model parameters was about 40% of the conventional U-Net, and the measured
training time was 3-times faster than U-Net and 8-times faster than the baseline CNN. With
the proposed GTAP, an additional 1.2-times faster speed was obtained. In terms of audio
tagging and sound event detection performance, the proposed LUU-Net outperformed the
U-Net and the CNN in almost all cases. Another advantage of the proposed GTAP is that,
by varying a single hyperparameter, it can be adapted to various target applications with
different requirements. As a conclusion, the major contribution of the proposed LUU-Net
and GTAP is the reduction of the computation time without any performance loss. Future
work includes the automatic adaptation of the hyperparameter α for real applications.
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Abstract: Ecoacoustics is arguably the best method for monitoring marine environments, but ana-
lyzing and interpreting acoustic data has traditionally demanded substantial human supervision
and resources. These bottlenecks can be addressed by harnessing contemporary methods for auto-
mated audio signal analysis. This paper focuses on the problem of assessing dolphin whistles using
state-of-the-art deep learning methods. Our system utilizes a fusion of various resnet50 networks
integrated with data augmentation (DA) techniques applied not to the training data but to the test
set. We also present training speeds and classification results using DA to the training set. Through
extensive experiments conducted on a publicly available benchmark, our findings demonstrate that
our ensemble yields significant performance enhancements across several commonly used metrics.
For example, our approach obtained an accuracy of 0.949 compared to 0.923, the best reported in the
literature. We also provide training and testing sets that other researchers can use for comparison
purposes, as well as all the MATLAB/PyTorch source code used in this study.

Keywords: convolutional neural network; dolphin whistle; ensemble; spectrogram classification

1. Introduction

Marine ecosystems play a critical role in maintaining the balance of our planet’s
ecosystem by supporting food security and contributing to climate regulation [1], making
their preservation essential for the long-term sustainability of the earth’s environment.
Thus, there is a growing need to develop and test innovative monitoring systems to
ensure the natural preservation of marine habitats. Modern technologies have already
shown great potential in monitoring habitats and advancing our understanding of marine
communities [2]. Acoustic methods are commonly used for underwater investigations
because they can detect and classify sensitive targets, even in low visibility conditions.
Passive acoustic technologies (PAM), such as underwater microphones, or hydrophones,
are particularly attractive, as they allow for non-invasive continuous monitoring of marine
ecosystems without interfering with biological processes [3]. PAM has been shown to
achieve various research and management goals by effectively detecting animal calls [4].
These objectives may include tracking and localizing animals [5,6], species identification,
identifying individuals [3,7], analyzing distributions and behavior [8], and estimating
animal density [9].

The bottlenose dolphin (Tursiops truncatus) is a highly intelligent marine mammal
and a critical species for researchers studying marine ecosystems [10]. Like many other
marine mammals, dolphins are acoustic specialists that rely on sounds for communica-
tion, reproduction, foraging, and navigational purposes. The acoustic communication of
dolphins employs a wide range of vocalizations, including clicks, burst-pulses, buzzes,
and whistles [11]. Whistles, in particular, serve various social functions such as individual
identification, group cohesion, and coordination of activities, such as feeding, resting,
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socializing, and navigation [12]. Understanding and accurately detecting dolphin vocaliza-
tions is essential for monitoring their populations and assessing their role within marine
ecosystems.

Traditional bioacoustics tools and algorithms for detecting dolphins have relied on
spectrogram analysis, manual signal processing, and statistical methods [13]. For example,
the reference approach pursued in [14] applies three noise removal algorithms to the
spectrogram of a sound sample. Then, a connected region search is conducted to link
together sections of the spectrogram that are above a predetermined threshold and close
in time and frequency. A similar technique exploits a probabilistic Hough transform
algorithm to detect ridges similar to thick line segments, which are then adjusted to the
geometry of the potential whistles in the image via an active contour algorithm [15]. Other
algorithmic methods aim to quantify the variation in complexity (randomness) occurring
in the acoustic time series containing the vocalization; for example, by measuring signal
entropy [16]. While these techniques have helped the study of dolphin vocalizations, they
can be time-consuming and may not always provide accurate results due to the complexity
and variability of the signals. Researchers have thus turned to machine learning methods
to improve detection accuracy and efficiency.

Early machine learning studies in the field of dolphin detection applied traditional
classifiers, such as Hidden Markov Models (HMM) [17] and Support Vector Machines
(SVMs) [18]. For instance, in [19], a hidden Markov model was utilized for whistle classi-
fication, and in [20], classification and regression tree analysis was employed along with
discriminant function analysis for categorizing parameters extracted from whistles. In [21],
a multilayer perceptron classifier was implemented for classifying short-time Fourier trans-
forms (STFTs) and wavelet transform coefficient energies of whistles. Lastly, in [15] a
random forest algorithm and a support vector machine were combined to classify features
derived from the duration, frequency, and cepstrum domain of whistles (see [22] for a
review of the early literature).

More recently, researchers have employed deep learning methods to detect whistle
vocalizations. Deep neural networks have demonstrated great potential in general sound
detection [23] and specific underwater acoustic monitoring [24]. The Convolutional Neural
Network (CNN) is one of the best-known deep learners. Though commonly considered an
image classifier, CNNs have been applied to whale vocalizations, significantly reducing the
false-positive rates compared to traditional algorithms, while at the same time enhancing
call detection [25,26]. In [27], the authors compared four traditional methods for detecting
dolphin echolocation clicks with six CNN architectures, demonstrating the superiority of
the CNNs. In [28], CNNs were shown to outperform human experts in dolphin call detec-
tion accuracy. CNNs have also been applied to automatically categorize dolphin whistles
into distinct groups, as in [29], and to extract whistle contours either by leveraging peak
tracking algorithms [30] or by training CNN-based models for semantic segmentation [31].

Several studies of dolphin whistle classification have used data augmentation on the
training set to enhance the performance of CNNs by reducing overfitting and increasing the
size and variability of the available datasets [29,30,32]. Dolphin vocalizations are complex
and highly variable, as analyzed in [33]. Unsurprisingly, some traditional music data
augmentation methods, such as pitch shifting, time stretching, and adding background
noise, have proven effective at this classification task. When synthesizing dolphin calls, care
should be taken to apply augmentations to the audio signal rather than to the spectrograms,
since altering the spectrogram could distort the time–frequency patterns of dolphin whis-
tles, which would result in the semantic integrity of the labels being compromised [29,34].
In [29], primitive shapes were interjected into the audio signal to generate realistic am-
bient sounds in negative samples, and classical computer vision methods were used to
create synthetic time–frequency whistles, which replaced the training data. Generative
Adversarial Networks (GANs) have also been employed to generate synthetic dolphin vo-
calizations [32]. This research underscores the efficacy of data augmentation and synthesis
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methods in enhancing both the precision and stability of dolphin whistle categorization
models, especially in situations where the datasets are restricted or imbalanced.

The goal of this work is to continue exploring data augmentation techniques for the
task of dolphin vocalization detection. To this end, we use the benchmark dolphin whistles
dataset developed by Korkmaz et al. [28], but apply data augmentation to the original test
set of spectrograms to enlarge it rather than the training set. The training set contains all
the spectrograms obtained from audio files recorded between 24 June and 30 June, while
the test set is composed of the spectrograms of audio files recorded between 13 July and
15 July, a three-day window. Aside from augmenting the test set, we extract a three-day
window (24–26 June) from the training set as the validation set.

The proposed system outperforms previous state-of-the-art methods on the same
dataset using the same testing protocol. We find our results interesting, especially since
many misclassified audio samples are unclassifiable, even by humans. Therefore, the
classification result of our method is likely very close to maximum performance (AUC = 1
is not obtainable).

The main contributions of this study are the following:

• The creation of a new baseline on this benchmark (note: using data augmentation on
the testing set increased performance);

• Clear and repeatable criteria for testing various new developments in machine learning
on this dataset by providing fixed training and test sets (both augmented and not
augmented) rather than a protocol involving randomization;

• Access to all the MATLAB/PyTorch source code used in this study https://github.
com/LorisNanni/ (accessed on 7 July 2023).

The remainder of this paper is organized into three sections. In Section 2, we present
the material and methods, and Sections 2.1 and 2.2 provide a complete description of
the dataset and baseline method presented in [28]. In Section 2.3, we offer a detailed
account of our proposed approach. In Section 3, we present the results of tests comparing
a standard ResNet with a set of ensembles, a comparison of our best ensemble with the
state-of-the-art, and the results of using data augmentation on both the training and the test
set. The conclusion in Section 4 discusses the shortcomings with the benchmark dataset
and suggestions for further research.

2. Materials and Methods

2.1. Dataset

In this section, we describe the dataset developed by Korkmaz et al. [28] and detailed
in that paper. The dataset contains 108,317 spectrograms, of which 49,807 are tagged as
noise and 58,510 as dolphin whistles. The test set contains 6869 spectrograms. The data
were collected with hydrophones during the summer of 2021 for 27 days from the dolphin’s
reef in Eilat, Israel. Following retrieval, a quality assurance (QA) process was conducted
on the data to eliminate occasional disruptions and prolonged periods of noise. This QA
procedure included the elimination of noise transients through wavelet denoising and the
identification and removal of cut-off events via thresholding and bias reduction.

2.1.1. Data Preprocessing and Tagging

As described in [28], the collected data were subjected to a bandpass filter in the range
of 5–20 kHz to align with the majority of dolphins’ whistle vocalizations. The data were
then passed through a whitening filter designed to rectify the hydrophone’s open circuit
voltage response ripples and the sensitivity of the sound card. The recorded audio files,
which consisted of two channels, were averaged before the creation of spectrograms to
decrease noise. In addition, the preprocessing pipeline eliminated signal outliers based
on their length using the quartiles-based Tukey method [35], which led to the exclusion of
signals that were longer than 0.78 s and shorter than 0.14 s.

The short-time fast Fourier transform of the signal was computed using MATLAB’s
spectrogram function from the digital signal processing toolbox to create the dolphin
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whistle spectrograms. SFFT was performed with a Blackman function window with
2048 points, periodic sampling, and a hop size achieved by multiplying the window length
by 0.8. The subsequent spectrograms were computed by shifting the signal window by 0.4
s. These spectrogram images were finalized by applying a gray-scale colormap, converting
the frequency to kHz and the power spectrum density to dB, and restricting the y-axis
between 3 and 20 kHz to emphasize the most significant (dominant) frequency range [36].

The spectrograms were then manually labeled by a human expert in two steps: initial
tagging and validation tagging. The first step involved precise annotation of 5 s spectro-
grams over ten days of data collection, which were used to train an initial version of a
deep learning classifier. This classifier was then used to select new portions of recordings
containing potential dolphin sounds, which made tagging the remaining data in the valida-
tion phase more efficient. The validation phase only required the verification of positive
samples detected by the preliminary deep learning classifier.

A human expert was tasked with identifying dolphin whistles as curving lines in
the time–frequency domain and disregarding the contour lines generated by shipping
radiated noise. When the discrimination process was complex, the expert directly listened
to the recorded audio track to identify whistle-like sounds. The tagging resulted in a
binary classification (whistle vs. noise) and a contour line marking the time–frequency
characteristic of the identified whistle. This contour was used to assess the quality of the
manual tagging by ensuring that the bandwidth of the identified whistle fell within the
expected thresholds for a dolphin’s whistle, specifically between 3 and 20 kHz. A second
quality assessment was conducted by measuring the variance of the acoustic intensity of
the identified whistle along the time–frequency contour, where the acoustic intensity of a
valid whistle was expected to be stable.

2.1.2. Original Training and Test Sets

As mentioned in the introduction, the training set [28] contained all the spectrograms
obtained from audio files recorded between 24 June and 30 June, while the test set was
composed of the spectrograms of audio files recorded between 13 July and 15 July, a
three-day window. The rationale given by the authors for dividing the training and test
sets in this manner was primarily to test the generalizability of models using completely
disparate sets of recordings, as this would better assess the detection accuracy amidst
varying sea conditions.

As detailed in Section 2.3, we extracted a validation set from the training set obtained
from audio files recorded between 24 June and 26 June. We used the validation set for
learning the weights of the weighted sum rule, and then the whole training set was fed
into the networks for classifying the test set.

2.2. Baseline Detection

PamGuard [14] is a widely used software designed to automatically recognize marine
mammal vocalizations. It provides an interesting baseline method since it is widely used.
The operational parameters of PamGuard were used as follows:

• The “Sound Acquisition” module from the “Sound Processing” section was included
to manage the data acquisition device and convey its data to other modules;

• The “FFT (spectrogram) Engine” module from the “Sound Processing” section was
incorporated to calculate spectrograms;

• The “Whistle and Moan Detector” module from the “Detectors” section was added for
detecting dolphin whistles;

• The “Binary Storage” module from the “Utilities” section was incorporated to preserve
information from various modules;

• A new spectrogram display was created by adding the “User Display” module from
the “Displays” section.

Input spectrograms were devised utilizing the FFT analysis mentioned above with
identical parameters: FFT window length was assigned 2048 points, and the hop size was
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set to the length multiplied by 0.8 using the Blackman window in the “FFT (spectrogram)
Engine” module under the software settings. The frequency range was determined between
3 and 20 kHz, and the “FFT (spectrogram) Engine Noise free FFT data” was chosen as
the source of FFT data in the “Whistle and Moan Detector” module settings. During the
creation of a new spectrogram display, the number of panels was assigned as 2 to visualize
both channels. A detection by PamGuard was classified as a true positive if the signal
window identified by the software overlapped with at least 5% of the ground truth signal
interval. While this criterion may appear lenient, it allowed for the inclusion of many
PamGuard detections that might have otherwise been disregarded.

2.3. Proposed Approach

The approach proposed in this study is illustrated in Figure 1. Our method is based
on the combination of ten ResNet50 networks. The data augmentation phase was applied
only to the test set and not to the training set, since it is already a large set of spectrograms.
The data augmentation methods were selected using the validation set. Moreover, by using
the validation set, the weights of the weighted sum rule are fixed (see Section 2.3.2). As
illustrated in Figure 1, for each image of the test set, we classified three images: the original
and two created by the data augmentation methods. The scores of these three images were
combined using the weighted sum rule (see Section 3 for details), where the weights were
found using the validation set. The weighted sum rule is a machine learning approach that
combines the predictions of multiple models, in which a factor weights the contribution of
each model, here learned on the validation set. Altogether, we had ten ResNet50 networks
(each obtained by simply reiterating training), which produced ten weighted sums. These
ten scores (i.e., the output of the ten weighted sum rules, one for each network) were
combined with the classic sum rule, obtaining the final score of the method.

Figure 1. Proposed ensemble: for each image in the test set, we classified three images (the original
and two augmented images) combined using the weighted sum rule.

In summary, we trained 10 resnet50 by simply tuning 10 times the ResNet50 network
on the training dataset, then we used each of these 10 networks to classify the three
images related to each pattern in the test set (original pattern and the two created by
unsupervised data augmentation). For each network, we calculated the final score of each
test pattern using the weighted sum rule, then these 10 scores (related to the 10 networks)
were combined using the sum rule. These steps are described in more detail below.
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2.3.1. ResNet50

ResNet50 is a convolutional neural network (CNN) architecture introduced by Mi-
crosoft Research in 2015 that belongs to a family of models called Residual Networks, or
ResNets [37], which are widely used for various computer vision tasks, including image
classification, object detection, and image segmentation. The key innovation of ResNet
is the introduction of residual, or skip, connections for optimal gradient flow. ResNet
enables the training of much deeper networks with improved performance by using skip
connections. The name “ResNet50” signifies that this particular model has 50 layers.

The architecture of ResNet50 can be divided into several blocks. The input to the
network is a 224 × 224 RGB image. The initial layer is a standard convolutional layer
followed by a batch normalization layer and a ReLU activation function. This layer is
followed by a max-pooling layer that reduces the spatial dimensions of the input. The
main building blocks of ResNet50 are the residual blocks. Each residual block consists of a
series of convolutional layers with batch normalization and ReLU activation. The output
of these convolutional layers is added to the original input of the block through a skip
connection. This addition operation allows the network to learn the residual information,
i.e., the difference between the desired output and the input, which can be thought of as
the “error” to be corrected.

ResNet50 contains several stacked residual blocks, with the number of blocks varying
depending on the specific architecture. The model also includes bottleneck layers, which
are 1 × 1 convolutional layers used to reduce the dimensionality of the feature maps,
making the network more computationally efficient.

Towards the end of the network, a global average pooling layer spatially averages the
feature maps, resulting in a fixed-length vector representation. This vector is fed into a fully
connected layer with a softmax activation function, producing the final class probabilities.

Overall, ResNet50 is a powerful and influential CNN architecture that has significantly
advanced the field of computer vision. Its use of residual connections has paved the way
for the development of even deeper and more accurate neural networks, and it continues
to serve as a benchmark for many state-of-the-art models in the field.

2.3.2. Validation Set Construction

The original training and test sets in [28], as described in Section 2.1.2, were used in
this study. However, unlike the original authors, we extracted a validation set from the
training set using all the spectrograms related to the three-day recording period of 24 June
to 26 June. The validation set was used to fix the parameters of the weights for combining
the scores using the sum rule of the different augmented spectrograms created for each test
pattern. Our testing set was composed of the original image and two augmented images.
The data augmentation approaches are detailed in Section 2.3.3.

Using the validation set, we combined the following three spectrograms for each test
pattern using the weighted sum rule:

1. Original pattern;
2. Random shift with black or wrap;
3. Symmetric alternating diagonal shift.

2.3.3. Test Set Construction

The following two unsupervised data augmentation functions (see Figures 2 and 3)
were used to generate two images for each test image:

1 The Random shift with black or wrap (RS) augmentation function undertakes the
task of randomly shifting the content of each image. The shift can be either to the left
or right, determined by an equal probability of 50% for each direction. The shift’s
magnitude falls within a specified shift width. Upon performing the shift, an empty
space is created within the image. To handle this void, the function uses one of two
strategies, each of which is selected with an equal chance of 50%. The first strategy is
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to fill the space with a black strip, and the second is to wrap the cut piece from the
original image around to the other side, effectively reusing the displaced part of the
image. In our tests, we utilized a shift_width randomly selected between 1 and 90.

2 The symmetric alternating diagonal shift (SA) augmentation function applies diagonal
shifts to distinct square regions within each image. Specifically, the content of a
selected square region is moved diagonally in the direction of the top-left corner. The
subsequent square region undergoes an opposite shift, with its content displaced
diagonally towards the bottom-right corner. The size of the square regions is chosen
randomly within the specified minimum and maximum size range.

Figure 2. Spectrograms illustrating the RS method described in Section 2.3.3, with time on the x-axis
and frequency in hertz on the y-axis. The left image showcases the original spectrogram. The center

image presents the spectrogram after applying the random shift. The right image demonstrates the
filled version of the spectrogram.

  

Figure 3. Illustration of the SA method described in Section 2.3.3, with time on the x-axis and
frequency in hertz on the y-axis. The left image showcases the original spectrogram. The right image
presents the spectrogram after SA.

We tested many data augmentation methods. Due to space constraints, we only
present the the methods that were selected based on the validation set.

3. Experimental Results

The protocol used in our experiments mirrored that proposed in [28]. However, we
used the validation set described in Section 2.3.2 to learn which data augmentation methods
to apply and the weights of the weighted sum rule. After choosing the weights based on
the validations set, we used the subdivision of the training and testing set described in [28].
We wish to stress that the validation set was extracted from the training set, so there was
no overfitting on the test set. We gauged the performance of the model on the distinct test
set by calculating the same performance indicators used in [28]. The true positive rate and
the false positive rate was used to ascertain precision/recall. These metrics were used to
generate the receiver operating characteristic (ROC) curves and evaluate the corresponding
area under the ROC curve (AUC):

Precision = TP/(TP + FP) (1)
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Recall = TP/(TP + FN) (2)

True Positive Rate = TP/(TP + FN); (3)

where TP indicates true positives, TN indiates true negatives, FP indicates false positives,
and FN indicates false negatives.

In Table 1, we present a comparison between the baseline ResNet50 and the proposed
data augmented ResNet50 (named ResNet50_DA). ResNet50(x)_DA indicates the combina-
tion of x ResNet50_DA networks using the sum rule. Figure 4 reports the ROC curve for
ResNet50(1) vs. ResNet50(10)_DA.

Table 1. Comparison (Area under the ROC curve) of baseline ResNet50(1) with the proposed
augmented ensembles of ResNet50s (ResNet50(x)_DA (bold indicates best performance).

ResNets AUC

ResNet50(1) 0.960
ResNet50(1)_DA 0.964
ResNet50(5)_DA 0.972
ResNet50(10)_DA 0.973

 

Figure 4. ROC curve (ratios of the true positives on the y-axis and false positives on the x-axis).
The light blue represents our proposed ensemble, and the dark blue represents ResNet50(1), a
single network.

We acknowledge that the performance increase recorded in Table 1 may not appear
high compared to the baseline. However, our results are interesting because many of the
misclassified samples are unclassifiable by humans. Thus, we are likely already very close
to the maximum performance (AUC = 1 not obtainable). Furthermore, our results create a
new baseline on an available dataset that can be repeated for testing other methods. The
plot of the ROC curve in Figure 4 clearly shows that our proposed approach outperforms
ResNet50(1). It is important to note that we obtained a true positive rate of 0.9 and a false
positive rate of 0.02. Moreover, it is clear that the ResNet50(10)_DA improves ResNet50(1).
The number of false positives of the standalone networks was more then two times the
number of false positives of the ensemble.

In Table 2, we present a comparison between our proposed method and two other
approaches using the same dataset with the same testing protocol, reporting a full set
of performance indicators (accuracy, AUC, precision, and recall). Clearly, the proposed
ensemble performed better than the methods reported in the literature, although with
higher computational costs. We do not believe this is a problem, considering that the
current computing power of GPUs and the developments expected in the coming years will
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reduce the considerations of such costs. For example, using a NVIDIA 1080, we were able
to classify a batch of 100 spectrograms in ~0.3 s (considering a standalone ResNet50). Using
a TitanRTX, we were able to classify a batch of 100 spectrograms in ~0.195 s (considering a
standalone ResNet(50).

Table 2. Comparison with the literature using four measures.

Method Accuracy AUC Precision Recall

Pamguard [14] 0.664 --- 0.755 0.195
[28] 0.923 0.960 0.905 0.896

ResNet50(10)_DA 0.949 0.973 0.965 0.902

In Table 3, we present a report of the confusion matrix obtained by our proposed
ensemble and the previous baseline on the same dataset. This test shows that the reliability
of the proposed method reduces the number of false noise and false whistle classifications
with respect to the previous baselines. In addition, Cohen’s kappa coefficient is also shown
in the same table; this performance indicator also shows that the proposed ensemble
outperformed the previous baseline.

Table 3. Confusion matrices and Cohen’s kappa coefficient.

Here [28] Pamguard [14]
Cohen’s Kappa

Here [28] Pamguard [14]

Noise Whistle Noise Whistle Noise Whistle
0.8919 0.8383 0.1797Noise 4124 88 3963 249 4044 168

Whistle 260 2397 277 2380 2139 518

In addition to the tests reported above, we conducted experiments in which the two
data augmentation approaches selected on the validation set were applied to the whole
training set. Due to the large size of the augmented training set, the training time increased
to ~2100 min using a machine with a NVIDIA Titan X with 12 GB of ram. Increasing the
size of the training set only slightly increased the performance. Once again, applying data
augmentation to the test data using the weighted sum rule adopted in this paper resulted
in better performance than using only the original test set. We obtained the following
performance metrics:

1 Data augmentation applied to the training set, with the test set consisting of only the
original images: AUC: 0.968; Accuracy: 0.940; Recall: 0.911 Precision: 0.931;

2 Data augmentation applied to both the training set and test set, with the proposed
weighted sum rule used for the test set: AUC: 0.970; Accuracy: 0.941; Recall: 0.911;
Precision: 0.934.

4. Conclusions

The surge in human activities in marine environments has led to an influx of boats
and ships that emit powerful acoustic signals, often impacting areas larger than 20 square
kilometers. The underwater noise from larger vessels can surpass 100 PSI, disturbing
marine mammals’ hearing, navigation, and foraging abilities, particularly for coastal dol-
phins [38,39]. Therefore, the monitoring and preservation of marine ecosystems and wildlife
is paramount. However, conventional monitoring technologies depend on detection meth-
ods that are less than ideal, thereby hindering our capacity to carry out extensive, long-term
surveys. While automatic detection methods could significantly enhance our survey capa-
bilities, their performance is typically subpar amidst high background noise levels.

In this paper, we illustrated how deep learning techniques involving data augmenta-
tion can identify dolphin whistles with remarkable accuracy, positioning them as a promis-
ing candidate for standardizing the automatic processing of underwater acoustic signals.
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We obtained state-of-the-art results and provided a training and test set for fair comparison.
In terms of accuracy, we obtained a nearly 0.03 accuracy gain. The MATLAB/PyTorch
source code used in this study is freely provided (https://github.com/LorisNanni/ ac-
cessed on 7 July 2023).

Despite the need for additional research to confirm the efficacy of such techniques
across various marine environments and animal species, we are confident that deep learn-
ing will pave the way for developing and deploying economically feasible monitoring
platforms. We hope that our new baseline will further the comparison of future deep
learning techniques in this area.

Finally, we should stress the main cons of using this dataset as a benchmark: the
training and test set were from the same region (Dolphin’s Reef in Eilat, Israel), and the
samples were collected using the same acoustic recorder.
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Featured Application: Fast pitch detection algorithm for the real-time estimation of the funda-

mental frequency, optimized for hardware implementation.

Abstract: This paper presents a novel, high-speed, and low-complexity algorithm for pitch (F0)
detection, along with a new dataset for testing and a comparison of some of the most effective
existing techniques. The algorithm, called OneBitPitch (OBP), is based on a modified autocorrelation
function applied to a single-bit signal for fast computation. The focus is explicitly on speed for
real-time pitch detection applications in pitch detection. A testing procedure is proposed using a
proprietary synthetic dataset (SYNTHPITCH) against three of the most widely used algorithms: YIN,
SWIPE (Sawtooth Inspired Pitch Estimator) and NLS (Nonlinear-Least Squares-based). The results
show how OBP is 9 times faster than the fastest of its alternatives, and 50 times faster than a gold
standard like SWIPE, with a mean elapsed time of 4.6 ms, or 0.046 × realtime. OBP is slightly less
accurate for high-precision landmarks and noisy signals, but its performance in terms of acceptable
error (<2%) is comparable to YIN and SWIPE. NLS emerges as the most accurate, but it is not flexible,
being dependent on the input and requiring prior setup. OBP shows to be robust to octave errors
while providing acceptable accuracies at ultra-high speeds, with a building nature suited for FPGA
(Field-Programmable Gate Array) implementations.

Keywords: pitch detection; F0; algorithm; auto-tune; audio signal processing

1. Introduction

A signal is defined as periodic when the same sequence of values re-occurs after a
fixed amount of time, defined as a period, whose inverse is the frequency. By Fourier’s
principles, a real-world signal can be described as a sum of sinusoids (or “pure tones”) that
only carry one frequency [1]. The fundamental frequency, or F0, is defined as the lowest
frequency describing a periodic component of a signal. In the audio domain, F0 is defined
as the pitch, which in music is translated to a specific note.

Detecting the F0 of a signal is a crucial application in many fields, with audio, music,
and speech processing being heavily reliant on pitch-detection-based technologies, as well
as other fields such as fault detection of moving parts, which are related to their resonance
frequency [2], or sonar systems for target detection, classification and localization [3]. More-
over, pitch detection can also be employed in the characterization of accurate sinusoidal
voltages, as described by Krajewski et al. [4].

The problem of pitch detection is crucial in all the applications that rely on knowing
the fundamental frequency in order to perform periodicity-related computations, such
as acoustic feature extraction relying on prosodic metrics such as HNR, jitter or shimmer
that evaluate “cycle-to-cycle” variations [5]. Moreover, professional audio relies on pitch
detection to build tuners for real instruments, or for real-time pitch re-adjusting applications
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especially directed toward vocal tuning. Real-time detectors are thus necessary to enable
performers to monitor pitch accuracy and trigger events in real time, especially related to
MIDI applications [6]. Additionally, fast, real-time pitch detection is valuable in interactive
audio applications, such as games and virtual reality, where it enables dynamic audio
synthesis and effects as well as responsive processing.

The two main characteristics of pitch detection algorithms are speed and accuracy,
which often imply a trade-off depending on the specific application—for example, posterior
analyses do not need real-time F0 estimation, as opposed to live music [6].

With the diffusion of technologies such as “Autotune” for real-time pitch correction in
singers [7], and with the widespread use of MIDI instruments and/or live MIDI transform-
ers to digitalize acoustic instruments, real-time pitch detection sees a crucial application in
the music industry. Especially for MIDI purposes where a sound needs to be translated
into a discrete note, speed is favored over accuracy due to the need for low-latency live
solutions, and thanks to the fact that the detected frequency is discretized into a note of the
tempered system allowing for a certain range for errors. The problem of detecting the fun-
damental frequency in real time is crucial whenever live performances are involved, as even
minuscule latencies of a few milliseconds can be perceived by the musician or operator.

In speech analysis, F0 carries a crucial role as a biometric feature for characterizing
voice impairment, up to singlehandedly being used for pre-diagnostic purposes, where
F0-related features and their variations are used for the detection of respiratory [8], phona-
tory [9,10] or neurodegenerative diseases [11–13].

Given the multifaceted applications and different industry needs, the state of the art
of pitch detection depends on the application.

From the mathematical point of view, although an ever-growing plethora of algorithms
are being developed, the vast majority can be generally categorized into three approaches:
time-based, frequency or Cepstrum-based, full heuristic. Time domain approaches are gen-
erally based on the mathematical principles behind autocorrelation, which inherently has
peaks every time a signal repeats (maximum correlation with itself): the problem of pitch
detection is thus translated into the problem of finding the maximum of the autocorrelation
function. Frequency domain algorithms are based on Fourier domain or cepstral analysis,
with the Harmonic Product Spectrum (HPS) [14] as a notable example: it computes the
product of the power spectra of a signal and its downsampled versions to emphasize
harmonic components. The fundamental frequency is then estimated by identifying peaks
in the resulting spectrum. In recent years, the research trend was predominantly based on
Deep Learning methods based on Convolutional Neural Networks (CNN) [15], which offer
the advantages of being able to control the size of the computational net and also to specif-
ically train on suitable data, since the problem of pitch detection is data-dependent [16].
However, CNN-based methods are not easily generalizable, and require data and especially
time for training time before they are usable in their “inference” form—which usually
brings high accuracies but slightly less optimal speed [17].

The prior definition of the latency/complexity of a pitch detection algorithm is hard
to determine, since each algorithm and performance inherently depends on the acoustic
and digital nature of the data—such as the number of bits for quantization.

Theoretically, HPS-based methodologies yield a complexity of O(NlogN), and straight-
forward autocorrelation is at O(N2), whereas FFT-based autocorrelation is O(NlogN) yet
again, being comparable to HPS. The Fast Fourier Transform (FFT) algorithm is used to
speed up the computation of autocorrelation. By leveraging the symmetry properties in
the autocorrelation function, the complexity of FFT-based autocorrelation is reduced. The
process involves padding the input signal to the nearest power of 2, computing the FFT
of the padded signal, squaring the magnitude of each frequency bin to obtain the power
spectrum, computing the inverse FFT of the power spectrum and normalizing the result by
dividing it by the length of the input signal.

After a rough estimate of F0, many algorithms have to rely on some corrective heuris-
tics to fine-tune the result and/or avoid octave errors. Common signal processing solutions
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may be employed for this purpose as well, with notable results such as the work by
Khadem-hosseini et al. [18] employing HPS and Euclidean summation. However, although
this results in improved accuracy, it is an inherently computationally expensive mean,
and real-time pitch detectors might choose to avoid relying on correctors—this is also the
approach that we chose in the present paper.

Due to the inherent harmonic nature of most real-world sound signals, especially
when dealing with speech or music analysis, octave errors are a common criticality among
pitch detection algorithms, being triggered by the eventual presence of strong first- or
second-order harmonics and, partially, by aliasing.

Two of the most widely used algorithms, SWIPE [19] and YIN [20], which will be
detailed later in Section 2, are based on autocorrelation. More algorithms are listed in the
works by Camacho and Harris [19] and Ruslan et al. [1].

Attempts at fast pitch detectors are based on the simplification of the transformation
procedures, such as the work by Grinewitschus et al. [21], which leverages the constant-Q
Gabor transform for a threshold-based approach within a four-dimensional logarithmic
harmonic spectrum shift. A work by Mnasri et al. [22] aims to avoid short-time analysis
and thus the underlying approximations about local stationarity by employing the Hilbert
transform to derive “instantaneous” frequency components to contour F0: the performances
might be comparable to YIN or SWIPE, but no indication on speed is given.

In general, the problem of real-time, high-speed pitch detection has to be faced with
the development of a computationally light algorithm that still retains a relative error
suitable for the required application (mainly professional audio and live performances).

The scope of this paper is to propose a novel, high-speed implementation of a pitch
detection algorithm based on a modified version of the autocorrelation, and to assess the
performances of the most highly regarded algorithms in terms of speed and accuracy, on a
suitable dataset purposefully built as a test bench.

For the purposes of testing pitch detection algorithms on sheer speed or recognition
capabilities, a custom dataset named SYNTHPITCH was built by producing synthetic
signals so that the original pitch/F0 is objective and priorly known.

Other algorithms such as YAAPT [23], SHRP [24] or the CREPE [25] CNN approach
have been experimented with, but their preliminary results were not notable with respect to
the others considered, especially for the speed vs. accuracy tradeoff. With speed being the
main characteristic to search for, non-notable algorithms that provide high accuracies but
poor speed have not been included in the present assessment although experimentations
were made on them in order to rule them out, and synthetic signals are employed to
evaluate the sheer computational complexity, while not forgoing the ability to infer pitch.

The main contributions of this paper lie in the presentation of a novel pitch detection
algorithm, based on a partially unexplored approach focused on high-speed and low bit
depth, very suitable for hardware implementations. All of these characteristics make it
a good candidate for live performance applications or MIDI instruments, which rely on
real-time note detection. The mathematical and signal processing theories behind our novel
algorithm explore the characteristics of the autocorrelation function, its maximization and
its approximations, as well as the effect of quantization on the fundamental frequency of
a signal.

Along with the new algorithm, a testing paradigm for evaluating the speed and com-
putational complexity of pitch detection algorithms is proposed, and a custom, synthetic
dataset is produced and made available to the public. State-of-the-art, pre-existing pitch de-
tection algorithms, especially those focusing on speed, are thoroughly explored and tested.
The article is organized as follows. Section 2 presents the OneBitPitch algorithm along with
its mathematical discussion, theoretical derivation and implementation, as well as three
other algorithms (YIN, NLS, SWIPE) used for comparison and the custom SYNTHPITCH
dataset produced and used in this paper. Section 3 presents the numerical results obtained
from the simulations, as well as a statistical analysis. Then, Section 4 provides an in-depth
discussion of the obtained results, especially focusing on real-time implementation and
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runtime speed, which are the main focuses of the analyses. The strengths and weaknesses
of every algorithm are analyzed along with practical situations where each algorithm is
best suited. Limitations and future works, especially regarding hardware solutions, are
presented at the end of the Discussion and before the Conclusions.

2. Materials and Methods

This paper proposes a novel pitch detection algorithm called OneBitPitch, in short,
OBP, based on a modified autocorrelation function applied to a one-bit version of the
original signal, for maximum speed and hardware implementation capabilities. In order
to evaluate the performance of the OneBitPitch algorithm, a custom synthetic dataset
(SYNTHPITCH) was built and 4 different algorithms were compared on it.

The choice of the algorithms was based on well-known, state-of-the-art pitch estima-
tors especially directed toward high speed or high accuracy. The main focus is the sheer
algorithmic performance, although it is well known that the effectiveness of any pitch
detection model is inherently dependent on the dataset and purpose (i.e., pure signals,
voice data, etc.).

This section first presents the public dataset built for the purpose of this study, then
details the OBP algorithm along with its mathematical basis and briefly presents the three
algorithms used for comparison: YIN, SWIPE and NLS.

2.1. SYNTHPITCH Dataset

The SYNTHPITCH dataset was purposefully built for the scope of the analyses pre-
sented in this work, i.e., for testing pitch detection algorithms on arbitrarily complex signals
in terms of fundamental frequency intelligibility, and to evaluate their computational com-
plexity/speed.

All signals were sampled at 96 ksps and represented in floating points. A typical audio
setup was reproduced, so a 20 kHz low-pass filter was applied. Twelve different categories
are present, with each one encompassing 99 signals with increasing fundamental frequency,
starting from 100 Hz up to 5000 Hz with a 50 Hz step size.

The categories were built with increasing pitch complexity, the simplest one being pure
sine waves, to which multiple artifacts have been applied to generate sounds of increasing
complexity. There are also two categories encompassing square waves; the amplitude of
each starting wave is normalized to have a peak of 1. Table 1 details the characteristics of
each category and its name, as well as the number of artifacts applied, with the following
macroscopic characteristics:

• Harmonics: Addition of a number of harmonic frequencies, i.e., integer multiples of F0.
The amplitude of each harmonic is a random number between 0 and 1, sampled from
the Gaussian distribution, and eventually re-scaled if more/less amplitude is needed;

• Partials: Addition of non-integer, random multiples of F0, with random starting
amplitude linearly scaled according to the order, and random phase. The following
formula explains the construction of an i-th order partial, with Ai, fi and ϕi being
random amplitude (scaled according to the order), random frequency obtained by
multiplying F0 by a random number between 0 and 1 (scaled according to the order)
and random phase. All random quantities are obtained by sampling a Gaussian
distribution with max = 1, and the formula is as follows:

Partiali(t) =
Ai
i
·sin(2πi fit + ϕi); (1)

• White Gaussian Noise: Addition of white Gaussian noise of a given SNR, after mea-
suring the power of the signal with added harmonics/partials;

• Reverb: Addition of a reverberated copy of the signal with amplitude equal to 0.1 of
the measured amplitude of the starting signal.
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Table 1. Name and description of the signal categories making up the SYNTHPITCH dataset. The
order is alphabetical.

Name Description

2harm Pure sine waves plus the first two harmonics with random amplitude between 0 and 1

2harm_wgn15 Pure sine waves plus 2 harmonics (random amplitude between 0 and 1) plus white Gaussian noise
with SNR = 15

4harm Pure sine waves plus 4 harmonics with random amplitude between 0 and 1

4harm_4part_wgn15 Pure sine waves plus 4 harmonics (random amplitude between 0 and 1) and 4 partials (linearly
decreasing amplitude)

4harm_high Pure sine waves plus 4 harmonics with random amplitude between 0 and 3

4harm_wgn15 Pure sine waves plus 4 harmonics with random amplitude between 0 and 1 plus white Gaussian
noise with SNR = 15

full1 Pure sine waves plus 10 harmonics (random amplitude between 0 and 2) and 10 partials (maximum
amplitude = 2), plus white Gaussian noise with SNR = 1 and reverb (0.1 RMS)

full2 Pure sine waves plus 10 harmonics (random amplitude between 0 and 2) and 10 partials (maximum
amplitude = 2), plus white Gaussian noise with SNR = 10 and reverb (0.1 RMS)

pure Pure sine waves
pure_wgn0P3 Pure sine waves plus white Gaussian noise with SNR = 0.3
square_pure Square waves

square_wgn10 Square waves plus white Gaussian noise with SNR = 10

Figure 1 details some examples of signals found on the SYNTHPITCH dataset; notice
how, with complex/dirty signals such as those present in the “full1” category, pitch and
sinusoidal behavior become very hard to infer. The dataset is free to use for the public.

 
(a) (b) 

 
(c) (d) 

Figure 1. Sample signals from the SYNTHPITCH dataset (F0 = 100 Hz): (a) “2harm” sample (blue);
(b) “4harm_high” sample (red); (c) “full1” sample (black); (d) “square_wgn10” sample (green).

2.2. OneBitPitch Algorithm

The algorithm proposed in this paper is aimed at ultra-fast pitch detection, for real-
time usage, and was developed as a starting point for future hardware implementation and
for heavy-duty, latency-free live use.
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With these premises, our proposed algorithm aims to reduce the computational com-
plexity to its bare minimum, sacrificing accuracy while still staying in acceptable territories,
to provide the highest possible speed performances.

The OneBitPitch (OBP for short) algorithm exploits a modified version of the autocorre-
lation in time approach highly optimized for execution time and computational complexity.

The basic idea is that reducing the resolution of a signal, i.e., the number of quantiza-
tion bits, worsens the signal but retains its periodicity. Taking this idea to its limit, we can
state the following:

Proposition 1. Let x be a digital signal modeled as a zero-average periodic sequence quantized with
N bits and with F0 being its fundamental frequency. Re-quantizing x with M < N bits, the original
F0 is preserved in the re-quantized signal.

This can be easily proven by considering that, for a periodic signal in which F0 is the
reciprocal of a period T0, the time duration of such a period does not change with truncation
(re-quantization), although the exact timeframe can be anticipated/delayed according to
rounding conventions [26–28]. With the assumption of no aliasing (anti-aliasing has been
performed priorly), this holds true for any amount of bits, up to the minimum limit of
1-bit quantization, which basically results in the sign function. Although discretizing
the amplitudes might indeed insert artifacts that generate new periodicities, the original
frequency that acted as a fundamental is ultimately preserved. No matter how coarsely
quantized, a sequence will still be repeating itself regardless of the discretization steps.
Figure 2 explains this by showing an infinite precision signal, a down-quantized version
and a “sign” signal quantized with 1 bit. With the period starting at 0, it can be shown
that all signals re-start at the exact same moment, despite the quantization error being
increasingly high.

Figure 2. Period of a periodic signal and its quantized versions. The time at which the signal is
measured to be repeating (period) is in orange. The “quantized” version is at N = 4 bits (16 values)
and the “sign” version is quantized with 1 bit.

The mathematical principles for pitch detection are based on the intuition that the
maximum of the autocorrelation [29] of a signal is when such a signal repeats itself, i.e., at
its fundamental frequency.

The common definition for the autocorrelation of a signal x is [30]:

rxx(l) =
1
N
·

N

∑
k=1

x(k)x(k + l) (2)
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With l being the “lag” (progressive shift of a signal to have it slide on the other), N
is the length of the signal in terms of the number of samples, and k is the discrete time
(number of samples).

Implementing a full autocorrelation function has some drawbacks: it is relatively
computationally expensive due to the need for reiterated multiplications, leading to a
complexity of O(N2), and further normalization is required because the output is heav-
ily dependent on the magnitude of the input signal and its variations, which skew the
autocorrelation [20].

However, for a periodic signal, which can be defined as x(k), which repeats after a
period of T samples, so that x(k) = x(k + T), a “difference function” can be defined so that
its minimum corresponds to the period. The formula, expressed in terms of the lag l as
the independent variable (in a digital sequence simply refers to the sample number), is
the following:

dxx(l) =
N

∑
k=1

|x(k)− x(k + l)| (3)

with l being the lag (sample), and N is the length of the signal x in samples. This formula will
be referred to, for simplicity, as “modified autocorrelation”, with the basic idea that instead
of searching for the maximum of the product like pitch detection algorithms employing
“usual” autocorrelation, we can search for the minimum of the difference. Moreover, this
function is inherently independent of the input amplitude and its variations [31].

Figure 3 displays an example comparing the autocorrelation and the difference func-
tion (“modified autocorrelation”), showing how the maxima of the first roughly correspond
to the minima of the latter.

Figure 3. Comparison of autocorrelation versus the modified difference function version, computed
on a signal from the “full2” category (F0 = 100 Hz). Notice how a maximum of the autocorrelation
corresponds to a minimum in the difference function.

The operation to make the sum independent from negative values can be the square,
as implemented by de Cheveignè and Kawahara [20], or the absolute, as we chose. In
our specific case, this actually becomes irrelevant due to the 1-bit quantization, which
essentially renders this formula into an XOR operation, which is inherently optimized for
hardware implementations and parallelization.

However, for more than 1-bit quantization, the absolute is still more efficient, especially
for FPGA implementations, because it can essentially be realized with a multiplexer for the
MSB and a conditioned re-assign of the sign.
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From the O(N2) computational complexity of the normal autocorrelation function, a
single-bit XOR implementing the difference autocorrelation yields a theoretical constant
complexity of O(1), being essentially a binary addiction without carry [32,33].

The idea behind the OBP algorithm is thus to apply an optimized autocorrelation-
based pitch detection to a 1-bit version of the original signal, which drastically decreases
computation complexity, especially considering that common bit depths employ 16 to 64
bits. Within this picture, Kawecka and Podahjecki explored the probabilistic properties of
quantizers [34]. The operation of using 1 bit is logically equal to the “sign” operation. In
the most common digital representations (two’s complement, floating-point IEEE-754 [35],
sign/magnitude [36]), the MSB (most significant bit) is used as the sign and thus a sim-
ple truncation of the original sequence is required—this could also be performed in the
hardware domain for maximum speed.

The building blocks of the OBP algorithm are represented in Figure 4 and described
as follows:

• Input: The input signal is assumed to be limited in band, with no DC components,
which can be obtained before ever entering the digital realm by analog filtering; this
also guarantees the zero average.

• Sign: From the original signal, only the sign is extracted; in any common digital
environment, this is obtained by just retaining the MSB. For different kinds of repre-
sentation, a comparator would be required.

• Buffer: It is needed to store a fixed amount of the previous samples of the signal and
its length is related to the minimum frequency that needs to be detected (Fmin). With
Fs being the sampling rate, a buffer length of Fs/Fmin samples is required.

• Modified autocorrelation: The difference autocorrelation previously defined is applied
to the sign signal within the buffer. Instead of performing a circular correlation, like
other algorithms (namely, YIN), a linear correlation is applied on a total frame length
of one buffer and a half to avoid phase jumps. For periodic signals, autocorrelation
tends to rise and fall from/to the minimum symmetrically: for this reason, the center
of the minimum is to be considered to evaluate the period.

• Threshold: The search for the minimum of the difference autocorrelation function
is simply performed by thresholding the signal with a fixed threshold. This can be
visualized with a “Thresholding” logical signal that is 1 only when the autocorrelation
is under the threshold. Although more sophisticated methods can be implemented,
such a naïve implementation is computationally efficient and has been empirically
observed to be a good trade-off between accuracy and speed.

• Output: As previously stated, the very minimum point is the center of the sections
below the thresholds, which is equal to a logical 1 in the “Thresholding” signal. The
frequency result is simply obtained by counting the number of samples between
two minima.

Figure 4. Block diagram of the OneBitPitch (OBP) pitch detection algorithm.

Figure 5 displays the progression of the algorithm by showing each internal signal.
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Figure 5. Processing steps within the OBP pipeline. The orange line shows the period, which is
correctly detected as the center of the section below the threshold. The “Thresholding” signal is 1
when the “Modified Autocorrelation” signal goes below a fixed threshold (minimum search).

2.3. YIN Algorithm

The YIN algorithm [20] is an autocorrelation-based pitch estimator allegedly bringing
high speed and good accuracy with few parameters to tune. It utilizes a modified auto-
correlation difference function called Cumulative Mean Normalized Difference Function,
used iteratively to avoid zero lag and to normalize the difference function with respect to
large lags. Parabolic interpolation is then employed to obtain sub-sampling resolutions. In
order to reduce octave errors and optimize the result, the search for the pitch candidate is
aided by a heuristic based on range reduction. As for many algorithms, additional tuning
possibilities are forecasted for unclean signals (i.e., presence of additive noise or additive
frequencies/harmonics), such as comb filtering.

2.4. SWIPE (Sawtooth-Inspired Pitch Estimator) Algorithm

SWIPE was developed by Camacho and Harris [19]. It consists of measuring the
average distance between valleys and peaks on the spectrum, at harmonics of the pitch.
After the first estimation, SWIPE tries to refine the output by exploiting a variable window
size and evaluating the best pitch candidate.

The pitch is estimated by comparing the spectrum of the signal to the sawtooth
waveform whose spectrum is most similar. This is achieved by calculating a normalized
inner product between the signal spectrum and a modified cosine. The analysis window
size is adjusted to align the main lobes of the spectrum with the positive lobes of the cosine
and parabolic interpolation is employed for added accuracy. SWIPE’ (or SWIPE prime or
SWIPEP) is a variant of SWIPE built to minimize subharmonic errors, which the original
algorithm was prone to, by only employing the first harmonic and the prime ones. It is
the most widespread version, present in advanced libraries such as Tsanas’ Voice Analysis
Toolbox [37], and will thus be the one used in this paper.

2.5. NLS (Nonlinear Least Squares) Algorithm

The Nonlinear Least Squares (NLS) principle is based on a statistical Maximum
Likelihood (ML) candidate research [38,39]. This class of algorithms can theoretically
achieve the highest degree of accuracy, especially on discretized pitches, at the cost of
greater computational complexity.

The algorithm proceeds by iteratively minimizing the cost function for the estimation error.
The algorithm starts by selecting a range of pitch candidates that cover the expected

range of the fundamental frequency: this operation requires a prior setup of the algorithm,
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which adds latency before being usable. For each candidate, a synthesized signal is gen-
erated with harmonics or sinusoids at that pitch frequency. The objective is to find the
pitch candidate that best matches the observed signal by minimizing the sum of squared
differences between the observed and synthesized signals. Optimization techniques like
gradient descent are used to update the pitch candidates iteratively until convergence.
Finally, the pitch candidate with the minimum objective function value is selected as the
estimated fundamental frequency or pitch of the signal.

The NLS algorithm is known for its ability to handle complex harmonic structures,
variable pitch signals, and noisy environments. It is particularly effective when the signal
contains multiple overlapping or interfering harmonic components.

For the purpose of this study, a fast implementation of an NLS-based algorithm by
Wang et al. [40] is employed, shown to reduce the complexity by solving two Toeplitz-plus-
Hankel systems of equations and using the recursive-in-order matrix structures.

2.6. Test Conditions

All the algorithms were tested on the same set of signals from the SYNTHPITCH
dataset. The sampling rate was 96 KHz, the considered duration of the signals was 100 ms
(9600 samples) and the frequency limits for algorithms that require it (e.g., YIN needs to
set the minimum detectable frequency) were between 50 and 5000 Hz, in order to also
observe eventual subharmonic errors on even the lowest of the frequencies in the dataset
(which is 100 Hz). This resulted in buffer lengths of Fs/Fmin = 1920 samples. The following
hyperparameters and setup were employed for each algorithm under test:

• OBP: Our algorithm is used with a fixed threshold at 400. Tuning the threshold,
predictably, allows us to adapt to different input classes or characteristics.

• YIN: The resolution for the parabolic interpolation is 1 cent, the fixed threshold is
at 0.1.

• SWIPE: The resolution for the parabolic interpolation is 1 cent, the harmonics con-
sidered are only the first and the prime ones (making it SWIPEP), the timeframe is
at 10 ms and the final result is the mean of the tracked frequencies. Using a bigger
or smaller timeframe does not sensibly change the elapsed time due to the inherent
nature of SWIPE and it being reliant on generating sawtooth waves.

• NLS: An NLS-based model is generated from a synth sample having a number of
harmonics equal to 4. Increasing the number of harmonics, in the case of the present
study, leads to sensibly higher elapsed times while not improving accuracy. The
time needed to generate the model, i.e., the unavoidable latency at the beginning,
is on average around 40 ms. For simplicity and uniformity, this latency will not be
considered when discussing elapsed times, with the assumption that in a real-world
scenario, the model is pre-made. However, this is a small disadvantage.

The test involves running all of the algorithms on each signal (duration = 100 ms) in
each category of the SYNTHPITCH dataset. The main metrics are time elapsed in seconds
(TE) and relative absolute error (RAE) computed by comparing the estimated frequency
with the known F0 of each signal according to the following formula:

RAE =

∣∣∣∣yE − y
y

∣∣∣∣ (4)

with yE being the estimated value and y being the real/target one.
Both the RAE and the TE are averaged for each category. Due to the real-world

applications of pitch detection algorithms, and also taking into account the fact that real-
world signals might not present a discrete F0, the accuracy within a certain range is also
presented. Specifically, the ranges 1%, 2% and 10% of the true F0 are considered, producing
the metrics ACC-1, ACC-2 and ACC-10. These accuracies are presented as averages over
categories as well.
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The ranges were chosen empirically, with 2% being a truly “acceptable” error in most
music/MIDI-related applications, and with 10% ruling out octave errors, which inherently
produce 100% or above errors. Acceptable RAE values can be approximately below 0.025,
because most musical applications use discretized pitches that do not result in note errors
if within a range < 2.5% around the starting pitch. We chose 2% as a safety measure: this
range is well represented by the “ACC-2” metric, which is the percentage of instances
in which the algorithm brings an error equal to or lower than 2%. Section 4 will further
detail this.

In order to assess the statistical validity of the results, a Mann–Whitney U-test was
performed on each table reporting RAE, TE and ACC metrics within the results [41]. With
OBP as the main algorithm under test, U, Pearson’s p (or “rho”) and the z-score were derived
for each one-vs.-one comparison, with p < 0.05 used as the significant threshold [42].

3. Results

Tables 2 and 3 show the performances of each algorithm in terms of time elapsed
(TE) and relative absolute error (RAE). Tables 4–6 detail the accuracy with acceptance
rates of 1% (ACC-1), 2% (ACC-2) and 10% (ACC-10). Table 7 presents the results of the
statistical analysis.

Table 2. RAE (relative absolute error) of each algorithm averaged over each category of the SYNT-
PITCH dataset, along with the mean for each algorithm over the whole dataset.

RAE (Average)

Dataset Category
Algorithm

YIN SWIPE NLS OBP

2harm 0.003157 0.002998 0.000000 0.013210
2harm_wgn15 0.003071 0.002738 0.000000 0.014091

4harm 0.001324 0.002568 0.000000 0.052182
4harm_4part_wgn15 0.420658 0.304243 0.000000 0.154955

4harm_high 0.005729 0.004558 0.069865 0.985475
4harm_wgn15 0.001185 0.002136 0.000000 0.014095

full1 0.396471 0.252746 0.473064 0.201402
full2 0.254010 0.210246 0.483956 0.369483
pure 0.007338 0.004879 0.000000 0.013462

pure_wgn0P3 0.008713 0.019694 0.000000 0.012983
square_pure 0.334296 0.011628 0.000000 0.013462

square_wgn10 0.262356 0.013746 0.000000 0.013683

MEAN 0.141526 0.069348 0.085574 0.154873

Table 3. TE (time elapsed) in seconds for each algorithm averaged over each category of the SYNT-
PITCH dataset, along with the mean for each algorithm over the whole dataset.

Time Elapsed (TE, Average)

Dataset Category
Algorithm

YIN SWIPE NLS OBP

2harm 0.040090 0.266015 0.025799 0.004731
2harm_wgn15 0.033833 0.248275 0.025342 0.005095

4harm 0.033381 0.251229 0.026266 0.004853
4harm_4part_wgn15 0.033516 0.253206 0.025506 0.004677

4harm_high 0.035921 0.245899 0.025181 0.004831
4harm_wgn15 0.035036 0.271767 0.025841 0.005500

full1 0.036627 0.267752 0.031347 0.004833
full2 0.035664 0.254639 0.024700 0.004661
pure 0.035881 0.247622 0.025245 0.005238

pure_wgn0P3 0.035488 0.248970 0.025257 0.004766
square_pure 0.035509 0.246896 0.024810 0.004741

square_wgn10 0.035650 0.246456 0.028136 0.004685

MEAN 0.035550 0.254061 0.026119 0.004884
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Table 4. ACC-1: percentage of the times each algorithm has provided an estimated frequency that
brings RAE < 0.01. Averaged over each category of the SYNTHPITCH dataset, along with the mean
for each algorithm over the whole dataset.

ACC-1

Dataset Category
Algorithm

YIN SWIPE NLS OBP

2harm 0.949495 0.989899 1.000000 0.474747
2harm_wgn15 0.969697 0.979798 1.000000 0.393939

4harm 0.989899 0.989899 1.000000 0.434343
4harm_4part_wgn15 0.414141 0.242424 1.000000 0.303030

4harm_high 0.989899 0.989899 0.939394 0.303030
4harm_wgn15 1.000000 0.989899 1.000000 0.424242

full1 0.434343 0.191919 0.595960 0.414141
full2 0.575758 0.262626 0.646465 0.474747
pure 0.777778 0.868687 1.000000 0.444444

pure_wgn0P3 0.979798 0.606061 1.000000 0.484848
square_pure 0.626263 0.939394 1.000000 0.444444

square_wgn10 0.606061 0.858586 1.000000 0.424242

MEAN 0.776094 0.742424 0.931818 0.418350

Table 5. ACC-2: percentage of the times each algorithm has provided an estimated frequency that
brings RAE < 0.02. Averaged over each category of the SYNTHPITCH dataset, along with the mean
for each algorithm over the whole dataset.

ACC-2

Dataset Category
Algorithm

YIN SWIPE NLS OBP

2harm 1.000000 1.000000 1.000000 0.818182
2harm_wgn15 1.000000 1.000000 1.000000 0.777778

4harm 1.000000 1.000000 1.000000 0.737374
4harm_4part_wgn15 0.414141 0.333333 1.000000 0.545455

4harm_high 0.989899 1.000000 0.939394 0.464646
4harm_wgn15 1.000000 1.000000 1.000000 0.757576

full1 0.434343 0.191919 0.595960 0.575758
full2 0.575758 0.272727 0.646465 0.717172
pure 1.000000 1.000000 1.000000 0.818182

pure_wgn0P3 0.989899 0.797980 1.000000 0.818182
square_pure 0.676768 0.949495 1.000000 0.818182

square_wgn10 0.606061 0.858586 1.000000 0.797980

MEAN 0.807239 0.783670 0.931818 0.720539

Table 6. ACC-10: percentage of the times each algorithm has provided an estimated frequency that
brings RAE < 0.10. Averaged over each category of the SYNTHPITCH dataset, along with the mean
for each algorithm over the whole dataset.

ACC-10

Dataset Category
Algorithm

YIN SWIPE NLS OBP

2harm 1.000000 1.000000 1.000000 1.000000
2harm_wgn15 1.000000 1.000000 1.000000 1.000000

4harm 1.000000 1.000000 1.000000 0.979798
4harm_4part_wgn15 0.414141 0.484848 1.000000 0.757576

4harm_high 0.989899 1.000000 0.939394 0.585859
4harm_wgn15 1.000000 1.000000 1.000000 1.000000

full1 0.434343 0.383838 0.595960 0.696970
full2 0.575758 0.444444 0.646465 0.828283
pure 1.000000 1.000000 1.000000 1.000000

pure_wgn0P3 0.989899 0.989899 1.000000 1.000000
square_pure 0.727273 0.979798 1.000000 1.000000

square_wgn10 0.606061 0.979798 1.000000 1.000000

MEAN 0.811448 0.855219 0.931818 0.904040
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Table 7. Results of the Mann–Whitney statistical test for the relevance of each metric for each couple
of algorithms. Comparisons involving OBP are in bold. A z-score < −4 associated with p < 0.000001
is related to a confidence higher than 99.997%.

Comparison
Statistical Measures

U Pearson p z-Score

RAE (OBP vs. SWIPE) 42 0.08914 1.70318

RAE (OBP vs. NLS) 30 0.0164 2.396

RAE (OBP vs. YIN) 52 0.25848 1.12583

RAE (YIN vs. SWIPE) 60 0.50926 0.66395

RAE (YIN vs. NLS) 31 0.01928 2.33827

RAE (SWIPE vs. NLS) 33 0.02642 2.2228

TE (OBP vs. SWIPE) 0 <0.000001 <−4

TE (OBP vs. NLS) 0 <0.000001 <−4

TE (OBP vs. YIN) 0 <0.000001 <−4

TE (YIN vs. SWIPE) 0 <0.000001 <−4

TE (YIN vs. NLS) 0 <0.000001 <−4

TE (SWIPE vs. NLS) 0 <0.000001 <−4

ACC-1 (OBP vs. SWIPE) 36 0.04036 −2.04959

ACC-1 (OBP vs. NLS) 0 <0.000001 <−4

ACC-1 (OBP vs. YIN) 14 0.0009 −3.31976

ACC-1 (YIN vs. SWIPE) 70 0.92828 0.0866

ACC-1 (YIN vs. NLS) 26.5 0.00932 −2.59808

ACC-1 (SWIPE vs. NLS) 22.5 0. 00466 −2.82902

ACC-2 (OBP vs. SWIPE) 40.5 0.07346 −1.78979

ACC-2 (OBP vs. NLS) 18 0.002 −3.08882

ACC-2 (OBP vs. YIN) 51.5 0.25014 −1.1547

ACC-2 (YIN vs. SWIPE) 72 0.97606 0.02887

ACC-2 (YIN vs. NLS) 46.5 0.14986 −1.44338

ACC-2 (SWIPE vs. NLS) 52 0.25848 −1.12583

ACC-10 (OBP vs. SWIPE) 65 0.70394 0.37528

ACC-10 (OBP vs. NLS) 61.5 0.56192 −0.57735

ACC-10 (OBP vs. YIN) 55.5 0.35758 0.92376

ACC-10 (YIN vs. SWIPE) 67 0.79486 −0.25981

ACC-10 (YIN vs. NLS) 46.5 0.14986 −1.44338

ACC-10 (SWIPE vs. NLS) 54 0.3125 −1.01036

Figure 6 shows a sample of the RAE plotted for each signal within two categories of
the dataset, as an RAE vs. frequency plot, where it can be appreciated how OBP performs
in a solid way throughout all the categories, to the point where, for complex signals like
those included in “full2”, it actually brings lower errors than most of the other algorithms;
it can also be observed how most of the errors in NLS are octave errors (integer RAE). The
exemplified categories are “2harm” and “full2” in order to show the behavior of the four
algorithms on clean vs. unclean signals.
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(a) 

(b) 

Figure 6. Example of RAE (percentage error) vs. frequency plots for two categories (a very clean one
vs. a very complex one) of the SYNTHPITCH dataset. Frequencies span from 100 Hz to 5000 Hz with
a step size of 50 Hz. (a) “2harm” category (blue); (b) “full2” category (red).

All the analyses, data creation, tests, simulations and algorithm implementations were
performed using MATLAB® R2023a (by Mathworks Inc., Natick, MA, USA [43]) on a Dell
Latitude E5550 computer, with an Intel Core i5 5200U processor and a 16 GB Dual-Channel
DDR3 RAM.

Figure 6 details an example of the percentage error (RAE) with respect to the frequency,
i.e., the different signals within a category of the SYNTPITCH dataset.
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The time elapsed (TE) was empirically shown to be independent of the frequency of
the input; plots are thus not shown as they are erratic and only depend on the randomness
within the signals, given for example by the white Gaussian noise. TE was also shown to
be independent of the dataset category, i.e., from the pitch complexity of the input signal.

4. Discussion

The premises of this study, besides the presentation of the custom-made SYNTHPITCH
dataset, were to implement an ultra-fast pitch detection algorithm for real-time applications
and ease of hardware implementation. Our proposed algorithm, OneBitPitch (OBP), despite
running on a software environment, confirms the premises by providing by far the fastest
results in terms of time elapsed for pitch detection. On the other hand, as is expected due to
its nature, SWIPE is the heaviest algorithm and takes an average of 256 ms to be executed,
despite the “large” window frame selected and the SWIPEP variant.

YIN, considered one of the fastest pitch detection algorithms, being based on a modi-
fied autocorrelation, was about nine times faster than SWIPE, with only a 38 ms average.
NLS needs a special mention, as its accuracy values are outstanding, and, on synthetic
signals, its time performances are too, with only a 27 ms average.

However, OBP shows its real strength with an average elaboration time of only 4.6 ms.
It is 50 times faster than SWIPE and even 9 times faster than YIN, which is considered a
fast algorithm. Figure 7 displays an alternative visualization of the performance of the
four algorithms in terms of speed, plotting the elapsed time, which immediately shows the
differences in speed.

 

Figure 7. Average elapsed time (in seconds) for each algorithm. See Table 3 for numeric data.

Other works such as that by Grinewitschus et al. [21] report speed as a multiplier
of the “realtime”, which is the duration of the audio segment to be evaluated. Their
approach, based on leveraging the constant-Q Gabor Transform followed by harmonic shift
algorithms and corrective heuristics, reaches a declared 0.29 × realtime speed on a more
powerful machine than what has been used in the present work; nonetheless, OBP reaches
0.046 × realtime.

The choice of the right algorithm for a specific application is mainly based on the
latency and accuracy tradeoff required, and the computational power available, so it is safe
to say that each of the proposed algorithms has a specific field and reason to be applied.

Looking at the RAE and accuracies, the NLS appears as the best-performing algorithm,
always providing less than 1% RAE on average, followed by SWIPE. It is, however, worth
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noting that the NLS was one of the algorithms suffering the most from octave errors,
especially when processing noisy signals or square waves. Moreover, this test confirms the
noise-robust nature of SWIPE, performing well even with harsh signals like square waves
and/or noise.

Looking at the accuracy tables for ACC-1, ACC-2 and ACC-10, NLS confirms its
performances by always providing the highest accuracy, at 93%. However, this value stays
the same for all three ranges, which indicates that all the errors reported by NLS within
these tests were greater than 10% in RAE, which is a good indicator of a certain proneness
to octave errors.

Although OBP underperforms when it comes to 1% accuracy, that is to be expected:
only 42% of the time was the error smaller than 1%. On the other hand, its performances
become comparable to YIN and SWIP for ACC-2, which represents the acceptability range.
The discrete nature of musical notes within the Western tempered system is so that a 2.5%
error still leads to a discretized pitch being correct.

For larger-scale errors, OBP actually brings better ACC-10 values than YIN and SWIPE,
with more than 90% accuracy.

TE can be considered as the most crucial metric for the present paper, due to the
improvement that OBP aims to bring, which is specifically in terms of speed.

Within this context, the differences between all of the algorithms considered, especially
OBP, have been proven to be statistically significant with a Mann–Whitney test yielding a
U close to 0, which brings p < 0.00001, which is much lower than the desired threshold of
0.05. A z-score < −4 points to a confidence higher than 99.997%.

RAE and ACC-1 also generally present statistical significance in the comparisons,
especially when OBP is involved. On the other hand, results regarding ACC-10 are not
statistically significant (all of the algorithms perform similarly).

In general, differences between YIN and SWIPE within this picture appear to bear less
statistical significance, being only significant for the TE—which is the most crucial metric
for the scope of this study.

These results in terms of time vs. accuracy are completely in line with the premises,
since OBP was designed to be minimalistic, forgoing sheer, pinpointed accuracy (hence
the lower ACC-1 values) but still staying within an acceptable range for most applications
(hence the higher ACC-2 values), with an inherent observed robustness with respect to
signal variations and to octave errors.

It is worth noting that despite the average accuracy, the average RAE of OBP is
comparable to the YIN algorithm.

Moreover, all the presented algorithms have been used in one fixed setup with a fixed
threshold. However, in real-world applications, hyperparameters can be tuned to better
adapt to the nature and variation of the input: in fact, manually changing the threshold of
the OBP algorithm provides better performances on certain datasets, especially the noisiest.

The noisiest, most unclean dataset categories are full1, full2, 4harm_4part_wgn15 and
4harm_high: on these sets, most algorithms provide poor performances. However, the
average RAEs that would be obtained on all of the other sets are as follows:

• YIN: 0.077680, i.e., 7.7% average error;
• SWIPE: 0.007548, i.e., 0.7% average error;
• NLS: 0, i.e., no errors. Due to its heuristic-powered nature, NLS is able to pinpoint

discrete frequencies on synthetic datasets;
• OBP: 0.018396, i.e., 1.8% average error.

On cleaner signals, such as those produced by many musical instruments that do not
have added noise, OBP actually performs better in terms of error than YIN, while providing
more than acceptable results overall.

The minimalistic, stripped-down nature of OBP does not allow it to reach almost-
perfect accuracy levels; however, it is critical to assess its “acceptability” ranges, given that
it is by far the fastest [44].
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YIN, on the other hand, is a fast and simple algorithm. It suffered from octave errors
12% of the time, but when the estimation was right, the precision was satisfying, with an
87% chance of obtaining a result with less than 1% error.

The OBP algorithm presents a peculiar behavior because it has only a 4% chance of
suffering from octave errors.

An advantage of the mathematical model behind OBP over other similar autocorrelation-
based methods is that, being based on the product of signals, the output heavily depends on
the magnitude of the input and its variations. Because of that, an additional normalization
process is usually needed, increasing the computational complexity, requiring knowledge
of the energy of the signals and adding more multipliers.

On the other hand, OBP only processes sign signals, inherently independent from the
original magnitude, removing the need for explicit normalization procedures.

Despite the performances reported in these tests, different environments and data see
the algorithms behave differently, at least in terms of accuracy. In fact, SWIPE is one of the
gold standards for feature extraction for medical or Machine Learning purposes, due to it
being well suited for noisy environments and due to the applications not needing real-time
elaboration. On the other hand, NLS is not robust with respect to the nature of the input
and is more prone to suffer from octave errors, making it sometimes an inconsistent choice
despite the high performances on the proposed synthetic dataset.

This study employed the SYNTHPITCH dataset because the large-scale speed was the
main indicator to be evaluated; however, future steps will evolve around the experimenta-
tion on real-world, validated data for pitch detection, which also leads to the application of
pitch-tracking, to follow in real-time the varying pitch of a real sound/speech signal [45].

Future Works

We are currently working on expanding the present experimentation with other test
datasets, focusing especially on real-world scenarios such as sounds from real instruments
(as those employed for MIDI conversion) or vocal signals.

Technically speaking, the most likely future implementations of OBP will definitely
focus on hardware implementation, due to its bitwise nature and maximum speed. Its
simple structure and the low usage of memory and computations make it perfectly suit-
able for a hardware-only implementation—for example, with a DSP—to exploit its speed
capabilities and inherent characteristics suitable for digital electronics. A future FPGA
implementation is foreseen, aimed to produce a stand-alone IpCore that, using just a small
amount of logic, can provide ultra-low-latency pitch tracking [46,47]. With the increasing
trend and the low cost/low performance of System on a Chip (SoC) technologies, the OBP
algorithm can be a perfect candidate for wearable electronic, embedded music processors
for Autotune or real-time MIDI conversion [48], as well as IoT applications, surveillance or
vocal recognition. We can thus summarize some of the future directions of OBP as follows:

• Test on real-world datasets, especially within the professional audio/musical department;
• Full-hardware FPGA implementation;
• Addition of optional features such as posterior (heuristic) correction for added accu-

racy at the cost of speed, selectable N-bit expansion, etc.

5. Conclusions

In this paper, a novel algorithm was proposed for ultra-fast pitch detection for real-time
applications, based on a modified autocorrelation implemented on a single-bit signal. The
OneBitPitch (OBP) algorithm was compared with the most widely used models for high-
speed F0 detection, namely, YIN, SWIPE and an NLS-based implementation. Additionally,
a custom dataset made of synthetic waves has been proposed and made available to the
public: the SYNTHPITCH dataset encompasses sinusoidal and square waves with added
artifacts for an increasing pitch complexity, realized through the addition of harmonics,
partials, white noise and reverb.
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OBP is shown to be an ultra-fast, reliable pitch detection algorithm for real-time appli-
cations: it has been built with a minimalist approach that aims to reduce all computationally
expensive steps in pitch detection, which are mainly represented by a multi-bit elaboration,
the transformation/metric production and the eventual presence of corrective heuristics.

The focus of the OBP algorithm is solely on speed, provided that acceptable accuracy
levels are reached, and its characteristics make it exceptionally suitable for an easy and
lightweight hardware implementation on FPGA or SoC, for ever-higher customization
possibilities as well as lower latencies.

The comparison of different state-of-the-art algorithms shows that OBP is 9 times
faster than the peak speed of the other algorithms (namely, YIN) and 50 times faster than
SWIPE. OBP is shown to be the fastest pitch detection algorithm within the presented test,
with only 4.6 ms of mean elapsed time on each data instance, or 0.046 × realtime runtime,
which is the lowest reported to date.

On the other hand, although relative error might be increased for certain datasets, OBP
is less prone to octave errors, and in general demonstrates the ability to stay within the
acceptability range on most of the tested signals. The main compromise was between speed
and accuracy, and OBP stays within acceptable ranges of 2% accuracy, with a 72% average
that peaks at almost 82% for less noisy signals, which is enough for most discrete-note
musical applications. The NLS-based algorithm is the most accurate one, although it is less
robust to noise or input variations and requires a prior building of a model; in fact, SWIPE
is one of the most employed algorithms in real-world applications not centered on speed.
Additional tests are needed on real-world signals, such as validated voices of known F0,
and a hardware implementation, with more parameters and selectable options is foreseen
for the OBP algorithm.
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Abstract: Acoustic imaging systems construct spatial maps of sound sources and have potential in
various applications, but large, cumbersome form factors limit their adoption. This paper investi-
gates methodologies to miniaturize acoustic camera systems for improved mobility. Our approach
optimizes planar microphone array design to achieve directional sensing capabilities on significantly
reduced footprints compared to benchmarks. The current prototype utilizes a 128−microphone,
50 × 50 cm2 array with beamforming algorithms to visualize acoustic fields in real time but its
stationary bulk hampers portability. We propose minimizing the physical aperture by carefully
selecting microphone positions and quantities with tailored spatial filter synthesis. This irregular
array geometry concentrates sensitivity toward target directions while avoiding aliasing artefacts.
Simulations demonstrate a 32−element, ≈20 × 20 cm2 array optimized this way can outperform
the previous array in directivity and noise suppression in a sub-range of frequencies below 4 kHz,
supporting a 4× surface factor reduction with acceptable trade-offs. Ongoing work involves building
and testing miniature arrays to validate performance predictions and address hardware challenges.
The improved mobility of compact acoustic cameras could expand applications in car monitoring,
urban noise mapping and other industrial fields limited by current large systems.

Keywords: acoustic imaging; microphone arrays; robust super directive beamforming; array processing;
miniaturization; aperiodic sparse planar arrays; filter-and-sum beamforming; data-independent 3-D
digital beamforming; low-cost acoustic camera; sensor mismatches

1. Introduction

Acoustic imaging is an emerging methodology that aims to create spatial maps of
sound sources analogous to conventional optical cameras. It digitally reconstructs acoustic
fields based on the analysis of sound waves captured by microphone arrays and advanced
signal processing algorithms [1,2]. Well-known and widespread acoustic imaging ap-
plications include sonar and ultrasound [3]. Potential applications include pinpointing
mechanical faults in machines [4], monitoring transport noise pollution [5], locating sniper
fire in combat zones [6], validating room acoustics models [7], and many others spanning
industrial inspection, public health, security, and virtual reality domains. While optical
cameras form images along physical sight lines, acoustic cameras sample sound arriving
from diverse directions and computationally focus on particular points in space to create
visualizations of sound intensity and origin. This allows passive localization and separation
of multiple simultaneous sources based on spatial diversity. The core signal processing
operation is known as beamforming, which applies carefully engineered delays and fil-
ters to the microphone signals to isolate particular propagation directions [3]. However,
performance is subject to physical constraints and trade-offs inherent to the microphone
array design [2,8]. In particular, existing real-time acoustic imaging systems utilize large
multi-microphone apertures to achieve sufficient angular resolution and sensitivity [9].
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This leads to bulky configurations unsuitable for portable applications with lim-
ited size, weight, and power budgets (see for instance https://www.flir.com/browse/
industrial/acoustic-imaging-cameras/, accessed on 14 June 2023). There is strong motiva-
tion to miniaturize such cameras for more accessible and more extensive deployment. This
paper investigates methodologies to reduce the form factor of real-time acoustic imaging
systems by an order of magnitude while minimizing losses in spatial filtering fidelity.
We specifically consider the case study of the Dual Cam (Figure 1), an acoustic camera
prototype developed at the Italian Institute of Technology [10]. It combines a 0.5 × 0.5 m2,
128−element microphone array with an embedded system for real-time beamforming
and visualization over wideband [500, 6400] Hz. While high-performing, the large sta-
tionary apparatus restricts usage scenarios. Our approach is to co-optimize the array
configuration and beamforming filters through simulations to retain directional acoustic
sensing capability on dramatically smaller footprints. We quantitatively demonstrate that a
32−microphone array over a 0.21 × 0.21 m2 aperture optimized for the acoustic frequencies
of interest can provide better directivity than the 128−microphone, 0.50 m aperture Dual
Cam array from 2 kHz to 6.4 kHz. This supports reducing system size by up to 4× with toler-
able imaging trade-offs. Ongoing efforts are focused on constructing miniature microphone
arrays guided by these simulations to develop portable acoustic cameras that interface
with tablets/laptops and smartphones for easy deployment. Enabling compact, real-time
acoustic imaging could expand applications in machine health monitoring where vibration
analysis indicates developing faults before catastrophic failure [11], urban noise pollution
mapping to improve public health interventions [12], and augmented/virtual reality scene
analysis for realistic audio rendering [13,14]. The methodologies and insights presented
provide an array of signal processing starting points for researchers and engineers aiming
to transform acoustic imaging capabilities from the lab to the field.

Figure 1. Dual Cam prototype integrates co-located acoustic and visual imaging modalities using a
planar microphone array paired with a video camera [10].

2. Acoustic Imaging Concepts

Acoustic imaging seeks to form a spatial map of sound sources in a scene analogous to
standard cameras that produce visual images using projected light patterns. Conventional
optics passively focus rays along physical lines of sight to reconstruct perspectives. In con-
trast, acoustic imaging relies on digital sampling, processing, and interpreting acoustic
fields using microphone array receivers and beamforming algorithms [15,16]. We pro-
vide an overview of fundamental principles including angular resolution, aliasing, array
geometry considerations, and beamforming basics.

2.1. Angular Resolution

A key parameter in acoustic imaging is the angular resolution, which determines the
camera’s ability to spatially discriminate sources [1]. This is influenced by the acoustic
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wavelength λ, propagation medium sound speed c, and array physical aperture dimensions.
The angle θ between two visible sources must satisfy:

θ ≥ λ

L
(1)

where L is the array size normal to the direction of arrival; the constraint arises because
waves emitted from within θ will produce signals separated by less than a wavelength,
making them indistinguishable. The approximate relationship shows that larger apertures
provide finer angular resolution. However, simply using more microphones is insufficient—
their positioning is critical, as discussed next.

2.2. Aliasing

The spatial sampling pattern of the microphones can result in aliasing artefacts that
distort the acoustic image (Figure 2).

Figure 2. Broadband beamforming issues (1-D): (a) low directivity at low frequencies and (b) aliasing
at high frequencies. B( f , φ), beampattern; f , function of frequency; φ, DOA (direction of arrival) [17].

Aliasing occurs when sources at different angular positions generate identical ar-
ray signals, preventing unique localization. Uniform linear or grid arrays are especially
prone due to their periodic sampling structure. Sources separated by multiples of the
angular period:

p = sin−1
(

λ

d

)
(2)

where d is the grid spacing, will be aliased since the path length difference between micro-
phones is identical. The resulting grating lobes complicate acoustic imaging by introducing
ghost sources and ambiguity. For instance, if we simulate a periodic displacement in a pla-
nar array of 25 × 25 cm2 by putting 32 microphones in a regular grid (Figure 3), analysing
the beampattern in the window of frequencies [2, 6.4] kHz, we found grating lobes, more
evident at higher frequency (Figure 4). A common solution is breaking periodicity by
using randomized or aperiodic array layouts [18,19]. However, this must be balanced with
microphone density and area coverage to retain sensitivity. Careful array optimization is
required to design alias-free configurations suited for imaging.
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Figure 3. Simulation of a periodic 32−microphone positioning on a planar array 25 × 25 cm2.

Figure 4. Two−dimensional beam pattern using a periodic positioning of 32−microphones on a
planar array 25 × 25 cm2 (Figure 3) at different frequencies: (a) beam pattern at 2 kHz, (b) beam
pattern at ≈6 kHz, both functions of θ and φ (u and v; see later on). Increasing the frequency,
the grating lobes equal the main central lobe. The colorbar maps from 0 dB (yellow) to -30 dB (blue).

2.3. Array Geometry

Microphone array geometry plays a critical role in acoustic imaging performance. Key
factors are:

• Aperture —The overall physical size determines angular resolution. Larger apertures
improve discrimination.

• Number of microphones—More microphones provide enhanced spatial sampling at
the cost of complexity.

• Layout—Positions within the aperture area. Uniform grids simplify analysis but suffer
aliasing. Randomized arrangements help reduce lobes.

• Symmetry—Circular/spherical arrays enable uniform coverage but planar designs
are easier to manufacture.

The greater the physical dimensions that an array of sensors has compared to what a
single transducer allows, with the same wavelength λ considered, the greater the capacity
for spatial discrimination of the directions of origin of the signals, and therefore the greater
the resolution, referred to in this context as angular resolution. Usually, the dimensions
of an array are quantified by evaluating its spatial opening D defined as the maximum
distance that separates two elements belonging to it. Therefore, the spatial discrimination
capacity of an array coincides with a value proportional to D/λ. An array has properties
of flexibility unattainable by the single sensor with the same implementation simplicity.
In fact, in many applications, it may be necessary to modify the spatial filtering function in
real time to maintain an effective attenuation of the interfering signals to the advantage
of the desired ones. This becomes essential in imaging applications in which the pointing
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direction changes constantly in order to scan all possible directions of arrival of the signal.
This change, in a system that adopts an array of transducers, is achieved simply by varying
the way in which the beamforming combines the data coming from each sensor in a linear
fashion; in the case of a single transducer, the change is impractical as it would be necessary
to act directly on the physical characteristics of the sensor.

2.4. Beamforming

Beamforming is the digital signal processing technique that allows microphone arrays
to focus on particular directions [20]. It computationally mimics the capability of parabolic
dish antennas to isolate radio sources. Delay-and-sum is the simplest beamforming ap-
proach. Signals originating from the look direction arrive simultaneously and in phase
at the central reference point when appropriately time-shifted. Coherent summation of
the aligned microphone signals passes the source undistorted. Off-axis sources remain
misaligned, causing attenuation after summing. More advanced optimal and adaptive
methods synthesize filters to achieve configurable directional selectivity. The ability to
digitally steer the focus point enables scanning to form full acoustic images. Beamforming
transforms the microphone array into a highly directional virtual sensor with sensitivity
patterns tailored through data-dependent signal processing. However, fundamental lim-
its arise from the array geometry and ambient noise. Robust acoustic imaging requires
jointly optimizing the array configuration with advanced beamforming techniques [21–24]
designed to maximize directional resolution.

Ideally, the array would be infinitely large with continuous spatial sampling. In prac-
tice, size constraints necessitate designing optimized configurations to maximize imaging
capabilities given physical limitations. There are inherent trade-offs between aperture di-
mensions, microphone density, aliasing artefacts, and processing load that acoustic camera
architectures must balance.

The filter-and-sum beamforming algorithm [17,19,25–34] provides improved perfor-
mance over the delay-and-sum algorithm by applying filters to the microphone signals.
This allows the array to focus on a specific direction more effectively and reduce the
sidelobes, resulting in a clearer and more detailed acoustic image.

3. Dual Cam Acoustic Camera

We provide an overview of Dual Cam, an acoustic camera prototype developed at the
Italian Institute of Technology [10,18]. It combines a co-located planar microphone array
and video camera for aligned audiovisual imaging, as illustrated in Figure 1. The current
implementation utilizes a 0.5 × 0.5 m2 128−element microphone array fabricated on a
custom-printed circuit board working over wideband [500–6400] Hz. Each microphone
output is digitized and processed in real time by an embedded system that performs
beamforming over an azimuth–elevation scan region, where (θ, φ) equals (90 × 360) de-
grees. This generates acoustic images registered to the synchronized video feed, enabling
visualization of spatial sound sources. However, the large form factor makes the device
cumbersome for portable applications. Our goal is to significantly miniaturize the system
while retaining imaging fidelity. Reducing the form factor exacerbates grating lobes and
limits low-frequency coverage. Advanced optimization of the layout and beamforming
filters is necessary to recover imaging performance on smaller scales through irregular con-
figurations with microphone positioning tailored to the sensors and frequencies of interest.

Acoustic imaging systems utilizing microphone arrays enable novel techniques for
localizing and separating multiple simultaneous sound sources. However, real-world
deployment remains limited given the unwieldy equipment required. The array’s 128 mi-
crophones are strategically positioned using an optimized irregular layout [18,19,35–39]
to synthesize directional acoustic images of the sound field when paired with beamform-
ing algorithms [40] (Figure 5). These acoustic images represent spatial auditory infor-
mation by mapping frequencies to pixels corresponding to locations. While originally
high-dimensional, the key acoustic data can be compressed into perceptually relevant
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mel-frequency cepstral coefficients to reduce computational costs [41] (Figure 5). Studies
demonstrate acoustic images can boost model performance by transferring spatial represen-
tations to improve audio classification accuracy. The addition of spatial audio details also
helps disambiguate sources and generalize to new datasets [42]. However, real-world sys-
tems may lack these imaging capabilities. This work examines methodologies to distil the
benefits of acoustic images even without access to specialized hardware. Optimized planar
arrays provide more accurate spatial audio details compared to individual microphones
by sampling sound fields from varied directions. Advanced beamforming techniques
enable directionally focused listening to isolate specific sources in noisy scenes. Processing
multi-microphone signals remains computationally intensive, though emerging algorithms
and parallel computing facilitate real-time performance. The filter-and-sum [3,43] beam-
former synthesizes an array of impulse responses to steer directional sensitivity. While
specially designed microphone arrays can provide valuable spatial auditory images, this
research investigates generalized approaches using array signal processing to improve
audio sensing tasks without access to imaging hardware.

Figure 5. From raw audio (a) to 3-D acoustic image (b) to 2-D energy heatmap (c) (from red maximum
sound to blue minimum sound) [44].

The filter-and-sum beamforming algorithm is a method for synthesizing the finite
impulse response (FIR) coefficients [17,25,43] for small-sized two-dimensional microphone
arrays [19]. This method can be used to generate acoustic images by focusing the array on
a specific direction in space and enhancing the signal coming from that direction.

The live acoustic imaging pipeline consists of:

1. Digitizing microphone outputs through multichannel audio sampling.
2. Partitioning the multichannel record into short time frames.
3. Synthesizing beamformer filters according to designed array geometry.
4. Applying filters and aligning signals for each scanning direction.
5. Coherently summing aligned microphone channels to obtain beam pattern power.
6. Repeating overall look directions to generate acoustic image frames registered to video.

This digital signal chain transforms the raw multichannel audio into visualizations
of spatial sound intensity (Figures 5 and 6). However, the fidelity is contingent on array
configuration, density, and beamforming approach. We investigate techniques to co-
optimize these parameters for compact, real-time acoustic cameras without prohibitive
degradation compared to larger form factors.
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(a) (b) (c)
Figure 6. Three examples from a collected dataset. We visualize the acoustic image by summing the
energy of all frequencies for each acoustic pixel. The resulting map (from red maximum sound to
blue minimum sound) is overlaid on the corresponding RGB frame. From left to right: (a) drone,
(b) train, (c) vacuum cleaner [42].

4. Materials and Methods

Recent advancements in acoustic imaging have enabled novel techniques for localizing
and separating multiple sound sources within complex auditory scenes. However, current
implementations are often constrained to laboratory settings due to large, unwieldy equip-
ment. This research aims to transform an existing prototype (Figure 1) into an engineered
portable device for real-world sound source separation (Figure 7). Through compact micro-
phone array design and machine/deep learning algorithms run on a coupled tablet/laptop
(for instance Microsoft Surface Pro or Dell Latitude 7230EX) (Figure 8), we can achieve a
handheld multimodal camera that captures and processes synchronized audio and video
to map multiple simultaneous sounds.

Figure 7. New Dual Cam 2.0 POC (proof of concept) idea. The periodic positioning of the microphones
is generic and for illustrative purposes only.

CNNs (convolutional neural networks) frequently employ image classification and
segmentation tasks through acoustics. Acoustic images provide automatic learning oppor-
tunities for CNNs’ relevant features. Leading CNN structures like ResNet and U-Net have
been adopted for acoustic image evaluation. Using RNNs (recurrent neural networks) like
LSTMs enables the examination of audio visualization sequences evolving with time. Use-
ful applications exist for monitoring items or procedures within video acoustic microscopy
information. Acoustic image denoising and reconstruction are tasks that autoencoders
excel at performing. The encoded data enables the decoder to recreate the revitalized
picture flawlessly. Using GANs (generative adversarial networks) realistic sound imagery
is generated, benefiting data amplification and modelling initiatives. Coordinated develop-
ment through shared training brings the generator and discriminator closer to perfection.
From a historical perspective, these classic ML algorithms—including random forests and
support vector machines—continue to serve us well. Manual feature creation makes their
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training process speedier and more straightforward. Two prominent unsupervised learning
approaches—k-means clustering and principal component analysis—assist in identifying
hidden patterns within acoustic information. Interactive queries enable users to efficiently
annotate crucial data points through active learning techniques. Model selection hinges on
parameters like dataset size, work objective, and processing capacity. By investing time
and resources into rigorous evaluation, we can create models capable of producing consis-
tent outputs. To retain directional sensitivity in a smaller form factor, we optimize array
layouts using analytical filter synthesis and stochastic optimization, assessing robustness
via statistical error analysis. Novel steps in our approach are:

• We optimize the analytic form of the cost function in order to cut the simulation
computational load. This optimization of the cost function is a novel contribution
beyond the existing state-of-the-art methods, improving computational efficiency.

• We include the statistical evaluation of the mismatches of the microphones that are
more important in shrinking the array size. The statistical characterization of micro-
phone mismatches enables novel array size reduction.

• We optimize the FOV (field of view) and the frequency bandwidth according to the
array size reduction to explore upper harmonic reconstruction to determine whether
intelligibility is retained without fundamental frequencies. The joint optimization of
FOV, frequency band, and array size reduction using the upper harmonics for intelli-
gibility preservation is an unexplored area representing a novel research direction.

A key goal is extending as much as possible the minimum detectable frequency to
improve directivity with fewer elements. While reducing array aperture, we must balance
performance trade-offs from decreased low-frequency directivity and potential under-
sampling artefacts. This work details simulations on irregular aperiodic subsampling
to concentrate high-frequency information while avoiding grating lobes (Figure 4) and
exploring upper harmonic reconstruction to determine whether intelligibility is retained
without fundamental frequencies reducing the device’s bandwidth to optimize the simula-
tion metrics. Following prototype optimization and evaluation using audio test signals,
we compare metrics like signal-to-noise ratio to the original large-scale system. This study
aims to progress acoustic imaging capabilities from constrained laboratory settings to-
wards real-world applications through engineered mobile platforms. This work aims to
re-engineer a compact, portable prototype (Figure 7) that transmits synchronized audio
and video data streams to a commercial tablet or laptop. The audio is captured by an array
of microphones on the primary module, while the video is acquired by a thermographic
or conventional camera. These peripheral modules interface with the central unit via
multiple USB connections. Embedding an FPGA onboard the central module alongside an
ARM processor enables straightforward interfacing leveraging their integrated architecture
(Figure 8). The system operates on battery power with LED indicators and debugging
ports and can dock to the tablet mechanically. A remote internet link via WiFi, LTE, or 5G
facilitates control and data sharing. The tablet/laptop display provides a visualization
interface to process the multimodal data streams using algorithms, machine learning, and
deep neural networks. This integrated design retains the core functionality of the original
laboratory prototype while minimizing size and maximizing portability for real-world
deployment. Ongoing work focuses on implementation challenges including power opti-
mization, heat dissipation, enclosure design, calibration, and field testing. By progressing
acoustic imaging capabilities from constrained lab settings to handheld adaptable plat-
forms, this research aims to unlock new applications in machine condition monitoring,
spatial sound mapping, and other domains limited by current large-scale wired systems.
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Figure 8. The Dual Cam board is based on an FPGA that reads continuously from the I2S MEMS
microphones (TDK/InvenSense); using a programmed DMA the read microphones values are stored
in a RAM buffer. In our new proof of concept (POC) the processor can easily read data from RAM
and redirect them to the USB port.

5. Array Optimization Methodology

Reducing the physical array aperture while maintaining usable imaging resolution re-
quires balancing size, microphone number, spatial sampling, and angular coverage. Simply
downscaling a regular grid array would significantly increase grating lobes (Figures 4 and 9).
We instead utilize array signal processing optimization procedures that allow unconven-
tional configurations with microphone numbers and positions tailored to imaging require-
ments. Irregular layouts are synthesized based on maximizing acoustic power focused
toward directions of interest and minimizing ghost images. Key concepts are briefly
introduced below (Figure 9), with formulations adapted from [8,18,35].

Figure 9. Conceptual framework in the microphone array simulation.

5.1. Problem Parameterization

We consider a planar array of N microphones located at positions rn = (xn, yn) in the
xy plane (Figure 10). Acoustic sources at frequency f impinge on the array from angles
θ and φ. The goal is to generate high-resolution, low-artefact acoustic images over the
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signal band [ fmin, fmax]. The array geometry and frequency-dependent beamformer filter
coefficients w( f ) = [w1( f ), . . . , wN( f )]T are jointly optimized to maximize directional
sensitivity. The complex beam pattern B(θ, φ, f ) encodes the array response at each look
angle and is parameterized as:

B(θ, φ, f ) =
N

∑
n=1

wn( f )e−j2π f r̂(θ,φ)·rn (3)

where r̂(θ, φ) is the source position unit vector. The expression depends on both the layout
rn and filter coefficients wn( f ) which are microphone-specific filters to be optimized. The ex-
pression has directionality dependence on both the layout rn and filter responses wn( f ). To
allow joint optimization, a cost function J(w, r) is formulated that balances simultaneously
directional focus, artefact suppression, frequency coverage, and robustness. It incorporates
an idealized unity gain beampattern B0(θ, φ, f ) at the look direction and minimizes the
deviation from this response over angle-frequency space. Regularization terms manage
overall beamformer gain and robustness. The optimization determines array configurations
and filters customized for the imaging application. With the beam pattern expressed as
B(θ, φ, f ) = wT( f )V(θ, φ), the filter coefficients w( f ) can be analytically extracted from
the cost function into a closed-form solution wopt( f ) = R−1( f )q( f ). For the array layout
optimization with wopt( f ) fixed, simulated annealing avoids poor local minima. Iterative
stochastic perturbations to microphone locations rn are accepted probabilistically based
on the cost function to enable escaping local minima. After sufficient iterations, the array
geometry converges to enhance directionality. To improve robustness, the cost function
is averaged over possible microphone gain and phase errors modelled as random vari-
ables. This penalizes configurations with low white noise gain, minimizing sensitivity
to imperfections. The expected beam pattern E[B(θ, φ, f )] is incorporated to account for
errors; this optimization framework (Figure 9) allows the designing of array geometries
and filters customized for compact, robust acoustic imaging over desired frequency bands.
The resulting unconventional configurations maximize power focused on look directions
while minimizing off-axis contributions and artefacts using small apertures.

Figure 10. Cartesian coordinates system and steering angles (θ0, φ0).

The cost function J(w, r) balances several competing objectives:

1. Directional focus. Minimizing deviation of the achieved beam pattern B(θ, φ, f ) from
the ideal unity gain pattern B0(θ, φ, f ) at the look direction over angle-frequency
space. This is quantified by the integral term:∫∫∫

Θ,Φ,F
|B(θ, φ, f )− B0(θ, φ, f )|2dθdφd f
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2. Artefact suppression. Minimizing the beam pattern gain away from the look direction,
incorporated through: ∫∫∫

Θ,Φ,F
|B(θ, φ, f )|2dθdφd f

3. Frequency coverage. Optimizing over the full band [fmin, fmax] through integration
over f.

4. Robustness. Averaging over microphone imperfections by modelling gain and phase
as random variables An.

The overall form is a weighted combination of these terms:

J(w, r) =α
∫∫∫

|B(θ, φ, f )− B0(θ, φ, f )|2dθdφd f + (1 − α)
∫∫∫

|B(θ, φ, f )|2dθdφd f

where α ∈ [0, 1] controls the trade-off between directional focus and artefact suppression.
To minimize J, the filter coefficients w( f ) are first optimized analytically for a fixed array
layout by extracting them into a quadratic form with closed-form solution wopt( f ).

The microphone locations rn are then optimized stochastically using simulated anneal-
ing to avoid poor local minima:

• Iterative random perturbations Δrn are applied to the microphone locations.
• New locations are accepted probabilistically based on the cost J.
• Acceptance probability is higher at higher initial “temperatures” and cooled over iter-

ations.
• After sufficient iterations, rn converges to a geometry minimizing J.

This joint optimization determines array layouts and filters tailored for directional
imaging over the specified band with artefact suppression and robustness. In the simulation
of the beampattern of a planar array (z = 0) of microphones we have two angles of arrival
θ and φ, two steering angles θ0 and φ0 (Figure 10) and two coordinates for the microphones
xn and yn. The mathematical expression of the ideal superdirective beampattern B in
far-field is:

B(θ, φ, θ0, φ0, f ) =
N

∑
n=1

wn( f )e
−j2π f ·

[
xn · sin(θ)−sin(θ0)

c +yn · sin(ϕ)−sin(ϕ0)
c

]
(4)

where N is the number of microphones, c = 340 m/s is the speed of the acoustic waves into
the medium (λ = c/ f ), and wn( f ) is the frequency response of the n-th filter:

wn( f ) =
K

∑
k=1

wn,k · e−j2π f ·kTc (5)

5.2. Cost Function Definition

We recall the cost function formulated to allow optimizing the array layout and
beamformer filters for directional acoustic imaging:

J(w, r) = α
∫∫∫

Θ,Φ,F

|B(θ, φ, f )− B0(θ, φ, f )|2 dθ dφ d f + (1 − α)
∫∫∫

Θ,Φ,F

|B(θ, φ, f )|2 dθ dφ d f (6)

B0(θ, φ, f ) is the idealized beam pattern with unity gain at the main look direction
and zero elsewhere. The first term drives the achieved response toward the desired
spatial selectivity. The second term balances overall beamformer gain and robustness.
α ∈ [0, 1] controls the trade-off. The integrals are approximated over discrete grids of
angles and frequencies. This cost function steers the optimization toward arrays with high
directionality for acoustic imaging. It encapsulates the desired balance of sharp focus,
minimal artefacts, wide frequency coverage, and robustness within a single numerical
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measure of performance. In order to find the position of the microphones, we have to
minimize the J cost function [18] that we rewrite as:

J(w, r) =
∫ θ0max

θ0min

∫ φ0max

φ0min

∫ θmax

θmin

∫ φmax

φmin

∫ fmax

fmin

|B(w, r, θ, φ, θ0, ϕ0, f )− 1|2+

C|B(w, r, θ, φ, θ0, φ0, f )|2dθdφdθ0dφ0d f

(7)

where r is the vector with the positions of the microphones, w is the vector of the filter
coefficients, and C is a real constant. This tunes the minimization of the first term of the
cost function which is the adherenceterm and the second one which is the energy weighted
term. We want to joint optimization of weights and microphones’ positions and account
for superdirectivity and aperiodicity. Then, the expression (4) of the beampattern B of a
planar array (z = 0) of microphones in 2−D becomes:

B(w, r, θ0, φ0, θ, φ, f ) =
N

∑
n=1

K

∑
k=1

wn,ke
−j2π f ·

[
xn

sin(θ)−sin(θ0)
c +yn · sin(φ)−sin(φ0)

c +kTc

]
(8)

where K is the length of the FIR filter and Tc is the sampling period.

5.3. Directivity Optimization

The beam pattern expression can be reduced to:

B(θ, φ, f ) = wT( f )V(θ, φ) (9)

where w( f ) = [w1( f ), . . . , wN( f )]T and V(θ, φ) is an array manifold vector with phase
terms dependent on look direction. This allows extracting the filter coefficients from the
cost function, converting optimization over w( f ) into a quadratic form with a closed-form
solution:

wopt( f ) = R−1( f )q( f ) (10)

where R( f ) and q( f ) accumulate integration terms. The optimal wopt( f ) maximizes
directionality for a given layout.

5.4. Layout Optimization

In order to achieve and improve robustness against microphone imperfections, we
perform an optimization of the mean performance i.e., the multiple integrals of the cost
function over the sensors’ phase e−γn and gain an An = an · e−γn considered as random
variables, getting a robust cost function with the PDF (probability density function) of the
random variable An [38]. The cost function J(w, r) is averaged over possible gain and
phase errors by modelling the microphone responses An as random variables:

Jtot(w, r) =
∫
A0

· · ·
∫

AN−1

J(w, r, A0, . . . , AN−1) fA(A0) · · · fA(AN−1)dA0 · · · dAN−1 (11)

where fA(An) is the PDF of the random variable An. This incorporates robustness into
the optimization. However, evaluating the multiple integrals results in a large number of
variables (microphone positions and FIR filter coefficients) making direct optimization of
Jtot computationally infeasible. To address this, a change of variables is made:{

u = sin(θ)− sin(θ0)
v = sin(φ)− sin(φ0)

(12)
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Substituting into the beam pattern expression gives:

B(w, r, u, v, f ) =
N

∑
n=1

K

∑
k=1

wn,ke−j2π f (xn
u
c +yn

v
c +kTc) (13)

This allows for defining a simplified cost function:

Jtot(w, r) =

umax∫
umin

vmax∫
vmin

fmax∫
fmin

|B(w, r, u, v, f )− 1|2 + C|B(w, r, u, v, f )|2 d f du dv (14)

The filter coefficients w can then be analytically extracted into a quadratic form with a
closed-form solution:

Jtot(w, r) = wTMw − 2wTr + s (15)

Further , the robustness integrals over An can be approximated in closed form. The mi-
crophone positions rn are then numerically optimized using simulated annealing to avoid
local minima. Iterative stochastic perturbations escape suboptimal configurations based
on the cost. This joint optimization determines robust array geometries and filters for
directional imaging. Performance is evaluated using metrics such as directivity D( f ) and
white noise gain WNG( f ). The expected beam pattern power E{|B(θ, φ, f )|2} is also incor-
porated to account for microphone imperfections. Minimizing tolerance to errors improves
reliability. This framework enables the designing of robust, compact arrays tailored for
spatial acoustic imaging over desired bands. The new cost function is a good approximation
of the original one, allowing the number of integrals to be reduced. The vector w can be
extracted from the multiple integrals in the robust cost function obtaining a quadratic form
in w [18]. With ideal filters derived analytically, the microphone locations rn are optimized
stochastically. A simulated annealing approach is used to avoid poor local minima. Iterative
perturbations to rn are accepted probabilistically based on the cost, allowing escape from
local minima at high process “temperatures” that are gradually cooled. After sufficient
iterations, the microphone layout converges toward a configuration with scattering tailored
to enhance directional sensitivity and suppress off-target responses. The joint optimization
determines array geometries and beamformers customized for compact acoustic imaging
over specified bands. For a fixed microphone displacement, the global minimum of the
robust cost function can be calculated in a closed form. Conversely, the presence of local
minima with respect to the microphone position prevents the use of gradient-like iterative
methods. The final solution is given by a hybrid strategy analytic and stochastic based on
the Simulated Annealing algorithm [36,45] (Figure 11). The steps are:

• Iterative procedure aimed at minimizing an energy function f (y).
• At each iteration, a random perturbation is induced in the current state yi.
• If the new configuration, y∗, causes the value of the energy function to decrease, then

it is accepted.
• If y∗ causes the value of the energy function to increase, it is accepted with a probability

dependent on the system temperature, in accordance with the Boltzmann distribution.
• The temperature is a parameter that is gradually lowered, following the reciprocal of

the logarithm of the number of iterations.
• The higher the temperature, the higher the probability of accepting a perturbation

causing a cost increase and of escaping, in this way, from unsatisfactory local minima.
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Figure 11. Flow chart of Simulated Annealing algorithm for function cost minimization.

5.5. Robustness Constraints

We require quantitative metrics to evaluate the algorithm’s beamforming performance.
The key metrics utilized are the frequency-dependent directivity D( f ) and white noise gain
WNG( f ), computed for steering angles θ0 and φ0. For a planar array, the directivity (in dB)
is defined as:

D( f ) =
|B(θ0, φ0, f )|2

1
4π

∫ 2π
0

∫ π
0 |B(θ, φ, f )|2 sin(θ)dθdφ

(16)

The white noise gain (in dB) quantifies robustness towards array imperfections:

WNG( f ) =
|B(θ0, φ0, f )|2
∑N

n=1 |wn( f )|2 (17)

We propose the expected beam pattern power (EBPP) metric to statistically evaluate the
impact of variance in array gain and phase on the beam pattern B( f ):

B2
e (θ, φ, f ) = E|B(θ, φ, f )|2 =∫
A0

. . .
∫

AN−1
|B(θ, φ, f )|2 · fA0(A0) . . . fAN−1(AN−1)dA0 . . . dAN−1

(18)

Microphone imperfections can distort the array away from the ideal modelled response.
As in [38], robustness is incorporated by averaging the cost function over possible gain and
phase errors through the expectation operator E{.}.

E[B(θ, φ, f )] ≈ |B(θ, φ, f )|2 + 1
WNG( f )

(σ2
g + σ2

ψ) (19)

where σ2
g and σ2

ψ are variances of normally distributed microphone magnitude and phase
mismatches, and WNG( f ) is a white noise gain term. Minimizing cost tolerance to mod-
elled errors helps ensure reliable performance. This full optimization framework allows
the designing of microphone array geometries and beamformers customized for compact
acoustic imaging over desired signal bands. The unconventional configurations maximize
power focused toward look directions while suppressing artefacts and minimizing off-axis
contributions to enable resolving spatial sound fields from small apertures. We next uti-
lize this approach in a simulation case study of miniature array optimization. With the
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proposed metrics in place, we evaluate the directivity D( f ), white noise gain WNG( f ),
and expected beam pattern power (EBPP) for our initial simulated array design. We model
the microphone mismatches as Gaussian distributions with σg = 0.03 = 3% for gain error
and σψ = 0.035 rad ∼= 2◦ for phase error. This preliminary simulation provides favourable
results across the three figures of merit, indicating promising performance in reshaping
the sensor array for the Dual Cam 2.0 system. The directivity quantifies the main lobe
sharpness, white noise gain captures robustness, and the expected beam pattern incorpo-
rates statistical variations—together assessing the shaped array’s directional sensitivity,
imperfections tolerance, and expected real-world behaviour. Further refinements to the
array geometry and element tuning will build upon these initial positive findings, working
toward an optimal miniature microphone configuration.

6. Simulation Configuration

We implement the array optimization procedures in MATLAB to enable rapid eval-
uation of miniaturized acoustic camera designs. The custom cost function represents the
mismatch between achieved and ideal beampatterns over angles Θ, Φ and frequencies
F = [0.5, 6.4] kHz. At each iteration, filter coefficients are computed analytically then
microphone positions are perturbed stochastically to minimize artefacts. The optimization
concentrates power within a ±20 degree main lobe while suppressing sidelobes. Array
performance is assessed by analysing:

• Directivity—angular discrimination capability;
• White noise gain (WNG)—robustness to fabrication variations;
• Beam patterns and sidelobe levels—imaging artefacts.

The numerical approach allows for efficient simulation of miniaturized configurations
to quantify expected imaging performance and determine plausible hardware parameters.
We consider three scenarios:

1. A 32−microphone 0.25 m square array optimized from 2 to 6.4 kHz.
2. A 32−microphone 0.21 m square array optimized from 2 to 6.4 kHz.
3. A 32−microphone 0.21 m square array covering [0.5, 6.4] kHz for comparison with

Dual Cam specifications (128−microphone on a 0.5 m square array).

The different number of microphones and expanded frequency range in Case 3 demon-
strates trading off aperture size versus density given constraints. Comparisons with a
modelled 128−element 0.5 m array representing Dual Cam provide context on expected
miniaturization imaging trade-offs. The simulation results guide physical prototype devel-
opment by predicting achievable performance bounds with compact arrays.

7. Miniaturized Array Optimization: Results and Discussion

We present synthesized array configurations from the three simulated case studies
along with an analysis of beam patterns, directivity, and white noise gain for Dual Cam 2.0.

7.1. Thirty-Two-Microphones, [2, 6.4] kHz, Array 25 × 25 cm2

The first scenario optimizes a 0.25 × 0.25 m2 32−microphone array for a 4.4 kHz
bandwidth. After 100 iterations, the cost function converges as shown in Figure 12. The cor-
responding irregular array geometry has an aperiodic structure with variable microphone
spacing tailored for the acoustic parameters.
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Figure 12. Simulation results for [2, 6.4] kHz optimization of a 32−elements 0.25 m acoustic array:
(a) cost function convergence over 100 iterations, (b) optimized 32−microphone 0.25 m array layout.

We tried to reduce the planar array aperture (u and v range) to adjust the FOV (field
of view) and to increase the number of iterations. We tested this full setting:

• L = 25 cm;
• N° of microphones = 32 mic;
• K = 31 (FIR length);
• u ∈ [−1. 5; 1.5];
• v ∈ [−1.5; 1.5];
• N° of iterations = 100;
• Bandwidth = [2000, 6400] Hz.

As expected, low-frequency performance is improved relative to the bandwidth
[2, 6.4] kHz 32−elements array. The directivity comparison (Figure 13a) with a 0.21 × 0.21 m2

prototype in the bandwidth [0.5, 6.4] kHz indicates better sensitivity below 4 kHz. This
demonstrates the potential for substantial miniaturization through optimization over the
frequency bandwidth. The 32−microphone design retains 15 dB (Figure 13b) robustness,
with improved low-frequency gains offsetting minor high-frequency trade-offs. The beam
patterns in Figure 14 verify directional selectivity and sidelobe suppression within the band.

The beam patterns in Figure 14 show low sidelobes within the band. However,
some aliasing emerges at higher frequencies due to the reduced aperture size. The 10 dB
directivity in Figure 13a confirms directional sensitivity is retained over most of the band.
Figure 13b indicates above 15 dB robustness to standard fabrication imperfections. In this
first simulation, the performance predictions verify that a ≈4× footprint reduction of the
array surface from the 0.5 m Dual Cam design is plausible with tolerable trade-offs.

Figure 13. (a) Directivity and (b) white noise gain metrics confirm reasonable performance across the
[2, 6.4] kHz band from the 0.25 m array.
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Figure 14. Simulation array 25 × 25 cm2. Beam patterns within the optimization band and the
aperiodic microphone localization exhibit low sidelobes and main lobe focusing (Figure 4). (a) 2 kHz,
(b) ≈4 kHz, (c) ≈6 kHz.

7.2. Thirty-Two-Microphones, [2, 6.4] kHz, Array 21 × 21 cm2

Increasing the number of iterations in the optimization algorithm alone does not fully
suppress grating lobes at higher frequencies, even in an optimized field of view. We hypoth-
esize that enlarging the dimensions of the main acoustic lobe provides additional degrees
of freedom for the algorithm to minimize secondary grating lobes. A wider main lobe
increases the target spatial region for overall sidelobe suppression. However, expanding
the filter tap length can sometimes yield unstable and non-convergent solutions. We exper-
imentally evaluate these trade-offs between main lobe width, number of taps (FIR length),
and iterations. The following experiments systematically vary lobe parameters and tap
length to assess their impact on grating lobe artefacts and algorithm stability. We optimize
over an expanded parameter space to determine configurations that maximize grating
lobe mitigation while maintaining convergence and solution integrity. This exploration
provides practical insights into the interaction between beam pattern specifications, filter
design constraints, and robust algorithm convergence for optimal array performance. We
report the better results of the following simulation (Figures 15 and 16) in comparison to
the previous case:

• L = 21 cm;
• N° of microphones = 32 mic;
• K = 31 (FIR length);
• u ∈ [−1.5; 1.5] ; v ∈ [−1.41; 1.41];
• N° of iterations ≈ 105;
• uMainLobelow = −0.2 ; uMainLobehigh = 0.2;
• vMainLobelow = −0.2 ; vMainLobehigh = 0.2;
• Bandwidth = [2000, 6400] Hz.
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Figure 15. Simulation results for [2, 6.4] kHz optimization of a 32−element 0.21 m acoustic array:
(a) cost function convergence over ≈ 105 iterations, (b) optimized 32−microphone 0.21 m array layout.

Figure 16. (a) Directivity and (b) white noise gain metrics confirm reasonable performance across the
[2,6.4] kHz band even from the reduced 0.21 m array.

The 0.21 m array in the bandwidth [2000, 6400] Hz achieves better directivity than the
0.21 m array in the full range [500, 6400] Hz below 4 kHz, confirming substantial miniatur-
ization optimized in a sub-range of frequencies is viable. A sub-range of u and v now opti-
mizes the beampatterns avoiding grating lobes at higher frequencies (Figures 17 and 18),
even if this action reduces of course the FOV of Dual Cam 2.0.

Figure 17. Simulation results for [2, 6.4] kHz optimization of a 32−element 0.21 m acoustic array.
Beampatten comparison: BP (left) vs EBPP (right) at 2 kHz.
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Figure 18. Simulation results for [2, 6.4] kHz optimization of a 32−element 0.21 m acoustic array.
Beampatten comparison: BP (left) vs EBPP (right) at ≈6 kHz.

7.3. Thirty-Two-Microphones, [0.5, 6.4] kHz, 21 × 21 cm2 Array

This section compares the performance of the current acoustic device Dual Cam against
a new prototype with shortened dimensions but equivalent bandwidth. We simulate this
current experimental condition:

• L = 50 cm;
• N° of microphones = 128 mic;
• K = 7 (FIR length);
• u ∈ [−1.5; 1.5] ; v ∈ [−1.41; 1.41];
• N° of iterations ≈ 105;
• uMainLobelow = −0.06 ; uMainLobehigh = 0.06;
• vMainLobelow = −0.06 ; vMainLobehigh = 0.06;
• Bandwidth = [500, 6400] Hz.

Simulations are conducted to analyse the key metrics of white noise gain, directiv-
ity patterns, and grating lobes. The results demonstrate the feasibility of achieving a
compact form factor while maintaining wideband performance through optimization of
design parameters.

In our simulation, the third scenario expands the bandwidth to cover Dual Cam 2.0
specifications for comparison with the current device:

• L = 21 cm;
• N° of microphones = 32 mic;
• K = 31 (FIR length);
• u ∈ [−1,5; 1.5] ; v ∈ [−1,41; 1.41];
• N° of iterations ≈ 105;
• uMainLobelow = −0.2 ; uMainLobehigh = 0.2;
• vMainLobelow = −0.2 ; vMainLobehigh = 0.2;
• Bandwidth = [500, 6400] Hz.

Compensating for the larger wavelength at 0.5 kHz required shrinking once again
the array to 0.21 × 0.21 m2 to maintain the density with 32 microphones to give the
area reduction. The cost convergence in Figure 19a follows a similar trend but more
iterations are needed to escape poor local minima. The layout in Figure 19b retains an
irregular structure with permutations tailored to the acoustic parameters. The current
Dual Cam working prototype (Figure 20) has a better WNG and directivity, especially at
low frequencies (Figures 21 and 22); also, the main lobe of the BP and EBPP is sharper
(Figures 23 and 24). Instead, the grating lobes at high frequencies are more or less the
same. The directivity comparison (Figure 13a) with a 0.21 × 0.21 m2 prototype in the
bandwidth [0.5, 6.4] kHz in Figure 21a indicates better sensitivity below 4 kHz. The beam
patterns in Figure 14 verify directional selectivity and sidelobe suppression within the
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band (Figure 21b). Some tradeoffs are highlighted between miniaturization and resolution.
Further work is suggested to refine the simulations and investigate the impacts of varying
filter lengths (Figure 25). The simulated performance demonstrates that high-fidelity
acoustic imaging over audio frequencies can plausibly be achieved with array apertures
4× smaller than the Dual Cam benchmark.

Figure 19. Simulation results for [0.5, 6.4] kHz optimization of a 32−element 0.21 × 0.21 m2 planar
acoustic array: (a) cost function convergence over ≈ 105 iterations, (b) optimized 32−microphone
0.21 m array layout.

Figure 20. Current Dual Cam prototype. Simulation results for [0.5, 6.4] kHz optimization of a
128−element 0.50 × 0.50 m2 planar acoustic array: (a) cost function convergence over ≈105 iterations,
(b) optimized 128−microphone 0.50 m array layout.

Figure 21. Dual Cam 2.0 with larger audio bandwidth [500, 6400] Hz on a 0.21 × 0.21 m2 array.
Directivity (a) and WNG (b).
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Figure 22. Current Dual Cam prototype. Expected beam pattern power at different frequencies:
(a) 500 Hz, (b) ≈2.5 kHz, (c) ≈6 kHz.

This supports developing compact prototypes based on these optimized configura-
tions. Ongoing research is focused on the physical implementation of miniaturized arrays
guided by these modelling results.

Figure 23. Current Dual Cam prototype: (a) Directivity and (b) WNG over the full bandwidth [500,
6400] Hz on a 50 × 50 cm2 array.
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Figure 24. Dual Cam 2.0 cted beam pattern power at different frequencies: (a) 500 Hz, (b) ≈2.5 kHz,
(c) ≈6 kHz.

Figure 25. Dual Cam 2.0 with larger audio bandwidth [0.5, 6.4] kHz: effect of the FIR length on the
metrics of the evaluation. (a) Directivity with K = 7 (red) vs K = 21 (blue); (b) WNG with K = 7 (red)
vs. K = 21 (blue).

8. Hardware Development Considerations

Constructing optimized microphone arrays to realize portable acoustic cameras presents
additional implementation challenges including:

• Fabricating irregular array geometries with a large number of elements;
• Microphone calibration and mismatch compensation;
• Embedded platform with multichannel digitization and processing;
• Robust beamforming algorithms executable in real time;
• Packaging, power, and interfacing for field deployment.

The printed circuit board population provides a potential fabrication approach for
unconventional layouts. The layout can be rendered as copper traces linking microphone
footprints. Micro-electromechanical system (MEMS) technology enables compact sen-
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sors [46]. Calibration tools measure each microphone response to derive compensation
filters. FPGAs offer parallelism for multichannel acquisition and beamforming [47,48].
Robust and adaptive algorithms help counteract model errors. Energy-efficient architec-
tures would enable battery-powered operation. A USB- or WiFi-linked interface with a
smartphone or tablet app could provide deployment flexibility. Ongoing research is fo-
cused on addressing these areas to translate the simulated performance gains into practical
miniature acoustic cameras for expanded applications. In addition to hardware, robust
calibration procedures and beamforming software refinement would help approximate
idealized models. User studies assessing video augmented with acoustic imaging for
tasks like machine diagnostics can quantify real-world benefits. Developing the signal
processing, microphone technologies, and system integration techniques to realize compact
acoustic cameras would represent a breakthrough for broader adoption in noise monitoring,
condition-based maintenance, virtual reality, and other fields constrained by large form
factors today.

9. Conclusions

This paper investigated methodologies to minimize the physical aperture of real-time
acoustic cameras for improved mobility.

Acoustic systems rely on an array of microphones to perform directional processing.
Reducing the physical aperture of the array typically decreases the angular resolution and
introduces grating lobes. However, making the assumption of using higher audio harmon-
ics while maintaining intelligibility without the fundamental frequencies and with careful
selection of design parameters, compact arrays may still achieve wideband performance
on par with larger arrays. This work investigates this premise through simulation of a
current acoustic system and proposed compact prototype. A case study of the Dual Cam
prototype that utilizes a 0.5 × 0.5 m2, 128−microphone planar array to generate acoustic
field visualizations in real time revealed limitations around size, weight, power, and com-
putational complexity that restrict widespread adoption. To transform such cameras into
portable devices, we proposed co-optimizing the array layout and beamforming filters
through simulations to concentrate directional sensitivity and minimize artefacts. Analyses
quantified that a 32−element 0.21 × 0.21 m2 array optimized for the bandwidth [2, 6.4]
kHz operation could theoretically achieve better directivity than the full-scale Dual Cam
prototype up to 4 kHz, confirming substantial miniaturization is viable with tolerable
performance trade-offs. Ongoing efforts are focused on constructing miniature microphone
arrays guided by these numerical optimizations to develop hand-held acoustic cameras
that interface with tablets and smartphones for easy deployment. Realizing compact, real-
time acoustic imaging devices could expand applications in structural health monitoring,
urban noise mapping, VR/AR audio rendering, and other fields currently constrained by
large form factors. This paper provided an array of signal processing insights to guide
physical prototype development towards transforming acoustic imaging capabilities from
constrained lab settings into widely accessible mobile platforms. With further progress in
microphone technologies, embedded computing, and calibration techniques, ubiquitous
acoustic imaging could become viable—providing uniquely valuable spatial and semantic
context across applications ranging from the industrial internet of things to smart city
sound monitoring (Figure 26).

156



Appl. Sci. 2023, 13, 11110

Figure 26. Dual Cam 2.0 Business Model Canvas.
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Abstract: A personal audio system has a wide application prospect in people’s lives, which can be
implemented by sound field control technology. However, the current sound field control technology
is mainly based on sound pressure or its improvement, ignoring another physical property of sound:
particle velocity, which is not conducive to the stability of the entire reconstruction system. To address
the problem, a sound field method is constructed in this paper, which minimizes the reconstruction
error in the bright zone, minimizes the loudspeaker array effort in the reconstruction system, and at
the same time controls the particle velocity and sound pressure of the dark zone. Five unevenly placed
loudspeakers were used as the initial setup for the computer simulation experiment. Simulation
results suggest that the proposed method is better than the PM (pressure matching) and EDPM
(eigen decomposition pseudoinverse method) methods in the bright zone in an acoustic contrast
index, the ACC (acoustic contrast control) method in a reconstruction error index, and the ACC,
PM, and EDPM methods in the bright zone in a loudspeaker array effort index. The average array
effort of the proposed method is the smallest, which is about 9.4790, 8.0712, and 4.8176 dB less than
that of the ACC method, the PM method in the bright zone, and the EDPM method in the bright
zone, respectively, so the proposed method can produce the most stable reconstruction system when
the loudspeaker system is not evenly placed. The results of computer experiments demonstrate the
performance of the proposed method, and suggest that compared with traditional methods, the proposed
method can achieve more balanced results in the three indexes of acoustic contrast, reconstruction error,
and loudspeaker array effort on the whole.

Keywords: personal audio system; sound field control; acoustic contrast; reconstruction error;
array effort

1. Introduction

Based on multizone sound field reconstruction technologies, a personal audio system
can be used to concentrate sound effects in a listening area without affecting listeners in
other areas. A bright zone and a dark zone can be generated by multizone sound field
reconstruction techniques. The desired sound pressure field could be generated in the
bright zone, while the sound pressure level is attenuated in the dark zone. Personal audio
systems can be used in game systems, audio system exhibits, home theaters, car audio
systems, etc. [1]. With the development of sound field reconstruction technology, more and
more people pay attention to personal audio systems. Many researchers have put forward
many new research methods and techniques for a personal audio system.

The acoustic contrast control (ACC) method was introduced by Choi et al., which
solves loudspeakers’ allocation coefficients by maximizing the acoustic contrast between
the bright zone and the dark zone [2]. However, the ACC method does not control the
phase, and its energy is unevenly distributed in the bright zone, which will affect the
subjective listening experience of listeners. The pressure matching (PM) method can solve
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these problems by minimizing the error between the desired sound pressure and the
reconstructed sound pressure at control points [3]. Additionally, the planarity control (PC)
method was proposed [4], which filters the sound pressure at the control points spatially,
and maximizes the energy of the bright zone under the constraint of the dark zone energy
based on the super-directional beamforming. The advantage of the PM method and the PC
method is that they can generate a directional sound field in the range of the bright zone,
while the disadvantage of the PM method and the PC method is that the acoustic contrasts
generated by them are smaller than that of the ACC method. Shin et al. introduced a method
that maximizes the acoustic energy difference, which changes the focus of the ACC method
by focusing on the ratio of the mean square sound pressure difference between the bright
and dark zones. The comparison experiments with the ACC method show that this method
can maintain the sound pressure difference between two listening zones and improve the
radiation efficiency of sound space. In addition, this method is simple to calculate [5].
Chang et al. tried to take advantage of the ACC method and the PM method and proposed
the ACC–PM method by combining these two methods. By selecting the appropriate
adjustment factor, the ACC–PM method can obtain the tradeoff effect between the bright
zone reconstruction error and acoustic contrast [6]. Based on the PM approach, Olivieri
et al. proposed a beamforming approach to control the tradeoff between listener position
sound field quality and directivity performance. This proposed method selects control
points that contribute to the PM cost function in a frequency-dependent manner according
to the angular distance between control points relative to a given wavelength [7]. Based on
the PM method, Afghah et al. proposed the eigen decomposition pseudoinverse method
(EDPM) [8]. This method constructs a regularization strategy to solve the pseudoinverse
of ill-conditioned matrices, replacing the Tikhonov regularization method traditionally
used in the PM method. This method is used to improve the performance at dark points
without generating artifacts at bright points. In view of the robustness and regularization
of the ACC method, Elliott et al. proposed that robustness could be enhanced by imposing
limits on array effort. Robustness can generally be improved by a regularization method,
but good regularization parameters are often difficult to choose [9]. Zhu et al. proposed a
robust sound zone reconstruction design framework that solves the parameters by acoustic
modeling. However, they did not examine the relationship between different loudspeaker
directivities and robust optimization and explore the accuracy required for robust ACC
acoustic modeling [10]. Han et al. proposed a method for acoustic contrast control in a
wave domain for three dimension cases. The three-dimensional sound field is represented
by spherical harmonic decomposition, and the sound energy of the interested region is
calculated. The three-dimensional multizone sound field is reconstructed by using a planar
circular loudspeaker array instead of a spherical one. Experiments show that this method
is better than the ACC method in high-frequency acoustic contrast performance [11].
The time-domain ACC method (TACC) is favored because it can optimize the entire
bandwidth by one step, but the disadvantage of TACC is that the frequency response
is not uneven. In order to explain this problem theoretically, Hu et al. constructed a
progressively equivalent form of TACC in frequency domain, and demonstrated that
TACC has an inclination to fetch frequency constituents of the largest contrast [12]. By
considering the signal feature and human auditory system, Lee et al. introduced a sound
zone control frame called perception VAST. The experiments suggest that the perception
VAST method performs better than the ACC and PM methods in terms of the perceptive
index of STOI and PESQ [13]. Then, in order to make the leakage error under a fixed
acoustic contrast as imperceptible as possible, they extended this work to an adaptive case
and proposed a time-domain sound region control method using a variable span tradeoff
filter [14]. To reduce computational complexity, they then proposed two VAST framework-
based approaches (narrowband approach and broadband approach) in the discrete Fourier
transform domain [15]. Ryu et al. proposed a personal audio effect controller whose
effects change linearly with the customer’s input. The weight trajectories of loudspeakers
are modeled as continuous functions based on piecewise linear approximations of the
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performance variation. The experimental results show that the controller can regulate the
system performance linearly [16]. Hu et al. introduced a sound field control method in
a time domain based on sound pressure and particle velocity for single-zone sound field
reconstruction. In this method, the eigenvalue-decomposition-based way and the conjugate-
gradient way are used to decrease the complexity of computing [17]. In order to reduce the
requirements on microphone placement geometry and a control sound field in the whole
region, Du et al. proposed a two-region 2D sound field reproduction approach based on
equivalent source and the ACC method. The goal of this method is to maximize the acoustic
energy difference between the two regions [18]. Additionally, Du et al. introduced another
two-region sound field reconstruction method based on equivalent source and the PM
and ACC methods. Compared with the traditional method, sound field control in a dark
region by Du’s method is not limited to several points at the boundary of the dark zone,
but extends to the whole dark zone [19]. The number and location of loudspeakers have
important influence on the reconstruction effect in multizone sound field reconstruction.
When people perform multizone sound field reconstruction, people often arrange the
loudspeakers in a circular, linear, and curved fashion, but these arrangements are obtained
by experience. To solve the problem, Zhu et al. introduced a method to select the required
number of loudspeaker locations from candidate loudspeaker locations iteratively [20].
Then, enlightened by the theory in [21], Zhao et al. proposed an evolutionary optimization
approach based on a candidate location set to optimize loudspeaker array placement [22].
Different from the iterative method, this method eliminates one loudspeaker from the
loudspeaker candidate set at each iteration. Zhong et al. investigated the feasibility of
using multiparameter array loudspeakers to remotely generate a quiet zone in a free sound
field. They obtained the relationship between the size of the quiet zone and the number of
secondary sound sources and the wavelength of secondary sound sources in two and three
dimension cases [23]. Abe et al. proposed an amplitude matching algorithm for multizone
sound field control, which produces the expected amplitude distribution in the designated
region by alternating the direction method of multipliers, without paying attention to phase
distribution [24].

There are also some experts who have studied the application of personal audio
systems. Elliott et al. studied the application of the ACC method to a headrest [25]. Cheer
et al. conducted some research on the application of personal audio systems to mobile
phones [26]. Cheer et al. also put personal audio systems into a car with two loudspeaker
arrays [27]. Different from the method described in the literature [27], Liao et al. proposed
to fix loudspeaker arrays on the ceiling of a car compartment in order to produce separate
high-frequency listening regions in the front and rear seats of the car compartment [28].
They also investigated the geometric size design method for ceiling-mounted loudspeaker
arrays and target sound pressures’ selection method. Compared with the system in the
literature [27], the system proposed by Liao et al. shows obvious performance improvement
in the frequency range of 1–4 kHz. Based on an line loudspeaker array mounted on a flat-
screen TV in the form of a bar loudspeaker, Choi proposed two kinds of sound field control
systems for home applications that are real-time. One kind of system is a personal audio
system that makes users at different positions experience independent sound effects by
reducing the mutual interference of different sound zones; another kind of system can exert
an influence on the spatial audio scene [29].

The sound property considered by most existing sound field control technologies is
sound pressure. Additionally, many of the sound field control technologies proposed by
researchers are improved techniques based on sound pressure. Sound pressure and particle
velocity can be used to describe sound [30]. Additionally, it is pointed out in [31] that when
loudspeakers are not evenly placed, the loudspeaker signal obtained by controlling the
sound pressure of a single region is less stable than the loudspeaker signal obtained by
controlling the particle velocity of a single region. Because in real life, many loudspeaker
arrays are not evenly placed, particle velocity should be considered in addition to sound
pressure in the design of sound field control methods. On the basis of traditional methods,
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a sound field control method based on sound pressure and particle velocity is introduced
in order to reconstruct a sound field in the bright zone better, reduce acoustic energy in the
dark zone, and pay attention to the stability of the system.

The main contributions of this paper are as follows: based on the traditional sound
field control technology, a new sound field control method is proposed by introducing
particle velocity. The proposed method attempts to minimize the reconstruction error in the
bright zone and minimize the loudspeaker array effort while controlling the sound pressure
and particle velocity in the dark zone. The proposed method attempts to control or optimize
acoustic contrast, reconstruction error, and array effort at the same time. The model of the
proposed method contains three weight factors; this paper introduces their functions and
gives their selection methods. The content of this paper is arranged as follows: Section 1
mainly describes the development status of sound field control technology. Section 2
describes three existing sound field control technologies and analyzes their advantages and
disadvantages. Section 3 introduces the model of this new method and parameter selection
method of the model. Section 4 introduces the comparison experiment between traditional
methods and the proposed method, and analyzes and discusses the results. Section 5 gives
the conclusions.

2. Three Traditional Sound Field Control Methods

This part introduces three traditional acoustic field reconstruction methods: ACC [2],
PM [3], and EDPM [8]. The ACC and PM methods in the bright zone are relatively impor-
tant methods and have important influence in the field of sound field control. Acoustic
contrast and reconstruction error are important indicators to measure the effect of sound
field control. The ACC method is used to maximize acoustic contrast, so it has the maximum
acoustic contrast. The PM method in the bright zone works to minimize the reconstruction
error in the bright zone, so it has minimal reconstruction error. The ACC method and
the PM method in the bright zone are the best methods in a certain index, and compared
with them, the advantages and disadvantages of the proposed methods can be better
displayed. The EDPM method in the bright zone is an improvement of the PM method in
the bright zone, and they are essentially the same class of methods that try to minimize the
reconstruction error in the bright zone. The EDPM method in the bright zone is relatively
new compared with the PM method in the bright zone, so it is necessary to compare the
proposed method with the EDPM method in the bright zone.

2.1. ACC Method [2]

The ratio of the sound potential energy density of the bright region to the sound
potential energy density of the dark region is the definition of acoustic contrast. The goal
of the ACC method is to make the acoustic contrast to obtain the maximum value. The
formula for calculating acoustic contrast is

φ =

1
Z1

∫
Zb

pH
b pbdz

1
Z2

∫
Zd

pH
d pddz

=
qH

(
1

Z1

∫
Zb

GH
b Gbdz

)
q

qH
(

1
Z2

∫
Zd

GH
d Gddz

)
q
=

qHWbq
qHWdq

(1)

where the bright zone is labeled Zb, and the dark zone is labeled Zd. The bright zone
volume is labeled Z1, and the dark zone volume is labeled Z2. pb is the sound pressure in
the bright zone, and pd is the sound pressure in the dark zone as shown in Figure 1.

pb = Gbq

pd = Gdq
(2)

q is source strengths, which is the M × 1 vector. Gb is the sound pressure transfer function
vector in the bright zone,which is a 1 × M dimension, and Gd is the sound pressure transfer
function vector in the dark zone, which also is a 1 × M dimension. M is the number of sources
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or loudspeakers. Spatial correlation matrices in the bright zone and the dark zone are labeled
Wb and Wd, respectively.

The acoustic contrast φ reaches its maximum value when the eigenvector associated
with the maximum eigenvalue of W−1

d Wb is equal to the source strengths. The source
strengths at this point are the optimal source strengths.

Figure 1. Loudspeaker array and sound zone diagram.

2.2. PM Method [3]

As shown in Figure 1, it is assumed that M loudspeakers
−→
l1 ,

−→
l2 , . . . ,

−→
lM (they also

indicate the location of loudspeakers) are placed on the same ring, with s sampling points−→
b1 ,

−→
b2 , . . . ,

−→
bs (they also indicate the location of sampling points) in the bright zone and

t sampling points
−→
d1 ,

−→
d2 , . . . ,

−→
dt in the dark zone. We suppose that the sound pressure

produced by the original source in the bright and the dark zone, respectively, are

pbo =
(

p(
−→
b1 ), p(

−→
b2 ), . . . , p(

−→
bs )

)T

pdo = δ
(

p(
−→
d1 ), p(

−→
d2 ), . . . , p(

−→
dt )

)T
(3)

where δ is the amplitude modulation factor. Suppose that the sound pressure generated
by M loudspeakers at point

−→
b (

−→
b ∈ {−→b1 ,

−→
b2 , . . . ,

−→
bs }) in the bright zone and at point

−→
d

(
−→
d ∈ {−→d1 ,

−→
d2 , . . . ,

−→
dt }) in the dark zone are, respectively,

pbr =
M
∑

n=1
h(
−→
ln ,

−→
b )qn

pdr =
M
∑

n=1
h(
−→
ln ,

−→
d )qn

(4)

The sound pressure transfer function is labeled h(
−→
ln ,

−→
b ) [32] or h(

−→
ln ,

−→
d ), where

h(
−→
ln ,

−→
b ) =

e−ik|−→b −−→
ln |

4π|−→b −−→
ln |

(5)

164



Appl. Sci. 2023, 13, 12209

The strength of the n-th loudspeaker is labeled qn. Formula (4) can be expressed as
matrices:

pbr = Hbq

pdr = Hdq
(6)

where

Hb =

⎛⎜⎜⎜⎝
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b1 ) h(
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b1 ) . . . h(
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b2 ) . . . h(
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. . . . . . . . . . . .
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bs ) h(
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−→
bs ) . . . h(
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dt ) h(
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l2 ,
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dt )

⎞⎟⎟⎟⎠ (8)

q = (q1, q2, . . . , qM)T (9)

If we want to recover the sound pressure produced by the original source in the bright
zone, the equation constructed by the PM method is

pbo = pbr (10)

Formula (10) can also be expressed as

pbo = Hbq (11)

The solution of Equation (11) is q = H−1
b pbo; the inverse of a matrix is labeled −1. We

call this method the PM method in the bright zone.
If we want to recover the pressure generated by the original sound source in both the

bright and dark zones, the equation constructed by the PM method is

p = Hq (12)

Formula (12) can also be written as(
pbo

pdo

)
=

(
Hb

Hd

)
q (13)

The solution of Formula (12) can be obtained by q = H−1 p.

2.3. EDPM Method [8]

The EDPM method is described in detail in [8]. Here, we mainly introduce the EDPM
method in the bright zone, which is similar to the EDPM method. The eigen decomposition
theory tells us that a square matrix A can be decomposed as follows:

A = BΛB−1 (14)

where B is a matrix of columnwise eigenvectors, Λ is a diagonal matrix of eigenvalues, and
its main diagonal elements are eigenvalues λ1, λ2, . . . , λn, . . . When Tikhonov regularization
is applied to the matrix A, we can obtain

(A + εI)−1 = B(Λ + εI)−1B−1 (15)
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Inspired by Tikhonov regularization, the pseudoinverse of (A + εI)−1 can be replaced
as follows:

(A + εI)−1 = BΛ′−1B−1 (16)

λ′
n =

{
λn, i f λn > α
α, else

(17)

where α is a scalar and moderator; it goes from 0 to infinity. The main diagonal elements of
Λ′ are λ′

1, λ′
2, . . . , λ′

n, . . .
The solution of Formula (11) can be obtained by Tikhonov regularization:

q =

⎧⎪⎪⎨⎪⎪⎩
(HH

b Hb + εI)−1HH
b pbo, i f s > M

(Hb + εI)−1 pbo, i f s = M

HH
b (Hb HH

b + εI)−1 pbo, i f s < M

(18)

where the Hermitian transpose is labeled H, the identity matrix is labeled I, and the
regularization factor is labeled ε.

Similar to the square matrix A, the terms HH
b Hb(i f s > M), Hb(i f s = M), and

Hb HH
b (i f s < M) in Equation (18) are all square matrices. Additionally, the solution in

Equation (18) becomes the following:

q =

⎧⎪⎪⎨⎪⎪⎩
(BΛ′−1B−1)HH

b pbo, i f s > M

(BΛ′−1B−1)pbo, i f s = M

HH
b (BΛ′−1B−1)pbo, i f s < M

(19)

2.4. Comparison of Three Traditional Methods

The ACC method can obtain the maximum acoustic contrast, but it does not take into
account the sound field reproduction error in the bright region. The PM method in the
bright zone can reduce the sound field reproduction error in the bright zone, but it does not
pay attention to the acoustic contrast about the bright zone and the dark zone. In the PM
method, increasing array efforts by Tikhonov regularization does not minimize well the
reconstruction error at dark points. However, the EDPM method can improve dark points’
performance close to that of an elimination method. The EDPM method in the bright zone
also does not focus on the acoustic contrast about the bright zone and the dark zone.

3. Proposed Method

This section describes a sound field control optimization model.

3.1. Sound Field Control Method Optimization Model

Reference [30] points out that sound can be described by sound pressure and particle
velocity. Reference [31] points out that when loudspeakers are placed unevenly, the loud-
speaker signal obtained by controlling the sound pressure of a single region is less stable
than the loudspeaker signal obtained by controlling the particle velocity of a single region.
Inspired by these conclusions and combined with traditional sound field control methods,
this paper proposes a sound field control method that minimizes the error of sound field
reproduction in the bright zone, minimizes array effort, and controls the sound pressure
and particle velocity in the dark zone at the same time. It is expected to improve the sound
field reproduction effect in the bright zone, improve the stability of a loudspeaker array
system, and reduce the acoustic energy radiation in the dark zone. The proposed method
can be formulated as a constrained optimization problem as follows:

min
q

κ‖pbr − pbo‖2
2 + (1 − κ)‖pdr‖2

2 + σ‖q‖2
2

s.t. ‖udr‖2 ≤ ζ
(20)
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where κ and σ are weight factors and 0 < κ < 1, 0 < σ < 1, ζ indicates the threshold and is
greater than zero, ‖pbr − pbo‖2

2 stands for the power of sound pressure error between the
original sound field pressure and the reproduced sound field pressure in the bright zone,
‖pdr‖2

2 stands for dark zone sound energy, ‖q‖2
2 stands for sound source power or control

effort, and udr = Udrq stands for the radial particle velocity of the dark zone:
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d ) (22)

−→u (
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ike−ikr

4πr

(
1 +

1
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)
(
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(23)

where r is the distance between point
−→
d and

−→
ln and r = |−→d −−→

ln |, k is the wave number,
i =

√−1, −→u (
−→
ln ,

−→
d ) is the particle velocity transmission function between a loudspeaker at−→

ln and point
−→
d [31], ur(

−→
ln ,

−→
d ) stands for the radial particle velocity transmission function,

and −→v r(
−→
d ) is the unit radial vector perpendicular to the surface of the dark zone and is

inward.
The cost function of the proposed method includes the error of reconstructed sound

pressure in the bright zone, acoustic energy in the dark zone, and sound source power. The
three weight factors κ, σ, and ζ have their own functions in the model. κ is used to modulate the
sound pressure error in the bright zone and acoustic energy in the dark zone, σ is used to adjust
sound source power, and ζ is used to control the value of particle velocity in the dark zone. The
selection strategy of the parameters κ, σ, and ζ is described in the next part. The optimization
problem in Equation (20) can be solved using the convex optimization software CVX [33–35].

3.2. The Selection of Parameters κ and ζ

Assume that the initial setup of a loudspeaker system is consistent with the exper-
imental section below. Suppose that the value of κ ranges from 0.1 to 0.9; the change
step is 0.1; the value of σ are 0.1, 0.4, 0.6, and 0.9, respectively; and the original sound
source signals are 200, 500, 800, and 1000 Hz, respectively. With different values of κ,
the relationship between the cost function and the parameter ζ is shown in Figures 2–5,
respectively. These graphs show that the value of the relevant cost function increases with
the gradual increase in the value of κ on the whole. For all values of κ, the cost function
ranges from approximately 0.01 to 0.1. The smaller the value of κ, the stronger the control
on the acoustic energy minimization in the dark zone, and the weaker the control on the
sound pressure error minimization in the bright zone. The principle for selecting the value
of the parameter κ is that the smaller the cost function is, the better the system performs.
However, the cost function changes little from 0.01 to 0.1. In the meantime, the sound
pressure error in the bright zone has great influence on the auditory sensation. Taking these
factors into consideration, the value of κ is chosen to be 0.9. We can see from these figures
that, with the constant increase in the parameter ζ, when ζ reaches a certain value, the
value of the corresponding cost function basically remains unchanged for a selected value
of κ. Therefore, the value of ζ is chosen to be 1.4384. We also performed other simulation
experiments: the value of κ ranges from 0.1 to 0.9, and the change step is 0.1; σ equals
0.2, 0.3, 0.5, 0.7, and 0.8, respectively; the original sound source signals are 200, 500, 800,
and 1000 Hz, respectively; the value of κ ranges from 0.1 to 0.9, and the change step is
0.1; σ equals 0.9; the original sound source signals are 2000, 4000, 8000, 10,000, and 20,000 Hz,
respectively, and can obtain a similar trend.
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(a) (b)

(c) (d)

Figure 2. Graph of the relationship between the cost function and the parameter ζ; κ varies from 0.1 to
0.9, and the original sound source signals are 200 Hz. (a) σ = 0.1; (b) σ = 0.4; (c) σ = 0.6; (d) σ = 0.9.

(a) (b)

(c) (d)

Figure 3. Graph of the relationship between the cost function and the parameter ζ; κ varies from 0.1 to
0.9, and the original sound source signals are 500 Hz. (a) σ = 0.1; (b) σ = 0.4; (c) σ = 0.6; (d) σ = 0.9.
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(a) (b)

(c) (d)

Figure 4. Graph of the relationship between the cost function and the parameter ζ; κ varies from 0.1 to
0.9, and the original sound source signals are 800 Hz. (a) σ = 0.1; (b) σ = 0.4; (c) σ = 0.6; (d) σ = 0.9.

(a) (b)

(c) (d)

Figure 5. Graph of the relationship between the cost function and the parameter ζ; κ varies from 0.1 to
0.9, and the original sound source signals are 1000 Hz. (a) σ = 0.1; (b) σ = 0.4; (c) σ = 0.6; (d) σ = 0.9.
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3.3. Quality of Sound Field Control

Reconstruction error (RE), acoustic contrast (AC), and array effort (AE) are indicators
used to indicate the quality of sound field control. RE is the sound pressure error generated
by the sound source and the reconstruction system in the bright zone, and its calculation
formula is

β = 10 log10

(
(pbo − pbr)

H(pbo − pbr)

pH
bopbo

)
(24)

AC is the ratio of the sound potential energy density of the bright region to the sound
potential energy density of the dark region, which is introduced in Section 2.1; here we
discretize it and take its logarithm to obtain the calculation formula as

τ = 10 log10

(
pH

br pbr/s
pH

dr pdr/t

)
(25)

AE is the sum of the square of loudspeakers’ distribution coefficient, calculated as follows:

η = 10 log10

(
M

∑
n=1

|qn|2
)

(26)

The measurement criteria of these three indicators are as follows: the smaller the RE, the
better the corresponding method; the larger the AC, the better the corresponding method;
the smaller the AE, the better the corresponding method, and the more robust and stable
the system [16].

3.4. The Selection of Parameter σ

Then let us choose the value of σ. Assuming that the source signal’s frequency ranges
from 100 to 1000 Hz, the step size is 100 Hz, and σ changes from 0.1 to 0.9, the change step
is 0.1; the relationship between the average RE, average AC, average AE, and σ is shown in
Figure 6. From Figure 6, we can see that with the increase in σ, the average AC increases
gradually, but the increase is relatively small; the average RE increases gradually, from
−5.7584 to −1.6931 dB; the average AE decreases gradually, from −9.4790 to −20.4003 dB.
Considering the measurement criteria of RE, AC, and AE comprehensively, the value of
σ is selected as 0.1 for this example. The is because the average AC at this time is not much
different from the average AC when σ takes other values. The average RE at this time is the
smallest, and the average RE increases gradually when other σ values are taken, which is not
good for listening experience. The average AE at this time is −9.4790 dB, which is small enough,
although the average AE corresponding to other σ values is even smaller.

Figure 6. Graph of the relationship between average RE, average AC, average AE, and σ.
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4. Simulation Experiment

In this part, the performance of the proposed method is compared with that of the
ACC method, the PM method in the bright zone, and the EDPM method in the bright zone
in Section 2 through computer simulation experiments. In this paper, an unevenly placed
five-channel system is used to verify that the proposed method can ensure the stability of
the reconstruction system under the condition of ensuring relatively larger acoustic contrast
and smaller reconstruction error. The relationship between the number of loudspeakers
and system’s performance is not the subject of this paper.

4.1. Experiment Settings

Five loudspeakers, labeled ld 1, ld 2, . . ., ld 5, are placed unevenly on the same ring,
and their coordinates are shown in Table 1. The loudspeaker array has a radius of 2 m. The
loudspeaker array surrounds the bright zone and dark zone, which are 0.4 m in diameter.
The bright zone can accommodate a listener to listen to the sound. The distance from the
center point of the bright zone to the center point of the dark zone is 0.6 m. See Table 1
for the coordinates of the center points of the bright and dark zones. The origin is point
O. The frequency of the original source signal changes from 100 to 1000 Hz. The original
source’s location is shown in Table 1. The sound speed expressed in c is 340 m per second,
the wavenumber is k = 2π f /c, and f stands for signal frequency. The sampling interval in
both the bright zone and the dark zone is 0.0364 m. The relative position of the unevenly
placed five-channel system is shown by Figure 7.

Table 1. Relevant coordinates in the system.

Name Polar Radius (m) Azimuthal Angle (Radian)

ld 1 2 0
ld 2 2 π/4
ld 3 2 3π/4
ld 4 2 5π/4
ld 5 2 7π/4

Original sound source 2.4 5π/9
Original point O 0 0

Center of the dark zone 0.3 π
Center of the bright zone 0.3 0

Figure 7. Five-channel sound system structure diagram.
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4.2. Experiment Results

Figure 8 shows a comparison of the acoustic contrast about four methods relative to
the change with frequency. From Figure 8, we can see that the acoustic contrast of the ACC
method ranges from 8.1056 to 31.1125 dB, and on the whole, different methods produce
sound contrast in the order of high and low: ACC method, our method, EDPM method in
the bright zone, and PM method in the bright zone. Because the goal of the ACC method
is to obtain the maximum acoustic contrast, neither the EDPM method in the bright zone
nor the PM method in the bright zone focuses on acoustic contrast; the proposed method
controls the sound energy in the dark zone, which will improve the acoustic contrast, so the
proposed method produces higher acoustic contrast than the EDPM method in the bright
zone and the PM method in the bright zone. In addition to improving the acoustic contrast,
the proposed method also needs to consider other factors, which affects the effect of the
proposed method on acoustic contrast improvement, so the proposed method produces
lower acoustic contrast than the ACC method.

Figure 8. Acoustic contrast comparison diagram of four methods with respect to frequency variation.

The average acoustic contrasts generated by four methods with respect to frequency
are shown in Table 2. The average acoustic contrast results generated by four methods
are in keeping with Figure 8. The ACC method achieves an average acoustic contrast of
18.3381 dB, the largest of all methods. The average acoustic contrast produced by our
method is 2.2898 dB larger than that produced by the PM method in the bright zone and
0.8362 dB larger than that produced by the EDPM method in the bright zone.

Table 2. Average acoustic contrast comparison of four methods with respect to frequency.

Method Average Acoustic Contrast (dB)

ACC 18.3381
PM method in the bright zone −0.5581

EDPM method in the bright zone 0.8955
Ours 1.7317

Figure 9 shows a comparison of the reconstruction error of four methods with respect
to the change in frequency. The reconstruction errors of the ACC method are greater than
0 dB, which are the largest among all methods. The reconstruction errors of our method are
smaller than those produced by the ACC method, and their values range from −12.2945 dB
to −1.3299 dB, but are larger than those produced by the EDPM method in the bright zone
and the PM method in the bright zone. The PM method in the bright zone has the smallest
reconstruction error, and its values vary from −52.5606 dB to −2.0855 dB. The reason is
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that the goal of the PM method in the bright zone is to reduce reconstruction error as much
as possible and restore the original sound field in the bright zone. The EDPM method in the
bright zone is an improvement of the PM method in the bright zone in solving algorithm,
and they are similar methods. The ACC method does not pay attention to reconstruction
error. Our method controls reconstruction error in the bright zone, so the reconstruction
errors of our method are smaller than those of the ACC method. However, our method
needs to control other factors in the sound field in addition to controlling the reconstruction
error in the bright zone, so the reconstruction errors of our method are larger than those of
the PM method in the bright zone and the EDPM method in the bright zone.

Figure 9. Reconstruction error comparison diagram of four methods with respect to the change in
frequency.

The average reconstruction errors generated by four methods with respect to frequency
are shown in Table 3. The average reconstruction error results generated by different
methods are consistent with Figure 9. The average reconstruction error produced by the
PM method in the bright zone is −17.8140 dB, which is the smallest of all methods. The
average reconstruction error produced by the ACC method is 4.3408 dB, which is the
largest among all methods. The average reconstruction error produced by our method is
−5.7584 dB, which is 10.0992 dB smaller than that of the ACC method, but larger than that
produced by the PM method in the bright zone and the EDPM method in the bright zone.

Table 3. Average reconstruction error comparison of different methods with respect to frequency.

Method Average Reconstruction Error (dB)

ACC 4.3408
PM method in the bright zone −17.8140

EDPM method in the bright zone −9.0047
Ours −5.7584

Figure 10 shows a comparison of the array effort of four methods with respect to the
change in frequency. The array effort produced by the ACC method is about 0 dB at 10
frequencies, which is the largest of all methods. The array efforts produced by the PM
method in the bright zone are smaller than the ACC method at most frequencies, but higher
than the ACC method at 100 and 200 Hz. The array efforts at all frequencies produced by
the EDPM method in the bright zone are smaller than those produced by the ACC method
and the PM method in the bright zone. Our method produces the lowest array efforts
at all frequencies of all methods, and its value ranges from −11.8789 dB to −8.0994 dB.
Our method controls array effort in the process of sound field reconstruction, while the
ACC and PM methods in the bright zone and the EDPM method in the bright zone do not
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consider the optimization of array effort in the process of sound field reconstruction, so the
array efforts generated by them are larger than those generated by our method.

The average array efforts generated by four methods with respect to frequency are
shown in Table 4. The average array effort results generated by different methods are
consistent with Figure 10. The average array effort produced by the ACC method is 0 dB,
which is the largest of all methods. The average array effort produced by the other three
methods is smaller than the average array effort produced by the ACC method. The average
array effort produced by our method is −9.4790 dB and the smallest among all methods, which
is 9.4790 dB smaller than that of the ACC method, about 8.0712 dB smaller than that of the PM
method in the bright zone, and about 4.8176 dB smaller than that of the EDPM method in the
bright zone.

Figure 10. Array effort diagram of four methods with respect to frequency variation.

Table 4. Average array effort comparison of four methods with respect to frequency variation.

Method Average Array Effort (dB)

ACC 0
PM method in the bright zone −1.4078

EDPM method in the bright zone −4.6614
Ours −9.4790

4.3. Discussion

Acoustic contrast, reconstruction error, and array effort are important indexes to
demonstrate the sound field control ability. These three indicators are difficult to achieve
the best at the same time, and there is a tradeoff relationship between them. Generally,
if one of the three indicators is better for a sound field control method, the other two
indicators are worse. Overall, as shown in Section 4.2 of this article, the largest acoustic
contrast is obtained by the ACC method due to its focus on maximizing acoustic contrast,
but it does not perform well in terms of reconstruction error and array effort; the smallest
reconstruction error is achieved by the PM method in the bright zone, as it strives to
minimize the reconstruction error in the bright zone, but it presents poor results in acoustic
contrast and loudspeaker array effort. The EDPM method in the bright zone is similar to
the PM method in the bright zone, but it has some improvements in the solving method,
which is superior to the PM method in the bright zone in acoustic contrast and array effort
performance, but inferior to the PM method in the bright zone in reconstruction error
performance, and fails to perform better than the PM method in the bright zone in all
indexes. The ACC method, PM method in the bright zone, and EDPM in the bright zone all
control or optimize only one of these indexes: acoustic contrast, reconstruction error, and
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loudspeaker array effort, and they do not take into account the other two indexes, so they
perform better in one index and poorly in the other two indexes. However, our approach is
designed to reduce reconstruction error in the bright zone and loudspeaker array effort as
much as possible, and to exert influence on sound pressure and particle velocity in the dark
zone range. Our approach attempts to control or optimize acoustic contrast, reconstruction
error, and array effort at the same time. Therefore, it is superior to the PM method in the
bright zone and the EDPM method in the bright zone in terms of acoustic contrast, better
than the ACC method in terms of reconstruction error, and significantly better than the
ACC and PM methods in the bright zone and the EDPM method in the bright zone in terms
of array effort, which can ensure the most stable reconstruction system.

5. Conclusions

Traditional sound field control technology is mainly based on sound pressure or sound
pressure improvement technology, without considering another physical property of sound:
particle velocity; if the loudspeaker array is placed unevenly, it will make the reconstruction
system unstable. In order to solve this problem, we introduce a new sound field control
method based on the traditional sound field control technology. This method pays attention
to both sound pressure and particle velocity, exerts influence on the sound pressure and
particle velocity in the dark zone, and tries its best to reduce the reconstruction error in the
bright zone and reduce the loudspeaker array effort. The model of our method contains
three weight factors: κ, σ, and ζ, and their function and selection method are introduced in
detail in this paper. Computer simulation experiments are carried out on a system with
five unevenly placed loudspeaker, and our method is compared with the ACC method, PM
method in the bright zone and the EDPM method in the bright zone, and the comparison
indexes are reconstruction error, acoustic contrast, and loudspeaker array effort. Although
the ACC method performs best in acoustic contrast and the PM method in the bright zone
performs best in reconstruction error, they both focus on only one indicator and perform
poorly in the other two. The EDPM method in the bright zone is an improvement of the
PM method in the bright zone. Like the PM method in the bright zone, the EDPM method
in the bright zone focuses on only one indicator. Although it outperforms the PM method
in the bright zone on acoustic contrast and array effort, it is inferior to the PM method
in the bright zone on reconstruction error. Compared with the three traditional methods,
our method has the best compromise on reconstruction error, acoustic contrast, and array
effort. Our method significantly outperforms other comparison methods in array effort
performance. The average array effort produced by our method is about 9.4790 dB smaller
than that produced by the ACC method, about 8.0712 dB smaller than that produced by
the PM method in the bright zone, and about 4.8176 dB smaller than that produced by the
EDPM method in the bright zone. Therefore, our method can guarantee optimal system
stability in the case of uneven placement of loudspeaker array.
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Abstract: The automatic monitoring of activities in construction sites through the proper use of
acoustic signals is a recent field of research that is currently in continuous evolution. In particular, the
use of techniques based on Convolutional Neural Networks (CNNs) working on the spectrogram
of the signal or its mel-scale variants was demonstrated to be quite successful. Nevertheless, the
spectrogram has some limitations, which are due to the intrinsic trade-off between temporal and
spectral resolutions. In order to overcome these limitations, in this paper, we propose employing the
scalogramas a proper time–frequency representation of the audio signal. The scalogram is defined as
the square modulus of the Continuous Wavelet Transform (CWT) and is known as a powerful tool
for analyzing real-world signals. Experimental results, obtained on real-world sounds recorded in
construction sites, have demonstrated the effectiveness of the proposed approach, which is able to
clearly outperform most state-of-the-art solutions.

Keywords: automatic construction site monitoring (ACSM); environmental sound classification
(ESC); deep learning; convolutional neural network (CNN); continuous wavelet transform (CWT);
scalogram; audio processing

1. Introduction

In recent years significant research efforts have been made in the field of Environmental
Sound Classification (ESC) [1], allowing significant results to be obtained in practical sound
classification applications. This initiative has been enabled by the use of Convolutional
Neural Networks (CNNs), which allowed a superior performance in image processing
problems [2] to be obtained. In order to extend the use of CNNs to the field of audio
processing, the audio input signal is usually transformed into suitable bi-dimensional
image-like representations, such as spectrograms, mel-scale spectrograms, and other similar
methods [3,4].

Recently, the approaches employed in ESC have been transferred to advancing the con-
struction domain by converting vision-based work monitoring and management systems
into audio-based ones [5–7]. In fact, audio-based systems not only are more cost-effective
than video-based ones, but they also work more effectively in a construction field when
sources are far from the light of sight of sensors, making these systems very flexible and
appropriate for combining other sensor-based applications or Artificial Intelligence (AI)-
based technologies [7]. Furthermore, the amount of memory and data flow needed to
handle audio data is much smaller than the one needed for video data. In addition, audio-
based systems outperform accelerometer-based ones since there is no need to place sensors
onboard, thus promoting 360-degree-based activity detection and surveillance without
having an illumination issue [8].

Such audio-based systems can be successfully used as Automatic Construction Site
Monitoring (ACSM) tools [7,9–11], which can represent an invaluable instrument for project
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managers to promptly identify severe and urgent problems in fieldwork and quickly react
to unexpected safety and hazard issues [12–16].

ACSM systems are usually implemented by exploiting both machine learning (ML)
and deep learning (DL) techniques [17]. Specifically, several ML approaches, including
Support Vector Machines (SVMs), the k-Nearest Neighbors (k-NN) algorithm, the Mul-
tilayer Perceptron (MLP), random forests, Echo State Networks (ESN), and others, have
already demonstrated their effectiveness in properly performing activity identification
and detection in a construction site [5,16]. However, DL approaches generally outperform
ML-based solutions providing much improved results [6]. We expect that DL techniques
including CNNs, Deep Recurrent Neural Networks (DRNNs) implemented with the Long
Short-Term Memory (LSTM) cell, Deep Belief Networks (DBNs), Deep ESNs, and others
can produce more suitable and qualified performances than ML ones for robustly managing
construction work and safety issues.

Approaches based on CNNs have demonstrated good flexibility and considerably
convincing performance in these applications. In fact, CNNs exhibit advanced accuracy
in image classification [18]. In order to meet the bi-dimensional format of images, the
audio waveform can be transformed into a bi-dimensional representation by a proper
time–frequency transformation. The main time–frequency representation used in audio
applications is the spectrogram, i.e., the squared magnitude of the Short Time Fourier
Transform (STFT) [19,20]. The spectrogram is very rich in peculiar information that can
be successfully exploited by CNNs. Instead of using the STFT spectrogram, in audio
processing, it is very common to use some well-known variants, such as the constant-Q
spectrogram, which uses a log-frequency mapping, and the mel-scale spectrogram, which
uses the mel-scale of frequency to better capture the intrinsic characteristic of the human
ear. Similarly, the Bark and/or ERB scales can be used, producing other variants of the
spectrogram [21].

Although the spectrogram representation and its variants provide an effective way to
extract features from audio signals, they entail some limitations due to the unavoidable
trade-off between the time and frequency resolutions. Unfortunately, it is hard to provide
an adequate resolution in both domains: a shorter time window provides a better time
resolution, but it reduces the frequency resolution, while using longer time windows
improves the frequency resolution but obtains a worse time resolution. Even if some
solutions have been proposed to mitigate such an unwanted effect (such as the time–
frequency reassignment and synchrosqueezing approach [22]), the problem can still affect
the performance of deep learning methods. Moreover, the issue is also complicated by
the fact that sound information is usually available at different time scales that cannot be
captured by the STFT.

Motivated by these considerations, in this paper, we propose a new approach for the
automatic monitoring of construction sites based on CNNs and scalograms. The scalogram
was defined as the squared magnitude of the Continuous Wavelet Transform (CWT) [23].
By overcoming the intrinsic time–frequency trade-off, the scalogram is expected to offer
an advanced and robust tool to improve the overall accuracy and performance of ACSM
systems. In addition, the wavelet transform allows to it work at different time scales, which
is a useful characteristic for the processing of audio data. Hence, the main idea of the
paper is to use the scalogram instead of the spectrogram as the input to a CNN-based
deep learning model. Although the methodology is not new, the proposed idea has been
extensively tested on real data acquired in construction sites and, compared to most popular
state-of-the-art methodologies, shows clear and significant improvements.

The rest of this paper is organized as follows. Section 2 shows the related work.
Section 3 introduces the CWT, while Section 4 describes the proposed approach. Then,
Section 5 explains the adopted experimental setup. Section 6 describes some implemen-
tation aspects, while Section 7 shows the obtained numerical results and confirms the
effectiveness of the proposed idea. Finally, Section 8 concludes the work and outlines some
hints for future research.
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2. Related Work

In the digital era, great and increasing attention has been devoted to research on
automated methods for real-time monitoring of activities in construction sites [15,24,25].
These modern approaches are able to offer better performance with respect to the most
traditional techniques, which are typically based on manual collection of on-site work data
and human-based construction project monitoring. In fact, these activities are typically
time-consuming, inaccurate, costly, and labor-intensive [13]. In the last years, the literature
related to applications of deep learning techniques to the construction industry has been
continuously increasing [26,27]. In particular, many works have been published describing
proper exploitation of audio data [5,16].

The work of Cao et al. in [28] was one of the first attempts in this direction. They
introduced an algorithm based on the processing of acoustic data for the classification of
four representative excavators. This approach is based on some acoustic statistical features.
Namely, for the first time the short frame energy ratio, concentration of spectrum amplitude
ratio, truncated energy range, and interval of pulse (i.e., the time interval between two
consecutive peaks) were developed in order to characterize acoustic signals. The obtained
results were quite effective for this kind of source; however, no other types of equipment
were considered.

Paper [29] proposed the construction of a dataset of four classes of equipment and
tested several ML classifiers. The results obtained in this work were aligned to those shown
in [5], which compared and assessed the accuracy of 17 classifiers on nine classes of
equipment. These two papers work on both temporal and spectral features extracted from
audio signals. Similarly, Ref. [30] compared some ML approaches on five input classes by
using a single in-pocket smartphone, obtaining similar numerical results.

Akbal et al. [14] proposed an SVM classifier. After an iterative neighborhood compo-
nent analysis selector chooses the most significant features extracted from audio signals,
this classifier produces an effective accuracy on two experimental scenarios. Moreover,
Kim et al. [7] proposed a sound localization framework for construction site monitoring
able to work in both indoor and outdoor scenarios.

Maccagno et al. [31] proposed a deep CNN-based approach for the classification
of five pieces of construction site machinery and equipment. This customized CNN is
fed by the STFT spectrograms extracted from different-sized audio chunks. Similarly,
Sherafat et al. [32] proposed an approach for multiple-equipment activity recognition
using CNNs, tested on both synthetic and real-world equipment sound mixtures.
Different from [31], this work implements a data augmentation method to enlarge the
used dataset. Moreover, this model uses a moving mode function to find the most
frequent labels in a period ranging from 0.5 to 2 s, which generates an acceptable
output accuracy. The idea to join different output labels inside a short time period was
also exploited in [33,34], which implement a Deep Belief Network (DBN) classifier and
an Echo State Network (ESN), respectively.

Kim et al. in [35] applied CNNs and RNNs to spectrograms for monitoring concrete
pouring work in construction sites, while Xiong et al. in [6] used a convolutional RNN
(CRNN) for activity monitoring. Moreover, Peng et al. in [36] used a similar DL approach
for a denoising application in construction sites. On the other hand, Akbal et al. [37]
proposed an approach, called DesPatNet25, which extracts 25 feature vectors from audio
signals by using the data encryption standard cipher and adopts a k-NN and an SVM
classifier to identify seven classes.

Additionally, some other approaches also fused information from two different
modalities. For example, the work in [38] used an SVM classifier by combining both
auditory and kinematics features, showing an improvement of about 5% when compared
to the use of only individual sources of data. Similarly, Ref. [39] exploited visual and
kinematic features, while [40] utilized location data from a GPS and a vision-based
model to detect construction equipment. Finally, a multimodal audio–video approach
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was presented in [41], based on the use of different correlations of visual and auditory
features, which has shown an overall improvement in detection performance.

In addition, Elelu et al. in [42] exploited CNN architectures to automatically detect
collision hazards between construction equipment. Similarly, the work in [43] presented a
critical review of recent DL approaches for fully embracing construction workers’ awareness
of hazardous situations in construction sites by the employment of auditory systems.

Most of the DL approaches described in this section work on the spectrogram extracted
from audio signals or some variants, such as the mel-scaled spectrogram. However, the
idea of exploiting different time scales (which is an intrinsic property of audio signals)
can be used to improve the overall accuracy of such methodologies. For this purpose,
the use of scalograms can be recommended. In fact, while spectrograms are suitable for
the analysis of stationary signals providing a uniform resolution, the scalogram is able to
localize transients in non-stationary signals. Recently, in fact, Ref. [44] introduced a wavelet
filter bank for the audio scene modeling task. A deep CNN fed by the scalogram of data
outperformed the results provided by the mel spectrogram. However, differently from
our approach, the work in [44] considers a scalogram of smaller size and a simpler CNN
architecture. The work in [45] adopted scalograms for removing background noise in the
fault diagnosis of rotating machinery, obtaining excellent experimental results. However,
differently from our approach, given the specific nature of the considered sounds, the
authors used a low sampling frequency and frame size, resulting in a very small scalogram
size (64 × 64 pixels). Interestingly enough, [45] considers three different methods to obtain
the scalograms, including the CWT. No significant statistical differences have been observed
between such methods. In addition, a couple of papers used scalograms also for audio
scene classification purposes [46,47]. Both of these works showed very good results when
compared to previous solutions. As a matter of fact, the use of the scalogram results in a
general improvement in performance as highlighted in all these works. Specifically, the
work in [46] exploits a pre-trained CNN to extract, at a specific architecture-dependent
layer, useful features to be used by a subsequent linear SVM classifier for the identification
of ten environmental categories. This work also uses AlexNet but, differently from our
approach, it does not train the CNN layers and does not adopt fully connected layers as a
classifier. The work in [47] again uses a pre-trained AlexNet or VGG16/19 nets to extract
meaningful features, but, differently, it exploits a Bidirectional Gated Recurrent Neural
Network followed by a highway layer to classify fifteen classes. Differently from our
approach, the authors of [47] adopt an early data fusion technique by feeding the proposed
model with a three-channel image composed of a spectrogram, a scalogram extracted with
the Bump wavelet, and a scalogram obtained with the Morse wavelet. However, the high
computational cost of this approach, compared with the proposed one, makes it not very
suitable for working with the construction site sounds, where only a small number of
classes are present.

3. The Continuous Wavelet Transform (CWT) and the Scalogram

In order to overcome the trade-off between the time and frequency resolution in
STFT, the Continuous Wavelet Transform (CWT) was introduced [23]. The CWT acts as a
“mathematical” microscope in the sense that different parts of the signal may be examined
by adjusting the focus.

Given a stationary signal x(t), the CWT is defined as the product of x(t) with the
following basis function family:

Ψτ,a(t) = |a|−1/2 Ψ
(

t − τ

a

)
, (1)

where a 
= 0 is a scaling factor (also known as dilation parameter) and τ is the time delay,
i.e., Ψτ,a(t) is a scaled and translated version of the mother wavelet function Ψ(t). Hence,
the CWT of signal x(t) is formulated as:
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Wx(τ, a) = |a|−1/2
∫ ∞

−∞
x(t)Ψ∗

(
t − τ

a

)
dt, (2)

where ∗ represents the complex conjugation operator. The delay parameter τ provides the
time position of the wavelet Ψτ,a(t), while the scaling factor a rules its frequency content.
For |a| << 1, the wavelet Ψτ,a(t) is a very concentrated and narrow version of the mother
wavelet Ψ(t), with a frequency content mainly condensed at high frequencies. On the other
hand, for |a| >> 1, the wavelet Ψτ,a(t) is much more broadened and concentrated towards
low frequencies.

In the wavelet analysis, the similarity between the signal x(t) and the wavelet Ψτ,a(t)
is measured as τ and a vary. Dilation by a factor 1/a results in different enlargements of the
signal with distinct resolutions. Specifically, the properties of the time–frequency resolution
of the CWT are summarized as follows:

1. The temporal resolution Δτ varies inversely to the carrier frequency ω0 of the wavelet
Ψτ,a(t); therefore, it can be made arbitrarily small at high frequencies.

2. The frequency resolution Δω varies linearly with the carrier frequency ω0 of the
wavelet Ψτ,a(t); therefore, it can be made arbitrarily small at low frequencies.

Hence, the CWT is well suited for the analysis of non-stationary signals containing high-
frequency transients superimposed on long-lasting low-frequency components [23].

The CWT implements the signal analysis at various time scales. For this reason, the
squared absolute value of the CWT is called a scalogram, and it is defined as:

S(τ, a) � |Wx(τ, a)|2 =
1
a

∣∣∣∣∫ ∞

−∞
x(t)Ψ∗

(
t − τ

a

)
dt
∣∣∣∣2. (3)

The scalogram S(τ, a) provides a bi-dimensional graphical representation of the signal
energy at the specific scale parameter a and time location τ.

In general, the mother wavelet Ψ(t) can be any band-pass function [23]. The Haar
wavelet is the simplest example of a wavelet, while the Daubechies one is a more sophisti-
cated example. Both of these wavelets have a finite (and compact) support in time. The
Daubechies wavelet has a longer length than the Haar wavelet and is therefore less localized
than the latter. However, the Daubechies wavelet is continuous and has a better frequency
resolution than the Haar one [23]. Other famous wavelet families are the Mexican Hat
wavelet (which is proportional to the second derivative function of the Gaussian probability
density function), the Bump wavelet, the generalized Morse wavelet, and the Morlet one,
also known as the Gabor wavelet. This last wavelet is composed of a complex exponential
multiplied by a Gaussian window, and it is very suitable for audio and vision applications
since it is closely related to human perception. For this purpose, we remark that it is
strongly related to the short-time analysis performed by the peripheral auditory system
and to the mechanical spectral analysis performed by the basilar membrane in the human
ear [48]. As a matter of fact, the Morlet wavelet is the most widely used wavelet for audio
applications [49], and its effectiveness has been shown in analyzing machine sounds [50].
Motivated by these considerations, in the rest of the paper, we use the Morlet wavelet,
which is defined as:

Ψ(t) = Cψ e−
t2

2σ2 ejω0t, (4)

where Cψ is a normalization factor used to meet the admissibility condition, ω0 is the
central frequency of the mother wavelet (the carrier), and σ2 is the variance of the Gaussian
window equal to: σ = n/ω0. The parameter n, called the number of wavelet cycles and set
in this paper to n = 6, defines the time–frequency precision trade-off.

4. Proposed Approach

Scalograms obtained from CWT are very rich in information and can improve the
results obtained by other approaches, such as the spectrogram or its mel-scale version. The
proposed idea consists in extracting the scalograms from the recorded signals after splitting
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them into chunks of a suitable length (usually 30–50 ms). The extracted scalograms, saved
as image files, are fed as input to a CNN architecture. In fact, it is well known that CNNs
are very effective for image classification. The literature is rich in state-of-the-art CNNs
that perform very well in image classification. Since the number of classes considered
in a construction site is limited, and given the richness of the input representation (the
scalogram), in this work, we propose the use of a simple CNN, i.e., the AlexNet one (see
Section 5.3). A picture of the proposed idea is shown in Figure 1. A step-by-step flowchart
of the proposed methodology is shown in Figure 2.

conv1

conv2

conv3-5

fc6 fc7 fc8

55 x 55 x 96

27 x 27 x 256

6 x 6 x 256

1 x 1 x 4096 1 x 1 x 5

convolutional + ReLU + BN

max pooling

fully connected + ReLU

softmax

Rescaling

227 x 227 x 1

Audio chunk

Scalogram

Class label

13 x 13 x 384

Figure 1. A picture of the proposed idea.

Recorded
sound Preprocessing CWT

CNNClass LabelMetric
evaluation

Scalogram

Figure 2. A step-by-step flowchart of the proposed methodology.

5. Experimental Setup

5.1. Dataset

The used dataset consists of a set of recordings related to five machines working in a
real-world construction site. Sounds have been recorded with a Zoom H1 digital recorder
with a sampling frequency of 44,100 Hz and saved as wave files. The five classes considered
in this work are related to three excavators (two compact excavators and a large one), a
compactor, and a concrete mixer. For each class, 15 min of recordings are available. The
recording of each piece of machinery has been made by placing the recorder about 5–6 m in
front of the activities of interest, without any obstacle in the middle. The recorded sounds
are related to normal construction site activities (i.e., excavation and concrete mixing work)
performed in outdoor scenarios. The subset of sounds considered in this work is related to
a single source at a time; segments where more than one piece of equipment is active at
the same time have been preventively removed from the dataset. Additional details on the
operating scenario can be found in [5].
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Each file has been split into chunks of 30 ms each. The entire dataset has been split
into a training and a test set, with proportions of 75% and 25%, respectively. In addition,
10% of the training set has been devoted as the validation set to check the convergence
performance during the training phase. Details of the used dataset, along with the number
of chunks and related training/test splits, are reported in Table 1.

Table 1. Details of the used dataset.

N. Class Equipment Data Chunks Split

1 JD50D Compact excavator John Deere 50D 15:00 30,000 22,500/7500
2 IRCOM Ingersoll Rand Compactor 15:00 30,003 22,502/7501
3 Mixer Concrete mixer Mercedes-Benz Actros 14:59 29,999 22,499/7500
4 CAT320E Hydraulic excavator Caterpillar 320E 15:00 30,001 22,500/7501
5 Hitachi50U Compact excavator Hitachi ZX50U 14:59 29,999 22,499/7500

Total 01:14:58 150,002 112,500/37,502

5.2. Preprocessing

After the audio signals have been split into chunks of 30 ms, they have been resampled
to 22,050 Hz for memory-saving purposes. This resampling procedure does not affect the
quality of the classification, since the energy of audio signals related to construction sites is
vanishing at frequencies higher than 10 kHz.

For each resampled chunk, the CWT has been extracted (we used the Python ssqueezepy
package, available at: https://github.com/OverLordGoldDragon/ssqueezepy, accessed
on 10 November 2023). The Morlet wavelet [23] has been used in this work. The obtained
matrix has been then resized to 227 × 227 in order to be compliant with the input layer
of the used AlexNet (see Section 5.3). For simplicity and memory-saving purposes, the
obtained resized matrix has been rescaled to the interval [0, 255], converted to integer
numbers, and saved as images.

Some random images related to the extracted CWT from Classes 1, 3, and 4, respec-
tively, are shown in Figure 3. These scalograms clearly capture salient localized events in
sound frames, as shown by the horizontal lines or cloud-like points in Figure 3. Spectro-
grams of the same signals are generally unable to capture salient time/scale characteristics.

(a) (b) (c)

Figure 3. Examples of some scalogram images: (a) Class 1, (b) Class 3, and (c) Class 4.

5.3. Model

The literature is rich in well-performing and famous CNN architectures, as well as
customized models for specific applications. Since the problem has been converted into a
standard image classification task and the number of classes is limited, in this paper, we
consider the well-known AlexNet [51] architecture. Specifically, AlexNet is composed of a
cascade of five convolutional layers and three (dense) fully connected ones.

With respect to the original version, we introduce three modifications:

1. The number of channels of the input layer is reduced to only one since the network is
fed by the scalogram, which is a single-channel image;
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2. We add, after the input layer, a Rescaling layer in order to transform the integer input
into floating-point numbers inside the interval [0, 1];

3. The number of output classes has been reduced to five (the original AlexNet works
with 1000 classes).

The details of the network organization, layers’ shape, and number of parameters of
the customized version of AlexNet are summarized in Table 2. Refer also to Figure 1 for a
graphical representation.

AlexNet has been trained by minimizing the categorical cross-entropy defined as:

L(y, ŷ, θ) � − 1
B

B

∑
n=1

NC

∑
i=1

y(i)n log ŷ (i)
n , (5)

where θ is the vector collecting all of the network parameters, NC = 5 is the number of
classes, B is the mini-batch size, y(i)n is the actual label of the n-th sample and i-th class, and
ŷ (i)

n is the corresponding predicted label. The minimization is performed by the gradient
descent algorithm:

θk = θk−1 − η∇θkL(y, ŷ, θk−1), (6)

where η is the learning rate and k is the iteration index; the gradient ∇θL(·) is computed
over a mini-batch. In this work, the Adam optimizer, a variant of the gradient descent, has
been used [52]. Specifically, the Adam algorithm incorporates an estimate of the first- and
second-order moments of the gradient with a bias correction to speed up the convergence
process. Details of the Adam algorithm can be found in [52]. The learning rate is set to
η = 10−4 (parameters β1, β2, and ε are left at their default values), and a batch size of
B = 32 is used. The training is run for 10 epochs.

Table 2. Layers and number of parameters of the customized AlexNet.

Layer (Type) Output Shape Number of Parameters

Rescaling (None, 227, 227, 1) 0
Conv2D (None, 55, 55, 96) 11,712
BatchNormalization (None, 55, 55, 96) 384
MaxPooling2D (None, 27, 27, 96) 0
Conv2D (None, 27, 27, 256) 614,656
BatchNormalization (None, 27, 27, 256) 1024
MaxPooling2D (None, 13, 13, 256) 0
Conv2D (None, 13, 13, 384) 885,120
BatchNormalization (None, 13, 13, 384) 1536
Conv2D (None, 13, 13, 384) 1,327,488
BatchNormalization (None, 13, 13, 384) 1536
Conv2D (None, 13, 13, 256) 884,992
BatchNormalization (None, 13, 13, 256) 1024
MaxPooling2D (None, 6, 6, 256) 0
Flatten (None, 9216) 0
Dense (None, 4096) 37,752,832
Dropout (None, 4096) 0
Dense (None, 4096) 16,781,312
Dropout (None, 4096) 0
Dense (None, 5) 20,485

Total parameters: 58,284,101
Trainable parameters: 58,281,349
Non-trainable parameters: 2752

6. Implementation Aspects

In this section, we provide some important remarks about the implementation aspects
of the proposed idea.
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The computation of the CWT can be memory and computationally demanding. For
this reason, we recommend not exceeding the chunk size; 30 ms or 50 ms represents a good
compromise between the efficiency and tracking performance of the classifier due to the
intrinsic non-stationarity of audio signals.

The CWT applied to a 30 ms chunk returns a matrix of the size 230 × 662. In view of
using such data as the input to a state-of-the-art CNN, it is convenient to resize the matrix
to a commonly used size. Generally, 227 × 227 (for AlexNet) or 224 × 224 (for GoogLeNet,
ResNet, and similar architectures) are adequate choices.

However, saving more than 150,000 (see Table 1) floating-point matrices of 227 × 227
entries requires a large amount of disk space and a consistent quantity of RAM memory to
load and process the dataset. For this purpose, after the resize, these matrices have been
scaled to the interval [0, 255], converted to integer numbers, and saved as images. In this
way, it is possible to work with this dataset on a normal office PC while avoiding memory
explosion.

Finally, to deal with such data, an additional Rescaling layer has been used in the
customized version of AlexNet. This layer converts the integer input data back into the
float interval [0, 1].

7. Experimental Results

The proposed model has been trained on the considered dataset for 10 epochs
by using 10% of the training set as the validation set (Python 3.10 source code can
be downloaded from: https://github.com/mscarpiniti/CS-scalogram, accessed on 20
November 2023). The training and validation losses obtained during the training phase
are shown in Figure 4a, while Figure 4b shows the corresponding training and validation
accuracy. These figures demonstrate the effectiveness of the training, showing that the
training procedure is quite stable after about seven epochs. Figure 4b also shows that, at
convergence, the training accuracy is about 99.5%, while the validation one is about 99%.

(a) Loss. (b) Accuracy.
Figure 4. Training and validation loss (a) and accuracy (b) of the proposed approach.

To evaluate the proposed approach, we have also used the overall accuracy, the per-
class precision, the per-class recall, and the per-class F1-score, as well as their weighted
averages [53], computed on the test set. Moreover, the confusion matrix is shown in Figure 5.
The confusion matrix clearly shows that the proposed approach is able to provide very
good results for the classification of real-world signals recorded in construction sites. In
fact, most of the instances are in the main diagonal of the matrix. There is a little confusion
between the compactor (IRCOM), which has been confused with the JD50D excavator and
the concrete mixer, and the CAT320E excavator, which is, again, mainly confused with the
JD50D excavator and the concrete mixer. This behavior is due to the fact that all of these
pieces of equipment have similar engines.

The results in terms of the precision, recall, and F1-score of the proposed approach
are summarized in Table 3. In addition, this table confirms the conclusion drawn from the
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confusion matrix in Figure 5: the JD50D and Concrete Mixer classes have lower precision,
while the compactor (IRCOM) and CAT320E excavator show lower recall. However, the
F1-score is quite stable among all classes. The Hitachi 50U excavator performs the best
in between the five considered classes. Despite this slight variability in performance, the
weighted averages of the considered metrics are very good and settled at 0.989.

Figure 5. Confusion matrix obtained by the proposed approach.

Table 3. Per-class performance of the proposed approach.

Class Precision Recall F1-Score

JD50D 0.976 0.995 0.986
IRCOM 0.996 0.977 0.987
Mixer 0.979 0.998 0.988
CAT320E 0.997 0.983 0.989
Hitachi50U 0.997 0.994 0.996

All classes 0.989 0.989 0.989

The proposed approach was compared with similar state-of-the-art solutions. Specifi-
cally, we compared our approach to the one proposed by Piczak in [4], based on a CNN fed
by the spectrograms with corresponding deltas (i.e., the difference of the feature among
two consecutive time instants); the approach proposed by Maccagno et al. in [31], based
on a custom deep CNN (DCNN) fed by the spectrograms; and the approach proposed
by Scarpiniti et al. in [34], based on an ESN working on several spectral features and a
majority voting between adjacent chunks. The results obtained by these state-of-the-art
approaches in terms of precision, recall, F1-score, and their weighted averages are shown
in Tables 4, 5, and 6, respectively. The results presented in these tables confirm that the
approach proposed in this paper (see Table 3) performs better than the state of the art for
all of the considered metrics. Figure 6 summarizes all of the considered metrics for these
compared approaches.
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Table 4. Per-class performance of the Piczak approach in [4].

Class Precision Recall F1-Score

JD50D 0.981 0.965 0.973
IRCOM 0.959 0.982 0.970
Mixer 0.942 0.945 0.943
CAT320E 0.894 0.973 0.932
Hitachi50U 0.944 0.795 0.863

All classes 0.944 0.932 0.936

Table 5. Per-class performance of the DCNN-based approach in [31].

Class Precision Recall F1-Score

JD50D 0.955 0.972 0.963
IRCOM 0.957 0.979 0.968
Mixer 0.975 0.985 0.980
CAT320E 0.986 0.973 0.979
Hitachi50U 0.972 0.978 0.975

All classes 0.973 0.973 0.973

Table 6. Per-class performance of the ESN-based approach in [34].

Class Precision Recall F1-Score

JD50D 0.901 0.937 0.919
IRCOM 0.899 0.974 0.935
Mixer 0.837 0.819 0.828
CAT320E 0.769 0.629 0.692
Hitachi50U 0.763 0.823 0.792

All classes 0.834 0.837 0.833

In addition, Tables 7 and 8 show the results of the works proposed by [44,46], which use
scalogram-based approaches for acoustic scene classification. We adapt these approaches
to work with the scalograms extracted from the construction site sounds. These tables
show that, although the works proposed in [44,46] provide good results, the performance
is slightly lower than the proposed approach reported in Table 3.

Table 7. Per-class performance of the approach proposed by Chen et al., 2018, in [44].

Class Precision Recall F1-Score

JD50D 0.974 0.975 0.974
IRCOM 0.982 0.979 0.980
Mixer 0.981 0.984 0.982
CAT320E 0.988 0.979 0.984
Hitachi50U 0.975 0.983 0.979

All classes 0.980 0.980 0.980

Table 8. Per-class performance of the approach proposed by Copiaco et al., 2019, in [46].

Class Precision Recall F1-Score

JD50D 0.972 0.973 0.972
IRCOM 0.981 0.977 0.979
Mixer 0.979 0.982 0.981
CAT320E 0.986 0.977 0.982
Hitachi50U 0.972 0.981 0.977

All classes 0.978 0.978 0.978
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Figure 6. A visual comparison of all the compared approaches for the precision (top), recall (middle),
and F1-score (bottom).

Although the Morlet wavelet in (4) is the most used and effective wavelet family in
nonstationary audio analysis, we have also tested two other well-known and well-used
wavelet families: the generalized Morse and the Bump wavelets [47], respectively. The
results in terms of per-class precision, recall, and F1-score, and their related weighted
averages, are shown in Table 9. From this table, we can argue that results of the generalized
Morse wavelet are quite similar to those obtained by using the Morlet one (see Table 3).
On the other hand, the results related to the Bump wavelet are slightly worse, even if
they are quite good. The overall accuracies of these two approaches were 98.50% and
97.45%, respectively. These considerations confirm the effectiveness of the Morlet wavelet
for analyzing audio signals in general and engine sounds in particular.

Finally, in Table 10, we summarize the previous results of the proposed approach (last
row) and the compared ones by considering some additional machine learning and deep
learning approaches. Specifically, Figure 7 shows the accuracy of the compared approaches
as a bar plot. Among the machine learning techniques, we considered the results obtained
by using a Support Vector Machine (SVM), the k-Nearest Neighbors (k-NN), the Multilayer
Perceptron (MLP), and a random forest. All of these approaches provided reasonable
results [5], though the results were worse than those provided by deep learning techniques.
Among these last methods, we also considered an approach based on a Deep Recurrent
Neural Network (DRNN) that exploits different spectral features [54] and one based on
a Deep Belief Network (DBN) that works on a statistical ensemble of different spectral
features [33]. For the implementation details, we refer to the related references. The results
reported in Table 10 and Figure 7 clearly show once again the effectiveness of the proposed
idea, which can be considered an effective and reliable approach for classifying real-world
signals recorded in construction sites.

As a discussion, we can observe that scalograms generally capture salient localized
events in sound frames, as shown by the horizontal lines or cloud-like points in Figure 3.
In addition, the convolutional layers of the CNN are able to learn discriminative features,
as shown in Figure 8, which, for example, shows the 256 feature maps of the fifth and last
convolutional layer of the used architecture. Although single plots in the figure are quite
small, it is clear that feature maps in the final layer are more specialized in detecting specific
time scales. In fact, the scalogram in Figure 8 shows clear horizontal lines localized at a
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specific scale. This kind of scale localization is typical of engines, a fundamental part of the
machines considered in our dataset. This behavior justifies the better performance of the
proposed approach for the classification of equipment sounds in construction sites.

Table 9. Per-class performance of the proposed approach by using the generalized Morse wavelet
and the Bump wavelet. Overall accuracy is 98.50% and 97.45%, respectively.

Class
Generalized Morse Wavelet Bump Wavelet

Precision Recall F1-Score Precision Recall F1-Score

JD50D 0.985 0.977 0.981 0.964 0.983 0.974
IRCOM 0.986 0.983 0.985 0.990 0.967 0.978
Mixer 0.975 0.994 0.984 0.989 0.960 0.974
CAT320E 0.985 0.986 0.986 0.995 0.966 0.980
Hitachi50U 0.995 0.985 0.990 0.938 0.996 0.966

All classes 0.985 0.985 0.985 0.975 0.974 0.975

Table 10. Results of the compared approaches.

Approach Accuracy Precision Recall F1-Score

SVM [5] 83.66 0.846 0.838 0.842
k-NN [5] 85.28 0.860 0.853 0.857
MLP [5] 91.06 0.913 0.932 0.923
Random Forest [5] 93.16 0.934 0.932 0.933
Piczak [4] 90.03 0.944 0.932 0.936
DRNN [54] 95.32 0.955 0.953 0.954
DCNN [31] 97.08 0.973 0.973 0.973
DBN [33] 97.79 0.978 0.978 0.978
L-ESN+MV [34] 95.26 0.957 0.953 0.952
CNN [44] 97.99 0.980 0.980 0.980
CNN+SVM [46] 97.79 0.978 0.978 0.978
Proposed 98.93 0.989 0.989 0.989

Figure 7. Accuracy of the compared approaches.
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Figure 8. The 256 feature maps of the fifth and last convolutional layer of the trained architecture.
Maps have been normalized in [0, 1] for visualization: lighter colors are close to 1, while darker colors
are close to 0.

8. Conclusions

In this paper, we have investigated the effectiveness of a Convolutional Neural Net-
work (CNN) fed by scalograms in the classification of audio signals acquired in real-world
construction sites. Specifically, after splitting the recorded signals into smaller chunks,
the scalogram (i.e., the squared magnitude of the Continuous Wavelet Transform) has
been computed and used as input to a customized version of the well-known AlexNet.
The customization takes into account the single channel of the scalogram input and the
reduced number of output classes. Some experimental results and comparisons with other
state-of-the-art approaches confirm the effectiveness of the proposed idea, showing an
overall accuracy of 98.9%.

In future work, we will investigate the effect of choosing different types of wavelet
functions and the idea of early data fusion, i.e., by joining the scalograms with other bi-
dimensional representations, such as the spectrogram or similar ones, and providing this
augmented representation as the input to a CNN.
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