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1. Introduction

Offshore renewable energy is an abundant clean energy source that includes offshore
solar energy, offshore wind power, wave energy, ocean thermal energy conversion (OTEC),
and tidal energy. These energy forms have the characteristics of abundant resources, a
wide distribution, no occupation of land space, sustainable utilization, and relatively small
environmental impact, and are important directions for the global response to climate
change and promoting energy transformation. Compared with terrestrial renewable energy,
offshore renewable energy has irreplaceable advantages [1–3]. On the one hand, offshore
renewable energy has abundant reserves, high energy density, and is suitable for large-
scale and centralized development, which plays a more significant supporting role in
the development of the coastal economy. On the other hand, the multi-level distribution
characteristics of different forms of marine energy are more obvious, and diversified energy
development and utilization can be carried out [4–6].

At present, the development of offshore wind power technology is relatively mature
and has entered the stage of large-scale development. With advancements in technology,
the scale and efficiency of offshore wind turbines are constantly increasing and the cost
is gradually decreasing, making offshore wind power more competitive. Meanwhile,
other forms of marine energy such as offshore photovoltaic power, tidal current energy,
and wave energy are also actively being researched and developed [7–9]. Although their
commercialization level is not as high as that of offshore wind power, technological progress
and cost reductions are driving these energy forms to gradually enter the market. The
complex marine environment poses greater challenges to the development and utilization
of renewable energy at sea. Due to the harsh marine environmental conditions, offshore
renewable energy development platforms need to have better corrosion resistance and
wind and wave resistance, which leads to difficulties in platform construction as well as
operation and maintenance. In addition, the development of offshore renewable energy has
an impact on the ecological environment, such as marine pollution and ecological damage.
Effective measures need to be taken to prevent and control such impacts.

In summary, offshore renewable energy is in a rapid development stage, but it is worth
noting that, with the development and gradual maturity of various technologies, offshore
renewable energy will become the mainstream new energy in the future.

2. An Overview of the SI and Published Articles

Aiming to provide updates regarding the development and utilization of offshore
renewable energy, the Journal of Marine Science and Engineering (JMSE) proudly presents this
SI, entitled “Offshore renewable energy”. The SI aims to provide updates regarding novel

J. Mar. Sci. Eng. 2024, 12, 749. https://doi.org/10.3390/jmse12050749 https://www.mdpi.com/journal/jmse1
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concepts, control strategies, modeling methods, intelligent equipment, and monitoring
technology applications.

This SI discusses the key technologies of the offshore renewable energy system: a
behavior analysis of the Bucket Foundation (BF) with an offshore wind turbine during the
in-water sinking process (contribution 1); the mooring design of floating wind turbines
(contribution 8); wave energy converters (contributions 2 and 7); ocean thermal energy
conversion (contribution 4, contribution 11); the performance analysis of a floating wind–
wave power generation platform (contribution 6); and the tidal stream turbine attachment
fault detection method (contribution 3). The AD-LADRC circulation suppression strategy is
proposed based on the traditional circulation suppression scheme (contribution 5) in order
to improve the circulation suppression effect, increase the stability of high-voltage direct-
current (HVDC) transmission systems, and provide certain theoretical and application
support for the subsequent development and large-scale utilization of offshore wind power.
Additionally, this SI discusses the suitable installation position and the optimum strut height
of T-foil for an offshore wind power operation and maintenance vessel. A longitudinal
control system for ship multiple-degrees-of-freedom-coupled motion is established for
severe sea states (contribution 10). A novel three-DOF turbine access system (TAS) with
active motion compensation for the Fujian coastal area is designed. A proposed new
stacking compensation algorithm and a fuzzy controller with feedforward compensation
are used to achieve TAS end position compensation (contribution 9). An electromagnetic
generator with a circular structure is proposed (contribution 7) that can quickly charge
capacitors and light up LED lights under various sea conditions. It has the ability to
provide power for small ocean monitoring equipment and has good application prospects.
These studies provide valuable insights for the development and application of offshore
renewable energy.

3. Conclusions

We sincerely thank the Journal of Marine Science and Engineering (JMSE) for inviting us to
collaborate in creating the SI “Offshore Renewable Energy”, and the authors for providing
high-quality papers. Firstly, we would like to express our sincere gratitude to the reviewers.
They carefully reviewed the content of the paper with a rigorous scientific attitude and
provided insightful criticism and guidance. Their strict requirements for the quality of the
paper and suggestions for further improvement have enabled us to examine our research
more deeply and enhance the scientific approach of the article. Their in-depth review and
constructive modification suggestions have deeply inspired us. Secondly, we would like to
express our deepest gratitude to the diligent editors. They not only carefully reviewed and
revised our paper with professional insight, but also provided many valuable suggestions
with selfless spirit and patience. Their organization and optimization of the structure and
language of the paper have improved the fluency of our article. Meanwhile, their guidance
and assistance during the paper revision process benefited us greatly. Finally, we would
like to thank the editors and reviewers for providing us with professional knowledge and
technical support. Their knowledge and experience have enabled our paper to be improved
and perfected at a higher level. Thank you again to all of the professionals who participated
in the development of this Special Issue. Your hard work and selfless dedication have laid
a solid foundation for the successful publication of this SI. We sincerely hope that, in the
future, we can continue to work together to promote the progress and development of
research related to offshore renewable energy.

Author Contributions: Conceptualization, J.L.; writing—original draft preparation, Q.F.; review and
editing, J.L., Q.F., L.C., R.L. and B.G. All authors have read and agreed to the published version of
the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: To enhance the safety of the in-water sinking operation for an integrated system, including a
bucket foundation (BF), tower, and rotor nacelle assembly (RNA), in complex marine environmental
conditions, a model test of in-water sinking for an offshore wind turbine and bucket foundation
(OWT–BF) is conducted. The motion behavior of the OWT–BF and the sling tensions during the
in-water sinking process are investigated, and the numerical method is validated through test results.
The results demonstrate a positive correlation between the wave height and motion response of the
OWT–BF. The most critical stage of the in-water sinking operation occurs when the top cover of the
bucket is fully submerged, resulting from the substantial cross-sectional difference between the bucket
base and the transition section. Furthermore, the closer the OWT–BF is to the seabed, the less it is
affected by waves in terms of motion response. It is advisable to conduct the in-water sinking operation
of the OWT–BF in sea states with wave heights below 1.5 m. Simultaneously, slings can efficiently
control the motion response of the OWT–BF, thereby enhancing the safety of the sinking operation.

Keywords: offshore wind power; air-floating structure; bucket foundation; wave action; in-water
sinking

1. Introduction

At present, the proportion of offshore wind capacity is still relatively small compared
to that of onshore wind capacity [1]. The complete utilization of offshore wind energy
resources will effectively improve energy supply problems and generate significant eco-
nomic benefits [2,3]. However, technical issues such as the construction, transportation,
and installation of offshore wind power structures have been important factors restricting
the development of offshore wind power. The traditional method of installing an OWT
and its supporting foundations usually involves sea sweeping, positioning, transportation,
piling, lifting, etc., and the entire construction process is operated at sea [4,5]. This method
is difficult, costly, and time-consuming, and it is also limited by the marine environment
and window period. Therefore, to accelerate the development of offshore wind power,
there is an urgent need for a new and efficient program to improve the efficiency of offshore
wind power construction [6].

To promote the development of offshore wind power, Tianjin University proposed a
novel supporting structure for offshore wind power, i.e., a bucket foundation, which has
the advantages of strong capsize resistance, bucket-top bearing, self-floating towing, and
negative-pressure sinking [7], and it is mainly applied to soft clay (or silty clay) and fine
sand (or sandy silt) foundations [8]. In recent years, the BF has been rapidly popularized

J. Mar. Sci. Eng. 2024, 12, 494. https://doi.org/10.3390/jmse12030494 https://www.mdpi.com/journal/jmse4



J. Mar. Sci. Eng. 2024, 12, 494

and applied in the field of offshore wind power. In addition, the research team of the BF
also developed a set of integrated for the construction, transportation, and installation of
the OWT–BF, which mainly includes the processes of onshore prefabrication, air-floating
towing, in-water sinking, and in-soil sinking. The integrated technology of the OWT–BF
avoids the use of large-scale machinery such as lifting equipment at sea, simplifies the
construction process, reduces the difficulty of offshore operation and the risk of damage
to the wind turbine, and easily realizes the goal of immediate installation and use. The
technology is not only safe, efficient, environmentally friendly, and economical, but also
accelerates the low-cost, large-scale development and application of offshore wind power.
The in-water sinking operation of the OWT–BF is one of the key steps of the integrated
technology. The motion and dynamic characteristics of the OWT–BF during the sinking
process are directly related to the safety of the installation, so these need to be focused on
by research.

The BF can be regarded as an air-floating structure during the in-water sinking process,
which is mainly provided with buoyancy by the gas inside the bucket and realizes in-water
sinking through dynamic regulation of the gas. The concept of an air-floating structure was
put forward as early as the 1980s, and it was subsequently studied by many scholars [9,10].
Compared to ordinary floating bodies, air-floating structures are characterized by the fact
that the structure is supported by gas, and the gas inside the structure can absorb wave
energy and reduce the motion response of the structure under the action of waves, which
improves the safety of the structure [11–13]. Cheung et al. [14] analyzed the dynamic response
of an air-floating platform consisting of a series of vertical cylinders with bottom openings
by numerical methods, and the numerical results were better verified by model tests. The
oscillations of the water column and the motion characteristics of the platform were discussed
in detail. Lee and Newman [15] analyzed a very large floating structure (VLFS) supported by
an air cushion. They assumed the air–water interface to be a free liquid surface and derived
the extended equations of motion for rigid body motion and generalized modes. Pinkster
et al. [16] analyzed the hydrodynamic characteristics of a large mobile offshore platform
supported by gas. Based on the three-dimensional potential flow theory, the response transfer
function of the structure under wave action was derived from numerical calculations and
model tests. The results showed that the numerical method was able to better predict the
motion and the bending moments of the structure in waves. Maeda et al. [17] proposed
a pontoon-type mega floating structure supported by an air cushion. The wave pressure
was analyzed by applying the potential flow theory using the pressure distribution method,
and the pressure and volume changes of the air cushion were linearized to derive the basic
characteristics of the elastic deflection of the structure. Ikoma et al. [18–21] investigated the
motion characteristics and hydroelastic properties of air-floating structures under linear wave
action. Regarding the in-water sinking of air-floating structures, T. Næss et al. [22] investigated
the wave-slamming force on a four-bucket suction anchor during lifting and sinking into the
water. The study reveals the importance of the suction-anchor-top cover passing through the
splash zone and shows that the slamming force will not damage the structure and crane when
the suction-anchor-top cover passes through the splash zone. Zhang et al. [23,24] conducted
a model test on the in-water sinking of a four-bucket jacket foundation and revealed the
effect of waves on the foundation during the sinking process. In addition, DNV-GL [25]
also published a special recommendation manual on modeling and analysis methods for the
offshore operation of multiple-bucket foundations.

From the above analysis, it can be seen that the current research mainly focuses on
the in-water sinking of the foundation, none of which involves the tower or RNA. Due to
the presence of the tower and RNA, the center of gravity of the OWT–BF is significantly
higher compared to the foundation alone. The stability of the structure is significantly
weaker, and the installation system is more complex, making the integrated installation
of OWT–BF more difficult. The current OWT–BF integrated-installation programs were
applied at water depths of less than 15 m, as shown in Figure 1. When the water depth
is shallow, the in-water sinking process of the OWT–BF is fast, and it is correspondingly
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less difficult to install. Furthermore, the height of the bucket base is generally within the
range of 5–15 m. Throughout the sinking process, when the bottom of the bucket contacts
the seabed, the top cover is not submerged yet. Once the bucket base contacts the seabed,
the OWT–BF is constrained by the soil, and the safety of the in-water sinking operation is
significantly improved. Therefore, the integrated installation of an OWT–BF is relatively
easy in shallow waters. In cases where the height of the bucket base is less than the actual
water depth, the bottom of the bucket remains uncontacted with the seabed even when
the bucket base is fully submerged. Due to the substantial difference in shape between the
bucket base and the transition section, corresponding measures must be taken to assist in
the completion of the in-water sinking operation of an OWT–BF. With the development
of offshore wind power in China in deeper water, the actual water depth will be much
greater than the height of the bucket base. Although the applicable water depth of BF can
be up to 50 m [26,27], the installation difficulty increases significantly with the increase in
water depth, so the integrated technology of OWT–BF will face serious challenges in deep
water. Therefore, it is crucial to explore the motion law of the OWT–BF during the in-water
sinking and to determine suitable conditions for the sinking environment for practical
engineering applications. In this paper, considering the weight and shape of the OWT–BF,
model tests are carried out based on the prototype 30 m-water-depth condition to study
the motion law of the OWT–BF during the in-water sinking under wave action. The control
strategy based on the use of slings and other auxiliary equipment to assist the operation of
the OWT–BF’s in-water sinking is proposed and verified, which provides the theoretical
support and technical guidance for the integrated technology of the OWT–BF.

Figure 1. Integrated installation of an OWT–BF.

2. Experimental Techniques

2.1. Similarity Theory

The model test is an important means to study the hydrodynamics of ocean engineer-
ing, and the similarity principle is an important theory to guide the study of the model
test as well as to forecast the hydrodynamic performance of the entity. The hydrodynamic
model test in ocean engineering aims to examine the motion and forces acting on the struc-
ture within the oceanic environment, with gravity and inertia forces being the predominant
factors influencing its behavior. Consequently, the model test must adhere to the Froude
similarity criterion, indicating that the Froude number of the model and prototype must be
equal, ensuring an accurate similarity in gravity and inertia forces between the model and
the prototype. Additionally, the motion and forces exerted on the structure under wave
action exhibit periodicity, requiring the model and prototype to maintain equality in the
Strouhal number. So,

Vm/
√

gLm = Vs/
√

gLs, (1)

VmTm/Lm = VsTs/Ls (2)
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where Vm, Lm, and Tm are the velocity, wavelength, and period of the model, respectively;
Vs, Ls, and Ts are the velocity, wavelength, and period of the prototype, respectively.

In actual engineering, the structure is in a seawater environment. However, the model
test is carried out in the laboratory, and the test model is in a freshwater environment.
Therefore, the density of seawater and freshwater should be maintained at a fixed ratio,
and the ratio is generally γ = 1.025. According to the similarity theory, the proportional
relationship between the physical quantities of the model and prototype is shown in Table 1.

Table 1. Proportional relationship between the physical quantities of the model and prototype.

Items Symbol Ratio Items Symbol Ratio

Line Ls/Lm λ Period Ts/Tm λ0.5

Area As/Am λ2 Frequency fs/fm λ0.5

Volume Vs/Vm λ3 Mass Δs/ΔΔm γλ3

Linear acceleration as/am 1 Force Fs/Fm γλ3

Angle αs/αm 1 Moment Ms/Mm γλ4

Water density ρs/ρm γ Moment of inertia Is/Im γλ5

λ is the geometric similarity ratio.

2.2. Model Description

The test relies on a prototype of a 6.45 MW wind turbine situated within an offshore
wind farm in the Jiangsu Sea area, as depicted in Figure 2. The prototype primarily
comprises the BF (bucket base, transition section), tower, and RNA, and the test is conducted
at a 1:50 scale. Based on the similarity theory, the principal parameters of the prototype
and model of the OWT–BF are listed in Table 2.

Figure 2. Test model: (a) OWT–BF; (b) BF.

Table 2. Principal parameters of both the prototype and model of the OWT–BF.

Parameter Units 1:50 Model Full Scale

Bucket diameter m 0.72 36.0
Bucket height m 0.24 12.0

Transition-section height m 0.42 21.0
Tower height m 1.83 91.7

Bucket foundation mass kg 23.11 2,889,000
Tower mass kg 3.96 494,500
RNA mass kg 3.39 423,400
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Figure 3 illustrates the test layout of the OWT–BF. The BF is segmented into seven
compartments, comprising six side compartments and a central hexagonal compartment.
Each compartment is individually connected to an air pump using a dedicated gas pipe.
A pressure sensor is employed to monitor the gas pressure within each compartment.
Three slings, distributed at 120◦, are positioned above the top cover of the bucket, with
the tension of each sling measured using a tension sensor. In practical engineering, the
OWT–BF is situated within the U-channel of the transportation and installation vessel. To
reduce the motion of the OWT–BF during transportation and installation, three constraints
are established within the U-channel. One end of each constraint is affixed to the inner
wall of the U-channel, while the other end is in close contact with the bucket wall. The
three constraints are positioned on both sides and in the middle of the U-channel. A spring
device is employed to simulate the constraint during the test, and the bolts are adjusted to
position the spring precisely in the middle of the bucket wall and in direct contact with
the wall. The constraint frame is positioned in the middle of the tower and surrounds the
tower. The inclinometer and acceleration sensor are positioned on the top of the nacelle.
According to the right-hand spiral rule, the x-axis corresponds to the wave-spread direction
representing the surge direction of the OWT–BF. The y-axis aligns with the width of the
wave flume, which signifies the sway direction of the OWT–BF. The z-axis is defined as the
vertical direction of the water surface, which represents the heave of the OWT–BF.

Figure 3. The test layout of the OWT–BF.

2.3. Test Conditions

Based on engineering experience, it is recognized that the in-water sinking process
of the OWT–BF is relatively slow, resulting in a slow change in the liquid level inside
the bucket. To facilitate the test analysis, the dynamic process of continuous sinking
is decomposed into quasi-static processes with varying sinking depths. To prevent air
leakage from the BF during the wet towing process and to account for the draft depth
of the transportation and installation vessel in practical engineering, the initial sinking
depth was established at 14 cm (prototype 7 m), with the sinking depth representing the
height of the bottom of the bucket from the water surface. The maximum sinking depth is
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determined based on the model mass, leading to the establishment of a test water depth
of 60 cm (30 m for the prototype). Considering the height of the bucket wall (12 m for
the prototype) and the condition where the water surface aligns with the top cover of the
bucket, the entire sinking process is divided into five depths following the principle of
equal division, with a depth interval of 10 cm (5 m for the prototype). Generally speaking,
the installation operation of offshore platforms is usually carried out in seasons with calm
sea states, roughly equivalent to level 3–4 sea states, and the corresponding wave height
is 0.5–2.5 m. Therefore, the wave heights of 0.5 m, 1.5 m, and 2.5 m are selected for the
test. Currently, the installation of a few dozen OWT–BFs is completed by the integration
technology of OWT–BF. According to the feedback from the actual project, the sea state
of a wave period of 7–8 s has a more obvious influence on the in-water sinking operation
of OWT–BF. Therefore, the wave period of 7.8 s is selected for the test. Simultaneously,
adhering to the principle of a single variable and the requirement for force balance, the
initial tension of the slings at each sinking depth is set to 10 N (prototype 1250 kN) by
adjusting the gas pressure. The test conditions are detailed in Table 3.

Table 3. Test conditions.

Conditions
Sinking Depth Wave Height

Model (cm) Prototype (m) Model (cm) Prototype (m)

Condition 1-A~C 14 7 1/3/5 0.5/1.5/2.5
Condition 2-A~C 24 12 1/3/5 0.5/1.5/2.5
Condition 3-A~C 34 17 1/3/5 0.5/1.5/2.5
Condition 4-A~C 44 22 1/3/5 0.5/1.5/2.5
Condition 5-A~C 54 27 1/3/5 0.5/1.5/2.5

3. Experimental Results and Discussion

3.1. Motion Responses

Recognizing the importance of the motion response of the wind turbine during in-
water sinking, the top of the nacelle is equipped with an acceleration sensor and incli-
nometer for measuring the surge acceleration, heave acceleration, and pitch angle of the
OWT–BF [28]. Comprising the bucket base and the transition section, the BF exhibits
significant differences in body shape. To represent the relationship between the sinking
depth and the height of the bucket base more intuitively, the relative sinking depth k is
employed to indicate various sinking states. This involves expressing k as the ratio of the
sinking depth to the height of the bucket base. If k is 1, the water surface aligns precisely
with the top cover of the bucket. If k is less than 1, the water surface contacts the bucket
base. If k is greater than 1, the water surface contacts the transition section, as depicted in
Figure 4.

Figure 4. In-water sinking process of the OWT–BF.
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Figure 5 illustrates the surge acceleration, heave acceleration, and pitch angle of the
OWT–BF under varying wave-height conditions at each sinking depth. It is evident that
the surge acceleration, heave acceleration, and pitch angle exhibit an increase with the
rising wave height at each sinking depth. In identical conditions, the surge acceleration
significantly surpassed the heave acceleration. For wave heights less than 5 cm, pitch
angles remained within 2◦.

Figure 5. The motion responses of the OWT–BF under varying wave-height conditions at each
sinking depth: (a) surge acceleration; (b) heave acceleration; (c) and pitch angle.

For k values less than 1, the surge acceleration decreased with an increase in k. This
occurs because the height difference between the liquid surface inside and outside the
bucket remains unchanged until the water surface reaches the top cover of the bucket. As
k increased, the gas volume in the compartment decreased, and, concurrently, the liquid
volume and surge radiation damping increased, resulting in a decrease in surge acceleration.
Two factors contribute to the decrease in the pitch motion during this stage. On the one
hand, both the additional mass and the radiation damping of the pitch increase with the
growing sinking depth. On the other hand, the reduction in the distance between the center
of gravity and the center of buoyancy enhances stability.

At k values slightly above one, the surge acceleration increased from 0.01 g, 0.03 g,
and 0.04 g to 0.03 g, 0.19 g, and 0.31 g for wave heights of 1 cm, 3 cm, and 5 cm, while the
pitch angles increased from 0.21◦, 0.71◦, and 1.43◦ to 0.43◦, 1.15◦, and 1.83◦, respectively.
Evidently, both the surge acceleration and the pitch angle experienced a substantial increase
in this stage. At k equal to 1.4, both the surge acceleration and pitch angle attained their
maximum values during the entire sinking process. Concurrently, with a wave height
of 5 cm, the surge acceleration of 0.31 g surpassed the permissible maximum horizontal
acceleration of 0.25 g for the wind turbine. The sudden increase in motion during this stage
can be attributed to the water surface surpassing the top cover of the bucket. Consequently,
the wave exerted pressure on both the top cover of the bucket and the transition section,
leading to the generation of vertical wave forces. Due to the impact of the vertical wave,
the motion of the OWT–BF intensified, leading to an augmentation in both the surge
acceleration and pitch angle during this stage.

With the ongoing increase in k, both the surge acceleration and pitch angle exhibited a
decreasing trend, and the magnitude of the decrease was substantial. The surge acceleration
decreased to less than 0.1 g, and the pitch angle reduced to less than 0.6◦. This can be
attributed to the low rate of change in the cross-sectional area of the transition section with
the sinking depth when the water surface reached the transition section. Consequently,
there was a slow change in gas volume in the compartments during this sinking phase.
Additionally, with the decreasing volume of gas in the bucket, the influence of the gas
on the motion of the OWT–BF gradually diminished, resulting in a decrease in both the
surge acceleration and pitch angle. Simultaneously, the heave acceleration remained within
0.05 g, which is significantly below the permissible heave acceleration of 0.2 g for the wind
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turbine. Consequently, the impact of heave acceleration on the in-water sinking of the
OWT–BF was relatively negligible.

3.2. Tension on Sling

The in-water sinking operation of the OWT–BF primarily relies on the collaboration
between gas pressure and slings. Since slings serve as crucial auxiliary tools, variation in
tensions on slings can, to some extent, reflect the interaction between the OWT–BF and
the installation vessel. Figure 6 shows the tensions on slings #1, #2, and #3 under different
wave heights at each sinking depth. The tensions on slings #1 and #2 closely matched
each other as they were situated on the wave-facing side and symmetrically arranged. The
tension on sling #3, positioned on the wave-back side, was notably larger than that on sling
#1 and #2.

Figure 6. The tensions on slings under different wave heights at each sinking depth: (a) sling #1;
(b) sling #2; and (c) sling #3.

At k values less than 1, the tensions on slings #1, #2, and #3 exhibited a tendency to
decrease as k increased. This is attributed to the fact that, before the water surface exceeds
the top cover of the bucket, the waterline surface area remains unchanged, resulting in
the water-spring stiffness remaining constant. With an increase in sinking depth, the gas
pressure remains constant, and concurrently, the gas volume in the compartment decreases.
This results in an increase in the stiffness of the gas spring. Consequently, the heave stiffness
of the gas spring and water spring in series increases. Additionally, the increase in the
additional mass and radiation damping of the heave also causes a deceleration of the
vertical motion of the OWT–BF. Consequently, these factors contribute to the decrease in
the tension on slings #1, #2, and #3 at this stage.

At the point where k exceeded 1, the tensions on slings #1, #2, and #3 experienced
an increase. This is because, at the point where the water surface exceeded the top cover
of the bucket, the surface wave acted directly on the top cover of the bucket and the
transition section, significantly intensifying the vertical effect of the wave. Additionally, it
was observed during the test that, due to the close proximity between the water surface and
the top cover of the bucket, a water splash occurred above the top cover of the bucket. This
splash would intensify the pitch and heave motion of the OWT–BF, leading to increased
tension on slings #1, #2, and #3 during this stage.

As k continued to increase, the tensions on slings #1, #2 and #3 decreased. During this
stage, no splashing occurred. This is because an increase in the height of the top cover of
the bucket from the water surface weakened the vertical action of waves. Additionally, as
the submerged volume of the transition section increased, the distance between the center
of gravity and the center of buoyancy of the OWT–BF decreased, which led to increased
stability. Consequently, the tensions on slings #1, #2, and #3 all decreased during this stage.
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4. Numerical Analysis

4.1. Modeling

Figure 7 illustrates the in-water sinking system of the OWT–BF, comprising RNA,
tower, bucket, three slings above the top cover, three constraints at the periphery of the
bucket wall, and the limit frame of the tower. The focus of this paper is on the motion
behavior of the OWT–BF during the in-water sinking process, excluding consideration of
the influence of the vessel on the OWT–BF. Consequently, slings, constraints, and limit
frames are simulated in a simplified manner. According to the model test device, three
slings are positioned above the top cover of the bucket and distributed at 120◦. The three
constraints are positioned at the left, right, and rear of the bucket, respectively, with a
distribution of 90 degrees. Given that the collision of the OWT–BF with the constraints
during the in-water sinking process results in an axial deformation of the constraint, the
constraints are simulated using the fender model in SIMA [29]. The limit frame surrounds
the tower, and the motion of the tower induces axial deformation of the limit frame, so the
limit frame is modeled with springs.

Figure 7. Numerical model of the in-water sinking system of the OWT–BF.

4.2. Validation of Numerical Results
4.2.1. Pitch

Figure 8 displays the time trajectories and statistical values of the pitch angle for the
OWT–BF in both the model tests and numerical simulations at various sinking depths with
a wave height of 1.5 m. The results indicate that the standard deviation values obtained
through the numerical method align with the test results. As the sinking depth increased
from 7 m to 27 m, the maximum values of pitch angle varied as follows: 0.890◦, 0.709◦,
1.148◦, 0.859◦, and 0.414◦ for the test results, and 0.713◦, 0.605◦, 0.980◦, 0.801◦, and 0.355◦
for the simulation results, respectively. The increases in the test results over the simulation
results were 19.9%, 14.7%, 14.6%, 6.7%, and 14.3%, respectively. This suggests that the
test results for the pitch angle were consistently higher than the simulation results. This
difference is attributed to the model test being conducted in a 2 m wide and 70 m long
flume, where the OWT–BF experienced sidewall effects and wave reflection, introducing a
disparity between the model test and the numerical simulation. Nonetheless, the disparity
between the two was relatively minor, and the trends in the pitch angle with sinking depth
in both the tests and simulations were consistent.
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Figure 8. The pitch angle of the OWT–BF at various sinking depths with a wave height of 1.5 m:
(a) time trajectories of the model tests; (b) time trajectories of the numerical simulations; and (c) statis-
tical values of the model tests and the numerical simulations.

4.2.2. Surge Acceleration

Figure 9 illustrates the time trajectories and statistical values of surge acceleration
for the OWT–BF in both the model tests and numerical simulations at various sinking
depths with a wave height of 1.5 m. The variation trend of surge acceleration with changing
sinking depth was consistent between the test and simulation results. As the sinking depth
increased from 7 m to 27 m, the maximum values of surge acceleration were 0.113 g, 0.060 g,
0.184 g, 0.110 g, and 0.040 g for the test results, and 0.092 g, 0.050 g, 0.017 g, 0.092 g, and
0.034 g for the simulation results, respectively. The test results were slightly larger than
the simulation results, which can be attributed to the model test being conducted in a
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wave flume, while the numerical method accurately simulates the marine environment.
Additionally, the numerical method uses a sealing approach to simulate the air–liquid
surface in the bucket, in contrast to the compressible gas in the test. This led to a slightly
larger test result than the simulation results, but the difference was not significant.

Figure 9. The surge acceleration of the OWT–BF at various sinking depths with a wave height of
1.5 m: (a) time trajectories of the model tests; (b) time trajectories of the numerical simulations; and
(c) statistical values of the model tests and the numerical simulations.

4.2.3. Tension on Slings

Compared to the numerical methods, ensuring exact consistency in length and stiffness
for each sling during the test is challenging due to the layout of the slings, potentially
influencing the test results. Figure 10 illustrates the time trajectories and statistical values of
the tension on sling #1 in both the model tests and numerical simulations at various sinking
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depths with a wave height of 1.5 m. As the sinking depth increased from 7 m to 27 m, the
maximum values of the tension on sling #1 were 1357 kN, 1518 kN, 1358 kN, 1375 kN, and
1593 kN for the test results, and 1402 kN, 1541 kN, 1411 kN, 1468 kN, and 1541 kN for
the simulation results, respectively. The increases in the test results over the simulation
results were 3.2%, 1.5%, 3.7%, 6.3%, and 3.4%, respectively. The average values of the
sling tensions in the test and simulation results fell between 1200 kN and 1600 kN, closely
aligning with the initial values of the sling tensions and demonstrating good agreement.
Furthermore, the variation trends for the sling tensions in the test and simulation results
were fundamentally the same with the increasing sinking depth.

Figure 10. The tension on sling #1 at various sinking depths with a wave height of 1.5 m: (a) time
trajectories of the model tests; (b) time trajectories of the numerical simulations; (c) statistical values
of the model tests and the numerical simulations.
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4.3. Determination of Dangerous Conditions

From both the test and simulation results, it can be observed that as the sinking depth
increased from 12 m to 17 m, the sling tension, pitch angle, and surge acceleration all
exhibited an increase, reaching their maximum values throughout the sinking process. Due
to the small size of the test model, subdividing the sinking depth resulted in insignificant
changes in the test results. Therefore, the dynamic characteristics of the OWT–BF at sinking
depths from 12 m to 17 m were analyzed by numerical methods at 1 m intervals.

From the above analysis, the variation trend of the tensions on the three slings with
changes in sinking depth is consistent. Under the same conditions, the tension on sling #3
was larger than those on slings #1 and #2. Therefore, sling #3 was analyzed in this section.
Figure 11 illustrates the tension on sling #3 at sinking depths from 12 m to 17 m. The
results indicated that when the sinking depth increased from 12 m to 17 m, the maximum
values of the sling tensions were 2204 kN, 2808 kN, 3613 kN, 3500 kN, 3479 kN, and
3357 kN, respectively. When the sinking depth increased from 12 m to 14 m, the tension
kept increasing by 64.0%. Subsequently, when the sinking depth increased from 14 m to
17 m, the tension tended to decrease by 7.1%. Consequently, the tension on the slings was
maximal at a sinking depth of 14 m.

Figure 11. The tension on sling #3 at sinking depths from 12 m to 17 m.

Figure 12 presents the pitch angle at sinking depths from 12 m to 17 m. The results
show that when the sinking depth increases from 12 m to 14 m, the pitch angle exhibits a
large increasing trend. The maximum, minimum, and average values of the pitch angle
increased from 0.60◦, 0.23◦, and 0.23◦ to 1.18◦, 0.55◦, and 0.31◦, representing increases of
95.3%, 138.6%, and 32.5%, respectively. When the sinking depth increased from 14 m to
17 m, the pitch angle showed a slower decreasing trend. The maximum, minimum, and
average values of the pitch angle decreased to 0.98◦, 0.38◦, and 0.28◦, with decreases of
17.0%, 30.8%, and 9.4%, respectively. Consequently, the pitch angle reached its maximum
when the sinking depth was 14 m.

Figure 13 shows the surge acceleration at sinking depths from 12 m to 17 m. The
results indicate that when the sinking depth increased from 12 m to 14 m, the surge acceler-
ation kept increasing, with the maximum and minimum values of the surge acceleration
increasing from 0.050 g and 0.032 g to 0.186 g and 0.160 g, respectively. When the sinking
depth increased from 14 m to 17 m, the surge acceleration showed a decreasing trend,
and the maximum and minimum values decreased to 0.170 g and 0.126 g, respectively.
Consequently, the trends of sling tension, pitch angle, and surge acceleration with sinking
depth were consistent at sinking depths from 12 m to 17 m. Moreover, they all reached a
maximum at a sinking depth of 14 m, where the relative sinking depth k was 1.2.
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Figure 12. The pitch angle at sinking depths from 12 m to 17 m.

Figure 13. The surge acceleration at sinking depths from 12 m to 17 m.

4.4. Optimization of Sling Layout

The sling is an important auxiliary tool during the in-water sinking process of the
OWT–BF, and it is essential to study the layout of the sling. According to the analysis in
Section 4.3, the maximum values of the sling tension, pitch angle, and surge acceleration all
appeared at sinking depths between 12 m and 17 m, so this section focuses on the motion
behaviors of the OWT–BF in this interval of sinking depth. The in-water sinking operation
of the OWT–BF was conducted with the assistance of the transportation and installation
vessel. The OWT–BF was located in the U-channel of the transportation and installation
vessel, and the slings were positioned above the top cover of the bucket. As the layout of
the slings is limited by the U-channel, considering that the opening side of the U-channel
cannot be arranged with slings, only the inner side of the U-channel is considered to be
arranged with slings. In summary, three layouts were selected, and the numbers of slings
were 3, 4, and 5, respectively, as shown in Figure 14.

Figure 15 shows the pitch angle and surge acceleration of the OWT–BF for the three
layouts of slings. In Figure 15a, when the sinking depth increased from 12 m to 17 m, the
pitch angles varied as follows: 0.60◦, 1.11◦, 1.18◦, 1.09◦, 1.04◦, and 0.98◦ for layout 1; 0.87◦,
1.53◦, 1.52◦, 1.51◦, 1.42◦, and 1.23◦ for layout 2; and 0.46◦, 1.06◦, 1.26◦, 1.15◦, 1.00◦, and 0.91◦
for layout 3. The results indicate that the pitch angles of layout 1 and layout 3 were smaller
than those of layout 2 under identical conditions, with the difference between the pitch
angles of layout 1 and layout 3 being less pronounced. Figure 15b reveals that the surge
acceleration of layout 2 surpassed that of layout 1 and layout 3 for sinking depths from 12 m
to 17 m. At a sinking depth of 14 m, the surge acceleration values for layout 1, layout 2, and
layout 3 were 0.186 g, 0.246 g, and 0.184 g, respectively. The surge acceleration of layout
2 exceeded that of layout 1 and layout 3 by 32.3% and 33.7%, respectively. Consequently,
both the pitch angle and surge acceleration of layout 2 with four slings surpassed those
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of layout 1 with three slings and layout 3 with five slings. Simultaneously, there were
minimal disparities in both pitch angle and surge acceleration between layout 1 and layout
3. Considering safety and economic factors, layout 1, comprising three slings, emerges as
the most reasonable option.

Figure 14. Three layouts for slings.

Figure 15. The motion responses of the OWT–BF for the three layouts of slings: (a) pitch angle and
(b) surge acceleration.

5. Control Strategies for the In-Water Sinking Process of the OWT–BF

The presence of superstructures, such as towers and RNAs, significantly raises the
center of gravity of the entire structure. This leads to the OWT–BF failing to meet stability
requirements, even though the BF itself satisfies self-floating stability requirements. Addi-
tionally, when the structure tilts under external loads, the gas inside the bucket compresses
and fails to provide sufficient restoring force. Consequently, auxiliary equipment and
control strategies are essential for the in-water sinking operation of the OWT–BF. The
coordinated action of slings will effectively control the motion response of the OWT–BF,
facilitating the sinking operation under more complex environmental conditions.

According to the above analysis, there is a similarity in the change rule of the motion
response of the OWT–BF and the sling tensions with the sinking depth. Consequently, the
entire sinking process is divided into three stages as follows:

Stage 1: Rapid Sinking Stage. Before the water surface reaches the top cover of the
bucket, given the columnar structure of the bucket base, the sinking operation at this stage
is performed by discharging the gas in the bucket evenly. Simultaneously, the sinking speed
of the OWT–BF and the release speed of the sling are determined by the gas discharge
speed, ensuring uniformity throughout the entire sinking process.
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Stage 2: Hovering Stage. As the water surface approaches the top cover of the bucket,
the sinking operation is halted. During this stage, filling the compartments of the top
cover with water prevents the rapid inflow of seawater immediately after the water surface
surpasses the top cover. This precaution avoids an imbalance of force, which could result in
a sudden increase in the sling tension. Subsequently, the tension on the slings is heightened
to enhance their constraints on the OWT–BF, limiting the motion response during the most
dangerous stage.

Stage 3: Slow Sinking Stage. Once the water surface surpasses the top cover, the
OWT–BF accelerates its sinking when the gas is evenly discharged due to the decreasing
cross-sectional area of the transition section. However, excessive sinking speed may lead
to the loss of sling constraint, resulting in the OWT–BF losing balance. Hence, this stage
involves sinking to a specific depth and then pausing to make real-time adjustments in
sling tension and air pressure to achieve equilibrium. This process is iterated until the
entire sinking operation is completed.

6. Conclusions

The BF has broad application potential in the field of offshore wind power. To enhance
the integrity, safety, and reliability of the integrated technology of the OWT–BF, it is of
great significance to study the in-water sinking process of the OWT–BF. In this paper,
the behavior of the OWT–BF during the in-water sinking process under wave action is
investigated through both model tests and numerical simulations. The primary conclusions
are as follows:

(1) During the in-water sinking process, the motion of the OWT–BF and the sling tensions
increase with an increase in the wave height. Under identical conditions, the surge
acceleration is obviously larger than the heave acceleration, establishing the surge
acceleration as the predominant controlling factor of the in-water sinking process of
the OWT–BF.

(2) A relative sinking depth of 1.2 is the most dangerous condition in the whole sinking
process, as the motion of the OWT–BF and the sling tensions reach their maximums at
this depth. At a wave height of 2.5 m, the surge acceleration reaches 0.31 g, surpassing
the allowable horizontal acceleration of 0.25 g. Consequently, requisite measures
should be implemented to mitigate the motion of the OWT–BF at this stage, and it is
advisable to conduct the in-water sinking operation of the OWT–BF when the wave
height is below 1.5 m.

(3) As the relative sinking depth exceeds 1.2, the motion of the OWT–BF and the sling
tensions are significantly reduced by wave influences as the sinking depth increases,
thereby enhancing the safety of the sinking operation.

(4) The change rules of the OWT–BF motion and sling tensions with the sinking depth
remain relatively consistent during the in-water sinking process. The sinking strategy
controlled by the sling and gas pressure proves effective in controlling the motion of
the OWT–BF. Therefore, the slings serve as crucial auxiliary equipment for accom-
plishing the installation of an air-floating structure.

(5) The layout of slings exerts a more significant influence on the motion of the OWT–BF
than the quantity of slings.

Author Contributions: Conceptualization, J.L., H.W., Y.G. and N.S.; methodology, J.L., H.W., Y.G.
and N.S.; software, F.Y., T.X. and D.X.; validation, F.Y.; formal analysis, F.Y.; resources, J.L.; data
curation, F.Y.; writing—original draft, F.Y., T.X. and D.X.; writing—review and editing, F.Y., T.X. and
D.X.; supervision, J.L., H.W., Y.G. and N.S.; project administration, J.L. and N.S.; funding acquisition,
J.L. and N.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the following grants: a Science and Technology Project of the
Hebei Education Department, grant number BJK2023099; Hebei Natural Science Foundation grant
number E2022402074; and Hebei Natural Science Foundation grant number E2020402074.

Institutional Review Board Statement: Not applicable.

19



J. Mar. Sci. Eng. 2024, 12, 494

Informed Consent Statement: Not applicable.

Data Availability Statement: Data are contained within the article.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Global Wind Energy Council (GWEC). Global Wind Report 2023; GWEC: Brussels, Belgium, 2023.
2. Li, Y.; Huang, X.; Tee, K.F.; Li, Q.S.; Wu, X.P. Comparative study of onshore and offshore wind characteristics and wind energy

potentials: A case study for southeast coastal region of China. Sustain. Energy Technol. Assess. 2020, 39, 13. [CrossRef]
3. Li, J.J.; Wang, G.D.; Li, Z.H.; Yang, S.L.; Chong, W.T.; Xiang, X.B. A review on development of offshore wind energy conversion

system. Int. J. Energy Res. 2020, 44, 9283–9297. [CrossRef]
4. Castro-Santos, L.; Filgueira-Vizoso, A.; Lamas-Galdo, I.; Carral-Couce, L. Methodology to calculate the installation costs of

offshore wind farms located in deep waters. J. Clean. Prod. 2018, 170, 1124–1135. [CrossRef]
5. Lacal-Arántegui, R.; Yusta, J.M.; Domínguez-Navarro, J.A. Offshore wind installation: Analysing the evidence behind improve-

ments in installation time. Renew. Sust. Energ. Rev. 2018, 92, 133–145. [CrossRef]
6. Guo, Y.H.; Wang, H.J.; Lian, J.J. Review of integrated installation technologies for offshore wind turbines: Current progress and

future development trends. Energy Convers. Manag. 2022, 255, 25. [CrossRef]
7. Lian, J.J.; Ye, F.D.; Wang, P.W.; Guo, Y.H.; Wang, H.J.; Xiao, T.R.; Xiong, D.Z. Integrated transportation of offshore wind turbine

and bucket foundation based on a U and K shaped assembled platform. Ocean Eng. 2023, 275, 16. [CrossRef]
8. He, B.; Jiang, J.; Cheng, J.; Zheng, J.B.; Wang, D. The capacities of tripod bucket foundation under uniaxial and combined loading.

Ocean Eng. 2021, 220, 13. [CrossRef]
9. Liu, X.Q.; Le, C.H.; Zhao, M.J.; Ding, H.Y.; Zhang, P.Y.; Lv, N.; Luo, S. Experimental Study on Influencing Factors of Motion

Responses for Air-Floating Tetrapod Bucket Foundation. China Ocean Eng. 2022, 36, 258–267. [CrossRef]
10. Chakrabarti, S.K. Scale effects on a unique launch sequence of a gravity-based structure. Appl. Ocean Res. 1995, 17, 33–41.

[CrossRef]
11. Van Kessel, J.L.F. Aircushion Supported Mega-Floaters. Ph.D. Thesis, Technische Universiteit Delft, Delft, The Nederlands, 2010.
12. Van Kessel, J.L.F.; Pinkster, J.A. The Effect of Aircushion Division on the Structural Loads of Large Floating Offshore Structures.

In Proceedings of the ASME 2007 26th International Conference on Offshore Mechanics and Arctic Engineering, San Diego, CA,
USA, 10–15 June 2007.

13. Van Kessel, J.L.F.; Pinkster, J.A. Wave-induced Structural Loads on Different Types of Aircushion Supported Structures. In
Proceedings of the Seventeenth International Offshore and Polar Engineering Conference, Lisbon, Portugal, 1–6 July 2007.

14. Cheung, K.F.; Phadke, A.C.; Smith, D.A.; Lee, S.K.; Seidl, L.H. Hydrodynamic response of a pneumatic floating platform. Ocean
Eng. 2000, 27, 1407–1440. [CrossRef]

15. Lee, C.H.; Newman, J.N. Wave effects on large floating structures with air cushions. Mar. Struct. 2000, 13, 315–330. [CrossRef]
16. Pinkster, J.A.; Meevers Scholte, E.J.A. The behaviour of a large air-supported MOB at sea. Mar. Struct. 2001, 14, 163–179.

[CrossRef]
17. Maeda, H.; Ikoma, T.; Masuda, K.; Rheem, C.K. Hydroelastic Behaviors of Large Aircushion Supported Elastic Floating Structures

in Regular Waves. In Proceedings of the MTS/IEEE Oceans 2002 Conference, Biloxi, MI, USA, 29–31 October 2002.
18. Ikoma, T.; Masuda, K.; Maeda, H.; Rheem, C.K. Hydroelastic Behavior of Air-Supported Flexible Floating Structures. In

Proceedings of the ASME 2002 21st International Conference on Offshore Mechanics and Arctic Engineering, Oslo, Norway, 23–28
June 2002.

19. Ikoma, T.; Masuda, K.; Maeda, H.; Rheem, C.K. Effects of Aircushion Division to Hydroelastic Responses of an Aircushion Type
Very Large Floating Structure. In Proceedings of the ASME 2003 22nd International Conference on Offshore Mechanics and Arctic
Engineering, Cancun, Mexico, 8–13 June 2003.

20. Ikoma, T.; Masuda, K.; Rheem, C.-K.; Maeda, H. Response Reduction of Motion and Steady Wave Drifting Forces of Floating
Bodies Supported by Aircushions in Regular Waves. In Proceedings of the 25th International Conference on Offshore Mechanics
and Arctic Engineering, Hamburg, Germany, 4–9 June 2006.

21. Ikoma, T.; Kobayashi, M.; Masuda, K.; Rheem, C.-K.; Maeda, H. A Prediction Method of Hydroelastic Motion of Aircushion Type
Floating Structures Considering with Draft Effect into Hydrodynamic Forces. In Proceedings of the ASME 2008 27th International
Conference on Offshore Mechanics and Arctic Engineering, Estoril, Portugal, 15–20 June 2008.

22. Næss, T.; Havn, J.; Solaas, F. On the importance of slamming during installation of structures with large suction anchors. Ocean
Eng. 2014, 89, 99–112. [CrossRef]

23. Zhang, P.; Li, Y.e.; Le, C.; Ding, H.; Yang, Z.; Qiang, L. Dynamic characteristics analysis of three-bucket jacket foundation lowering
through the splash zone. Renew. Energy 2022, 199, 1116–1132. [CrossRef]

24. Zhang, P.Y.; Li, Y.E.; Ding, H.Y.; Le, C.H. Response analysis of a lowering operation for a three-bucket jacket foundation for
offshore wind turbines. Renew. Energy 2022, 185, 564–584. [CrossRef]

25. DNV GL. DNVGL-RP-N103 Modelling and Analysis of Marine Operations; Det Norske Veritas: Oslo, Norway, 2017.
26. Kim, S.R.; Hung, L.C.; Oh, m. Group effect on bearing capacities of tripod bucket foundations in undrained clay. Ocean Eng. 2014,

79, 1–9. [CrossRef]

20



J. Mar. Sci. Eng. 2024, 12, 494

27. Wang, L.Z.; Wang, H.; Zhu, B.; Hong, Y. Comparison of monotonic and cyclic lateral response between monopod and tripod
bucket foundations in medium dense sand. Ocean Eng. 2018, 155, 88–105. [CrossRef]

28. Zhang, P.; Han, Y.; Ding, H.; Zhang, S. Field experiments on wet tows of an integrated transportation and installation vessel with
two bucket foundations for offshore wind turbines. Ocean Eng. 2015, 108, 769–777. [CrossRef]

29. DNV. SIMO User Manual Version 4.0 Rev 0; Norwegian Marine Technology Research Institute, Marintek: Trondheim, Norway,
2012.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

21



Citation: Zhao, D.; Li, S.; Shi, W.;

Zhou, Z.; Guo, F. Design and

Optimization of the Teardrop Buoy

Driven by Ocean Thermal Energy. J.

Mar. Sci. Eng. 2024, 12, 661.

https://doi.org/10.3390/

jmse12040661

Academic Editor: Luca Martinelli

Received: 19 March 2024

Revised: 6 April 2024

Accepted: 14 April 2024

Published: 16 April 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Journal of

Marine Science 
and Engineering

Article

Design and Optimization of the Teardrop Buoy Driven by
Ocean Thermal Energy

Danyao Zhao, Shizhen Li, Wenzhuo Shi *, Zhengtong Zhou and Fen Guo

Institute of Marine Science and Technology, Shandong University, Qingdao 266237, China;
zhaody@mail.sdu.edu.cn (D.Z.); lishizhen@sdu.edu.cn (S.L.); ztsdu@mail.sdu.edu.cn (Z.Z.);
guofen@sdu.edu.cn (F.G.)
* Correspondence: wzshi@sdu.edu.cn; Tel.: +86-0532-58633267

Abstract: With the inception of the Argo program, the global ocean observation network is undergo-
ing continuous advancement, with profiling buoys emerging as pivotal components of this network,
thus garnering increased attention in research. In efforts to enhance the efficiency of profiling buoys
and curtail energy consumption, a teardrop-shaped buoy design is proposed in this study. Moreover,
an optimization methodology leveraging neural networks and genetic algorithms has been devised
to attain an optimal profile curve. This curve seeks to minimize drag and drag coefficient while
maximizing drainage, thereby improving hydrodynamic performance. Simulation-based validation
and analysis are conducted to assess the efficacy of the optimized buoy design. Results indicate that
the drag of the teardrop-shaped buoy with a deflector decreased by 9.2% compared to pre-optimized
configurations and by 22% compared to buoys lacking deflectors. The hydrodynamic profile devised
in this study effectively enhances buoy performance, laying a solid foundation for ocean thermal
energy generation and buoyancy regulation control. Additionally, the optimized scheme serves as a
valuable blueprint for the design of ocean exploration devices.

Keywords: buoy; ocean thermal energy; multi-objective optimization; neural network; genetic
algorithm; shell optimization

1. Introduction

In recent years, the scope of human exploration of the oceans has expanded significantly.
The introduction of the Argo program, coupled with rapid advancements in underwater
exploration technology, has created an enabling environment for the advancement of explo-
ration buoys [1]. Currently, there are over 3000 profiling buoys actively operating in the ocean,
making significant contributions to marine environmental observation, weather forecasting,
and monitoring atmospheric changes, among other critical areas [2,3]. Conventional buoys
rely on batteries for power, which cease functioning once their power is depleted. Conse-
quently, leveraging ocean energy as a sustainable power source for buoys offers a promising
solution to address their endurance limitations. Among the various ocean energy sources,
ocean thermal energy stands out as one of the most abundant. It encompasses the thermal
energy stored in the temperature differential between surface seawater and deep seawater,
stemming from solar radiation. As a perpetual and readily accessible renewable energy source,
ocean thermal energy holds significant potential for powering buoys and addressing their
energy needs [4,5]. Therefore, the exploration of profiling buoys propelled by ocean thermal
energy has emerged as a prominent research focus among scientists.

At present, a variety of profiling buoys have been developed. For instance, Sea-
Bird Scientific has introduced NAVIS, which is a sleek cylindrical buoy outfitted with
a suite of sensors including CTD sensor, optical sensor, and nitrate ultraviolet analyzer.
Additionally, it features a built-in power supply enabling it to autonomously conduct
300 profile detections. However, this buoy has been susceptible to malfunctions due to
flaws in the design of its hydraulic system [6]. The Scripps Institution of Oceanography
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has pioneered the development of the SOLO buoy series with various models enhancing
efficiency and functionality. Notably, the SOLO-II model stands out as a lighter and
more efficient iteration compared to its predecessors; it can carry out detection tasks
in water depths of up to 2000 m. Furthermore, the SOLO-DEEP, an upgraded version
of the SOLO-II, has achieved an impressive detection depth of 6000 m. Featuring an
approximately spherical design, the SOLO-DEEP has successfully completed numerous
missions in sea areas as deep as 4000 m off the coast of the United States of America [7,8].
Currently, APEX-type buoys, developed by the Webb company, stand as the most prevalent
choice within the Argo program. Characterized by their spherical shape and platforms
situated at each end for sensor mounting, these buoys have achieved remarkable milestones.
They hold the record for ocean sounding depth, reaching an impressive 6000 m, and have
consistently retrieved valuable data. [9]. In addition, operational buoys such as the NOVA
buoy, a slender cylindrical design developed by MetOcean company [10], the NINJA buoy,
featuring a cylinder with multiple segments rounded on one side and developed by the
Agency for Marine-Earth Science and Technology and TSK company [11], and the ARVOR
buoy, another slender cylindrical model developed by the Ocean Development Institute,
have been successfully deployed [12]. The Ocean Profiling Explorer-COPEX, developed by
the National Ocean Technology Center, has been employed in numerous ocean experiments,
yielding satisfactory data results [13]. However, most buoy products are commercialized
with limited public research, resulting in a scarcity of studies focused on optimizing buoy
shapes. Most buoys in operation exhibit spherical or cylindrical shapes, which are prone to
high resistance and consequently impact the carrying capacity of the buoy.

Similarly, the shape of underwater gliders driven by ocean thermal energy has also
received attention in research. Nonetheless, there are references to various studies on the
shape of underwater gliders, which also driven by ocean thermal energy that could serve
as valuable resources. For instance, the Spray Glider developed by Sherman at the Scripps
Institute of Oceanography features a slender, low-resistance streamlined shell [14] and
boasts a maximum submerged depth of 1500 m [15]. The Slocum developed by WEBB
measures 1.8 m in length and features a streamlined bow and tail. It is capable of op-
erating at speeds of approximately 0.5 m/s in waters up to 200 m deep [16]. The Sea
Glider developed by Erisken et al. at the University of Washington utilizes a spindle-
like form factor with a smaller size, and it has also performed well in experiments [17].
Bertram and Alvarez conducted an in-depth discussion on the overall design simulation
of the Autonomous Underwater Vehicle’s (AUV) shell. Collaborating with naval hydro-
dynamics experts, they put forth comprehensive guidelines for the shell shape, which are
accompanied by empirical coefficients to optimize the maneuverability of the torpedo-like
geometry [18]. Ye and Pan employed an enhanced ensemble of surrogates-based global
optimization method (IESGO-HSR), which incorporates a hierarchical design space reduc-
tion strategy, to optimize the airfoils of the novel flying-wing configuration underwater
glider [19]. Sun et al. used the efficient global optimization (EGO) method to achieve
a higher maximum lift-to-drag ratio of the blender-wing-body underwater glider [20].
Fu et al. designed a slender ellipsoidal underwater glider and used a genetic algorithm to
carry out multi-objective optimization of the hull drag and hull surface pressure for the
underwater glider [21].

At present, most buoys in operation exhibit spherical or cylindrical shapes, which
are prone to high resistance and consequently impact the carrying capacity of the buoy.
Li introduced a streamlined buoy design that effectively enhanced float performance [22].
However, this design failed to account for the reciprocating motion characteristics of
profiling buoys. Therefore, this paper proposes a water teardrop float inspired by the
motion patterns of profiling buoys. This design incorporates a bow-like structure on both
sides of the float to optimize its hydrodynamic performance. The key innovations of this
study include: (a) The proposal and design of a teardrop profiling buoy, driven by ocean
thermal energy, which considers buoy motion characteristics to enhance hydrodynamic
efficiency during both ascent and descent phases. (b) Development of an optimization
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scheme for the buoy shell, with objectives focused on minimizing drag and drag coefficient
while maximizing drainage volume. This approach aims to attain the optimal buoy shape
for superior performance and improves buoy energy efficiency which will be crucial to
maintaining and improving the Argo array [23]. These findings provide a solid foundation
for the self-sustaining generation of ocean thermal energy and buoyancy regulation control
for underwater buoys. Furthermore, they offer valuable insights for the development of
underwater detection devices.

The remainder of this paper is organized as follows. Section 2 elucidates the theory
employed in the design, computational fluid dynamics (CFD) simulation, and optimization
process. Section 3 presents the optimization results following discussion, accompanied
by an analysis of the hydrodynamic performance of the buoy. Finally, Section 4 offers
concluding remarks.

2. Methods

To improve the hydrodynamic performance of the buoy, a teardrop buoy is proposed,
designed, optimized and verified in this paper. This section primarily outlines the theo-
retical framework employed in the design of the buoy, CFD simulation, and optimization
process. It is divided into three key parts: buoy structural design, numerical model devel-
opment, and optimization scheme.

2.1. Buoy Structural Design

The shape of ocean exploration buoys typically resembles a rotational body. This
rotational body is often described by a curve that rotates around an axis to form its surface,
which is known as the generatrix. In this context, we introduce the teardrop curve as the
generatrix of the rotational body. The teardrop curve is a streamlined curve resembling the
edge of a water droplet, which is described as follows:⎧⎪⎪⎨

⎪⎪⎩
y f = b

[
1 −

( X f
L f

)n f
] 1

n f

ya = b
[
1 −

(
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La

)na] , (1)

where b represents the maximum radius, L f denotes the length of the front part, La indicates
the length of the ahead part, n f signifies the index of the front part, and na represents the
index of the ahead part.

The movement direction of a submarine in water aligns with its bow section, neces-
sitating the design of the bow section curve to enhance control performance and reduce
drag coefficient. Conversely, the stern section curve is typically designed to mitigate vortex
formation at the stern. As ocean exploration buoys move vertically in seawater, both ends
of the buoy alternate as the bow. Hence, this study proposes that both ends of the buoy
feature teardrop-shaped curves with the design of the generatrix as follows:

y = b
[

1 −
(

X
l

)n1
] 1

n2
. (2)

where n1 and n2 determine the line shape of the teardrop curve. The curve is a straight line
when n1 = n2 = 1 and is nearly square when n1 = n2 = 3. To ensure that the research is
accurate and effective and the scope of optimization is sufficient, the optimized range of
values for n1 and n2 is constrained within the range of [0.8 , 3].

The ocean exploration buoy driven by thermal energy needs a certain amount of
internal storage space. Therefore, the design process begins with confirming the internal
space of the buoy shell before proceeding with the external structure design. Combined
with the heat exchange system of the buoy, it is determined that the shell of the buoy will be
a cylinder with a diameter of 246 mm and a height of 1400 mm. The heat exchange system
requires 6 heat exchange tubes distributed around the shell. Comprehensive considerations
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of the buoy shape, water displacement, overall mass, and density of the deflector material
lead to the adoption of a transitional structure for the buoy, which is segmented into front,
middle, and back sections. The rotating busbar of the front and back sections of the deflector
serves as the optimization object. The model of the buoy is depicted in Figure 1. The buoy
is designed for a maximum diving depth of 1000 m, a maximum sailing speed of 1 knot
(0.514 m/s), and a power generation rating of 300 W. The buoy’s internal capacity to carry
equipment such as power generation systems, wireless communications, sensors, etc., as
well as its external pressure-resistant capacity are considered; detailed dimensions are
provided in Table 1.

L

D

lle

ds

b

Figure 1. The shape of the teardrop buoy.

Table 1. Model parameters of the designed buoy.

Parameters Sign Data

length of the buoy L 1940 mm
diameter of the buoy D 380 mm

length of deflector l 400 mm
radius of deflector b 190 mm

length of heat exchanger tube le 1050 mm
length of shell ls 1400 mm

diameter of shell ds 246 mm

2.2. Numerical Model

For the investigation of buoy hydrodynamic performance, accounting for fluid ro-
tation and viscosity, the CFD method is employed. The CFD software Fluent is utilized
for simulation purposes. This section outlines the governing equations of the CFD com-
putational method, turbulence model selection, boundary conditions, and verification of
mesh convergence.

2.2.1. Turbulence Model

As the buoy moves at a speed of 0.5 m/s, the Reynolds number reaches 1.9 × 105,
surpassing a critical value. At this point, laminar flow will be disrupted and turbulence
will be generated. In the turbulence model provided by ANSYS 2020 R2, the turbulent SST
k−ω model exhibits better accuracy and stability in the near-wall region, allowing for a
more accurate description of the flow field around the buoy. Therefore, the SST k −ω model
has been chosen for this study. The SST k −ω is an optimized two-equation model that
incorporates the equations for turbulent kinetic energy k and turbulence frequency ω [24].
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F1 = tanh
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where Pk is the rate of turbulence generation, Cμ = 0.09, Cω1 = 5/9, Cω2 = 0.75, σk = 2,
σω1 = 2, σω2 = 1.17, ν is kinematic viscosity, d is the distance to the wall, and μt is turbulent
viscosity, as follows:
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2.2.2. Boundary Conditions

The boundary conditions and watershed dimensions for the CFD simulation are
shown in Figure 2, while the dimensions of the buoy are shown in Table 1. This simulation
is designed as a three-dimensional model with the computational domain measuring 6.94 m
in length, 2.38 m in width, and 2.38 m in height. The left boundary is designated as the
velocity inlet, while the right boundary is assigned as the pressure outlet. The buoy is
positioned at the center of the computational domain with its surface defined as the wall.
The fluid medium is seawater with a density of 1024.7 kg/m3 and a dynamic viscosity
coefficient of 1.08 × 10−3 Pa·s at 20 °C.

Figure 2. CFD model condition.

2.2.3. Mesh-Independent Verification

To ensure accurate calculation of the flow field around the buoy, automatic inflation is
employed in the automatic meshing process of ANSYS 2022 R2. Inflation is applied to the
surface of the buoy with the number of layers set to 10. The first layer thickness is set to 2.5
with a growth rate of 1.2. Furthermore, the number and refinement of the mesh significantly
impact the accuracy and computational speed of the calculations. Generally, finer meshes
yield more accurate results, but an increase in mesh density also escalates computational
workload, consequently reducing calculation speed. Hence, it is imperative to determine
an appropriate mesh density. Four models with varying mesh sizes are investigated, which
are each scaled by a factor of

√
2. The number of meshes and corresponding simulation

results are summarized in Table 2:
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Table 2. Parameters of meshes and simulation result.

Models Total Number of Elements Drag (Fr) Drag (Cd)

1 162.0 w 8.23 N 13.11
2 210.8 w 7.52 N 11.94
3 321.1 w 7.05 N 11.23
4 605.5 w 6.98 N 11.19

With all other parameters held constant, the computational results gradually converge as
the number of meshes increases. When the number of grids reaches 321.1 w, both resistance
and resistance coefficient have converged. Further increasing the number of meshes has
minimal impact on result convergence. The difference in calculations between model 3 and
model 4 is less than 1%. Considering computational efficiency, model 3 is selected as the mesh
configuration for computation. The grid configuration is depicted in Figure 3.

 
Figure 3. Mesh of simulation with teardrop buoy.

2.2.4. Numerical Simulation Validation

To verify the CFD model presented in this paper, experiments conducted by Gao et al. [25]
on an AUV in a circulating water tunnel are simulated. The model parameters are kept
consistent with the aforementioned study except for the dimensions and shape of the
submarine. The external dimensions of the AUV are depicted in Figure 4. Figure 5 illus-
trates that the CFD results closely align with the experimental findings with a maximum
simulation error of 5.84%. This demonstrates the accuracy of the numerical simulation.
Consequently, the simulation results and optimization scheme based on this numerical
model can be considered reliable.

Figure 4. The dimension and shape of the AUV by Gao et al. [25].

2.3. Optimization Scheme

When optimizing the shape of the buoy, the primary objective is to reduce water
resistance while the buoy moves through seawater. Additionally, the deflector is crafted
using lightweight materials to provide extra buoyancy while minimizing buoy resistance.
However, an excessively large deflector may impede buoy operations and increase the
complexity of buoy deployment. Therefore, the optimization objective is to achieve lower
resistance and increased drainage volume under these constraints. Figure 6 illustrates
the optimization process: initial parameters obtained through Latin hypercube sampling
are simulated to create an initial sample, which is followed by training the samples with
a neural network to establish a fitted functional relationship. Subsequently, a genetic
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algorithm is employed to identify Pareto optimal solutions and plot the Pareto front.
Finally, the optimal buoy shape is determined following CFD verification.

Figure 5. Comparison of resistance between CFD simulation and Gao et al.’s experiment result [25].
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Figure 6. Optimization solution flowchart.

2.3.1. Building Performance Analysis Functions with Neural Networks

Based on the optimization objectives outlined above, this paper will employ a radial
basis neural network to examine the relationship between the values of n1 and n2 and
the water resistance, resistance coefficient, and drainage volume of the buoy during its
movement. This analysis aims to explore the connection between the generatrix of the buoy
and its hydrodynamic performance.

Neural networks are mainly composed of input, hidden and output layers. The neural
network training process is shown on the right side of Figure 4. The training principle is
shown in Algorithm 1; Sample A is used as a training set, from which vectors are selected
and used as the center of the radial function base. The mean square error is minimized
through gradient descent, and iterations continue until the error value meets satisfaction.
Subsequently, the functional relationship between n1, n2 and resistance are outputted.
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Algorithm 1: Neural network fitting the functional relationship between n1, n2 and

resistance.

INPUT: Training set D = {(xi, yi)} i = 1, 2, . . .30
Learning rate η = 0.001
Radial basis network based on (xi, yi)

REPEAT
FOR ALL (xk, yk) IN D

Calculate the error from the network parameters to the output layer;
Calculate the descending gradient of the network parameters based on the error;
Update the parameters according to the descending gradient;

END FOR
UNTIL mean square error < 0.01
OUTPUT the functional relationship between n1, n2 and resistance

The input layer x is:
x =

[
n1 n2

]
(9)

The Gaussian function is chosen as the radial basis function for the hidden layer due
to its fast approximation and simple structure. The hidden layer function φi(x) can be
expressed as

φi(x) = exp

(
−‖ x − ci ‖2

σ2
i

)
(10)

where i is the implied layer node number, ci denotes the radial basis function center vector
at the ith node, and σi is the radial basis function node width. Combining the above
equations and introducing the weight vector w, the output layer y is

y =
N

∑
i=1

wi exp

(
−‖ x − ci ‖2

σ2
i

)
(11)

w = [w1, w2, · · · , wn] (12)

2.3.2. Genetic Algorithm

Genetic algorithms are search algorithms that mimic natural evolution and heredity.
They search for and improve the optimal solution by performing operations such as
selection, crossover, and mutation on individuals within the population. The optimization
search principle is outlined in Algorithm 2: after initializing Fr, the fitness is calculated,
individuals are selected based on their fitness, and then they are subjected to crossover and
mutation. The resulting individuals are added to the new generation of the population,
and the process repeats until the number of evolutionary generations reaches 500. The
minimum Fr and its corresponding n1, n2 values are then outputted. The size of the initial
population significantly affects the efficiency of the optimization search. A population that
is too small can make it difficult to find the best solution for the optimization problem,
whereas a large population may be inefficient and time consuming due to processing
numerous unnecessary individuals. Therefore, in this study, the population size is set to
100, the optimal individual coefficient of the genetic algorithm is 0.4, the maximum number
of evolutionary generations is 500, and the deviation of the fitness function is set to 10−10.

2.3.3. Pareto Optimal Solution

Under the given constraints, the task of optimizing multiple objectives to attain their
maximum (or minimum) values is referred to as a multi-objective optimization problem.
The essence of solving such a problem lies in identifying a set of non-inferior solutions,
known as Pareto-optimal solutions, which strive to achieve a balanced outcome across
individual objectives. The collection of multiple Pareto-optimal solutions plotted in the
objective function space forms what is known as the Pareto front.
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Algorithm 2: Genetic algorithm for finding the minimum resistance value.

BEGIN
Initialize Fr(0) t = 0; Initialize parameters
While (t < 500) do

Calculate individual fitness;
Select individuals from the population based on fitness;
Perform crossover and mutation of selected individuals;
Add manipulated individuals to the population;

UNTIL t = 500 evolutionary generations up to 500
END
OUTPUT minimum Fr

Assuming that the multi-objective optimization problem involves N variables, T
optimization objectives, R inequality constraints, and K equality constraints, the expression
is as follows:

min{y1 = f1(x), y2 = f2(x), . . . , yT = fT(x)} (13)

s. t
{

gi(x) ≤ 0 i = 0, 1, . . . , R
hk(x) = 0 k = 0, 1, . . . , K

(14)

where x = [x1, x2, . . . , xN ,]T ∈ X, X is the space of design variables; y = [y1, y2, . . . , yN ,]T ∈
Y, Y is the target space; g(x) is the inequality constraint; and h(x) is the equality constraint.

In this paper, the motion data of buoys with varying slewing body buses are utilized
as inputs, and a radial basis neural network is trained to establish the relationship between
the control parameters of the slewing body buses and the motion performance of the
buoys. This relationship serves as the objective function output. Consequently, the shape
optimization problem of the buoys is transformed into a multi-objective optimization
problem involving the performance parameters of the buoys. The set of Pareto optimal
solutions will be determined based on minimizing drag, minimizing drag coefficient, and
maximizing drainage volume as the objectives.

3. Results and Discussion

In this section, the simulation results of the buoy’s hydrodynamic performance are pre-
sented. The parameter optimization process is described in detail, aiming to minimize drag,
minimize drag coefficient, and consider drainage volume. The optimized parameters are
then simulated in Fluent to verify the hydrodynamic performance of the optimized buoys.

3.1. Sampling and CFD Simulation Results

Firstly, the initial shape of the buoy is simulated and analyzed. The seawater flow
velocity is set as 0.1 m/s, 0.2 m/s, 0.3 m/s, 0.4 m/s and 0.5 m/s. The resulting drag force
and drag coefficient of the buoy during its profile movement in seawater are shown in the
Table 3 below.

Table 3. Kinematic energy parameters of bouy at different speeds.

Velocity Drag (Fr) Drag Coefficient (Cd)

0.1 m/s 0.26 N 0.43
0.2 m/s 1.08 N 1.77
0.3 m/s 2.45 N 4.01
0.4 m/s 4.50 N 7.34
0.5 m/s 7.05 N 11.23

When the velocity of the buoy was increased from 0.1 to 0.3 m/s, the drag on the buoy
increased by 2.19 N, and from 0.3 to 0.5 m/s, the drag increased by 4.6 N. According to
the formula:
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Fb = ρgVb, (15)

The skin bag needs to provide a volume change of about 245 mL for the buoy to
undergo profiling motion at a velocity of 0.3 m/s, where Fb is the buoyancy on the buoy,
and Vb is the buoy drainage volume. When the buoy is moving at a velocity of 0.5 m/s, the
skin bag needs to provide a volume change of about 705 mL. However, the size of the skin
bag is too large, occupying space inside the shell and requiring additional heat exchangers
for operation. Therefore, optimizing the shape of the buoy to minimize drag, skin friction,
and energy consumption is essential for enhancing buoy performance.

Secondly, the Latin hypercube sampling method combines random sampling with strat-
ified sampling, providing a strong representation of samples across the overall probability
distribution. This method yields statistically accurate results with small sample sizes [26],
thereby achieving better sampling accuracy while utilizing smaller computational costs. More-
over, it ensures accurate representation of remote events in the sampling process. Therefore, the
Latin hypercube sampling method is employed to generate 30 sets of curves, which are then
used to simulate the hydrodynamic performance of the buoy in Fluent at 0.5 m/s. The curve
parameters and simulation results are denoted as sample A. The spatial distribution of the 30
sets of samples taken is shown in Figure 7, and several examples are represented in Table 4.

Figure 7. Spatial distribution of the sample.

Table 4. Performance parameters of several samples in sample A.

Sample n1 n2 Fr (N) Cd

1 2.748 1.498 6.975 11.388

2 2.869 2.766 6.595 10.767

3 2.253 1.765 6.797 11.098

4 2.716 2.300 6.474 10.570

5 1.349 1.992 7.495 12.237

6 2.319 2.891 6.727 10.983

7 2.064 1.421 7.621 12.442

8 2.560 1.619 6.916 11.292

9 1.974 2.323 6.894 11.255

10 2.198 2.871 6.684 10.912

The maximum value in minimum distance max{dmin} and minimum potential energy
U are used to discuss the accuracy of the randomization of the Latin hypercube sampling
method, as shown below:

max{dmin} = max
{

min
1≤i,j≤30, i 	=j

d
(
xi, xj

)}
(16)
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U =
29

∑
i=1

30

∑
j=i+1

d
(
xi, xj

)2 (17)

where d
(
xi, xj

)
is the distance between sample i and sample j.

It is calculated that max{dmin} is 0.105, and U is 4041.3. Upon assessing the indicators
and the sample distribution shown in Figure 7, it is evident that the Latin hypercube
sampling method ensures the randomness of the sample. Given the complex and non-
linear functional relationship between resistance and curve parameters, it is essential to
utilize the simulation results from the 30 sets of sample parameters as training data for the
neural network to accurately capture this relationship.

3.2. Neural Network Training Results

The relationship between the parameter n2, n2 and the drag force on the buoy profile
during motion is fitted to the data using the radial basis neural network described in Sec-
tion 2.3.1. Thirty sets of buoy parameters with different slewing buses from the table are
used as training data and inputted into the neural network for iterative computation. The
relationship between the parameters n2, n2 and the resistance of the buoy is finally obtained,
as shown in Figure 8. It can be seen that there exists a certain set of defined and unique values
within a specific range that minimizes the resistance to movement of the buoy. However,
numerous saddle points exist in the surface function, making the gradient descent method
unsuitable for searching the optimal value as it may lead to falling into local optima.

 

Figure 8. Neural network training result.

3.3. Optimal Solution Selection

Based on the global search results obtained from the genetic algorithm, the Pareto front
is plotted, as shown in Figure 9. The Pareto solution set is determined based on criteria
such as the minimum resistance, the minimum resistance coefficient, and the maximum
drainage volume. Finally, five sets of parameters are selected, as illustrated in Table 5.

 

Figure 9. Pareto frontier of the optimization in this study.
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Table 5. Optimal solution set of curve parameters.

Number n1 n2 Fr (N) Cd V (L)

1 2.963 1.854 6.360 10.308 137.994
2 2.584 2.418 6.401 10.457 141.169
3 2.232 0.853 7.672 12.589 122.543
4 2.707 1.239 7.157 11.494 130.047
5 2.569 1.565 7.013 11.421 132.108

In the optimal solution set, the first group exhibits the smallest drag of 6.36 N with a
corresponding resistance coefficient of 10.308. Additionally, its drainage volume measures
137.994 L. On the other hand, the second group records a resistance of 6.401 N and a resis-
tance coefficient of 10.457, albeit with a higher drainage volume of 141.169 L, representing
a 3.75 L increase compared to the first group. According to Equation (15), the load of the
second group is increased by 3.75 kg compared to the first group. Remarkably, despite this
increase in load, the resistance is only raised by 0.041 N. Consequently, the skin bag needs
to provide a volume change of about 4 mL for the buoy to execute profiling motion. In
summary, while the second group exhibits similar resistance to the first group, with both
being significantly lower than the initial value, the second group boasts the highest load
capacity. Hence, the parameters of the second group are deemed optimal.

3.4. Simulation Verification

According to the optimization results, the rotary generatrix is obtained as follows:

y = 190

[
1 −

(
X

400

)2.824
] 1

2.818

. (18)

Fluent simulation is utilized to validate the plausibility of the results obtained from
neural network fitting. At a flow velocity of 0.5 m/s, corresponding to the profiling
velocity of the buoy, the simulated resistance on the buoy is 6.41 N. Comparatively, the
fitted value obtained from the neural network is 6.401 N, resulting in a fitting error of
approximately 0.14%. Additionally, Figure 10 illustrates the velocity streamline around the
buoy, showcasing uniform flow velocity and stable flow lines. Consequently, the fitting
function of the neural network and the optimization scheme are deemed credible. In
comparison to the initial sample drag of 7.05 N, the optimized buoy drag experiences a
reduction of 9.2%. Moreover, when compared to buoys lacking a deflector, the optimized
buoy demonstrates a 22% reduction in resistance. This optimized solution effectively
minimizes the resistance of the buoy while ensuring maximum drainage volume and stable
flow field around the buoy with uniform flow velocity. Furthermore, in contrast to Li’s
streamlined buoy [24], the proposed and optimized teardrop buoy better aligns with the
reciprocating motion characteristics of the buoy, thereby enhancing its performance during
both descent and ascent. This optimized design is more practical and efficient.

 

Figure 10. Velocity streamlines at the flow rate of 0.5 m/s.
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To visually demonstrate the hydrodynamic performance of the buoy, velocity fields
around the buoy are compared at different flow velocities ranging from 0.1 to 0.6 m/s, as
depicted in Figure 11. The optimized teardrop buoy maintains a stable flow field even
at low velocities, as observed in Figure 11a–d. Moreover, the flow field remains stable
as the velocity increases, which is illustrated in Figure 11e,f. Noticeably, a small region
of low velocity is observed at the top of the bow with slightly elevated flow velocities at
the ends of the deflector. Fluid along the structural path of the device is compelled to
form vortices around the edges, resulting in energy dissipation, which is known as form
drag. The teardrop-shaped deflector serves to reduce boundary layer separation, mitigate
backflow and vortex action, and consequently decrease pressure differential resistance.
Additionally, the smooth passage of surface fluid minimizes the creation of vacuum zones
on the buoy’s surface, effectively reducing pressure differences that may be generated in this
area. This reduction in resistance contributes to the superior hydrodynamic performance
of teardrop-shaped buoys.

 
(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 11. Velocity field around the teardrop buoy: (a) 0.1 m·s−1; (b) 0.2 m·s−1; (c) 0.3 m·s−1;
(d) 0.4 m·s−1; (e) 0.5 m·s−1; (f) 0.6 m·s−1.

4. Conclusions

This paper investigates the motion characteristics of buoys propelled by ocean thermal
energy. Given the significant impact of the deflector shape on buoy performance, which
directly influences operational efficiency and payload capacity, a teardrop buoy design is
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proposed and developed. Subsequently, a multi-objective optimization scheme, integrating
genetic algorithms and neural networks, is formulated to minimize drag.

Firstly, a numerical simulation platform was established in Fluent, mirroring wind
tunnel tests. Detailed descriptions of boundary conditions and mesh division procedures
were provided. Thirty sample sets for n2, n2 are generated using the hypercubic sampling
method and then simulated in Fluent to analyze buoy resistance and drag coefficients
under varied parameters.

Furthermore, data are trained using a radial basis neural network to establish a
functional relationship between parameters and drag. Results indicated the presence of
a unique n2, n2 value that minimizes buoy resistance. Multi-objective optimization of
the shell of the buoy, focusing on hydrodynamic performance and drainage volume, is
conducted through a combination of genetic algorithms and Pareto front analysis, yielding
optimal values for n2 and n2 as well as the buoy shell curve.

Finally, optimization results are verified in Fluent. Simulation outcomes demonstrate
that the optimized shell reduces buoy resistance by 9.2% during seawater profile movement
at 0.5 m/s, and by 22% compared to buoys lacking a deflector. This enhancement in motion
performance and reduction in energy consumption in similar operational states provide
a strong foundation for self-sustaining ocean thermal energy generation and buoyancy
regulation control in underwater buoy applications.
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Abstract: Tidal stream turbines (TSTs) harness the kinetic energy of tides to generate electricity by
rotating the rotor. Biofouling will lead to an imbalance between the blades, resulting in imbalanced
torque and voltage across the windings, ultimately polluting the grid. Therefore, rotor condition
monitoring is of great significance for the stable operation of the system. Image-based attachment
detection algorithms provide the advantage of visually displaying the location and area of faults.
However, due to the limited availability of data from multiple machine types and environments, it is
difficult to ensure the generalization of the network. Additionally, TST images degrade, resulting
in reduced image gradients and making it challenging to extract edge and other features. In order
to address the issue of limited data, a novel non-data-driven edge detection algorithm, indexed
resemble-normal-line guidance detector (IRNLGD), is proposed for TST rotor attachment fault
detection. Aiming to solve the problem of edge features being suppressed, IRNLGD introduces
the concept of “indexed resemble-normal-line direction” and integrates multi-directional gradient
information for edge determination. Real-image experiments demonstrate IRNLGD’s effectiveness in
detecting TST rotor edges and faults. Evaluation on public datasets shows the superior performance
of our method in detecting fine edges in low-light images.

Keywords: tidal stream turbine; attachment fault detection; edge detection; renewable energy

1. Introduction

Climate change and energy shortages are two rising issues on the agenda of the world.
Human activities are driving the global warming trend observed since the mid-20th century,
and the effects are irreversible and will worsen in the decades to come. Renewable energy
sources, which are cleaner and more efficient, could play a pivotal role in sustainability de-
velopment. The theoretical capacity of tidal energy in China reaches 110 GW [1], indicating
vast prospects for development. Its underwater generator, the tidal stream turbine (TST),
does not occupy land resources, avoiding noise or visual pollution [2,3]. A TST can provide
similar power to a bigger wind turbine [4]. The above characteristics prove that tidal
stream energy is attractive for electric power generation. However, TSTs are susceptible to
factors such as biofouling [5], sudden changes in instantaneous flow velocity [6], seawater
corrosion [7], cavitation, and turbulence. These factors can result in mechanical faults or
blade damage, leading to torque imbalances and voltage fluctuations, which significantly
affect the quality of power generation, efficiency, and grid stability [8–10]. Biofouling can
cause an increase in device maintenance time and structural loading [11]; there is also a
biosecurity risk since immersed devices can serve as potential vectors for the introduction of
non-native species [12]. Therefore, timely and effectively detection of TST rotor attachment
is of significant importance.
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Current methods for TST rotor attachment detection primarily rely on electrical and
image signals. Electrical signal-based methods, usually utilizing time–frequency or statisti-
cal analysis and machine learning, have shown some effect in detecting unbalanced rotor
attachments [13–16]. However, these methods are susceptible to sea state and can find it
difficult to detect balance attachments. Image-based methods overcome the shortcomings
by analyzing the attachment conditions from underwater TST images directly. They focus
on classification and semantic segmentation networks. Zheng et al. [17] carried out at-
tachment detection using an improved sparse autoencoder (SAE) and Softmax Regression
(SR) method. They collected TST attachment images and divided the data based on the
degree of attachment. Their proposed method achieved higher accuracy compared to the
traditional principal component analysis (PCA) feature extraction algorithm. However,
they only focused on TSTs in a static state, which is an idealized condition not reflective of
reality. Therefore, Xin et al. [18] collected TST images under operational conditions to make
the dataset more representative of real-world scenarios. Then, the data were classified
using a depthwise separable convolutional neural network (CNN), which achieved higher
recognition accuracy than SAE+SR and a reasonable computational cost compared to large
deep networks such as ResNet. However, the classification-based methods fail to precisely
localize and display the biofouling. Peng et al. [19] proposed a semantic segmentation
network to identify TST blade attachments. It identified the TST blade edge by constructing
two branches of coarse and fine segmentation. However, it requires a large number of
labeled data, high computational costs, and a longer training time. Peng et al. [20] proposed
an image generation method, which extended and generated labeled data to reduce the
workload of manual labeling. The proposed C-SegNet further improved the segmenta-
tion accuracy but performed poorly in contour localization. To address the localization
misalignment caused by motion blur, Qi et al. [21] combined preceding and succeeding
frames for fault detection, significantly improving the localization accuracy on blurred
images. However, a remaining challenge is the insufficient diversity in data, leading to
inadequate network generalization. The limited data restricts data-driven algorithms to
specific environments, posing a challenge for the application of TST attachment fault detec-
tion algorithms. Moreover, the severe degradation of underwater images will impact the
extraction of features such as edges.

To address the above problem, this paper proposes a non-data-driven edge detection
algorithm, Indexed Resemble-Normal-Line Guidance Detector (IRNLGD), for TST attach-
ment fault detection. Focusing on the difficulty of extracting edge features in degraded
underwater images, we employ an eight-directional gradient operator to extract image
gradients. Next, to better utilize gradient direction information, we introduce the concept
of “indexed resemble-normal line direction” and calibrate the gradient directions based
on the trend of gradient changes. Finally, edge points are determined through the joint
calibration of gradient direction and magnitude. The experimental results on the TST
dataset and public datasets demonstrate IRNLGD’s effectiveness in dim images. What is
more, a TST attachment fault detection method is explored on the basic of IRNLGD. A two-
level detection is carried out with a data-driven lightweight classification network and
the non-data-driven algorithm IRNLGD. It combines the advantages of both algorithms,
providing more reliable and precise fault detection results.

The main contributions of this paper are as follows:

1. An effective edge detection algorithm, IRNLGD, is proposed to extract edge from
low-contrast images.

2. A TST attachment fault detection method, MobileNet-IRNLGD, is explored, which
combines data-driven and non-data-driven algorithms to strike a balance between
limited data and precise detection.

3. The proposed TST attachment fault detection method is applied specifically to the
real TST images, demonstrating the feasibility for engineering applications.

The remainder of the paper is organized as follows: In Section 2, we review the related
work on edge detection. In Section 3, the proposed method is introduced in detail. Then,
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the experimental results and analysis are presented in Section 4. Finally, we give the
conclusions of this study in Section 5.

2. Related Work

The TST images captured by underwater sensors degrade due to the environment.
According to the classical Jaffe–McGlamery underwater imaging model [22,23], the received
light by the camera can be divided into three components, i.e., a direct, forward-scattered,
and back-scattered component. The degradation process can be simplified as follows: an
increase in the camera–object distance leads to direct component attenuation, resulting in
low contrast; forward scattering causes convolution of the point spread function with scene
radiance, causing blurring; and increased background light due to backward scattering
amplifies image noise. These factors collectively drive the degradation of underwater
images, resulting in a smaller rate of intensity variation, making it challenging to extract
features such as edges.

Edge detection can significantly reduce the irrelevant information in an image, al-
lowing essential structures to be preserved. Edge detection has a rich history and can
be divided into the following two categories: handcrafted-based methods and machine
learning-based methods [24]. The two main streams have achieved satisfactory perfor-
mance in edge detection tasks. However, they still face challenges when dealing with
specific tasks such as blurred or dim images.

2.1. Handcrafted-Based Edge Detection Methods

The existing handcrafted-based edge detection methods extract spatial, geometric,
and other features from the image. They perform operations such as gradient calculations
or feature statistics to achieve edge detection. Gradient-based detectors, such as Sobel [25],
Laplacian [26], and Canny [27], perform first- or second-order gradient calculations on
the image and combine the gradient values with directions to perform edge detection.
Gonzalez et al. [28] combined gradient and fuzzy logic theory to detect edge of color
images, but the gradient information is not fully used. Ranjan et al. [29] carried out guided
image filtering before edge detection. Their strategy achieves satisfactory results, but the
performance may fluctuate with the manually selected parameters. Ma et al. [30] proposed
a two-level edge detection method, combined with a back propagation (BP) network,
to measure the concrete surface roughness. However, low-quality images can pose a
challenge to the algorithm’s accuracy. According to the analysis of the degradation of
underwater images, the TST images captured by the camera are severely blurred. The pixel
values of a blurred image are represented as a weighted sum of multiple pixels in the
neighborhood of the clear image. Therefore, the image gradient decreases, making it
difficult to extract edge features. The gradient-based edge detection operators often focus
on two or four gradient directions, neglecting the possibility of other gradient directions.
When determining edge points, only the information of the maximum gradient direction
or the dominant direction is considered, limiting the contribution of gradients in other
directions. They do not fully utilize the information about gradient direction, which leads
to the failure of edge detection in low-contrast and blurred images, such as underwater
images, as shown in Figure 1b–d.

2.2. Machine Learning-Based Edge Detection Methods

The machine learning-based methods excel at learning features from a large number
of samples, thereby better capturing edge structures [24,31,32]. Inspired by the idea of edge
patches with obvious local structures, P. Dollár et al. [33] introduced structure learning into
edge detection, proposing a structured edge (SE) detector. This method demonstrates satis-
factory performance in both accuracy and real-time processing. Thanks to the remarkable
performance of deep learning on images, it has gained popularity in edge detection tasks.
Inspired by fully CNN, Xie et al. [34] proposed an end-to-end edge detection algorithm,
Holistically-Nested Edge Detection (HED), which utilized multi-scale and deep supervision
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to improve the localization accuracy of edge pixels. Building on the HED style, Liu et al. [35]
used relaxed deep supervision (RDS) to guide intermediate layer learning, incorporating
operators like Canny and SE to facilitate the learning of edge features. Considering the
commonality between edge detection and image segmentation, Yang et al. [36] introduced
the U-Net [37] structure into edge detection tasks, proposing a fully convolutional encoder–
decoder network (CEDN). Zou et al. [38] constructed DeepCrack based on SegNet [39],
utilizing multi-scale feature fusion for crack detection. Su et al. [40] combined traditional
difference operators with convolution and introduced a Pixel Difference Network (PiDiNet).
It focuses on edge-related features, achieving a better trade-off between accuracy and ef-
ficiency for edge detection. The machine learning-based methods have demonstrated
impressive capabilities, but their performance relies on sufficiently comprehensive datasets.
Their accuracy may not be guaranteed on limited samples.

Figure 1. The comparison of different algorithms on underwater TST image: (a) original image;
(b) Canny; (c) Roberts; (d) Sobel; (e) SE; (f) HED [34]; (g) PiDiNet [40]; (h) IRNLGD. The red boxes
indicate the dim region.

In summary, current edge detection algorithms have achieved good results. However,
they still face challenges when dealing with low-quality images. Aiming at the problems
mentioned above, inspired by classical gradient-based operators, we propose an edge
detection algorithm that needs no training. It captures additional gradient clues and
combines gradient magnitudes with directions to determine edges, allowing for effective
preservation of edges in low-contrast images. As shown in Figure 1, most handcrafted-
based methods fail to detect the contour of the TST and none of the compared methods are
able to detect the edges of the dim regions, as indicated by the red boxes in Figure 1b,f,g.
Only the proposed method is capable of detecting the contour of the TST and the edges
between the attachment and the blade in the dim region (as shown in Figure 1h). A detailed
introduction is given in Section 3.

3. Indexed Resemble-Normal-Line Guidance Detector

The edge detection algorithm proposed in this paper is divided into three steps: (1) The
eight-direction gradients of the input image are calculated to form a gradient matrix. (2) The
direction is calibrated according to the pairwise gradient magnitude, and the indexed
resemble-normal-line direction is obtained according to the calibrated direction matrix.
(3) The edge point determination is performed by combining the gradient magnitude
and the indexed resemble-normal-line direction. In the following, we will introduce the
proposed method in detail and return to its application in Section 4.
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3.1. Calculation of Eight-Direction Gradients

Gradients contain rich image information, and edge detection tasks can be performed
using gradients. Traditional operators typically focus on two or four directions when
computing gradients, thereby losing information from other directions. To obtain com-
prehensive multi-directional gradient information, an adjustable eight-direction gradient
calculation method is proposed. The gradient magnitude for the first direction is calcu-
lated by

g1 = γ[ f (x, y)− f (x − 1, y − 1)] = γ

⎡
⎣−1 0 0

0 1 0
0 0 0

⎤
⎦ ∗

⎡
⎣ f (x − 1, y − 1) f (x, y − 1) f (x + 1, y − 1)

f (x − 1, y) f (x, y) f (x + 1, y)
f (x − 1, y + 1) f (x, y + 1) f (x + 1, y + 1)

⎤
⎦, (1)

where f (x, y) indicates the pixel intensity of the pixel (x, y). We design an eight-directional
gradient operator, sequentially rotating 45◦ from the first direction. According to Equation (1),
the eight-directional gradient operator is given by:

C1 = γ

⎡
⎣−1 0 0

0 1 0
0 0 0

⎤
⎦, C2 = γ

⎡
⎣0 −1 0

0 1 0
0 0 0

⎤
⎦

C3 = γ

⎡
⎣0 0 −1

0 1 0
0 0 0

⎤
⎦, C4 = γ

⎡
⎣0 0 0

0 1 −1
0 0 0

⎤
⎦

C5 = γ

⎡
⎣0 0 0

0 1 0
0 0 −1

⎤
⎦, C6 = γ

⎡
⎣0 0 0

0 1 0
0 −1 0

⎤
⎦

C7 = γ

⎡
⎣ 0 0 0

0 1 0
−1 0 0

⎤
⎦, C8 = γ

⎡
⎣ 0 0 0
−1 1 0
0 0 0

⎤
⎦, (2)

where γ is the gradient amplification coefficient. It is introduced to amplify the gradient
magnitudes without affecting subsequent gradient comparisons and direction calibration.
Since the edge pixel intensity is based on the gradient magnitude, it is necessary to appro-
priately amplify the gradient values to enhance the edge. However, the calculation may
overflow if γ is too large. Here, we take γ = 2.

For the input image I, the gradient is obtained by convolution with the gradient
operator in the corresponding direction. Therefore, according to Equation (2), the gradient
matrix can be written as G = [G1, . . . , G8], where

Gk = Ck ∗ I k =1, 2, . . . , 8. (3)

Notice that Gk ∈ R
H×W . G records pixelwise eight-direction gradient magnitudes of the

input image, and the sequence indicates the corresponding direction. The gradient matrix
G provides the basic information for direction calibration and edge discrimination.

3.2. Indexed Resemble-Normal-Line Direction Calibration

In order to further utilize the cues of the gradient matrix, we introduce gradient
directions in the form of recalibration. In classical algorithms, the role of gradient direction
in edge detection tasks is to determine the edge direction and filter out pixels outside
the specified direction. In this process, only the information of the maximum gradient
direction or dominant direction is considered, resulting in the loss of information from
other directions. Therefore, a novel gradient direction calibration method is proposed to
preserve more useful cues.
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According to the eight-directional gradients mentioned above, the calibrated direction
is given by ⎧⎨

⎩
Dx,y,k = sgn

(∣∣∣Gx,y,k

∣∣∣ − ∣∣∣Gx,y,k+4

∣∣∣)
Dx,y,k+4 = −sgn

(∣∣∣Gx,y,k

∣∣∣ − ∣∣∣Gx,y,k+4

∣∣∣),
(4)

where D ∈ R
H×W×8 is the calibrated direction matrix. Dx,y,k indicates the kth(k ≤ 4)

calibrated direction of the pixel (x, y). D consists of −1, 0, and 1, indicating the change trend
of a pixel spreading to its neighborhood. When the intensity increases, the corresponding
direction is calibrated as 1.

More specifically, assume that there exists a neighborhood of size 3 × 3 for pixel (x, y),
and calculate the eight gradient magnitudes G1, . . . G8. The gradient direction calibration
process is as follows:

1. Compare the magnitude of two gradients at 180◦ to each other;
2. Calibrate the directions to 1, 0, or −1, respectively, based on Equation (4). The calibra-

tion is carried out simultaneously due to the pairwise comparison;
3. Iterate over all gradient magnitudes in the neighborhood.

Following the idea of obtaining multi-directional gradient information, the set of
directions calibrated as 1 in Dx,y is defined as the indexed resemble-normal-line direction
of the pixel (x, y) , marked as rx,y , i.e.,

rx,y =
{

k|Dx,y,k = 1
}

. (5)

rx,y is an indefinite-length vector, with a length of l(l ∈ {1, 2, 3, 4}). It contains the
direction information of intensity growth. Different from traditional methods using single-
direction information, the indexed resemble-normal-line direction records all directions
where the intensity has an increasing trend. It preserves more gradient information and is
beneficial for extracting edge features from degraded images. To fully utilize differential
information across various directions, gradient magnitude and direction are retained to
complement edge discrimination where gradient directions are not recorded in the indexed
resemble-normal-line direction.

3.3. Edge Discrimination

Due to the characteristics of degraded underwater images, edge features such as
gradients are suppressed. Traditional edge detection methods fail because they consider
information limited to partial gradients in the image. Therefore, a multi-directional-based
edge point determination method is proposed. The pixelwise edge discrimination is carried
out by combining the gradient magnitude and the indexed resemble-normal-line direction.
Inspired by classical Gestalt cues [41]: similarity, continuity, and proximity, the following
three criteria are proposed:

1. The gradient magnitude of the edge point is much larger than that of the non-edge.
2. The length of the indexed resemble-normal-line direction of the edge point satisfies

len
(
rx,y

) ≥ 3 .
3. Within 3 × 3 neighborhood of the edge point, at least one pixel has the same indexed

resemble-normal-line direction, and the gradient magnitude is about the same.

Criterion 1 follows the principle of abrupt changes in intensity at edges. The gradient
reflects the intensity variation, where a larger gradient magnitude indicates a more signifi-
cant grayscale variation and a higher likelihood of an edge. For criterion 1, the decision
threshold is calculated as follows:

For the eight-direction gradient Gx,y of pixel (x, y), the quadratic sum matrix Gsx,y
can be given as

Gsx,y =
8

∑
k=1

G2
x,y,k. (6)
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To eliminate the effect of too small pixel values on the threshold calculation, a trunca-
tion parameter μ is set, and a dynamic truncation threshold M can be obtained as

M = μ × max
(
Gsx,y

)
. (7)

The pixel is involved if and only if its quadratic sum value is greater than M. Through
experimental verification, here, we take μ = 0.1.

Then, the threshold λ is calculated as

λ =

√√√√√ H
∑

x=1

W
∑

y=1

{
Gsx,y|Gsx,y ≥ M

}
n

, (8)

where n is the number of pixels involved in the calculation.
Criterion 2 ensures that the detected edge points exhibit intensity variations in as many

directions as possible. This helps in locating edge points accurately and also contributes to
refining the edge. Criterion 3 aims to maintain edge continuity by controlling the similarity
of gradients among neighboring pixels.

In conclusion, the proposed IRNLGD is finally detailed through the following steps:

1. Calculating eight-direction gradients: after graying the input image, the grayscale
image is convolved with the eight-direction gradient operator to calculate the gradient
matrix G.

2. Indexed resemble-normal-line direction calibration: First, the gradients on the oppo-
site direction are compared. The eight directions are calibrated to −1, 0, or 1, and saved
in the gradient direction calibration matrix D. Then, for each pixel, the set of the chan-
nel sequence numbers with value 1 in D is denoted as indexed resemble-normal-line
direction r.

3. Edge discrimination: First, the decision threshold λ is calculated based on the gradient
matrix G. Then, the edge points are judged by the proposed criteria.

3.4. MobileNet-IRNLGD TST Rotor Attachment Detection Network

In image-based TST attachment detection methods, the classification methods perform
category-level detection, with a relatively low dependence on data diversity but insufficient
precision in detection. The segmentation algorithm, on the other hand, conducts pixel-level
detection, accurately indicating attachment and blade regions, but it requires abundant data
under various conditions to ensure accuracy. To balance the limited data and high-precision
detection, we explore a two-level TST rotor attachment detection method that combines the
strengths of classification and segmentation: a classification network conducts first-level
detection for preliminary fault severity assessment, while a non-data-driven IRNLGD edge
detection branch performs second-level detection for precise fault localization. The design
of the two-level detection combines the advantages of supervised algorithms and non-data-
driven methods: the category-level detection in the first stage can fully utilize the existing
data priors with the advantages of a deep network to make a preliminary fault assessment,
reducing the workload of manual identification; the pixel level in the second stage can
further locate the fault on the basics of fault assessment, and conduct secondary detection
to prevent possible false alarms in the first step, providing more precise fault detection
results for subsequent maintenance operations.

Classification allows for an initial assessment of the severity of faults. The standard
convolution-based CNNs can achieve effective feature extraction but often come with a
considerable parameter count, leading to constraints on hardware resources. For the conve-
nience of practical applications, a lightweight network is necessary for category-level detec-
tion. Considering the significant reduction in computational complexity offered by depth-
wise separable convolution, we employed MobileNetV1 [42] as the backbone network.
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Depthwise separable convolution reduces the network parameter count by decom-
posing the standard convolution into depthwise convolution and pointwise convolution.
The network parameter count mainly depends on the 1 × 1 pointwise convolution and the
fully connected layer. The first layer of standard convolution and depthwise convolution
parameters account for less than 2%. The overall parameter count is significantly reduced
compared with that of the deep CNN, which can be verified by the experimental results in
Section 4.

The proposed IRNLGD is extended to achieve pixel-level attachment detection. The
edge detection, offering the semantic output, is carried out to visualize the attachment
localization. The edge detection branch is paralleled with MobileNet, and the detection
results are given in both branches. The data are input into the trained network branch
for classification, and the IRNLGD branch achieves fault localization. The design of two-
level detection combines the supervised algorithm with the non-data-driven method,
achieving complementarity.

4. Results and Discussion

In this section, we test the performance of our algorithm. First, the proposed method is
applied on the TST dataset. Then, we conducted experiments on the BSDS500 dataset [43]
and the UIEB [44] dataset to evaluate the universality of the proposed method. The perfor-
mance of the proposed method is compared with classical and state-of-the-art methods.

4.1. Experiment on TST Dataset

To demonstrate the effectiveness of the proposed method for TST rotor attachment
detection, experiments were conducted on the TST dataset. The dataset is obtained by
simulating TST rotor attachment faults on a marine current power generation system
experiment platform and collected with an underwater camera.

4.1.1. Data Collection Experiment

To ensure the sample diversity, we add more fault types and different data collection
environments on the basis of Ref. [17]. The data collection experiment is performed on
the marine current power generation system experimental platform, and the structure and
parameters are the same as Ref. [18]. The rope is used to wrap around the TST rotor to
simulate the biofouling, as shown in Figure 2. Different degrees of attachment are simulated
by employing dry ropes of varying weights and different wrapping methods. Specifically,
the degree of attachment is distinguished by the dry rope weight (20 g, 40 g, and 60 g),
area, and position. The total number of winding turns is 13, of which there are 3 different
configurations for 40 g, namely 13, 3 (near the tip)-10 (near the hub), 6 (near the tip)-7
(near the hub). The detailed attachment degrees are shown in Table 1. The data collection
experiment is carried out in two working environments of clean and turbid water. Image
data collection is carried out at different shooting angles to simulate the real underwater
monitoring situation. The collected data are divided into 11 categories according to the
attachment degrees. The training set and test set contain 100/50 images for each category,
totaling 1100/550 images.
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Figure 2. Examples of TST rotor attachments: (a) in air; (b) in water. The red boxes indicate the
attachment area.

Table 1. Details of attachment degrees of TST.

Category Classifier Labels Attachment Details

Attachment degree 0 0 0 g-0 g-0 g
Attachment degree 1 1 0 g-20 g-0 g
Attachment degree 2 2 0 g-20 g-40 g
Attachment degree 3 3 0 g-20 g-60 g
Attachment degree 4 4 20 g-40 g-60 g
Attachment degree 5 5 20 g-40 g (6-7)-60 g
Attachment degree 6 6 40 g (6-7)-40 g (6-7)-60 g
Attachment degree 7 7 40 g-40 g (6-7)-60 g
Attachment degree 8 8 40 g (3-10)-40 g (6-7)-60 g
Attachment degree 9 9 40 g (3-10)-40 g (3-10)-60 g

Attachment degree 10 10 40 g-40 g (3-10)-60 g

4.1.2. Network Implementation Details

The method implementation process and network have been stated in Section 3. All
the algorithms are designed by Python 3.9. The classification network is built with open
source deep learning framework TensorFlow [45]. The details of the network parameters
involved are listed in Table 2.

Table 2. Parameter settings of the lightweight network.

Parameter Name Value

Learning rate 1.0 × 10−3

Training epochs 1000
Training batch size 16

Image size 495 × 495
Width coefficient α 1.0

Resolution coefficient ρ 1.0

4.1.3. Experiment Results

We apply the proposed MobileNet-IRNLGD rotor attachment detection network to the
TST dataset to validate the effectiveness. First, we evaluate the performance of MobileNet in
first-level detection. Table 3 shows the average results of classification networks under ten
repeated experiments. The dataset comes from the data collection experiment mentioned
above. It can be seen that MobileNet achieves the best performance in terms of reducing
the number of trainable parameters. In the case of costing 13.68% parameters of ResNet50,
the accuracy of MobileNet is 2.21% higher. The two-layer CNN and VGG-16 fail to extract
attachment features well due to insufficient network layers, so the recognition accuracy is
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unsatisfying. Moreover, because of the standard convolution, the number of parameters is
dozens or even hundreds of times that of MobileNet, even if the depth is not as deep as
the same. The results of two different ResNets show that the accuracy of the network does
not increase significantly with the depth of the network; it can be analyzed that the TST
images are captured underwater, and the contrast decreases compared with the onshore
image due to the medium absorption and attenuation of light propagation. As the image
intensity decreases, the features will be lost in the deep network, so the accuracy does not
improve much with the increase in the network depth.

Table 3. Quantitative experimental results of the five networks.

Name of Network Trainable Parameters Accuracy

MobileNet 3,218,251 96.69%
ResNet-101 42,522,699 94.48%
ResNet-50 23,530,571 94.46%
VGG-16 134,305,611 25.00%

Two-layer CNN 63,046,091 12.50%

Next, we assess the performance of IRNLGD. To verify the effectiveness of the pro-
posed algorithm in a complex underwater environment, the operating environment of
the TST is divided into clean/turbid water. Each environment is further characterized by
strong/weak illumination. The data under strong illumination come from Ref. [17], and the
data under weak illumination come from the data collection experiment mentioned above.
Four representative edge detection algorithms are selected, including Canny, SE, HED,
and PiDiNet. The mean squared error (MSE) and average gradient (AG) are employed to
evaluate the performance of each method. MSE is used to evaluate the similarity of the
edge detection results to the original images, while AG is used to measure the rate of gray
change in the results, which reflects the clarity and the expression of detail. The quantitative
evaluation results are presented in Table 4. IRNLGD achieves the best results in both MSE
and AG, indicating that the edges detected by the proposed method are closest to the
original image and possess the richest details. Canny and PiDiNet are ranked second
and third, respectively. The outcome is consistent with the characteristics observed in
qualitative comparisons. Figure 3 shows some results on the TST dataset, with two samples
for each environment. The experimental results indicate that SE hardly detects meaning-
ful edges. The results of HED and parts of Canny are discontinuous, failing to detect
closed edges, as shown in the blue boxes in Figure 3. While PiDiNet achieves the most
outstanding performance among the comparative methods, its output cannot distinguish
between attachments and blades. This leads to a crucial problem: when the blades are
completely covered by attachments, the results from PiDiNet fail to provide meaningful
information, as indicated in the green boxes in Figure 3. Only the proposed IRNLGD
can detect complete blade contours and the texture of attachments, which can achieve
attachment localization (the red boxes in Figure 3). What is more, a detailed comparison is
conducted to demonstrate the advantages of the proposed method in TST attachment fault
detection. The performance evaluation criteria are: (1) the ability to separate the foreground
and background; (2) the ability to detect the edge of the TST rotor; and (3) the ability to
distinguish between the blades and attachment.

Table 4. The quantitative comparison results of five methods on TST dataset.

Method MSE AG

Canny 17,374.37 9.186
SE 17,573.62 0.647

HED 17,813.11 3.299
PiDiNet 17,471.07 3.953
IRNLGD 16,742.77 14.627
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Figure 3. The comparison of five edge detection methods on TST dataset: (a) original image;
(b) Canny; (c) SE; (d) HED [34]; (e) PiDiNet [40]; (f) IRNLGD.
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Figure 4 shows the edge detection results of the TST image under clean water and
strong illumination. Canny is capable of capturing the complete edge of the TST rotor and
can partially differentiate the attachment from the blades. However, the distinction may not
be very clear. SE and HED fail to obtain the complete edge of the rotor. PiDiNet captures
complete edges but fails to differentiate between the blades and attachment, which may
affect the subsequent maintenance process. The proposed algorithm not only captures clear
and complete edges of the TST rotor but also highlights the distinction between healthy
blades and the attachment.

Figure 4. The comparison of five edge detection methods for clean water and strong illumination:
(a) original image; (b) Canny; (c) SE; (d) HED [34]; (e) PiDiNet [40]; (f) IRNLGD. The red boxes
indicate the attachment area.

Figure 5 shows the edge detection results of the TST image under turbid water and
strong illumination. Similar to Figure 4, Canny can extract rotor edges but cannot indicate
the location of the attachment. SE is almost completely ineffective, and HED detects
incomplete edges. PiDiNet can detect complete edges, but they tend to be thick with
insufficient refinement. It also ignores the localization of the attachment. IRNLGD is
capable of both extracting complete edges and indicating attachment areas.

Figure 6 shows the edge detection results of the TST image under clean water and
weak illumination. We use several boxes to highlight the details. Except for SE, most of
the algorithms can detect clear edges but some differences exist: Canny and IRNLGD can
extract fine edges and differentiate between clean blades and biofouling regions, while the
other two can only identify the outline. HED can only detect partial edges and tends to
lose edges in details, such as the attachments at the blade tip (left red box in Figure 6d);
the detected edges are incomplete, as shown in the dark side of the blade (right green box
in Figure 6d). PiDiNet can extract precise rotor edges but fails to distinguish between the
blades and attachment. What is more, it also displays some edges of background, which
are useless for fault diagnosis. In the comparison of Canny and IRNLGD, the attachment
area detected by Canny shows partial loss (left red box in Figure 6b), but IRNLGD can
fully display the texture of the attachment (left red box in Figure 6f). Both of them have
achieved better results in edge refinement than other methods. Canny performs well
in refinement due to non-maximum suppression. However, it is important to note that
Canny’s high performance relies on manually selected thresholds, while the proposed
IRNLGD is adaptive.
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Figure 5. The comparison of five edge detection methods for turbid water and strong illumination:
(a) original image; (b) Canny; (c) SE; (d) HED [34]; (e) PiDiNet [40]; (f) IRNLGD. The red boxes
indicate the attachment area.

Figure 6. The comparison of five edge detection methods for clean water and weak illumination:
(a) original image; (b) Canny; (c) SE; (d) HED [34]; (e) PiDiNet [40]; (f) IRNLGD.

Figure 7 shows the edge detection results of the TST image under turbid water and
weak illumination. SE fails to detect a meaningful edge. HED produces incomplete contours
(right green box in Figure 7d) and fails to detect the boundary between the attachment
and blade near the tip (left red box in Figure 7d). PiDiNet offers advantages in edge
extraction, but it cannot indicate the attachment areas. Canny and IRNLGD perform well
in distinguishing between the blade and the attachment, but Canny tends to lose details in
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densely textured areas (right green box in Figure 7b). In contrast, IRNLGD not only detects
complete edges but also clearly distinguishes the attachment area from the blades.

Figure 7. The comparison of five edge detection methods for turbid water and weak illumination:
(a) original image; (b) Canny; (c) SE; (d) HED [34]; (e) PiDiNet [40]; (f) IRNLGD.

4.2. Experiment on BSDS500 Dataset

Due to the lack of a publicly available edge detection dataset designed for underwater
images, the BSDS500 dataset is used to evaluate the quality of the proposed edge detection
algorithm. The dataset is universally adopted for natural edge detection evaluation, con-
sisting of 500 natural images and real human annotations. Each image is segmented by five
different experts independently. The five segmentation results are combined with equal
weights for objective ground truth. Color channel attenuation and blurring operations are
performed on the dataset to simulate the characteristics of an underwater environment.

We employ three quantitative metrics commonly used in edge detection evaluation:
the optimal dataset scale (ODS), optimal image scale (OIS), and average precision (AP).
Table 5 compares the different edge detection algorithms on BSDS500. The proposed
algorithm does not obtain satisfactory results in quantitative evaluation, primarily because
IRNLGD can detect fine edges, while human ground truth focuses more on contours and
ignores details. This difference causes the detected detailed textures to be penalized in
the evaluation. The distinctive feature can be highlighted in visual comparisons. Figure 8
compares the results of IRNLGD with those of other methods. Due to the simulated
underwater operation, the images are degraded and feature extraction is compromised,
leading to various degrees of failure for the algorithms: SE fails to detect meaningful
edges; HED produces a few non-closed contours, losing the most meaningful information,
as shown in Figure 8d,e. Canny and PiDiNet achieve better performance among the
compared methods but still exhibit incomplete edges. There are discontinuities in low-
contrast regions, which is evident in the results of Canny (Figure 8c). The dependence of
deep learning on data can result in decreased performance when dealing with new types
of samples. For example, in Figure 8f, PiDiNet fails to detect edges or produces weak
responses in some dim areas. In contrast, IRNLGD can detect complete edges and capture
details not marked in human ground truth, such as the bird wing in sample III in Figure 8g.
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The proposed method may have weaker noise suppression capabilities but successfully
detects complete edges and fine textures.

Table 5. Quantitative results on the BSDS500 dataset.

Detectors ODS OIS AP

Human 0.80 0.80 -
Sobel 0.563 0.594 0.537

Canny 0.546 0.548 0.004
Roberts 0.553 0.581 0.524

SE 0.668 0.683 0.659
HED [34] 0.557 0.560 0.041

PiDiNet [40] 0.762 0.777 0.753
IRNLGD 0.487 0.489 0.009

Figure 8. The comparison of five edge detection methods on the BSDS500 dataset: (a) original image;
(b) ground truth; (c) Canny; (d) SE; (e) HED [34]; (f) PiDiNet [40]; (g) IRNLGD. I, II, and III refer to
different samples. The red boxes indicate details.
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4.3. Experiment on UIEB Dataset

Experiments were conducted on the UIEB dataset [44] to demonstrate the proposed
method’s effectiveness on underwater images. The dataset contains 950 original underwater
images captured under various illuminations, including natural light, artificial light, or a
combination of both. Due to the lack of an objective and publicly available human ground
truth, only a qualitative assessment is performed here.

Figure 9 shows some detection results. Due to the degradation of underwater images,
Canny and SE fail to detect meaningful edges and only prove effective in some high-contrast
regions. HED produces a clear contour but can only detect partial edges in a high-turbidity
environment. PiDiNet takes into account the idea of pixel differentiation and is sensitive to
gradients, achieving more complete edge detection compared to HED. However, it also
misses some edges, especially in low-contrast regions, as shown in red boxes in Figure 9e.
IRNLGD not only achieves complete edges but also detects fine details, even in dim parts
(as shown in the green boxes in Figure 9f). Moreover, its performance does not rely on an
extensive amount of data for training.

Figure 9. The comparison of five edge detection methods on the UIEB dataset: (a) original image;
(b) Canny; (c) SE; (d) HED [34]; (e) PiDiNet [40]; (f) IRNLGD.

4.4. Analysis

Based on the above experimental results, it is evident that the proposed method
outperforms other techniques in the detection of fine edges in underwater images. IRNLGD
obtains better results on the TST and UIEB datasets than other methods. The failure of the
compared methods is due to the scattering during the propagation of light underwater,
which causes image degradation. Forward scattering weakens the energy of the light,
blurring the image and defocussing the contour lines; backward scattering allows light
reflected by floating particles to enter the camera, resulting in an image with much noise.
These factors make underwater images characterized by low contrast and attenuated
intensity, leading to the failure of various edge detection algorithms that perform well in
air images. The pixel values of underwater images do not vary significantly, making some
gradient-based operators unable to obtain the desired results. The accuracy of supervised
algorithms relies on rich training data. They fail on underwater images with low contrast
due to a lack of labeled samples. However, our method considers gradients in multiple
directions, allowing for the capture of richer information. Additionally, IRNLGD creatively
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introduces the concept of “gradient direction calibration”, enabling gradient directions
to directly participate in edge determination; it contributes to IRNLGD’s ability to better
capture changes in pixel intensity with limited information, thus facilitating edge detection
in degraded images such as those with low light or turbidity.

In the quantitative assessment, the results of IRNLGD are undesirable. The reason is that
BSDS500 is annotated for image segmentation and contour detection, and some detailed edges
detected by the proposed method are penalized. However, the new edges and textures can also
provide valuable information in some cases. The quantitative evaluation results of supervised
algorithms are generally better due to the advantage of deep learning-based methods with
good feature extraction. They can extract deep feature representations from a large number of
training images. A similar feature extraction process does not exist in unsupervised methods.
However, our method can still obtain satisfactory results and has no requirement for paired
data for training. Therefore, the proposed IRNLGD is competent for edge detection tasks.

While the proposed method has some limitations compared with other methods, these
can also be turned into advantages in certain situations. It is undeniable that, in terms of
semantic understanding, IRNLGD falls short compared to deep learning-based approaches.
However, the performance of deep learning relies on a large amount of labeled data, which
is not aligned with the research purposes. The advantage of IRNLGD lies precisely in
its ability to perform comprehensive and detailed edge detection without the need of
training. Additionally, the proposed IRNLGD exhibits some noise in certain samples; this
is acceptable. IRNLGD is designed for fault diagnosis in underwater equipment such as
a TST, and this characteristic helps to distinguish between attachments and equipment
bodies in the outcome: submerged devices often use smooth materials and anti-fouling
coatings to delay biofouling, while the biofouling has a rough surface [46,47]. Experimental
results on the TST dataset demonstrate that IRNLGD can fully display the texture of
attachments, thereby indicating attachment areas; something that other methods cannot
achieve. Therefore, a small amount of noise does not diminish the contribution of the
proposed method to the research purposes.

In summary, the proposed method can detect fine edges better, without training or
manually selected thresholds, and is more robust than other methods.

5. Conclusions

In this paper, a novel edge detection method IRNLGD based on multi-direction
gradient is proposed. IRNLGD enhances the edge determination process by calibrating the
gradient directions, allowing a more comprehensive inclusion of gradient from multiple
directions. Experiments on a TST dataset, BSDS500, and UIEB demonstrate as follows:
(1) IRNLGD can effectively detect edges in low-quality images; and (2) IRNLGD can
detect a greater amount of fine texture information. In addition, we explore a two-level
TST rotor attachment detection method, MobileNet-IRNLGD. IRNLGD is added as a
branch to the classification network MobileNet, which provides fault location while the
MobileNet provides attachment degree. The advantages of this method are: (1) It requires
less computational resources, reducing hardware demands. (2) It combines supervised
algorithms with non-data-driven methods to achieve complementarity, reducing the need
for extensive training data. The proposed MobileNet-IRNLGD can provide preliminary
fault diagnosis in the first stage, enabling technical staff to take appropriate measures based
on the fault severity. During underwater cleaning operations, the precise fault localization
in the second stage can provide necessary reference and guidance for operators. Since the
proposed edge detection method, IRNLGD, is a non-data-driven algorithm, it can meet the
monitoring needs of various types of submerged turbines and other underwater devices.
This can be extrapolated from experiments conducted on the UIEB dataset, as our method
can also achieve detailed edges and texture detection in degraded underwater images.
Overall, the proposed IRNLGD has demonstrated its effectiveness in edge detection, and the
MobileNet-IRNLGD has also shown promising results and potential.
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IRNLGD can effectively extract edge information from TST images without requiring
paired data for training. However, it faces challenges when dealing with images affected
by motion blur. In the future, the research will focus on exploring solutions for the motion-
blurred images.
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Abstract: In recent years, clean and renewable energy sources have received much attention to
balance the contradiction between resource needs and environmental sustainability. Among them,
ocean thermal energy conversion (OTEC), which consists of surface warm seawater and deep cold
seawater, can rely on thermal cycling to generate electricity and has great potential in alleviating the
energy crisis. In this paper, the design and experiment study of a 50 kW OTEC platform is proposed.
Thermodynamic modeling, calculation, optimization, and engineering calibration of the system
were carried out, and the thermal efficiency reached 2.63% to meet the power generation demand.
Experiments were also carried out by using a heat pump unit to simulate hot and cold seawater
environments, and data on the stable operation of the system were obtained, with the grid-connected
power reaching 47.5 kW and a thermal efficiency of 2.46%. The accuracy of the design scheme is
verified, and the theoretical basis and data support are provided for the practical development and
application of ocean thermal energy conversion.

Keywords: ocean thermal energy conversion; organic Rankine cycle; platform design; experimental
research

1. Introduction

Most of the energy used in the world is fossil fuels. Coal accounts for 70 percent
of major energy consumption. Excessive use of fossil fuels produces large quantities of
harmful gases, and wastewater emissions are increasing day by day. In recent years, with
the gradual deterioration of the global environment, countries around the world have been
changing their energy structures, which rely mainly on fossil fuels such as oil and natural
gas, and have been actively advocating and developing the use of new and renewable
energy sources with more and more attention being paid to ocean energy [1–4]. In the
United Nations sustainable development agenda for 2030, ocean renewable energies have
been explicitly identified as a key objective of sustainable development [5].

There are various forms of renewable energy in the ocean, including ocean wind energy,
wave energy, tidal current energy, ocean thermal energy, and salt difference energy [6–8]. The
ocean thermal energy refers to the heat energy stored between warm seawater (25~30 ◦C)
and deep cold seawater (4~7 ◦C) on the surface of the ocean that is irradiated by the sun
all year round [9]. Compared with other ocean energy sources, the advantages of ocean
thermal energy are that it is stable and continuous, has large reserves, and is non-polluting,
and the thermal cycle system can be used to complete power generation [10,11]. The South
China Sea has huge reserves of ocean thermal energy. Theoretical reserves in China’s
offshore and adjacent waters are 14.4 × 1021–15.9 × 1021 J, and the total installed capacity
can be developed from 17.47 × 108–18.33 × 108 kW, 90% of which is distributed in the
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South China Sea. Actively developing ocean thermal energy can provide an important
guarantee for resource development in the South China Sea [12–14]. The development of
ocean thermal energy conversion can reduce the dependence on fossil energy and reduce
carbon dioxide emissions [15]. While improving the environment, it can also obtain a large
amount of high-quality deep clean seawater, which is considered to be one of the energy
sources with development potential [16–19].

In 1881, French scientist Arsonval first proposed the feasibility of ocean thermal
energy conversion (OTEC) [20]. His student Georges then built the first OTEC factory in
1930 [21]. However, at that time, the technology was not widely used due to its high cost
and low energy conversion efficiency. In the 1970s, the oil crisis broke out, and human
environmental protection awareness increased. Several countries, mainly France, Japan,
and the United States, began to attach importance to the development of ocean energy [22].
In 1970, a small offshore power station with a net output of 15 kW was built in Hawaii [23].
In 1981, the Tokyo Electric Power Company built a 100 kW OTEC onshore test plant with
R22 as the working fluid in the Republic of Nauru, with a net output power of 31.5 kW [24].
In 1982, Japan’s Tokushima company established a 50 kW onshore OTEC power plant
with R717 as the working fluid [25]. At the same time, the National Institute of Ocean
Technology of India and Saga University of Japan reached a cooperation to build an offshore
floating OTEC power plant [26], which provided 493 kW of electricity to the grid. In 2013,
the U.S. Makai Offshore Engineering Company designed a 100 kW power plant. In the
same year, the French DCNS Group successfully constructed and installed on the French
island of Reunion an experimental prototype for OTEC, which is a 1/250th scale prototype
compared to the proposed 10 MW plant, with the goal of generating 15 kW of equivalent
power. In order to make the prototypes as close as possible to the 10 MW OTEC power
plant, they use the same operating pressure [27–29]. In 2019, the 1 MW OTEC power
plant was built in South Korea and underwent offshore trials in Busan, where the actual
power generation was only 338 kW due to the design temperature difference between the
cooling and heating source systems [30]. In China, the First Institute of Oceanography of
the Ministry of Natural Resources successively developed 10 kW and 15 kW OTEC system
prototypes in 2006 [31]. In general, OTEC technology has been well applied in tropical
ocean areas, such as the Pacific Ocean, Indian Ocean, and Caribbean Sea. More and more
countries are actively researching and developing related technologies. However, most of
the research related to ocean thermal energy conversion stays at the stage of theoretical
analysis, and industrialization development is lagging behind, so there is an urgent need
to promote the development of technology and equipment related to the development of
ocean thermal energy and provide the necessary technical support for the development of
the industry.

Ocean thermal energy conversion systems are divided into the open type [32], closed
type [33,34], and hybrid type [35,36] due to their different cycle modes. Among them, the
closed-type cycle is widely used because of its easy miniaturization. The organic Rankine
cycle [37], as the most basic OTEC closed cycle, is one of the typical sustainable energy
technologies that use low-grade energy for power generation.

The 50 kW OTEC power generation platform proposed in this paper is equipped
with a cold and heat source control module. The working fluid of the system is R134a.
Scholars have conducted a large number of studies and analyses on the advantages and
disadvantages of the thermodynamic performance of various refrigerants under ocean
thermal energy conditions [38–41]. In the demonstration equipment and experimental
equipment of various countries, the commonly used refrigerants are mainly ammonia and
R134a [42]. Although the performance of ammonia is optimal, it is corrosive, toxic, and
easy to volatilize, and the incidence of chemical accidents is very high.

However, R134a has a good comprehensive performance. It is non-flammable, non-
explosive, non-toxic, non-irritant, non-corrosive, chemically stable, does not have chemical
reactions with metals such as iron, copper, and aluminum, and does not destroy the
ozone layer. The safety grade is the safest A1, which is a mainstream refrigerant with
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very high safety and environmental protection and is used in many demonstration power
stations developed in Japan and the United States. The experimental test platform for
the cycle system circulating agent dosage is very large, and R134a was finally selected
as the circulating agent for safety and environmental considerations. [14,43,44]. In the
system, Aspen Plus V10 is used to match a suitable water immersion screw chiller to meet
the 4 ◦C/28 ◦C cooling and heating source conditions. After equipment selection, the 3D
packaging experimental platform is designed by Pro-E 5.0 to improve the space utilization.
Then, PLC (Programmable Logic Controller) control cabinets for master and slave stations
are added to collect analog signals such as the pressure, flow rate, temperature, and valve
opening. Finally, the grid-connected inverter feeds the system power into the grid, which
improves the resource utilization efficiency and builds a recycling system.

The development and use of ocean thermal energy is based on the system design. This
paper about the South China Sea ocean thermal energy application environment focuses
on thermodynamic calculation, working fluid selection, system components selection, and
engineering verification of the 50 kW ocean thermal energy conversion test platform to
carry out the design work, and the heat pump unit simulation of hot and cold seawater
environments for experiments has verified the accuracy of the design scheme.

2. Materials and Methods

2.1. Platform Principle and Thermodynamic Calculation

In the ideal state without considering any loss, the organic Rankine cycle can be
decomposed into four thermodynamic processes: the isentropic expansion process (a~b’),
isothermal condensation process (b’~c), isentropic compression process (c~d), and constant
pressure heat absorption process (d~e~a) [45,46]. A system temperature entropy diagram
is shown in Figure 1. R134a belongs to the wet working fluid [47], and the slope of
the saturated steam curve (dT/ds) is negative. The principle of ocean thermal energy
conversion power generation is shown in Figure 2, numbers 1~8 represent the working
fluid state points at the inlet and outlet of the equipment in the diagram. R134a in the
evaporator heated by warm seawater with a surface temperature of 28 ◦C makes it become
saturated steam in the turbine and promotes the turbine to work and generate electricity.
The exhaust steam from the turbine outlet enters the condenser, exchanges heat with the
cold seawater at the deep temperature of 4 ◦C, and condenses into liquid. After being
supercharged by a working fluid pump, it returns to the evaporator to complete the
cycle. It is assumed that the working fluid has no leakage to characterize the steady-state
performance of the system; the fluid velocity is constant and incompressible; and its kinetic
energy, potential energy, and heat loss are ignored. The transparent entropy efficiency
is set to 85%, the efficiencies of the motor and pump are both 90%, and the temperature
difference between the inlet and outlet of the seawater is set to 2 ◦C.

Figure 1. Temperature–entropy diagram of R134a.
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Figure 2. A schematic diagram of organic Rankine cycle.

In thermodynamics, specific enthalpy represents the thermal energy per unit mass of
a substance under certain conditions. When a substance passes through a system in the
form of flow, the heat transferred is the specific enthalpy of previous and subsequent states
multiplied by the mass flow.

The energy conservation equation of the heat exchanger is as follows:

Q =
.

mΔh = mwcwΔT (1)

where Q is the amount of heat exchange (kW), Δh is the specific enthalpy difference between
the inlet and outlet of the working fluid side of the heat exchanger (kJ/kg),

.
m is the mass

flow of the working fluid (kg/s), mw is the mass flow of seawater (kg/s), cw is the specific
heat capacity of seawater at constant pressure (J/g◦C), and ΔT is the seawater side of the
heat exchanger temperature rise or drop (◦C).

The heat exchange area of the heat exchanger (m2) is as follows:

A =
Q

kΔtm
(2)

where k is the heat transfer coefficient (W/m2 ◦C) and Δtm is the logarithmic heat transfer
temperature difference (◦C).

The output power of the turbine (kW) is as follows:

W =
.

m(h2 − h3)ηgηis (3)

where h2 is the specific enthalpy of the inlet of the turbine (kJ/kg), h3 is the specific enthalpy
of the outlet of the turbine (kJ/kg), ηg is the motor efficiency, and ηis is the entropy efficiency
of the turbine.

The isentropic efficiency of the turbine is as follows:

ηis =
h2 − h3

h2 − h3′
(4)

where h3′ is the ideal enthalpy value of the turbine outlet ignoring the isentropic efficiency
(kJ/kg).

Since the pressure of the working fluid entering the turbine decreases and becomes
exhausted steam, it may cause the liquefaction of the gases in the turbine, which can cause
impact damage to the turbine blades. Therefore, it is necessary to prevent the working fluid
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dryness from being too low. Generally, the dryness x of the working fluid at the outlet of
the turbine should be greater than 0.92. The calculation formula is as follows:

x =
h2 − h5

h5′ − h5
(5)

where h5′ and h5 are the enthalpy values of the saturated gas and the saturated liquid at
the outlet of the condenser (kJ/kg), respectively.

The working fluid pump works (kW) as follows:

WP =

.
m(h 7 − h6

)
ηP

(6)

where ηP is the pump efficiency.
The net output work (kW) is as follows:

Wnet = WT − WP (7)

The theoretical cycle thermal efficiency is as follows:

η0 =
(h2 − h3)− (h7 − h6)

(h1 − h8)
(8)

The thermal efficiency of the system is as follows:

ηnet =
Wnet

Qe
(9)

where Qe is the heat exchange amount of the evaporator (kW).
The optimization process of system thermodynamics calculation is shown in Figure 3.

We know the thermodynamic parameters, heat source temperature, cold source temper-
ature, heat transfer end difference, and other working condition settings at each state
point. Under the premise of ensuring the dryness of the turbine outlet, firstly, calculate the
theoretical cycle of the system efficiency and heat absorption of the evaporator to obtain
the working fluid flow; secondly, according to the working fluid flow, enthalpy difference,
logarithmic average temperature difference, and heat transfer coefficient, heat exchange
capacity, heat exchange area, pump power, working fluid flow, and pipe diameter of cold
and hot seawater; finally, select the type according to the pump power of the working
fluid and calculate whether the net output power meets 50 kW thermal efficiency. The best
working condition setting is obtained through the system’s thermal efficiency results.
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Figure 3. A flow chart of thermodynamic calculation optimization for OTEC.

2.2. Equipment Selection and Engineering Check

After the thermodynamic optimization calculation of the OTEC system, the selection
of key components, valve installation, and piping design can be carried out initially. A
specific process flow chart is shown in Figure 4. Each section of the pipeline is equipped
with a pressure sensor and temperature sensor for easy measurement. The heat exchanger
adopts a full-liquid structure [48], the working fluid goes through the shell side, and the
water goes through the tube side. Low-fin threaded tubes are immersed in working fluid,
resulting in a large heat exchange area and high heat transfer efficiency. In order to prevent
the turbine’s service life from being shortened by the impact of droplets, a gas–liquid
separator is added and integrated with the evaporator to increase the space occupancy
rate. The turbine adopts a symmetrical and efficient centripetal radial flow type and is
directly connected to the generator as an all-in-one machine, with gas bearings support,
low vibration, low power consumption, a long service life, and a low maintenance cost.
The working fluid pump adopts a hermetic centrifugal canned motor pump and power
frequency control, and the flow is bypassed through the bypass regulating valve. The inlet
of the evaporator is equipped with a shut-off valve, which is interlocked with the liquid
level control; the turbine inlet is equipped with a pneumatic regulating valve, and the
outlet has a shut-off check valve, which is connected in parallel with the bypass regulating
valve. The condenser outlet is equipped with a shut-off valve; the inlet of the working fluid
pump has two shut-off valves and one filter, and the outlet is equipped with a flowmeter.
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Figure 4. A design diagram of OTEC system.

In actual engineering, the fluid flow resistance caused by the viscous characteristics in
the pipeline causes a part of the mechanical energy to be converted into heat energy to be
lost. In addition, various valves, flowmeters, filters, and elbows will also cause local energy
loss. Therefore, to ensure the smooth implementation of the project, the system is checked,
calculated, and corrected.

The head loss along the pipe (m) [49] is as follows:

h f =
λlv2

2dg
(10)

where l is the pipe length (m), d is the pipe diameter (m), v is the average flow velocity
of the cross-section fluid (m/s), g is the acceleration of gravity (m/s2), and λ is the drag
coefficient along the way.

When calculating the local head loss, a certain section of local obstacle resistance is
converted into a section of straight pipe along the way resistance with the same diameter
as the pipe diameter. The length of this section of pipe is called the equivalent length of the
local resistance [50], which is represented by lq (m), as follows:

hj =
ξv2

2g
=

λlqv2

2dg
(11)

∑ lq =
∑ ξd

λ
(12)

Then, the total head loss of the entire pipeline (m) is as follows:

h = h f + hj = λ∑
lv2

2dg
+ λ∑

lqv2

2dg
(13)

The total pressure loss (MPa) is as follows:

ΔP = ΔPf + ΔPj (14)

3. Results and Discussion

3.1. System Design Parameters

The system correction parameters are shown in Tables 1 and 2.
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Table 1. Correction of thermodynamic parameters for R134a—organic Rankine cycle.

Status Point
Temperature/T Pressure/P Density/ρ Specific Enthalpy/h Specific Entropy/s

◦C kPa Kg/m3 kJ/kg kJ/(kg·K)

1 24 645.78 31.39 411.82 1.7166
2 24 632.23 30.59 412.18 1.7193
3′ 8.48 393.96 19.34 402.48 1.7193
3 9.01 393.96 19.18 403.96 1.7246
4 9.01 390.61 19.00 404.05 1.7255
5 8 387.61 1267.90 210.84 1.0388
6 7.79 384.86 1268.60 210.55 1.0378
7 7.90 650.99 1269.40 210.75 1.0378
8 7.90 648.78 1269.40 210.75 1.0378

Table 2. Correction of key parameters for R134a—organic Rankine cycle.

Name
R134a System

Initial Value Check Value

1–2 Working fluid flow rate/(m/s) 15 14.43
3–4 Working fluid flow rate/(m/s) 15 13.25
5–6 Working fluid flow rate/(m/s) 0.5 0.51
7–8 Working fluid flow rate/(m/s) 1.5 1.25

1–2 pipe diameter/mm 144.56 150
3–4 pipe diameter/mm 185.12 200
5–6 pipe diameter/mm 123.90 125
7–8 pipe diameter/mm 87.59 100

1–2 pressure drop loss/MPa 0 0.01355
3–4 pressure drop loss/MPa 0 0.00335
5–6 pressure drop loss/MPa 0 0.00275
7–8 pressure drop loss/MPa 0 0.00221

Diameter of warm seawater pipe/mm 341.29 350
Diameter of cold seawater pipe/mm 333.95 350

Warm seawater mass flow/(kg/s) 182.87 191.49
Cold seawater mass flow/(kg/s) 175.09 183.93
Working fluid mass flow/(kg/s) 7.64 8
Evaporator heat absorption/kW 1536.1 1608.56
Condenser heat dissipation/kW 1470.78 1545.68

Turbine output power/kW 51.08 50.3
System thermal efficiency/% 3.22 2.63

3.2. Overall Structure and Control System

Compared with ordinary dry-type chillers, flooded units have a smaller heat transfer
temperature difference and lower outlet superheat, which increases the evaporation tem-
perature and makes full use of the heat exchange area. Therefore, they are more efficient
and energy-saving. Screw full-liquid chillers have increasingly become a research and
application hotspot of large-scale chillers [51,52].

When the prototype of the power generation system in this paper is running on
land, a screw-filled chiller is selected to prepare the cold and heat sources to simulate the
28 ◦C/4 ◦C seawater temperature difference to store thermal energy. As shown in Figure 5,
the experimental platform consists of an OTEC system and a cold and heat source control
system. The cold and heat source control system includes heat pump units (condensers,
evaporators, screw compressors), air-cooled auxiliary units (air-cooled condensers, liquid
receivers, evaporators, screw compressors), cold and warm water heat exchangers, warm
water tanks, a cold water tank, a warm water pump, a cold water pump, an auxiliary
water pump, various valves, etc. The physical diagram of the 50 kW OTEC experimental
test platform is shown in Figures 6 and 7. Considering factors such as floor space, the
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organic Rankine cycle module, heat pump unit module, and auxiliary unit module are all
skid-mounted, which is convenient for transportation and assembly.

 

Figure 5. A design diagram of overall experiment setup.

 

Figure 6. A physical diagram of the 50 kW OTEC analog water recycling system.
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Figure 7. A physical diagram of the 50 kW OTEC generation system.

The heat pump unit selects the model LS25LMSA (Moon Environment Technology
Co., Ltd., Yantai, China, the same below) screw heat pump refrigerant machine, and the
external dimension of the equipment is 6300 × 4000 × 3500 (mm). Among them, the main
engine is a twin-screw compressor unit LG25LYA, and the power supply is 3P/50HZ/380V.
According to the calculation of Aspen Plus operation, the design working condition of the
water-cooled condenser heat transfer is 2187 kW, the waterside inlet temperature is 26 ◦C,
and the outlet temperature is 28 ◦C; the evaporator design working condition heat transfer
is 1863 kW, and the waterside inlet temperature is 6 ◦C. The outlet temperature is 4 ◦C.
Considering that the summer temperature is higher than 28 ◦C, the air-cooled auxiliary unit
LS16SMFA is added. The heat transfer capacity of the air-cooled condenser is 452 kW in the
design working condition, and the heat transfer capacity in the design working condition
of the evaporator is 387.8 kW.

The temperature of the cold and heat sources of the system should reach 4 ◦C/28 ◦C.
First, the cold and warm water heat exchanger should make the water temperature reach
about 16 ◦C after heat exchange. Electricity will increase the temperature difference to
meet the requirements. The specific control strategy is when the temperature of the water
system is lower than 16 ◦C, the heat pump unit is turned on, and the temperature of the
whole system is raised to 16 ◦C through the cold and warm water heat exchanger, and
then the cold and warm water heat exchanger is bypassed. For the cold water system and
warm water system, the temperature difference is increased by external power, reaching
4 ◦C/28 ◦C; when the temperature of the water system is higher than 16 ◦C and lower
than 28 ◦C, the auxiliary unit is turned on, and the cold and warm water heat exchanger is
used to reduce the temperature of the entire system to 16 ◦C. The cold and warm water
heat exchanger is then bypassed, the heat pump unit is turned on, and work is performed
on the cold and warm water system separately to reach a 4 ◦C/28 ◦C working condition;
when the temperature of the water system is higher than 28 ◦C, the auxiliary unit is turned
on, and the cold and warm water heat exchanger reduces the temperature of the warm
water system to 28 ◦C. Then, the cold and warm water heat exchanger is bypassed, and the
temperature of the cold water system is reduced to 4 ◦C separately. The system operating
conditions and ambient conditions are shown in Tables 3 and 4, respectively.
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Table 3. OTEC ambient conditions.

Name Parameter Value

Electricity supply Input voltage (V) 380
Frequency (Hz) 50

Water supply Pressure (MPa) 0.4~0.6
Water quality Meet GB/T50050 [53]

Using of equipment

Working fluid R134a
Anti-corrosion grade THWF2

Environmental temperature (◦C) <40
Altitude (m) <1000

Table 4. Operating conditions for component.

Name Type Parameter Value

Pump Shielded
Mass flow (m3/h) 24.2

Inlet pressure (MPa) 0.3~0.5
Outlet pressure (MPa) 0.6~0.8

Evaporator

Material side
Inlet/Evaporation
temperature (◦C) 8/24

Pressure (kPa) 646

Water side
Inlet/outlet temperature (◦C) 28/6

Heat exchange (kW) 1610

Turbine Centripetal Rated speed (rpm) 12,500
Rating power (kW) 50

Condenser
Material side

Inlet/condensing
temperature (◦C) 9/8

Pressure (kPa) 388

Water side
Inlet/outlet temperature (◦C) 4/6

Heat exchange (kW) 1546

As shown in Figure 8, the prototype in this paper is controlled by a two-level electrical
system, with data acquisition and monitoring functions for analog signals, such as the
pressure, flow, temperature, and valve switches, and can automatically generate graphs
and save data in real time. The main station PLC control cabinet is used as the first-
level main console, and the method of PLC with an industrial computer is selected as
the core processing component. The PLC uses the Siemens SIMATIC S7-1500 model
(Moon Environment Technology Co., Ltd., Yantai, China, the same below), and the upper
computer uses the Advantech i7 processor industrial computer (Advantech, Beijing, China).
As shown in Figure 9, the master station control system can monitor the control systems of
each slave station, control the warm water pump, cold water pump, auxiliary water pump,
cold and warm water heat exchanger, and the logical relationship between the actions of
the units in the entire system to meet different process adjustments. The OTEC system, heat
pump unit, and auxiliary unit have their own Siemens SIMATIC S7-1200, which constitutes
the second level as a slave station. All the data from the slave station can communicate
with the master station through the integrated PROFINET interface of SIMATIC S7-1200,
and the data can be uploaded to the integrated PLC control cabinet in real time, and the
master station cabinet SIMATIC S7-1500 will carry out integrated control.
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Figure 8. A schematic diagram of control system.

 

Figure 9. A physical diagram of console with data monitoring and control function.

3.3. On-Grid System

Aiming for power generation with small temperature differences in the ocean, the
traditional grid-connected method is improved, and the grid-connected inverter cabinet is
adopted. As shown in Figure 10, the system power is converted into DC power through the
rectifier equipment, and then the DC power is converted into the same frequency and phase
as the grid. Part of the sine wave current can supply power to the local load, and the surplus
power can be fed into the grid, eliminating the need for gearboxes, accumulators, and other
components. The grid-connected inverter adopts space vector pulse width modulation
technology, pure sine wave output, and automatic and synchronous grid tracking; the
power factor is close to 1, the current harmonic content is low, there is no pollution to the
public grid, there is no impact, and the power generation efficiency is high.
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Figure 10. A schematic diagram of grid connection.

3.4. Data Acquisition System

Various states in the OTEC system, such as the temperature, pressure, and mass flow
rate, are used as the main monitoring data for equipment operation.

In order to understand the internal operation status of the turbine expander, tempera-
ture and pressure sensors are installed at the turbine inlet and outlet, and speed-measuring
instruments and vibration sensors are installed in the turbine generator set (Suzhou Xida
Low Temperature Equipment Co., Ltd., Suzhou, China). In order to understand the status
of system operation, temperature sensors and pressure sensors are installed at the inlet
and outlet of the evaporator and condenser, respectively, to monitor the temperature and
pressure of the simulated seawater; pressure sensors are installed at the inlet and outlet of
the working fluid pump, and a flowmeter is installed at the outlet for the measurement
of the working fluid mass flow (Moon Environment Technology Co., Ltd., Yantai, China).
Measuring equipment models and parameters are detailed in Table 5.

Table 5. Measuring equipment model and parameters.

Monitoring
Instrument

Model Number Range of Scales Inaccuracies

Mass flowmeter DMF-1-U50 0~33 t/h ±0.2%
Temperature sensor WZP2-83 −50~200 ◦C ±(0.15 + 0.002|t|)

Pressure sensor SIEMENS 7MF0300 −0.1~1.6 MPa 0.075%
RPM sensor CD-1 0~40,000 r ±0.2%

Vibration sensors SZ-6 0~2000 μm ±5%

3.5. Experimental Results

Figure 11 shows the variation in the input conditions during the whole system op-
eration, including the temperature and flow rate of warm and cold seawater. Figure 12
reflects the whole process of the system from (1) start-up to (2) stable operation and finally
(3) shutdown.

Process (1) is the start-up phase, in which each parameter changes gradually as the
opening of the turbine supply valves increases and the opening of the bypass valves
decreases, and the output power increases gradually. Process (2) is the stable operation
stage: the output parameters of the system can be changed within this range according
to the adjustment of the input parameters, maintained in a relatively good control range,
without large fluctuations. Process (3) is the shutdown phase, which is the opposite of the
valve opening control and start-up process; it can be completed in a relatively short period
of time to shut down the experimental equipment.

As can be seen from the experimental process demonstrated in Figures 11 and 12, in
the initial stage, the turbine inlet valve is not yet fully open and the bypass pipeline diverts
some of the working fluid, resulting in a slow start-up of the turbine. The experiment
shows grid-connected power at around 1400 s, and it keeps increasing. When the bypass
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valve is fully closed, the opening of the turbine inlet valve is about 40%, which leads to
a large pressure loss of the working fluid flowing through the valve, so the DC power is
kept at a low level. As the opening of the turbine inlet valve gradually reaches 100%, the
pressure loss of the mass flowing through the inlet valve decreases and continues in this
state for 40 min. Due to the adjustment of the seawater temperature as well as the flow
rate, the output power is increasing and the desired design value is reached. The thermal
efficiency of the system does not change much as the heat load is also increasing.

Overall, the system is in good operating condition, with gradual changes in the
parameters during the start-up phase, and the system can relatively maintain all the
parameters within a reasonable range without too much fluctuation during the stable
operation phase, and finally a stable shutdown is realized.

Figure 11. The input working conditions of the power generation system.

Figure 12. Variation in output parameters during the experiment.

4. Conclusions

In this study, a construction scheme of a land-based prototype simulation system for
ocean thermal energy conversion with a cold and heat source control module was proposed,
and the design and experimental study of a 50 kW ocean thermal energy conversion test
platform was carried out in terms of thermodynamic calculations, the selection of the
working fluid, the selection of the system components, engineering calibration, and a
real-gas test. The following conclusions were obtained:
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(1) This study proposes a construction scheme for a land-based prototype simulation
system for ocean thermal energy conversion with a heat and cold source control
module, which includes an OTEC power generation system, a heat pump unit, and
an auxiliary unit, and it is skid-mounted using a modular design to increase the
compactness of the system. Equipped with a PLC slave control cabinet, it can monitor
the slave pressure, flow, temperature, valve switch, and other analog signal data from
the master control cabinet.

(2) The working medium of the system adopts R134a, which has the characteristics of
high safety and good thermal conductivity. After engineering calibration calculation,
under the design conditions of a 28 ◦C heat source temperature and 4 ◦C cold source
temperature, the thermal efficiency of the system is 2.63%, and the output power can
be up to 50 kW, which meets the design requirements. The grid-connected inverter
sends its power into the grid to achieve reasonable conversion and comprehensive
utilization of energy.

(3) The experimental analysis shows that the cold and heat source simulation system
can stably simulate the seawater environment changes (heat source: 24~28 ◦C and
cold source: 4~8 ◦C), the power generation system can achieve a smooth start-up and
shutdown, there is a continuous power output in the stable operation phase, and the
maximum grid-connected power reaches 47.4 kW. The actual thermal efficiency is
2.46%.

(4) As a large ocean thermal energy testing platform in China, the design and experi-
mental research of this experimental platform have achieved good results, which can
provide the basis and data support for further research on ocean thermal energy, as
well as the experimental simulation basis for further optimization, which is of great
significance to the development of ocean thermal energy.
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Abstract: The High Voltage Direct Current (HVDC) transmission technology employing modular
multilevel converters (MMCs) can effectively enhance the transmission efficiency and stability of
offshore wind farms, thereby aiding the promotion of large−scale utilization of new energy. This
holds significant importance for achieving the dual carbon goals. Aiming at the problem of negative
sequence current circulation in MMC−HVDC transmission systems, a circulation suppression strat-
egy based on augmented order decoupling linear active disturbance rejection control (LADRC) is
proposed in this paper. By introducing new state variables into the traditional ADRC structure, the
actual output deviation signal and observation gain signal from the disturbance observation value of
the system are used. It can not only realize the decoupling control of disturbance and tracking terms
but also enhance the disturbance immunity, robustness and rapidity of the controller. Finally, an
18−level MMC system model is built based on Matlab (9.12.0.1884302 (R2022a)) & Simulink (R2022a),
and the circulation suppression effects of stable operation and voltage sudden change are simulated
and compared, which verifies the suppression effect of the improved control strategy on negative
sequence current circulation, which lays a theoretical and application foundation for the sustainable
development of the offshore wind power industry.

Keywords: HVDC; modular multilevel converter; negative sequence current circulation; LADRC;
circulation suppression

1. Introduction

Global warming and climate change pose an existential threat to humanity. Pursuing
industrial development while vigorously expanding renewables is the core strategy of
many countries around the world [1]. Renewable energy has been widely used in various
industries because of its low cost, environmental friendliness and other advantages. Among
them, offshore wind power, ocean energy and solar power are the main new energy forms
in the world [2–4]. Offshore wind power has become an important part of the large-scale
utilization of new energy because of its rich resource reserves, high power generation
efficiency, low water consumption, small land occupation area and close to power load
center [5,6]. The development of offshore wind power is helping to build a clean, low-
carbon, safe and efficient energy future, in order to meet the challenges of climate change
and energy security [7]. With the gradual expansion of the scale of offshore wind farms
and the continuous increase of offshore distance, the traditional interconnection of offshore
wind farms with the onshore substations by high voltage alternating current cables does
not find techno-economic feasibility. Advanced schemes and technologies of submarine
power transmission are necessary to facilitate the capacity expansion of offshore wind
farms [8–10].
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In order to improve the large-scale utilization efficiency of offshore new energy and
ensure the high quality of electric energy in the process of transmission, key technologies
such as wind turbines, floating wind power platforms, submarine cables and power trans-
mission have been launched one after another. Among them, HVDC technology has the
characteristics of strong controllability, small footprint and efficient long-distance power
transmission. It can effectively transport the power generated by offshore wind power to
onshore substation, improve the reliability of power supply, reduce the loss of transmission
lines, increase the transmission capacity of transmission lines and provide protection for
offshore wind power and other large-scale access [11–15]. Therefore, HVDC technology
has become one of the main means of cross-sea large-scale power transportation. It has
become a new choice for power supply in mega-cities and isolated islands [16,17], and it is
also one of the best choices for large-scale clean energy power generation to be connected
and transmitted by high-voltage DC power grids in the future [18,19].

Compared with the HVDC system with its traditional two-level or three-level con-
verter, a modular multilevel converter (MMC) has the characteristics of low switching
loss, low harmonic loss and fast response to power grid fluctuations, which can realize the
efficient, stable and controllable operation of an HVDC system [20–22]. However, due to
the structure of MMC itself, the instantaneous voltages of the sub-modules of the upper
and lower bridge arms are different, which leads to the internal circulation between the
phases in the normal operation of the system. The existence of circulating current not
only increases power consumption and energy loss and causes voltage fluctuation and
voltage distortion but also shortens the service life of power electronic devices [23,24].
Well-specified circulating current suppressors play an important role in improving power
quality, reducing loss and optimizing system performance in HVDC systems. The com-
monly used circulating current suppressor are divided into passive circulating current
suppressors and active circulating current suppressors. Passive circulating current suppres-
sors mainly rely on physical methods to adjust the elements to achieve the suppression of
interphase circulation, but the flexibility and adaptability are general. The active circulating
current suppressor dynamically suppresses the circulation through the software method;
the response speed is fast, it avoids the problems caused by the passive circulating current
suppressors and it is the main method to restrain the circulation [25,26]. Therefore, the
design of a reasonable and effective circulation suppression strategy is of great significance
to promote the progress of HVDC technology and the large-scale expansion of offshore
wind power [27,28].

Traditional methods of circulating current suppression often employ Proportional
Integral (PI) control [29,30]. However, the decoupling process involved in the control loop
leads to increased workload, and the system stability and effectiveness in suppressing
circulating currents are limited. Reference [31] introduces the Proportional Resonant (PR)
controller, which eliminates coordinate transformations, as well as the coupling terms
and feedforward compensation items affected by circuit parameters. In response to issues
such as high parameter sensitivity, poor disturbance rejection and narrow bandwidth in
PR controllers, literature [32] proposes a quasi-PR controller. However, it incorporates
a notch filter to enhance control effectiveness and necessitates stability analysis of the
system. Literature [33] combines a low-pass filter with Internal Model Control (IMC)
to enhance the robustness of the system. Compared with the above methods, ADRC
provides stronger robustness through active interference suppression, has relatively low
requirements for dynamic characteristics of the system, and can quickly respond to changes
and disturbances of the system [34]. ADRC circulation suppression strategy helps to
improve the overall stability of the power system, which plays a key role in preventing
system instability, oscillation or even collapse. Reference [35], utilizing the characteristic of
LADRC that does not rely on a detailed model of the MMC circulating current, designs
a circulating current suppression strategy that simplifies the mechanisms of circulating
current control, demonstrating good robustness but constrained by bandwidth limitations.
In the literature [36], a circulating current suppressor based on virtual impedance sliding
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mode control is proposed, and its transient performance is simulated. However, no explicit
criteria are provided for evaluating the effectiveness of the circulating current suppressor.

This paper aims at the problem of negative sequence current circulation in long-
distance MMC-HVDC in marine environments. Based on the analysis of the working
mechanism of MMC bridge arm circuit, an improved LADRC circulation suppression
strategy of MMC based on offshore wind power is proposed in this paper. By changing the
structure of the linear extended state observer (LESO), a new differential term is introduced
into LESO. Augmented Order Decoupling LADRC (AD-LADRC) is designed to increase
the bandwidth of the controller and decouple the disturbance term and tracking term of
the controller. Through modeling, simulation and comparing the coupling relationship,
the rapidity and stability of the ADRC are improved. The parameter setting process is
simplified, and the system performance is optimized. The effectiveness of the improved
LADRC circulating current suppressor is verified by a Matlab & Simulink simulation,
and the circulation suppression effects of stable operation and voltage sudden change are
analyzed and compared.

2. Advantages of HVDC Technology

HVDC provides strong technical support for the development and application of
offshore wind farms. The offshore wind power HVDC project involved in this paper is
shown in Figure 1 [37].

Converter 
stationHVDC

Power supply in 
megalopolis

Isolated island 
power supply

Offshore wind power

High Voltage 
alternating 
current grid

Converter 
station

 

Figure 1. Overview of Offshore Wind Power HVDC Project.

As can be seen from Figure 1, the converter station is the key equipment of HVDC
technology and an important hub connecting offshore wind farms and power loads. By
controlling the turn-on and turn-off time of switching devices, the stepless conversion of
AC and DC energy between different forms of power grids or between different voltage
levels is realized; thus harmonics and losses are reduced.

An LADRC circulation suppression strategy of MMC-HVDC based on offshore wind
power proposed in this paper has the following advantages:

(1) The harmonic level is low.

Compared with traditional DC transmission technology, the HVDC system with a
modular multilevel converter generates voltage and current close to sinusoidal waveform,
which has a significant effect on improving the quality and stability of power transmission
in offshore wind farms.

(2) The stability of the system is enhanced.

By reducing the influence of external disturbances, the ADRC circulation suppression
strategy helps to improve the overall stability of the offshore wind farm HVDC system.
This plays a key role in preventing instability, oscillation or even collapse of the system.

(3) There is no reactive power compensation and no commutation failure.
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HVDC technology uses turn−off devices to control the turn-on and turn-off time.
This method does not rely on the AC side to provide commutation current and reverse
voltage and effectively avoids the loss of a large amount of reactive power. In addition,
it has nothing to do with the current direction and fundamentally solves the problem of
commutation failure.

(4) It has the ability to supply electricity to isolated islands.

Because HVDC technology can realize commutation independently and can operate
in passive inverter mode without external commutation voltage, the receiving end system
can be a passive network.

(5) It is suitable for constructing a multi-terminal system.

The current of the HVDC system can flow in both directions, and the polarity of the
DC voltage remains unchanged when the power flow is reversed. This makes it suitable
for the construction of multi-terminal systems, in which the power flow between converter
stations is more flexible, and it can provide a convenient connection form for the follow-
up large-scale construction of new energy at sea and the combination of multi-energy
situations.

3. Analysis of Working Mechanism of MMC Bridge Arm Circuit

3.1. MMC Topology

The single-phase equivalent circuit model of the Modular Multilevel Converter is
depicted in Figure 2 [38].

 

...

...

Figure 2. MMC single-phase equivalent circuit model.

It comprises upper and lower bridge arms, each formed by equivalent resistors, induc-
tors and N sub-modules. The sub-module capacitor voltages are denoted as upj and unj;
the bridge arm currents are labeled as ipj and inj; the internal circulating current is denoted
as icirj. In this context, L0 represents the inductance of the bridge arm, and R0 denotes the
resistance of the bridge arm. On the AC side, the single-phase voltage is represented as
uvj, and the current is denoted as ivj. On the DC side, the total voltage is denoted as Udc.
Each sub-module includes two IGBT switches, labeled as VT1 and VT2, Each sub-module
includes two anti-parallel diodes, labeled as VD1 and VD2, and a capacitor, labeled as C.
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3.2. Analysis of the Principle of MMC Circulation

Obtained from the MMC single-phase equivalent circuit (1):⎧⎨
⎩

icirj =
ipj+inj

2

ej =
unj−upj

2

(1)

In the equation, ej, represents the internal electromotive force of the three-phase system
(abc).

Based on Kirchhoff’s laws, the expression (2) for the reference values of the capacitor
voltages in the upper and lower bridge arms can be derived:⎧⎨

⎩
upj

∗ = Udc
2 − ej − udi f f j

unj
∗ = Udc

2 − ej − udi f f j
(2)

In the equation, udi f f j represents the circulating voltage drop across a single bridge
arm.

Define the modulation ratios for MMC output voltage and output current (3):⎧⎨
⎩

k = Um
Udc/2

m = Im/2
Idc/3

(3)

In the equation, Um represents the amplitude of the AC side voltage, and Im denotes
the amplitude of the AC side current.

The voltage and current equations for the upper and lower bridge arms are as shown
in Equation (4): ⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

upj =
1
2 Udc(1 − k sin ωt)

unj =
1
2 Udc(1 + k sin ωt)

ipj =
Idc
3 [1 + m sin(ωt + ϕ)]

inj =
Idc
3 [1 − m sin(ωt + ϕ)]

(4)

In the equation, ϕ represents the initial phase angle of the AC side phase j current.
From Equation (4), the instantaneous power of a single-phase upper or lower bridge

arm can be obtained, and by integrating, the total energy of a single-phase upper or lower
bridge arm can be calculated. Neglecting the DC component, the AC component is given
by Equation (5):

WPM_AC(t) =
mkUdc Idc

12ω0
sin(2ω0 + ϕ) (5)

From Equation (5), it can be observed that the bridge arm current not only has the
fundamental frequency component but also exhibits circulating currents with a negative
sequence nature, primarily at twice the fundamental frequency.

Therefore, by incorporating the second harmonic component into Equation (4) and
substituting it into Equation (1), the expression for the three-phase circulating current can
be obtained: ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
idi f f a =

Idc
3 + I2 f sin(2ωt + ϕ)

idi f f b = Idc
3 + I2 f sin(2ωt + ϕ + 2π

3 )

idi f f c =
Idc
3 + I2 f sin(2ωt + ϕ − 2π

3 )

(6)

In the equation, idi f f a represents the circulating current in phase A, idi f f b for phase B
and idi f f c for phase C.
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4. MMC Circulation Suppression Strategy of Improved LADRC

4.1. Design of Circulating Current Suppressor Based on LADRC
4.1.1. Traditional LADRC Controller Structure

The core concept of traditional LADRC is to achieve precise control through accurate
estimation and suppression of both internal and external disturbances in the system. It does
not require precise modeling of the system and emphasizes estimation and compensation of
disturbances, thereby achieving robust control performance. The structure of a first-order
linear active disturbance rejection controller is illustrated in Figure 3.

 
Figure 3. Second-order linear rejection controller block diagram.

LSEF refers to the linear state error feedback rate. Generally speaking, LSEF in LADRC
can be in the form of PD controller, which can realize part of the functions of TD to improve
the overall control performance of the system. LESO is a kind of observer used to estimate
the state of the system, which can estimate the extended state of the system in real time,
including internal dynamics and external disturbances.

LESO can effectively compare the actual state of the system with the expected state in
the controller, thus helping the controller to accurately calculate the required compensation
control signal.

A first-order linear system can be represented as

.
y = −a1y + ω + bu (7)

In the equation, u is the input value, y is the output value, b is the gain, a1 is the control
parameter and ω represents the external disturbance.

The generalized disturbance equation can be expressed as

f (y,
.
y, ω) = −a1y + ω + (b − b0)u (8)

In the equation, b0 is an estimate of the system b.
For the aforementioned equation, by selecting state variables as follows, the equation

can be further derived: ⎧⎨
⎩

.
x1 = x2 + b0u
.
x2 = h
y = x1

(9)

The expression for the LESO is
{ .

z1 = z2 − β1(z1 − y) + b0u
.
z2 = −β2(z1 − y)

(10)

In the equation, z1 is the tracking signal of y, and z2 tracks the total disturbance f .
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By selecting appropriate observer gains, real-time tracking of system variables can be
achieved, and the control rate can be designed as

u =
u0 − z2

b0
(11)

In a first-order LADRC, a proportional controller is commonly used instead of LESF,
and the equation is expressed as

u0 = kp(v0 − z1) (12)

The controlled object can be set as

y =
1
s
( f + b0u) (13)

⎧⎪⎪⎨
⎪⎪⎩

kp = ωc

β1 = 2ω0

β2 = ω0
2

(14)

In the equation, v0 represents the given controlled signal, kp is the controller coefficient,
ωc is the controller bandwidth and ω0 is the observer bandwidth.

G1( s) =
β2

s2 + β1s + β2
(15)

The closed-loop transfer function of a first-order feedback system is given by

y =
kp

s + kp
v +

s2 + (β1 + kp)s
(s + kp) + (s2 + β1s + β2)

f (16)

The LADRC controller system’s disturbance term and tracking term are both related
to kp, demonstrating a coupling relationship between the two. This coupling makes it
challenging to adjust parameters. Additionally, from Equation (15), it can be inferred that
while increasing the observer bandwidth ω0 is beneficial for enhancing the disturbance
observation capability of traditional LESO, the presence of observation noise limits the
practical adjustment of the bandwidth in engineering applications.

4.1.2. Design of Circulating Current Suppressor Based on Traditional LADRC

Treating each harmonic component in the circulating current as an external disturbance,
compensation is achieved through LESO. Subsequently, a circulating current suppression
strategy based on LADRC is designed, and the suppression process is illustrated in Figure 4.
Firstly, according to Equation (6), obtain the three-phase circulating current idi f f j, and
through Park transformation, derive circulating currents idi f f d and idi f f q. Similarly, compare
them with their respective reference values idi f f d_re f and idi f f q_re f . When the reference
value is set to zero, it can effectively suppress the second harmonic in the circulating
current; through the LADRC controller, the circulating current drops Udi f f d_re f , Udi f f q_re f
are obtained and, finally, the three-phase circulating current drops are obtained through
the inverse Park transformation.
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Figure 4. Diagram of the circulation suppression process.

4.1.3. MMC Control System Based on LADRC Circulating Current Suppressor

In this paper, double closed loop feedforward decoupling control is adopted in the
main control part of MMC, and the control structure diagram is shown in Figure 5 [39,40].
In the figure, according to the two PI controllers, the output reference voltages ud_re f and
uq_re f . These are then converted into three-phase voltage reference values Vjre f through
Park inverse transformation. Udi f f j_re f represents the circulatory voltage drop obtained
through the circulation suppression control strategy. Finally, the corresponding PWM pulse
signals for controlling the sub-module switches are generated through the nearest level
approximation. “*” represents the reference value of the corresponding quantity.

 

Figure 5. MMC structure control chart.

4.2. Design of Circulating Current Suppressor Based on AD−LADRC
4.2.1. Improving the Structural Design of LESO

In order to achieve faster and more effective circulation suppression, this paper intro-
duces an additional state variable z3 on the basis of the traditional second-order LESO. This
variable is utilized to observe the changing trend of the total disturbance. Simultaneously,
improvements are made to compensate for the total disturbance, enhancing the structure
of the extended state observer for the decoupling of disturbance and tracking terms. The
improvement in the LADRC is illustrated in Figure 6. The expression for the improved
LESO is as follows: ⎧⎪⎨

⎪⎩
.
z1 = z2 + b0u
.
z2 = z3 − β1(z1 − y)
.
z3 = −(β2 + β3)(z1 − y)

(17)
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Figure 6. AD−LADRC structure diagram.

Applying the inverse Laplace transform to Equation (17) yields⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

z1 = β1s2+β2s+β3
s3+β1s2+β2s+β3

y + b0s2

s3+β1s2+β2s+β3
u

z2 = (β1s2+β2s+β3)s
s3+β1s2+β2s+β3

y − b0(β1s2+β2s+β3)
s3+β1s2+β2s+β3

u

z3 = (β1s2+β2s+β3)s2

s3+β1s2+β2s+β3
y − b0s(β1s2+β2s+β3)

s3+β1s2+β2s+β3
u

(18)

The disturbance observation transfer function of the improved LESO is

G2(s) =
z2

f
=

β1s2 + β2s + β3

s3 + β1s2 + β2s + β3
(19)

In the formula, the gains are ⎧⎪⎨
⎪⎩

β1 = 3ω0

β2 = 3ω0
2

β3 = ω0
3

(20)

Based on Equations (11)–(13) and (17), the closed−loop transfer function of AD-
LADRC is as follows:

y =
kp

s + kp
v +

s2

s3 + β1s2 + β2s + β3
f (21)

From Equations (19) and (21), it can be observed that compared to the closed−loop transfer
function of the traditional LADRC control system, the AD-LADRC introduces an increased
LESO bandwidth. The disturbance term is only influenced by β1, β2 and β3, while the tracking
term is only related to kp. This achieves the decoupling of disturbance and tracking terms.
From Figure 7, it is evident that the system bandwidth of the improved LESO has significantly
increased, and there is a substantial reduction in the phase lag in the mid−frequency range.

Figure 7. Disturbance observation transfer function characteristic curve.
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4.2.2. Analysis of Suppressor Performance

(1) Frequency Domain Characteristics of ω0 Changes

From Equation (17), the transfer functions for observation noise δn and input distur-
bance δc are derived as follows:

z1

δn
=

β1s2 + β2s + β3

s3 + β1s2 + β2s + β3
(22)

z1

δc
=

b0s2

s3 + β1s2 + β2s + β3
(23)

When b0 is fixed and ω0 is set to 10, 20, 30, 40 and 50, respectively, the frequency
domain characteristic curves are obtained as shown in Figure 8a, Observation Noise. From
the graph, it can be seen that as ω0 increases step by step, the response speed of the
improved suppressor is enhanced. This reduces the high-frequency noise gain on its output
side, effectively suppressing the equivalent measurement noise on the input side.

 
a   b   

Figure 8. Frequency domain characteristic curves at different bandwidths.

According to Equation (23), when ω0 is set to 10, 20, 30, 40 and 50, the frequency
domain characteristic curves of this transfer function are obtained in Figure 8b, Input
Disturbance. It can be observed from the graph that increasing ω0 can reduce the gain of
the disturbance term, enhance the system’s disturbance rejection performance and have a
significant impact on mid- to low-frequency disturbances.

(2) Frequency Domain Characteristic Curves of LADRC Before and After Improvement

Comparison of the frequency domain characteristic curves for LADRC before and after
improvement is shown in Figure 9. The improved LADRC exhibits superior performance
in terms of both speed and robustness compared to the traditional LADRC, making it better
equipped to handle external disturbances.

When the disturbance is a unit step signal, the system output response can be derived
from Equation (21) as follows:

Y(s) =
s

s3 + 3ω0s2 + 3ω0s + ω03 (24)

Applying the Laplace inverse transform to Equation (24) and taking the limit, we
can obtain lim

t→∞
y(t) = 0. Moreover, as the observer bandwidth ω0 increases, the rate of

decrease in y(t) also increases. This indicates that the LADRC with the improved LESO
has strong disturbance rejection capabilities.
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Figure 9. Comparison of frequency domain characteristic curves.

5. Simulation Analysis

In order to analyze the feasibility of the improved LADRC circulating current sup-
pressor described in this paper, an 18-level modular multilevel converter simulation model
is built based on Matlab (9.12.0.1884302 (R2022a)) & Simulink simulation software. The
simulation parameters are as shown in Table 1, and controller parameters are as presented
in Table 2. The circulation suppression effects of three kinds of circulating current suppres-
sors, bridge arm current and sub-module capacitance voltage under steady state and DC
side voltage sudden change are simulated and analyzed, respectively.

Table 1. Simulation parameters.

Parameter Names Numerical Values

Number of MMC Arm Sub-Modules 18
Sub-Module Capacitance Value/mF 1.88

Arm Inductance Value/mH 5
Initial Value of Sub-Module Capacitor

Voltage/V 1400

Frequency/Hz 50
DC Side Voltage/kV 25.2

Table 2. Controller parameters.

ω0 ωc b0

350 1050 2000

5.1. Steady-State Operating Condition
5.1.1. Circulation Suppression Effect

Three kinds of circulating current suppressors are put into the HVDC system, namely:
PI circulating current suppressor, LADRC circulating current suppressor and AD-LADRC
circulating current suppressor. The circulation changes of the MMC bridge arm under the
action of three kinds of controllers are simulated and compared, and the results are shown
in Figure 10.
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(a) PI circulation suppressor (b) ADRC circulation suppressor 

  
(c) AD−ADRC circulation suppressor (d) 0.8 Seven 1.4 S Circulation comparison 

Figure 10. Simulation diagram of circulation suppressor.

Figure 10a–c shows the circulation waveforms of the PI circulation suppressor, the
LADRC circulation suppressor and the AD-LADRC circulation suppressor in turn.
Figure 10d is a comparison of the 0.8 S~1.4 S waveforms selected from the above three
figures in order to clearly observe that the suppression effect of the improved controller is
better. Observe Figure 10a: when the circulation reaches a steady state at 1.119S, select and
enlarge the 1.3 S~1.5 S waveform; the upper peak of the circulation is 48.904 A, the lower
peak is 35.338 A and the peak difference is 13.566 A. Observe Figure 10b: when the circula-
tion reaches a steady state at 0.974 S, select and enlarge the 1.3 S~1.5 S waveform; the upper
peak is 46.477 A, the lower peak is 38.745 A and the peak difference is 9.732 A. Observe
Figure 10c: when the circulation reaches a steady state at 0.850 S, select and enlarge the
1.3 S~1.5 S waveform; the upper peak is 44.356 A, the lower peak is 37.006 A and the peak
difference is 7.350 A. In terms of stabilization time, the improved circulation suppressor
is 24.04% and 12.73% shorter than that of PI and LADRC, respectively. In terms of peak
deviation, the improved circulation suppressor is reduced by 45.82% and 24.48% compared
with PI and LADRC, respectively. This shows that during the steady-state operation of
the system, the improved circulation suppressor has been effectively improved in terms of
speed and stability.

5.1.2. Arm Current and Sub-Module Capacitor Voltage

The simulation analysis of bridge arm current and sub-module capacitance voltage
is an important means to evaluate the performance of HVDC system, and the waveform
reflects the suppression effect of the circulating current suppressor. The simulation wave-
forms of the A-phase bridge arm current and sub-module capacitor voltage using the
AD−LADRC circulatory suppressor are shown in Figures 11 and 12.
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(a) Upper bridge arm current (b) Lower bridge arm current 

Figure 11. A−phase bridge arm current.

Figure 12. A-phase sub-module capacitor voltage.

The second harmonic component is significantly suppressed. By analyzing the wave-
form from 1.0 S to 1.1 S, it is observed that the bridge arm current waveform tends to be
sinusoidal with fluctuations ranging between −165 A and 250 A. Furthermore, the fluc-
tuation amplitude and waveform distortion rate of the capacitor voltage are significantly
reduced, with a fluctuation range of 1150 V to 1600 V.

In addition, in order to directly reflect the influence of suppressor on the system, the
bridge arm current and capacitor voltage when the suppressor is used or not are compared,
as shown in Figure 13. The above bridge arm current is taken as an example. Figure 13a
shows the A phase bridge arm current using the suppressor, and Figure 13b shows the A
phase bridge arm current without the suppressor. It can be seen from the figure that the
waveform of the bridge arm current is obviously distorted due to the harmonic generated
by the circulation current. The use of the suppressor can improve the influence of the
circulation current and make the waveform closer to the sine wave. The peak current
difference of bridge arm with the suppressor is 4.933 A and that without the suppressor is
29.305 A.

The capacitance voltage waveforms of sub-modules with and without suppressors
are depicted in Figures 13c and 13d, respectively. It is evident from the figures that the
difference in capacitance voltage peak between sub-modules with suppressors is 1.956 A,
whereas for those without suppressors it is 23.719 A. Consequently, the utilization of sup-
pressors leads to a significant reduction in both the range of capacitance voltage fluctuation
and the waveform distortion rate.
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a   b   

 
c   d   

Figure 13. The effect of whether or not a suppressor is used on the arm current and capacitance
voltage.

5.1.3. Bridge Arm Current THD

The harmonic analysis of the bridge arm current is helpful to understand the harmonic
content of the system, and a good controller should be able to restrain harmonics effectively
and ensure the stable operation of the system. Through the FFT analysis, it can further see
the suppression effect of the suppressor on the second harmonic component of the bridge
arm current. Taking t = 1.3S and 20 cycles as an example, as shown in Figure 14, when
no circulation suppressor is used, the bridge arm current THD is 9.74%;when using the
PI circulation suppressor, the bridge arm current THD is 1.82%; when using the LADRC
circulation suppressor, the bridge arm current THD is 1.71%; and when using the AD-
LADRC circulation suppressor, the bridge arm current THD is 1.63%, all of which are less
than the 3% to 5% required for different grid−connection standards. Compared with PI
and LADRC, the THD value of the AD-LADRC circulation suppressor proposed in this
paper is reduced by 10.44% and 4.68%, respectively.

 
a   b   

Figure 14. Cont.
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c   d   

Figure 14. Bridge arm current THD.

5.2. DC Voltage Transient

By introducing DC side voltage sudden change, the dynamic response of the HVDC
system in the face of voltage sudden change can be simulated, and the dynamic perfor-
mance of the circulating current suppressor can be tested. Adjust the DC side voltage to
18 KV at 1.5 s, as shown in Figure 15.

As can be seen from Figure 15a, the system undergoes a voltage disturbance at 1.5S,
and the current suppressor continues to function properly. The power waveform remains
relatively stable, with active power tracking the reference well and reaching a steady state.
Reactive power is essentially maintained at zero, indicating that the system is in an active
grid-connected state.
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Figure 15. Voltage mutation simulation comparison.

The 1.35 S~2.35 S waveform is selected as shown in Figure 15b; the performance of the
improved circulating current suppressor is better than the traditional controller. The former
has a smaller oscillation amplitude and requires less time to reach stability. Moreover,
observing the A-phase bridge arm current in Figure 15c,d and sub-module capacitance
voltage in Figure 15e at this time, it can be corrected in time in the face of sudden voltage
change, and the waveform is flat. Select 2.6S~2.7S waveforms, respectively; the bridge
arm current fluctuates in the range of −75~135 A, and the A-phase sub-module capacitor
voltage fluctuates in the range of 900~1100 V. Performing FFT analysis on the bridge arm
current at this time, the improvement is 2.29%, the improvement before is 2.74% and
PI is 2.89%. This indicates that the improved circulating current controller has excellent
anti-interference capability and suppression effects.

6. Conclusions

In this paper, by combining MMC-HVDC transmission technology with an offshore
wind farm, the mechanism of negative sequence current circulation dominated by second
harmonic generation in MMC is analyzed. Based on the traditional LADRC circulation sup-
pression strategy, an improved negative sequence current circulation suppression method
is proposed. This method can improve the dynamic response ability and anti-interference
ability of the system, and the fast performance and anti-disturbance performance are better
than the traditional circulation suppression strategy. Through computer simulation, the
effects of circulation suppressors of PI, LADRC and AD-LADRC under different working
conditions of stable operation and voltage sudden change are compared and analyzed. The
results show that

(1) The improved circulating current suppressor can effectively improve the waveform
distortion effect of the bridge arm current. In terms of stabilization time, the improved
circulating current suppressor is 24.04% and 12.73% shorter than PI and LADRC,
respectively. In terms of peak deviation, the improved circulation suppressor is
reduced by 45.82% and 24.48% compared with PI and LADRC, respectively.

(2) The second harmonic component is obviously suppressed, and the influence of the
circulation can be improved after using the suppressor, so that the waveform is closer
to the sine wave.

(3) The fluctuation amplitude of the capacitor voltage and the rate of waveform distortion
decreased obviously. The peak difference of the capacitor voltage of the sub-module
with suppressor was 1.956 A and that of the sub-module without suppressor was
23.719 A.

(4) When the circulating current suppressor is not used, the bridge arm current THD
is 9.74%. When using a PI circulating current suppressor, the bridge arm current
THD is 1.82%. When using a LADRC circulating current suppressor, the bridge arm
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current THD is 1.71%. When using an AD-LADRC circulating current suppressor, the
bridge arm current THD is 1.63%. The THD is controlled within the range of 3% THD,
and the improved controller is reduced by 10.44% and 4.68% compared with PI and
LADRC, respectively.

(5) The increased-order decoupling auto−disturbance rejection suppressor proposed
in this paper has stronger rapidity, adaptability and robustness, which is helpful
to improve the grid-connected ability of offshore wind farms and provide some
theoretical and application support for the development and large-scale utilization of
offshore wind power.
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Abstract: Integrating wave energy converters (WECs) onto floating offshore wind turbine platforms
has emerged as a recent focal point of research aiming to achieve synergistic marine energy utilization
and enhance the spatial efficiency of renewable energy. The power performance of WECs relies on
hydrodynamic interactions with the floating platform. However, the coupled dynamic response and
power generation mechanism remain unclear. This study establishes a multi-body model for the
constrained motion of floating-platform and point-absorber WECs in the frequency domain. The
power performance of WECs under different arrangements is compared and optimized. The perfor-
mance of different hydrodynamic models in the South China Sea is analyzed further. The results
indicate that exceptional peak performance is achieved when a single point absorber is placed on
the floating platform. However, its performance under the full spectrum of wave frequencies in real
sea conditions is suboptimal. Conversely, as the number of point absorbers on the floating platform
increases, the performance of the hybrid system becomes more stable in real sea conditions. Fur-
thermore, the array arrangement of point absorbers on the floating platform leads to multiple peaks
in their power performance, and in selected array arrangements, the average power generation at
specific frequencies is significantly superior to that of a single point absorber on the floating platform.

Keywords: floating wind–wave power generation platform; frequency domain; constrained motion;
wave energy converter; optimization

1. Introduction

In recent years, the development of floating offshore wind turbines has progressed
rapidly as a crucial trend. A significant number of commercial and demonstrative projects
have been constructed, such as Hywind Scotland wind farm (30 MW) in UK [1], Hywind
Tampen wind farm (88 MW) in Norway [2], Floatgen (2 MW) in France [3], the Kincardine
offshore wind farm (50.4 MW) in Britain [4], and “Haiyou Guanlan” demonstration project
recently completed in China [5]. However, there are some limitations in the utilization of re-
sources, construction cost, and energy stability of floating offshore wind turbines, and these
limitations restrict their further development. Integrating WECs into a floating platform
can address the variability in wind energy, allowing for the synergistic utilization of both
energy sources and enhancing power generation stability and reliability [6]. Additionally,
WECs can restrain the motion of the platform to a certain extent and improve the safety
and stability of the overall structure [7].
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Numerous scholars have undertaken conceptual designs and research for wind–wave
power generation platforms. Based on different forms of floating foundations, wind–wave
power generation platforms can be roughly categorized into four types. The first type is
spar-type foundations with WECs, with typical representatives such as the “Spar-Torus
Combination” (STC) [8–13] that combines a spar-type floating wind turbine with a torus
point-absorber WEC, as shown in Figure 1a; the “Wind WEC” [14], which combines a spar-
type floating wind turbine with the “Wavestar” WEC; and the “Hywind-Wavebob-NACA
Combination” (HWNC) [15], which combines a spar-type floating wind turbine with wave
energy and tidal energy converters. The second type is semi-submersible foundations with
WECs. Typical representatives are the “Semi-submersible Flap Combination” (SFC) [16–20],
which combines a semi-submersible floating wind turbine with three elliptical flap-type
WECs, as shown in Figure 1b; “Wind-to-power” (W2P) [21], which combines a semi-
submersible floating wind turbine with retractable blades and three-degrees-of-freedom
(3-DOF) WECs; and the “Sea Flower” [22], which features gyro-stabilized devices on semi-
submersible floating wind turbines with multiple WEC installations. The remaining two
types are barge-type foundations with WECs and Tension Leg Platform (TLP) foundations
with WECs, respectively. These are typically represented by the “D-Hyp” [23], which
combines a barge floating platform with a semi-circular base with an oscillating water
column WEC, which generates power using pitch motion, as shown in Figure 1c; the
“C-Hyp” [24], which combines a barge floating platform with a WEC with a circular base;
the “TWindWave” [25], which combines a TLP with four point-absorber WECs, as shown
in Figure 1d; and the “ TLP-WT-WEC-Combination” (TWWC) [26], which combines a TLP
with a heave-type WEC.

   
(a) SFC (b) STC (c) D-Hyp (d) TWindWave 

Figure 1. Four concepts of floating wind–wave power generation platforms.

Among the above-mentioned wind–wave power generation platforms, the combi-
nation of a semi-submersible floating platform and a WEC is the most widely studied.
The primary reasons for this widespread focus likely include the adaptability and high
stability of a semi-submersible foundation, its ease of construction and maintenance, and
its suitability for accommodating multiple WECs. In these studies, Luan et al. [16] carried
out time-domain numerical simulation for an SFC, and linear rotational damping was used
to simulate the influence of a Power Take-Off (PTO) system. The results show that the
PTO damping coefficient and the mass of the WEC have great influences on the power
generation of the WEC. Based on the concept of an SFC proposed by Luan [16], Michailides
et al. [17] studied the influence of the WEC on the motion of the floating platform. They
considered two different flap plate layouts and compared them with the case of a single
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floating wind turbine. The results show that power generation can be effectively improved
by combining the flap WEC with the semi-submersible platform without significantly
affecting the critical response of the semi-submersible platform. Gao et al. [18] carried
out numerical simulation and experimental tests on an STC and SFC. The numerical and
experimental results obtained under the combined action of wind and waves, considering
the wind and wave conditions in operation and survival conditions, were compared for
selected responses (such as motion, PTO force, and power generation efficiency). The re-
sults show that compared with the STC, the SFC had lower motion response under extreme
conditions. Michailides et al. [19] conducted an experimental study on the survivability of
the SFC and compared it with the numerical results. The results show that the numerical
simulation overestimated some motion of the combined power generation system, which
proves its good survivability in extreme sea conditions. Michailides et al. [20] conducted a
study on the performance of an SFC under operating conditions through numerical analysis
and physical model tests. The results indicate that when wind load is applied, the response
of the platform in roll and pitch motion is greater under regular waves, while the power
generation of the WEC is improved under irregular waves.

In addition to the extensively studied concepts of the STC and SFC, Chen et al. [21]
conducted research on the W2P, showing the best wind coefficient of retractable blades can
be achieved by adjusting the blade diameter and rotation speed, and a WEC with three
degrees of freedom can effectively absorb wave energy. They integrated them and tested
the power generation efficiency of the combined power generation platform under different
arrangements. Fenu et al. [22] conducted a numerical simulation on the “Sea Flower” in
adverse sea conditions, and the results indicate that the gyro device could significantly
improve the pitch stability of the platform. Wang et al. [27] proposed combining a semi-
submersible floating wind turbine with WECs. The study analyzed the hydrodynamic
response of a combined structure through numerical simulation and analysis, focusing
on the interaction between wind energy and wave energy. The difference between the
scattering force and radiation force was compared with and without consideration of the
hydrodynamic coupling effect. The results indicate that the combination of wind and
wave energy alters the diffraction force and radiation force on the structure, ultimately
affecting its hydrodynamic response. Gaspar et al. [28] analyzed the feasibility of using
WECs to assist in the hydrodynamic compensation of floating platforms. The experimental
results demonstrate that WECs can aid the hydrodynamic compensation system under
the tested sea conditions and even expand the operating sea conditions. Additionally, it
was observed that WECs located on the downwind and upwind sides of a platform have
distinct functions in the dynamic compensation of the platform. Hallak et al. [29] combined
DeepCwind with conical point-absorber WECs to investigate the linear hydrodynamic
interaction between the platform and WECs. They explored the influence of changes in
WEC diameter on the overall motion. Li et al. [30] studied the dynamic response of the
system and investigated the influence of wind–wave coupling effects. They used numerical
simulation and analysis to study the interaction between wind energy and wave energy
in the combined system. The results show that the wind–wave coupling effect has a
substantial influence on the dynamic response of the hybrid system. Si et al. [31] proposed
the combination of a semi-submersible floating platform with three point absorbers. They
conducted a preliminary feasibility study on the concept by performing verified numerical
simulations of aero-hydro-servo-mooring dynamic integration. Shi et al. [32] presented a
dimensionless optimization approach for shaping a hollow cylindrical WEC tailored for a
wind–wave power generation platform. The optimal configuration was achieved using
the differential evolution (DE) algorithm. Wang et al. [33] combined a semi-submersible
floating wind turbine with a torus-type WEC. The results indicated that the use of a
concave-type WEC led to improved dynamic response and increased power generation
for the integrated system. The study examined four distinct geometries for WECs. Tian
et al. [34] also investigated the impact of the number of WECs on motion, based on the
model of Wang et al. [33]. The finding demonstrated that the combination concept with
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three WECs had the highest power generation efficiency. However, the authors only
conducted time-domain numerical simulations for a limited number of WECs, without
extending the model to address a frequency-domain model for an arbitrary number of
WECs. In a comprehensive analysis, the primary challenges of a floating wind–wave power
generation platform lie in determining the optimal combination of floating wind turbine
platforms and WECs to achieve maximum performance. The aim is to find a balance
between the high power generation efficiency of the hybrid system under typical sea states
and its robust survivability in extreme sea states. Furthermore, it is crucial to explain how
WECs reduce the motion response of floating platforms, allowing for peak-shaving and
valley-filling electricity generation from the upper wind turbines.

Recently, Chen et al. [35] conducted a study on a wind–wave power generation plat-
form consisting of an OC4 semi-submersible floating platform and a single point-absorber
WEC positioned at the platform’s center. Zhang et al. [36] expanded on this by using
computational fluid dynamics (CFD) to implement viscous damping corrections for the
point absorbers. Additionally, extensive analysis was conducted on the hydrodynamic
characteristics of the hybrid system. The study also investigated the impact of different
sizes of floaters on wave energy conversion efficiency. However, if the point absorber is
not centrally located, the motion of the platform interacts with the heave motion of the
point absorber, affecting its response and power generation characteristics. Furthermore,
the configuration of multiple point absorbers can also affect the performance of the hybrid
system [37–41]. Hence, it is essential to investigate the coupled dynamics of this hybrid
system. In this study, the work of Zhang et al. [36] has been reconsidered, and the effects of
wind loads have been ignored. The research of Chen et al. [42] and Zou et al. [43] indicated
that wind loads and the hydrodynamic interactions of a multi-body system had minimal
impact on the performance of point absorbers in a floating wind–wave power generation
platform. The primary focus was on investigating the variations in the power performance
of point absorbers under non-centralized array configurations. The novelty of our research
lies in the following aspects: While considering the placement of non-centralized point
absorbers on the floating platform, a multi-body constrained motion model for the platform
with an arbitrary number of point absorbers is established in the frequency domain. The
parameters of the PTO system are optimized for different arrangements of WECs, revealing
the best performance for various point-absorber configurations. Thirdly, this study calcu-
lates the expected power output of various models in the South China Sea, revealing the
performance of different configurations under real sea conditions.

This article is arranged as follows: Section 2 outlines the derivation process of the multi-
body constrained motion model in the frequency domain and provides a methodology for
assessing the power generation of point absorbers as well as the computation procedure for
expected power in real sea conditions. Section 3 introduces the key parameters of the wind–
wave power generation platform and relevant structural features, presenting a comparative
analysis of hydrodynamic coefficients in free-floating states among different hydrodynamic
models. Section 4 presents the validation of the constructed frequency-domain model for
constrained motion, which is followed by a parametric analysis of PTO system parameters
for different hydrodynamic models, with performance evaluations conducted in the South
China Sea. Finally, Section 5 summarizes the principal research findings.

2. Theory Background

2.1. Frequency-Domain Model for Multiple Floating Bodies with Constraints

For a single point absorber, considering the effect of linearized fluid viscosity and a
PTO system, the frequency-domain motion equation in the heave DOF can be expressed as
follows [44]:

[−ω2(M33 + A33(ω))− iω
[
B33(ω) + Bpto + Bv

]
+ (C33 + Kpto)]

�
x 3(iω) =

�
f

exc

3 (iω) (1)
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where M33, C33, and
�
f

exc

3 (iω) represent the mass, hydrostatic stiffness, and wave exciting
force of the point absorber. A33(ω) and B33(ω) represent the added mass and radiation
damping of the point absorber. Kpto, Bpto, and Bv represent the stiffness and damping
coefficients of the PTO and the viscous coefficient matrix.

�
x 3(iω) is the heave motion of

the point absorber. The force applied to the PTO
�
f pto can be expressed as follows:

�
f pto(iω) = −iωBpto

�
x 3(iω)− Kpto

�
x 3(iω) (2)

Based on the frequency-domain model, considering the non-central placement of
the point absorber, as shown in Figure 2, the two-body coupling model comprises seven
degrees of freedom. However, it is the two DOFs associated with the roll and pitch of
the floating platform that exert a substantial coupling influence on the heave motion of
the point absorber. Considering the DOFs of heave, roll, and pitch for the platform, as
well as the heave DOF for the point absorber, and based on the small-angle assumption, a
transformation matrix E is defined to describe this coupling term:

E =
[
1 (COG2y − COG1y) −(COG2x − COG1x) −1

]
1×4 (3)

where COG1 and COG2 represent the position of the center of gravity for the platform
and point absorber. Subscripts x and y denote the specific values of the center of gravity
positions in the x- and y-directions. Therefore, the relative displacement between the
platform and the point absorber

�
x Relative can be expressed as follows:

�
x Relative(iω) = E ·

⎡
⎢⎢⎢⎣
�
x 3(iω)
�
x 4(iω)
�
x 5(iω)
�
x 9(iω)

⎤
⎥⎥⎥⎦ (4)

Figure 2. Schematic of non-central placement of point absorbers on a floating platform.

The forces acting on the PTO can be determined as follows:

⎡
⎢⎢⎢⎢⎢⎣

�
f pto3(iω)
�
M4(iω)
�
M5(iω)

�
f pto9(iω)

⎤
⎥⎥⎥⎥⎥⎦ = −iωET Bpto

�
x Relative(iω)− ETKpto

�
x Relative(iω) (5)
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where
�
f pto3 and

�
f pto9 represent the PTO forces exerted on both the floating platform and

the point absorber;
�
M4 and

�
M5 represent the moments exerted on the floating platform in

the roll and pitch DOFs.
A coupled heave DOF frequency-domain hydrodynamic model under heave, pitch,

and roll motions for the wind–wave power generation platform can be established as follows:
⎧⎪⎪⎨
⎪⎪⎩−ω2

⎡
⎢⎢⎣

M33 + A33(ω) A34(ω) A35(ω) A39(ω)
A43(ω) M44 + A44(ω) A45(ω) A49(ω)
A53(ω) A54(ω) M55 + A55(ω) A59(ω)
A93(ω) A94(ω) A95(ω) M99 + A99(ω)

⎤
⎥⎥⎦−

iω

⎧⎪⎪⎨
⎪⎪⎩

⎡
⎢⎢⎣

B33(ω) + Bv3 B34(ω) B35(ω) B39(ω)
B43(ω) B44(ω) + Bv4 B45(ω) B49(ω)
B53(ω) B54(ω) B55(ω) + Bv5 B59(ω)
B93(ω) B94(ω) B95(ω) B99(ω) + Bv9

⎤
⎥⎥⎦ + ET · Bpto · E

⎫⎪⎪⎬
⎪⎪⎭+

⎡
⎢⎢⎣

C33
C44

C55
C99

⎤
⎥⎥⎦ + ET · Kpto · E

⎫⎪⎪⎬
⎪⎪⎭

⎡
⎢⎢⎢⎣

�
x 3(iω)
�
x 4(iω)
�
x 5(iω)
�
x 9(iω)

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

�
f

exc

3 (iω)
�
f

exc

4 (iω)
�
f

exc

5 (iω)
�
f

exc

9 (iω)

⎤
⎥⎥⎥⎥⎥⎦

(6)

If we apply this model to a semi-submersible platform with N point absorbers, the
frequency-domain hydrodynamic model for heave motion must consider (3 + N) degrees of
freedom. The first three degrees of freedom are allocated to the platform in the heave, roll,
and pitch DOFs, while the next N degrees of freedom are allocated to the point absorbers in
the heave DOF. The mass matrix M, hydrostatic stiffness matrix C, viscous damping matrix
Bv, damping coefficient matrix of the PTO Bpto, and stiffness matrix of the PTO Kpto are
all diagonal and can be expressed as follows:

M = diag(M11, M22, M33, M44, · · · , M(N+3)(N+3)) (7)

C = diag(C11, C22, C33, C44, · · · , C(N+3)(N+3)) (8)

Bv = diag(Bv1, Bv2, Bv3, Bv4, · · · , Bv(N+3)) (9)

Bpto = diag(Bpto1, Bpto2, Bpto3, · · · , BptoN) (10)

Kpto = diag(Kpto1, Kpto2, Kpto3, · · · , KptoN) (11)

The added mass matrix A(ω) and radiation damping matrix B(ω) with coupling
terms can be expressed as follows:

A(ω) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

A11(ω) A12(ω) A13(ω) A14(ω) · · · A1(N+3)(ω)

A21(ω) A22(ω) A23(ω) A24(ω) · · · A2(N+3)(ω)

A31(ω) A32(ω) A33(ω) A34(ω) · · · A3(N+3)(ω)

A41(ω) A42(ω) A43(ω) A44(ω) · · · A4(N+3)(ω)
...

...
...

...
. . .

...
A(N+3)1(ω) A(N+3)2(ω) A(N+3)3(ω) A(N+3)4(ω) · · · A(N+3)(N+3)(ω)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(12)

B(ω) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

B11(ω) B12(ω) B13(ω) B14(ω) · · · B1(N+3)(ω)

B21(ω) B22(ω) B23(ω) B24(ω) · · · B2(N+3)(ω)

B31(ω) B32(ω) B33(ω) B34(ω) · · · B3(N+3)(ω)

B41(ω) B42(ω) B43(ω) B44(ω) · · · B4(N+3)(ω)
...

...
...

...
. . .

...
B(N+3)1(ω) B(N+3)2(ω) B(N+3)3(ω) B(N+3)4(ω) · · · B(N+3)(N+3)(ω)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(13)
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where the viscous coefficient in the heave DOF for the point absorber was determined
through a free decay test conducted using STAR-CCM+ [36]. The viscous damping coeffi-
cients Bv1, Bv2, and Bv3 for the floating platform are all set to 8% of their critical damping
values [45,46]. Additionally, the constraint matrix E can be rewritten as follows:

E =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 (COG2y − COG1y) −(COG2x − COG1x) −1 0 0 · · · 0
1 (COG3y − COG1y) −(COG3x − COG1x) 0 −1 0 · · · 0
1 (COG4y − COG1y) −(COG4x − COG1x) 0 0 −1 · · · 0
...

...
...

...
...

...
. . .

...
1 (COG(N + 1)y − COG1y) −(COG(N + 1)x − COG1x) 0 0 0 · · · −1

⎤
⎥⎥⎥⎥⎥⎥⎦

N×(N+3)

(14)

where COG(N + 1) represents the center of gravity of the Nth point absorber.

2.2. Assessment of Point-Absorber Power Generation

Based on the multi-body frequency-domain hydrodynamic coupling model for multi-
ple point absorbers, the average power generation of the Nth point absorber Pave(N) can be
determined as follows [47]:

Pave(N)(iω) =
1
2

BN
ptoω2

∣∣∣�x 3(iω)−�
x (6N+3)(iω)

∣∣∣2
(15)

The q factor represents the impact of wave interactions on power absorption for the
WEC arrays and can be expressed as follows [48]:

q(ω) =
Pave(1)(ω) + Pave(2)(ω) + · · ·+ Pave(N)(ω)

NPisolated(ω)
(16)

If q < 1, it indicates that the average power generation of each WEC in the array is
less than the power generation of an isolated WEC. Therefore, it can be considered that
wave interactions have an adverse effect on the energy absorption of WECs in the wave
field. Conversely, if q > 1, this effect is considered advantageous.

Additionally, the Capture Width Ratio (CWR) is a crucial metric for assessing the
efficiency of a WEC in capturing wave energy. It can be expressed as follows [49]:

CWR =
P

DPw
(17)

where P represents the output power of the point absorber. D is the capture width, which
refers to the diameter of the point absorber. Pw is the incident power of the wave per unit
width and can be expressed as follows:

Pw =
1
16

ρgH2 ω

k0

(
1 +

2k0d
sinh2k0d

)
(18)

where k0 represents the wave number, d is the water depth, and H is the wave height.
To estimate the power generation of the point absorber in real sea conditions, the use

of the Power Spectral Density (PSD) spectrum to describe the wave energy density and
obtain the probability distribution of waves at different frequencies is proposed. This will
be combined with information about the wave conditions at the testing site and the average
power generation obtained from Equation (15) to obtain the expected power in the target
marine area. The widely used JONSWAP spectrum, with its wave spectral density function
S(ω), can be expressed as follows [50]:

S(ω) =
5
16

· H2
s ω4

p · ω−5 exp

(
−5ω4

p

4ω4

)
· Aγ · γa (19)
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where Hs represents the significant wave height, ωp is the peak frequency, γ is the peak
factor, Aγ = 1 − 0.287 ln(γ) is a normalizing factor, and the coefficient a can be expressed
as follows:

a = exp[−
(
ω − ωp

)2

2σ2ω2
p

] (20)

When ω ≤ ωp, σ = 0.07, and when ω > ωp, σ = 0.09.
Therefore, the expected power of the point absorber WExpected in the target marine area

can be calculated as follows [51]:

WExpected = ∑
(

F
(
ωp, Hs

) · ∫ Pave(ω) · S(ω)∫ ∞
0 S(ω) · dω

dω

)
(21)

where F
(
ωp, Hs

)
is the two-dimensional probability distribution related to the peak fre-

quency and significant wave height, which is based on the wave conditions at the test-
ing site.

3. Layout of Wind–Wave Platform and Hydrodynamic Analysis

3.1. Layout of Floating Wind–Wave Power Generation Platform

The floating wind–wave power generation platform consists of an OC4 semi-
submersible floating wind turbine [52] and point absorbers with identical sizes, as shown
in Figure 3. The point absorbers and the floating platform only experience vertical relative
motion. The PTO system is installed on top of the platform support, utilizing the relative
motion for power generation. Tables 1 and 2 provide detailed dimensions of the platform
and point absorbers.

 
(a) Side view (b) Top view 

Figure 3. The wind–wave power generation platform comprising the combination of the OC4
platform and point absorbers.
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Table 1. Dimensions of OC4 platform.

Item Value Unit

Diameter of base columns 24 m

Diameter of upper columns 12 m

Length of base columns 6 m

Length of upper columns 26 m

Column center to center 50 m

Operating draft 20 m

Bracing diameter 1.6 m

Distance between COG and SWL 13.46 m

Displacement tonnage 1.3473 × 104 t

Table 2. Dimensions of point absorbers.

Item Value Unit

Radius 4 m

Length 5 m

Operating draft 3 m

Distance between COG and SWL 1 m

Displacement tonnage 1.5457 × 102 t

3.2. Multi-Body Hydrodynamic Analysis

Four models for different layouts were established in hydrodynamic analysis: single
point absorber (SPA), single point absorber combined with a floating wind turbine platform
(SPA-WP), three point absorbers (TPA), and three point absorbers combined with a floating
wind turbine platform (TPA-WP), as shown in Figure 4. The wave exciting forces and
hydrodynamic coefficients were determined using commercial software ANSYS-AQWA
version 2023, and the simulation flow chart is shown in Figure 5. Waves with a frequency
range of ω = 0.03 rad/s − 3.00 rad/s were selected, and an increment of 0.03 rad/s was
used to ensure the accuracy of frequency-domain calculations. The results of the added
mass and radiation damping for the point absorbers with different layouts are shown
in Figure 6. Overall, the added mass of the point absorbers in different layouts tends
to remain constant at high wave frequencies. When a floating platform exists (SPA-WP
and TPA-WP in Figure 6), the added mass of the point absorbers increases slightly at a
low wave frequency, and this effect is further amplified when three point absorbers are
arranged. Additionally, regardless of whether a floating platform or an array arrangement
is being considered, the radiation damping of the point absorbers tends to approach zero
at low and high wave frequencies, with varying degrees of peak increase. Due to the
presence of the platform, multiple peaks in radiation damping become significant, with the
SPA-WP model demonstrating the most significant impact. When comparing the surface
contour of waves for different layouts under an incident wave heading of 0 degrees, as
illustrated in Figure 7, it becomes apparent that the floating platform induces a pronounced
wave-focusing effect. This effect leads to a substantial increase in wave crest amplitudes
within the interior of the platform. Further investigation into the changes in the Response
Amplitude Operator (RAO) for the motion of each model is shown in Figure 8. It is
observed that considering a floating platform significantly increases the peak RAO of the
point absorbers, and a secondary peak of similar magnitude appears due to hydrodynamic
interference. Additionally, when considering a point-absorber array, the peak RAO of two
of the point absorbers is enhanced, while the peak of the other one decreases. Therefore,
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the impact of array arrangement on the performance of the power generation platform
requires further study.

 
(a) SPA (b) SPA-WP 

 
(c) TPA (d) TPA-WP 

Figure 4. Four different layouts of the point absorbers.

Figure 5. Simulation flow chart for ANSYS-AQWA.
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(a) Added mass (b) Radiation damping 

Figure 6. Comparison of the hydrodynamic coefficients of the point absorber models.

  
(a) SPA (b) TPA 

  
(c) SPA-WP (d) TPA-WP 

Figure 7. Surface contours under different layouts (H = 2 m, ω = 0.66 rad/s).
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(a) PA1 (b) PA2 and PA3 

Figure 8. Comparison of RAO for the point absorbers.

4. Optimization of Power Generation in Frequency Domain

4.1. Verification of Motions of Multiple Floating Bodies with Constraints

To validate the accuracy of the developed frequency-domain model, a linear PTO was
added to the hybrid system. Taking the TPA-WP model as an example, a PTO stiffness of
5000 N/m and a PTO damping coefficient of 45,000 Ns/m were selected. The research of
Zou et al. [43] shows that the numerical simulation results of ANSYS-AQWA for a multi-
body system have good agreement with the experimental data when in open water. Thus,
a time-domain model for constrained motion was established using ANSYS-AQWA, and
the Fender module was utilized to simulate the PTO system. An infinite distance Hinged
Joint module was employed to represent the vertically constrained motion between the
floating platform and the point absorber, as illustrated in Figure 9a, in ANSYS-AQWA. The
heave motion of the point absorbers and platform under regular waves from a direction
of −180◦ with a height of 2.0 m and frequency of 0.6 rad/s was calculated as shown in
Figure 9b. The time histories of heave motion were statistically analyzed to derive response
amplitudes. These amplitudes were then compared with the RAO directly computed
through the frequency-domain model, as depicted in Figure 10. It can be observed that
excellent agreements have been achieved between the results from present frequency-
domain calculations and those obtained from the time domain using ANSYS-AQWA.

 

(a) Schematic of the TPA-WP model in ANSYS-AQWA (b) Time history curves of heave motion calculated us-
ing the ANSYS-AQWA time-domain model 

Figure 9. Time-domain simulation in ANSYS-AQWA.
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(a) PA1 (b) PA2 and PA3 

 
(c) Platform 

Figure 10. Comparison of RAO between present frequency-domain model and time-domain model
in ANSYS-AQWA.

4.2. Optimization of PTO

The influence of the PTO on the performance of the point absorber was investigated.
With a given PTO damping coefficient of 45,000 Ns/m, the contour diagrams in Figure 11
show the CWR of the point absorber under different PTO stiffness values and wave
frequencies for a −180◦ head wave. In the simulated scenarios, the range of PTO stiffness
was from 0 to 5 × 105 N/m. The maximum CWR values in Figure 11 were statistically
analyzed, as shown in Table 3. It can be observed that the CWR of the point absorber
decreases as the PTO stiffness increases in all four models. The optimal PTO stiffness
values are found within the range of 0–104 N/m, with the maximum CWR occurring at
a stiffness value of 0, corresponding to wave frequencies near the natural frequency of
the point absorber. Furthermore, comparing Figures 11b and 11f, it is noted that when a
floating platform is considered, the CWR exhibits a secondary peak near a wave frequency
of 1.7 rad/s. The stiffness values corresponding to this secondary peak are different from
those at the primary peak. Figure 12 illustrates the relative motion RAO comparison
between the two models at the frequency corresponding to the secondary peak. It is
observed that the RAO at the secondary peak frequency has increased, and the spectral
width is wider compared to the case with a stiffness value of 0. This reflects that considering
the floating platform alters the system’s motion characteristics and alters the original power
generation mode of the point absorber. Therefore, to determine the optimal PTO parameters,
a PTO stiffness of 10−6 N/m is selected for further research.
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(a) SPA (b) SPA-WP 

 
(c) TPA (PA1) (d) TPA (PA2 and PA3) 

 
(e) TPA-WP (PA1) (f) TPA-WP (PA2 and PA3) 

Figure 11. Contour diagram of the CWR of the point absorber for varying PTO stiffness values and
wave periods under different models.
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Table 3. The maximum CWR for each point absorber with optimal PTO stiffness.

Model Number of Point Absorbers
Maximum

CWR
Optimal PTO Stiffness

(N/m)
Optimal Wave Frequency

(rad/s)

SPA 0.4122 0 1.35

SPA-WP 0.6873 0 1.29

TPA
PA1 0.2993 0 1.29

PA2 and PA3 0.4831 0 1.44

TPA-WP
PA1 0.2887 0 1.29

PA2 and PA3 0.4969 0 1.38

Figure 12. Comparison of relative RAO between the peak and secondary peak of CWR.

Further research on the influence of the PTO damping coefficient is presented. The
contour diagrams in Figure 13 depict the CWR of the point absorber for different PTO
damping coefficient values and wave frequencies. The statistical results for the maximum
CWR are shown in Table 4. It is evident that considering the floating platform leads to a
significant increase in CWR, regardless of the number of point absorbers. When a single
point absorber is placed on the floating platform, the CWR increases 82%. Furthermore,
when three point absorbers are placed on the floating platform, a more pronounced bimodal
pattern in the CWR emerges. One peak is close to the natural frequency of the point
absorber, indicating the dominance of the individual point absorbers in relative motion.
The maximum CWR tends to reach another peak, with the corresponding wave frequency
shifting towards the natural frequency of the platform. Additionally, the optimal PTO
damping coefficient increases 372.3% and 386.7% separately. Comparing the CWR under
the optimal damping coefficient for each model, as shown in Figure 14, it is evident that the
SPA-WP model outperforms the SPA model overall. Under the TPA-WP model, the peak
frequency shifts significantly towards lower wave frequency, and with increasing wave
frequency, the CWR decreases more gradually compared to the other models. This suggests
that placing point absorbers in an array configuration on a floating foundation can alter its
working conditions to adapt to a wider range of wave frequencies.

106



J. Mar. Sci. Eng. 2024, 12, 206

 
(a) SPA (b) SPA-WP 

 
(c) TPA (PA1) (d) TPA (PA2 and PA3) 

 
(e) TPA-WP (PA1) (f) TPA-WP (PA2 and PA3) 

Figure 13. Contour diagram of the CWR of the point absorber for varying PTO damping coefficients
and wave periods under different models.
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Table 4. The maximum CWR for each point absorber with optimal PTO damping coefficient.

Model Number of Point Absorbers
Maximum

CWR

Optimal PTO Damping
Coefficient

(Ns/m)

Optimal Wave Frequency
(rad/s)

SPA 0.4193 5.80 × 104 1.35

SPA-WP 0.7633 8.50 × 104 1.29

TPA
PA1 0.3044 6.50 × 104 1.26

PA2 and PA3 0.4787 4.50 × 104 1.41

TPA-WP
PA1 0.3634 3.07 × 105 0.87

PA2 and PA3 0.5017 2.19 × 105 1.05

Figure 14. Comparison of CWR under the optimal PTO damping coefficient for different models.

To investigate the impact of array placement on the power generation performance
of point absorbers placed within a floating platform, based on the TPA-WP model, two
placement schemes were considered: the second placement scheme for three point ab-
sorbers combined with a floating wind turbine platform (TPA-WP2) and six point absorbers
combined with a floating wind turbine platform (SIXPA-WP), as shown in Figure 15. Based
on the previous analysis of PTO parameters, the contour diagrams in Figure 16 depict
the total power generation of point absorbers in each model as a function of the PTO
damping coefficient and wave frequency for a −180◦ head wave. The maximum total
power generation for each model is recorded in Table 5. It is evident that the total power
generation of point absorbers with a floating platform is significantly greater than without
a floating platform. Additionally, in both array placement schemes, the number of peak
power generation points increases as the number of point absorbers increases. This demon-
strates that array placement enables point absorbers to adapt to a wider range of wave
frequencies, expanding the operational range of the hybrid system.
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(a) TPA-WP2 (b) SIXPA-WP 

Figure 15. The other two layouts for the point-absorber array.

 
(a) SPA (b) SPA-WP 

 
(c) TPA (d) TPA-WP 

Figure 16. Cont.
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(e) TPA-WP2 (f) SIXPA-WP 

Figure 16. Contour diagram of the total power generation of the point absorber for varying PTO
damping coefficients and wave periods under different models.

Table 5. The maximum total power generation under different models.

Model
Maximum Total

Power Generation
(W)

Optimal PTO
Damping Coefficient

(Ns/m)

Optimal Wave
Frequency

(rad/s)

SPA 6.2417 × 104 7.60 × 104 1.29

SPA-WP 1.1666 × 105 8.50 × 104 1.29

TPA 1.9231 × 105 2.51 × 105 0.99

TPA-WP 2.2623 × 105 2.39 × 105 0.99

TPA-WP2 2.7278 × 105 8.40 × 104 1.26

SIXPA-WP 3.8422 × 105 2.38 × 105 0.99

To investigate the influence of wave angles on power generation, considering the
model’s geometric symmetry, only wave angles of −180◦, −165◦, −150◦, −135◦, and
−120◦ are considered. Figure 17 shows the comparison of the maximum total power
generation for each model. It can be observed that when the floating platform is not
considered, the maximum power generation of the three-point-absorber array is roughly
three times that of a single point absorber, and it is not significantly affected by wave
angles. However, when considering the floating platform, both single and multiple point
absorbers show a significant increase in their maximum power generation. For the single
point absorber on the floating platform, its maximum power generation at −120◦ wave
angle is even close to the total maximum power generation of the three-point-absorber
array. Nevertheless, it is significantly influenced by the wave angle, with a nearly two-
fold difference in maximum power generation observed between different wave angles.
When comparing the two layouts (TPA-WP and TPA-WP2) for three point absorbers on the
floating platform, it was found that the first placement scheme has a slightly lower overall
maximum power generation than the second one. However, it is less influenced by wave
angles, demonstrating a more stable performance overall.
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Figure 17. The variation in the maximum total power generation of point absorbers in different
models.

Previous research has demonstrated that considering a floating platform can lead
to an improvement in the peak performance of point absorbers. A study was conducted
to investigate whether a floating platform leads to better average performance of point-
absorber arrays compared to a single point absorber. A PTO damping of 2.3 × 105 Ns/m
was selected, and two typical wave angles at −180◦ and −120◦ were compared in terms
of the total power for each model, as shown in Figure 18. Subsequently, a comparison of
the q factor for each model was conducted, as shown in Figure 19. The black dashed line
represents a q factor of 1. It can be observed that at wave frequencies lower than 1 rad/s,
the average performance of point absorbers in different arrays is close to that of a single
point absorber. Additionally, the q factors for all three array arrangements are very similar.
As the frequency increases, all three array arrangements display multiple peaks at the
same frequency. The maximum peak of the q factor can reach up to 70 and occurs at high
frequencies where the total power tends towards zero. This reflects that even though the
motion responses of each model are small at high frequencies, the hydrodynamic resonance
generated by the array of point absorbers on the floating platform significantly improves
their average power performance at certain specific wave frequencies. Therefore, when
conducting practical engineering design, it is advisable to select sea conditions that are
close to these peak frequencies, which will also be the subject of future research.
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(a) 180° wave angle (b) 120° wave angle 

Figure 18. The variation in total power with wave frequency for different models.

 
(a) 180° wave angle (b) 120° wave angle 

Figure 19. The variation in q factor with wave frequency for different models.

4.3. The Expected Power in the South China Sea

Previous studies have concentrated on parameter optimization for point absorbers
under regular wave conditions, which may not be universally applicable. To predict the
performance of the model under real sea conditions, data from the South China Sea were
selected. Figure 20 presents wave scatter data obtained from multiple locations in the
northern part of the South China Sea, where water depths exceed 150 m [53]. The numbers
in the first row represent the peak wave period Tp (s), while the numbers in the first column
represent significant wave height Hs (m).
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Figure 20. Distribution of significant wave height and peak wave period.

According to Equation (19), the power density spectrum for each peak wave period
and significant wave height was calculated, with a peak factor γ of 1.5 chosen based on
the condition in the South China Sea. Figure 21 shows the PSD diagram for Tp = 7.5 s and
Hs = 1.5 m. After the PSD was normalized and combined it with the total power generation
results calculated in the frequency domain, two typical wave angles, −180◦ and −120◦,
were selected. The variation in expected power with PTO damping for each model was
obtained using equation 1, as shown in Figure 22. The dotted lines and asterisks represent
the coordinates of the highest expected power. It can be observed that, unlike regular wave
analysis in the frequency domain, under real sea conditions, the optimal PTO damping
coefficient for each model is around 3.5 × 105 N/m, showing significant differences from
the result in Table 1. Although the PA-WP model exhibits the best performance in terms
of power generation, its expected power is only slightly improved compared to SPA and
even occasionally falls below the performance of SPA. This suggests that while the SPA-
WP solution may have better peak performance, its performance stability across all wave
frequencies is relatively poor. Similarly, when comparing the two layout options for the
three point absorbers (TPA-WP and TPA-WP2), it is evident that the second layout option
yields significantly higher expected power than the first. The first layout option also
exhibits performance close to that of TPA, indicating that it is more affected by the wave
angle. Finally, the model with six point absorbers (SIXPA-WP) demonstrates more stable
performance, suggesting that the placement scheme with six point absorbers is better suited
for the sea conditions in the South China Sea.
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Figure 21. PSD based on JONSWAP spectrum.

 
(a) 180° wave angle (b) 120° wave angle 

Figure 22. The expected power for different models.

5. Conclusions

This paper discusses the motion and power generation mechanisms of a floating
wind–wave power generation platform composed of multiple point absorbers and a semi-
submersible floating platform. A comparative analysis was conducted to investigate the
differences between different layouts in the frequency domain. The time-domain outcomes
obtained through ANSYS-AQWA were utilized to validate the frequency-domain model of
the multi-body constrained motion that had been established. Subsequently, a parametric
analysis of PTO parameters was carried out, leading to the determination of optimal PTO
parameters for each model, along with an analysis of the performance variations of point
absorbers under different layouts. Finally, the expected power in the South China Sea was
calculated for each model, revealing variations compared to the parameter analysis. From
this research, several conclusions can be drawn:

(1) The hydrodynamic coefficients in the heave DOF of the point absorbers are signifi-
cantly influenced by the floating platform. Regardless of the arrangement of point
absorbers on the platform, both added mass and radiation damping exhibit varying
degrees of increase. This leads to higher RAO peak values compared to the model
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without a floating platform. The hydrodynamic coefficients of the floating platform,
however, are minimally affected by the point absorbers.

(2) Regardless of the arrangement of point absorbers, the optimal PTO stiffness that
maximizes the CWR tends towards zero. Only when the floating foundation is
considered does the CWR exhibit a secondary peak, with the corresponding PTO
stiffness of around 3 × 105–4 × 105 N/m. This suggests that increasing stiffness can
change the resonance frequency of the hybrid system to some extent.

(3) When considering the optimal PTO damping coefficient, the CWR values of the
point absorbers all exhibit a peak near their natural frequencies. When a three-point-
absorber array is arranged on the floating platform, the peak shifts towards the natural
frequency of the platform, and the optimal PTO stiffness significantly increases. It can
be inferred that array arrangements can alter the working conditions and adaptability
range of point absorbers.

(4) When considering different arrangements of point-absorber arrays on the floating
platform, it is observed that when considering the floating platform, the point-absorber
array’s maximum total power generation is minimally affected by the wave angle but
offers little improvement over individual point absorbers. When considering a floating
platform, the maximum power generation of each model is improved compared to
that for individual point absorbers. The arrangement of a single point absorber on the
floating platform results in the highest increase in maximum power generation, but it
is significantly affected by the angle of waves. On the other hand, both arrangements
of three point absorbers exhibit more stable performance. Similarly, the arrangement
of six point absorbers is also significantly influenced by the wave angle. Additionally,
when considering whether the average performance of point-absorber arrays on a
floating platform is superior to that of a single point absorber on the same platform,
it was observed that due to the hydrodynamic resonance generated by the array
arrangements, multiple peaks occurred in the q factor at the same frequency.

(5) The expected power performance of point absorbers in different arrangements in the
South China Sea differs significantly from their performance in the maximum power
analysis. While arranging a single point absorber on a floating foundation yields the
best peak performance, its stability across all wave frequencies is poor, even dropping
below that of a single point absorber. The more point absorbers are arranged in an
array, the more stable their performance becomes, demonstrating better adaptability.

However, limitations still exist in this study. It is worth noting that this paper only
presents a frequency-domain analysis of the wind–wave power generation platform and
does not consider nonlinear factors such as end-stop [44] or mooring systems [53]. Fu-
ture research will develop corresponding time-domain analysis programs for this model.
Additionally, only limited numerical simulations were conducted; further investigation
of short-crested waves [54] and validation with physical model tests will be included in
future studies.
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Nomenclature

A(ω) Added mass matrix [-] ωp Peak frequency [rad/s]
B(ω) Radiation damping matrix [-]

�
x Relative The relative displacement between the

platform and the point absorber [m]
Bpto Damping coefficient matrix of PTO [-] γ Peak factor [-]
Bv Viscous damping matrix [-]

Abbreviations
C Hydrostatic stiffness matrix [-]
d Water depth [m] CFD Computational fluid dynamics
D Capture width [m] CWR Capture Width Ratio
E Constraint matrix [-] DOF Degree of freedom
�
f pto The force applied to the PTO [N] PSD Power Spectral Density

H Wave height [m] PTO Power Take-Off
Hs Significant wave height [m] RAO Response Amplitude Operator
Kpto Stiffness matrix of PTO [-] SIXPA-WP Six point absorbers combined with

floating wind turbine platform
k0 Wave number [-] SPA Single point absorber
M Mass matrix [-] SPA-WP Single point absorber combined with

floating wind turbine platform
Pave(N) The average power generation of the Nth point absorber [W] TPA Three point absorbers
P The output power of the point absorber [W] TPA-WP Three point absorbers combined with

floating wind turbine platform
Pw Incident power of the wave per unit width [W] TPA-WP2 The second placement scheme for three

point absorbers combined with floating
wind turbine platform

WExpected The expected power [W] WECs Wave energy converters
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Abstract: In order to enhance the power generation efficiency and reliability of wave energy con-
verters (WECs), an enclosed inertial WEC with a magnetic nonlinear stiffness mechanism (nonlinear
EIWEC) is proposed in this paper. A mathematical model of the nonlinear EIWEC was established
based on the Cummins equation and the equivalent magnetic charge method, and the joint simula-
tions were carried out using MATLAB/Simulink 2020 and AMESim 2020 softwares. The effect of
the magnetic nonlinear stiffness mechanism (NSM) on the performance of the EIWEC system was
investigated. The results show that the nonlinear negative stiffness property of NSM can significantly
improve the motion response and output power of EIWEC under low-frequency waves. Compared to
EIWEC without NSM (linear EIWEC), nonlinear EIWEC has a higher generation efficiency and wider
frequency bandwidth. Additionally, the effects of linear spring, internal mass body, and hydraulic
power take-off (PTO) system parameters on the energy conversion capability of the system were ana-
lyzed to provide a reference for the design of nonlinear EIWECs. In general, the proposed nonlinear
EIWEC could provide good development potential for the scale utilization of wave energy resources.

Keywords: wave energy converter; nonlinear stiffness mechanism; hydraulic PTO system; wide
bandwidth; AMESim

1. Introduction

With the rapid expansion of the global economy and population, the energy crisis and
climate change have reached a heightened level of urgency [1]. Various measures have been
implemented, including the United Nations Framework Convention on Climate Change [2]
and the Paris Agreement [3], aimed at mitigating the impact of global warming and
fostering sustainable development across economic, social, and environmental domains.
There is now a widespread consensus among the international community to change the
conventional fossil-fuel-based energy structure and actively advance the utilization of
renewable energy resources [4,5].

The oceans encompass 71% of the Earth’s surface and are abundant in energy re-
sources [6]. Wave energy, one of the typical ocean energy resources, has advantages such
as better availability, greater predictability, and higher energy density [7]. Wave energy
can provide electricity support for island communities, ocean observation instruments,
aquaculture activities [8,9], and hydrogen production and desalination [10], exhibiting vast
application potential.

In recent years, many wave energy converters (WECs) have been proposed, such as
oscillating buoy WECs, oscillating water column WECs, and overtopping WECs [11]. These
diverse design concepts have contributed to effectively developing and utilizing wave
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energy resources. However, the diversity of concepts is also detrimental, in the sense that
there is no “winning concept” at this moment. This hinders potential economies of scale
and standardization gains, as well as diluting the investments made into wave energy.
Moreover, in these concepts, almost all of the WEC’s units, such as the power take-off
(PTO) system, control system, and electrical system, are directly exposed to the marine
environment. The entire WEC will be affected by all processes: biofouling, corrosion,
extreme waves, etc. [12] These elements of the marine environment can make critical
units (especially the PTO system) less reliable. These situations can increase the LCOE,
either through lower efficiency, higher downtimes or greater expenditures in operation
and maintenance.

Enclosed inertial WECs (EIWECs) have attracted much attention from scholars because
of their outstanding survivability and reliable working performance [13]. Prominent
EIWECs include Searev [14], Pendulum WEC (PeWEC) [15], Inertial Sea WEC (ISWEC) [16],
the Wello Oy Penguin [17], the E-Motions [18], the Seaturns [19] and the WITT [20], and their
survivability has generally been verified under extreme wave scenarios. They feature the
enclosure of every PTO component inside a rigid and watertight buoy. The encapsulation
structure protects all the internal parts from potential risks of corrosion or flooding [21].
Under wave excitation, energy harvesting is achieved by relative motion (linear or rotational
motion) between the buoy and the internal mass body [16,22,23]. Therefore, this study will
focus on performance analysis and optimization of the EIWECs.

Improving the generation efficiency of the WECs plays an essential role in reducing
the LCOE. Efficient power extraction from the ocean in EIWECs with linear stiffness
springs (linear EIWECs) is achievable when the system operates near resonance [24].
However, wave energy is primarily distributed within a period range from 5 s to 15 s,
exhibiting broadband and low-frequency characteristics [25]. It is difficult for linear WECs
to adequately harvest energy from the wide frequency band of the ocean waves, thereby
leaving most of the wave energy unutilized [26]. The natural frequency of the WEC is
determined by the stiffness of the hydrostatic force, which is typically very high, resulting
in a natural frequency much higher than the dominant frequencies in the spectrum of
the incoming ocean waves [27]. For instance, for a point absorber with a diameter of
4 m, its natural frequency is about 1.78 rad/s, which means that the system can resonate
at a wave period of 3.5 s [28]. This value is considerably lower than the common wave
period. To accommodate the low-frequency characteristics of ocean waves, larger-sized
buoys are necessary to achieve reduced intrinsic frequencies of WECs [29]. According to
Kurniawan et al. [29], to resonate at 8 s (typical Wave Period), a point absorber would need
a diameter of approximately 30 m. However, the large-sized floats may pose additional
challenges, including wave-structure interactions, economies of scale and costs. Moreover,
these larger-sized floats might be less hydrodynamically efficient than smaller bodies due
to opposing forces over the body surface [30].

Numerous techniques have been put forth to enhance efficiency, including modifying
the mass moment of inertia and actively controlling the PTO system [21,31–33]. These
methods typically involve real-time parameter tuning based on estimating the wave excita-
tion force and are challenging to implement in practice [34]. The prediction deviation of
wave information might cause a significant decrease in control performance. Furthermore,
these control strategies required extra control units, inevitably increasing installation and
maintenance expenses.

In the field of mechanical vibration energy harvesting, nonlinearities and instabilities
are typically introduced into the system to increase frequency bandwidth and the dynamic
range of the excitation amplitude. Scapolan [35] and Giorgi et al. [36] introduced a time-
varying damper, tackling the problem of the performance enhancement of a mechanical
energy harvester, in terms of both frequency bandwidth and response amplitude, via time
variations of the PTO damping coefficient. Some WECs adopted parametric resonance
to improve the energy conversion performance of the system. To meet the configuration
requirements for parametric resonance, the float is usually connected to the pendulum for

120



J. Mar. Sci. Eng. 2024, 12, 191

inertial coupling in some schemes [37]. According to Giorgi [38], nonlinear hydrodynamics
are also capable of inducing parametric resonance between different degrees of freedom of
the float. In addition to the foregoing methods, the nonlinear stiffness approach, such as the
bistable mechanism [39] and the collision mechanism [40], can also improve the frequency
bandwidth and performance of the WECs. The bistable mechanism has two potential wells
and a potential barrier, which can be obtained through the inclined structural configuration
of springs or repulsive force between magnets [41,42]. For a bistable WEC system, there are
three main motion patterns: periodic intrawell, interwell, and chaotic motion [43]. Among
them, interwell motion can travel across the potential barrier and oscillate continuously
between two potential wells, can generate a larger motion amplitude, and is considered
to be a desirable high-energy orbit [28]. Recently, bistability has also been applied to
EIWEC. Wang et al. [44] investigated the performance of a bistable snap-through PTO
system operating inside a submerged EIWEC, highlighting the significance of the bistable
mechanism in improving efficiency. Todalshaug et al. [45] proposed a bistable mechanism
called “CorPower” and performed experiments on a 1/16-scale model. The results indicate
that CorPower can provide phase control to the system, significantly increasing the power
performance. The component was applied to the CorPower prototype [46]. Additionally,
a novel X-shaped structure, offering an innovative bistable and quasi-zero stiffness, was
applied in the EIWEC, thereby greatly enhancing the wave energy conversion capabil-
ity [47]. These studies indicated that the utilization of nonlinear stiffness properties enables
the passive tuning of the system. Nonlinear stiffness mechanisms are advantageous in
adapting the system to wave frequency variations since the frequency bandwidth of the
system is increased. However, this benefit is limited to large amplitude wave scenarios;
when the wave height is small, the nonlinear stiffness may hinder the power extraction
of EIWECs.

In our previous study, a novel magnetic nonlinear stiffness mechanism (NSM) was
proposed and applied to a point absorber WEC (PAWEC) [28]. The NSM system exhibited
a lower potential barrier, facilitating the buoyancy of PAWEC to generate high-energy
interwell motions even in low amplitude waves. This characteristic significantly enhanced
the energy harvesting efficiency and expanded the frequency bandwidth of the PAWEC. In
this study, we extended the application of NSM in EIWEC (nonlinear EIWEC) and further
assessed the influence of the nonlinear stiffness mechanism on the dynamics and power
conversion performance of EIWEC.

Because of its great adaptability to low frequency waves and high efficiency, the hy-
draulic power take-off (PTO) system is a popular option for energy conversion in WECs [48].
Choi et al. [49] constructed and tested a 50 kW hydraulic PTO system, confirming the posi-
tive role of the accumulator in smoothing the power output. Gao et al. [50] considered the
nonlinear effect of the hydraulic system and analyzed the influence of wave and hydraulic
component parameters on motion response and performance. Liu et al. [51] employed the
hydraulic PTO system to capture wave energy in a two-raft-type WEC. They discussed
the variation in the optimal hydraulic PTO parameters with wave state. To improve the
efficiency and stability of the rotating EIWEC, an adaptive hydraulic PTO system was
designed and tested by Xue et al. [52]. The effects of the precharged pressure, delay time,
and open state time of the accumulator on the average output power and power fluctuation
index were experimentally analyzed.

The hydraulic PTO system typically consists of multiple hydraulic components, and
variations in component parameters will result in complex energy conversion and force
reaction characteristics [48]. To the authors’ knowledge, in the field of wave energy har-
vesting, few studies focused on the analysis and performance evaluation of hydraulic PTO
systems coupled with nonlinear stiffness mechanisms. In previous studies of WECs with
nonlinear stiffening mechanisms [28,39,40,43,53], the PTO system is frequently modeled
as a linear relationship between the damping coefficient and the velocity. In this paper,
the hydraulic PTO system was further introduced into the nonlinear EIWEC to ensure
that the analysis more closely resembles a real scenario. However, the complex dynamic
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behavior of the NSM will increase the design difficulty of the hydraulic PTO system. To
address the issue, this paper investigated the effects of critical hydraulic PTO parameters
on the performance of the nonlinear EIWEC system. The novelty of this paper is in two
main aspects: (a) An enclosed inertial wave energy converter with a nonlinear stiffness
mechanism was designed and proposed. The encapsulation structure can protect critical
hydraulic PTO components from potential risks of corrosion or flooding. The nonlinear
stiffness mechanism can increase the motion response and frequency bandwidth of the
system, improving the operating performance of the EIWEC. (b) The hydraulic PTO system
was further introduced into the nonlinear EIWEC. The results are expected to be a helpful
reference for the hydraulic PTO system design of the nonlinear EIWEC.

The remainder of the paper is organized as follows. Section 2 describes the schematic
design and models of the nonlinear EIWEC. In Section 3, the influence of nonlinear stiff-
ness mechanisms and critical hydraulic PTO parameters on the motion response and
performance of the system is discussed. Section 4 presents the main conclusions.

2. Schematic Design and Modeling

2.1. Schematic Design

The proposed enclosed inertial wave energy converter with a nonlinear stiffness
mechanism (nonlinear EIWEC) is illustrated in Figure 1. As depicted in Figure 1a, the
nonlinear EIWEC primarily consists of an energy harvester and a nonlinear stiffness
mechanism (NSM), which are connected via a rod.

Figure 1. Nonlinear enclosed inertial wave energy converter (nonlinear EIWEC). (a) Working scenario,
(b) internal structure.

Figure 1b shows a schematic diagram of the internal structure. The energy harvester
comprises an inner mass body, a buoy, a linear spring, and a hydraulic PTO unit. These
components are encapsulated inside a rigid and watertight buoy. The encapsulation
structure can protect all the internal parts from potential risks of corrosion or flooding.
The relative heaving motion between the buoy and the internal mass body can drive the
hydraulic PTO system to generate electricity.

Figure 2 illustrates a working schematic of the nonlinear EIWEC. The buoy and inner
mass body are connected by a linear spring that can transfer the wave energy captured by
the buoy to the inner mass body. The cylinder and piston rod of the hydraulic cylinder
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are mounted on the inner mass body and the buoy, respectively. Because of the relative
motion between the inner mass body and the buoy, the upper and lower chambers of the
hydraulic cylinder produce a pressure difference, allowing the oil to flow into the hydraulic
PTO system (Figure 2a). Four check valves rectify the oil flow in the hydraulic motor into
one direction. An accumulator is utilized to absorb flow fluctuations within the pipeline
and stabilize the output speed of the hydraulic motor. After that, the oil flows into the
hydraulic motor through the throttle valve. The hydraulic motor rotates and drives the
generator to produce electrical energy.

 

Figure 2. Working schematic of nonlinear EIWEC. (a) Hydraulic PTO unit, (b) nonlinear stiffness
mechanism (NSM).

Figure 2b shows the three-dimensional structure of the NSM, and it comprises an
inner and an outer magnetic ring. The inner magnetic ring is connected to the buoy via the
rod, following the buoy to produce a heaving motion. The outer magnetic ring consists of
two types of sector magnets with opposite magnetic poles and is mounted in the housing
fixed to the seabed. The sector magnets with the same pole direction as the inner magnetic
ring are ‘repulsive magnets’. The remaining sector magnets are ‘attractive magnets’ [28].
The primary role of the NSM is to provide nonlinear stiffness force to the buoy to increase
the motion amplitude and improve the energy conversion performance of the EIWEC.

2.2. Mathematical Modeling

According to Guo et al. [40], under wave excitation, the buoy of a wave energy
converter moves mainly in the heave direction. To simplify the model, we only consider
the heaving motion response in terms of the structural design of the EIWEC. The nonlinear
stiffness mechanism is mounted on the seabed, connected to the float by a rigid linkage. As
a result, the buoy of the EIWEC can only generate a motion response in the heave degree
of freedom.

As shown in Figure 3, the nonlinear EIWEC consists of three stiffness terms: hydro-
static stiffness khs, linear spring stiffness k, and magnetic nonlinear stiffness km. When
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analyzing the effect of km on the system’s performance, the effect of the other two stiffness
terms should also be considered. The effects of km and k on the motion response of the
EIWEC are evaluated in this section since khs is a constant term.

Figure 3. Vibration model of a nonlinear EIWEC.

The buoy is mainly subjected to wave excitation force Fe, radiation force Fr, hydrostatic
restoring force Fhs, axial magnetic force of NSM Fm, and interaction force between the
buoy and the mass body Fi. The dynamic model of the nonlinear EIWEC can be expressed
as follows:

m1
..
z1 = Fe + Fr + Fhs + Fm + Fi, (1)

where m1 denotes the mass of the buoy, and
..
z1 is the acceleration of the buoy in the

heave direction.
The equations of motion of the internal mass body are as follows:

m2
..
z2 = −Fi, (2)

where m2 denotes the mass of the mass body and
..
z2 is the heave acceleration of the mass

body. The interaction force Fi depends on the relative motion between the buoy and the
mass body and can be written as

Fi = k(z2 − z1) + FPTO, (3)

where k denotes the stiffness coefficient of the linear spring and FPTO denotes the reaction
force of the hydraulic PTO system. z1 and z2 represent the displacements of the buoy and
the mass body, respectively. z3 = z2 − z1, z3 represents the relative displacement between
the inner mass body and the buoy.

In addition, considering the limited internal space of the buoy, we use the initial
elongation Δl instead of the spring stiffness k to avoid choosing some impractical stiffness.

Δl =
m2g

k
, (4)

In regular waves, the wave excitation force Fe acting on a buoy can be expressed
through the Haskind relation as [54]:

Fe = A

√
2g3ρBz(ω)

ω3 cos(ωt + ϕ), (5)

where A is the amplitude of the wave, ρ is the density of seawater, g is the acceleration of
gravity, Bz(ω) is the radiation damping coefficient, ω is the frequency of the wave, and ϕ is
the phase of the wave.
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According to the Cummins equation [55], the wave radiation force Fr can be given as

Fr = −m∞
..
z1 −

∫ t

0
kr(t − τ)

.
z(τ)dτ, (6)

where m∞ represents the mass and added mass at infinite frequency of the buoy. kr(t) is
the impulse response function (IRF) of the radiation force, which can be obtained by:

kr =
2
π

∫ ∞

0
Bz(ω)cos(ωt)dt, (7)

Wave excitation and radiation forces are modeled using linear hydrodynamic coeffi-
cients, including added mass and radiation damping coefficients. ANSYS-AQWA 2020 is a
standard simulation package, and it can calculate these hydrodynamic parameters using
a frequency domain potential flow boundary element method (BEM) solver. The BEM
solutions of added mass and radiation coefficients are obtained by solving the Laplace
equation for the velocity potential of the float, which assumes that the flow is inviscid,
incompressible, and irrotational [56]. The added mass Az and radiation damping Bz are
shown in Figure 4.

Figure 4. Added mass Az and radiation damping Bz.

In order to improve the calculation speed of the radiation force, a state space model

(SSM) was used instead of the convolution integral term
∫ t

0

∼
kr(t − τ)

.
z(τ)dτ.

{ .
X(t) = AX(t) + B

.
z1(t)∫ t

0

∼
kr(t − τ)

.
z(τ)dτ = CX(t)

, (8)

where X(t) is the n-order state vector. A, B, and C are constant coefficient matrices of the

SSM.
∼
kr(t) is the approximate value of kr(t).

.
z1(τ) is the velocity of the buoy. A, B, and C

are constant coefficient matrices of the state space model that can be determined using the
realization theory approach.

A =

⎡
⎢⎢⎢⎢⎢⎢⎣

−5.539 −51.02 −176.5 −646.6 −991.7 −978.8
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

⎤
⎥⎥⎥⎥⎥⎥⎦

B =
[
1 0 0 0 0 0

]T

C =
[
17340 98150 745500 2352000 6298000 −82460

]
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In the time domain, the hydrostatic restoring force Fhs can be expressed as:

Fhs = −1
4

ρgπD2
2z1(t), (9)

where D2 is the diameter of the float, and D2 = 4 m in this study.
Figure 5 shows the equivalent magnetic charge model for coaxial inner and outer

sector magnets. The axial magnetic force of the NSM Fm can be calculated based on the
equivalent magnetic charge theory [28].

Fm = B2
r

πμ0

∫ α
0

∫ π
2

π
2 −α

∫ R2
R1

∫ R4
R3

⎛
⎝ z13

(r)∣∣∣∣ →r13
(r)

∣∣∣∣
+ z24

(r)∣∣∣∣ →r24
(r)

∣∣∣∣
− z23

(r)∣∣∣∣ →r23
(r)

∣∣∣∣
− z14

(r)∣∣∣∣ →r14
(r)

∣∣∣∣

⎞
⎠r1r2dr1dr2dθdδ−

B2
r

πμ0

∫ α
0

∫ π
2

α

∫ R2
R1

∫ R4
R3

⎛
⎝ z13

(a)∣∣∣∣ →r13
(a)

∣∣∣∣
+ z24

(a)∣∣∣∣ →r24
(a)

∣∣∣∣
− z23

(a)∣∣∣∣ →r23
(a)

∣∣∣∣
− z14

(a)∣∣∣∣ →r14
(a)

∣∣∣∣

⎞
⎠r1r2dr1dr2dθdδ,

(10)

where Pi is a point on the magnetic pole surface Si of the inner sector magnet (i = 1,2),
and Pj is a point on the magnetic pole surface Sj of the outer sector magnet (j = 3,4).

→
rij

is the position vector between points Pi and Pj, and zij is the axial component of
→
rij. The

superscripts (r) and (a) denote repulsive and attractive magnets, respectively. Br is the
residual magnetic flux density. μ0 is the vacuum permeability.

Figure 5. Equivalent magnetic charge model for coaxial inner and outer sector magnets. (a) Front
view of the magnetic charge model, (b) Top view of the magnetic charge model.

The reaction force of the hydraulic PTO system acting on the buoy can be calculated by:

FPTO = (pt − pb)Ap, (11)

Ap = π
(

R2
p − R2

r

)
, (12)

where Rp and Rr are the radius of piston and rod, respectively. pt and pb are the oil
pressure of the upper and bottom chamber of hydraulic cylinder, respectively. The value of
pt is approximately equal to the accumulator pressure pac, which can be given by [49]:

pt = pac, (13)

.
pac
ppre

= −κ
qac

Vg0
, (14)

where ppre is the pre-charged gas pressure of the accumulator; Vg0 is the initial gas pressure
of the accumulator; κ is the gas adiabatic index; and qac denotes the flow rate of oil into the
accumulator. qac can be obtained by

qac = qt − qv, (15)
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qt =
(

z1 − z2)Ap, (16)

where qt denotes the flow rate of oil out of the upper chamber and qv denotes the outlet
flow rate of the throttle valve.

The throttle valve is used to regulate the oil flow into the hydraulic motor. In this
study, the outlet flow rate of the throttle valve can be expressed by [49]:

qv = Cd Av

√
2(pM − pac)

ρ0
, (17)

where Cd is the flow coefficient, Av denotes the valve port through-flow area, pM is the oil
pressure at the inlet of the hydraulic motor, and ρ0 is the density of the hydraulic oil.

Neglecting the compressibility and leakage of the hydraulic oil, the angular velocity
ωM of the hydraulic motor can be determined by:

qM = DMωM, (18)

where qM is the flow rate into the hydraulic motor, qM = qv, and DM is the displacement of
the hydraulic motor.

The kinetic equations for the hydraulic motor and generator are given by:

Jt
.

ωM = DM(pM − ptank)− TG, (19)

where Jt is the total rotational inertia of the hydraulic motor and generator, ptank is the tank
pressure taken as 0, and TG is the resistive torque of the permanent magnet synchronous
generator. When the electrical load is purely resistive, the value of TG can be calculated by

TG =
E2

RωG
, (20)

where R is the load resistance; ωG is the angular velocity of the generator, ωG = ωM; and E
is the phase electromotive force of the generator, which can be calculated by

E =
4.44NkeunGφe

60
, (21)

where N is the number of series turns per phase winding; ke is the electromotive force
winding factor; u is the number of pole pairs of the generator armature windings; φe is the
magnetic flux; and nG is the generator rotational speed with nG = 2πωG.

The mean output power of the generator during period t to t + T can be defined as

Pi =
E2

R
, (22)

Pm =
1
T

∫ t+T

t
PGidt, (23)

where Pi is the instantaneous power of the generator, and Pm is the mean power of the
generator.

To evaluate the motion response of the nonlinear EIWEC, the buoy, mass, and relative
RAOs are defined as [40]:

RAO1 =
max(z1)

A
, (24)

RAO2 =
max(z2)

A
, (25)
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RAO3 =
max(z3)

A
, (26)

where A is the wave amplitude.

2.3. Software Application and Configuration

The calculation framework of this study is shown in Figure 6. Wave excitation and
radiation forces are modeled using linear hydrodynamic coefficients, including added mass
and radiation damping coefficients, which can be obtained by ANSYS-AQWA. A joint
simulation calculation between MATLAB/Simulink 2020 and AMESim 2020 is applied for
the time domain analysis. The former provides the motion response signals to the latter,
and the latter transmits the computed PTO forces to the former.

Figure 6. Calculation framework.

2.4. Validation of the Time-Domain Model

To validate the time-domain model of the WEC based on the state space model in this
study, the results were compared with published works. The response amplitude operator
(RAO) for the heave motion of the WEC system reported by Tampier and Grueter [57] was
used for comparison. From Figure 7, the simulation results are in good agreement with the
previously reported results, indicating that the proposed time-domain simulation model
can accurately simulate the motion response.

Figure 7. Comparison of RAO in heave obtained from the present time-domain model and simulation
and experimental results reported by Tampier and Grueter (2017) [57].
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3. Results and Discussion

3.1. Mechanical Property Analysis of NSM
3.1.1. Structural Parameters

The structural parameters of NSM are shown in Table 1. The outer magnetic ring
comprises four attractive magnets and four repulsive magnets. The attractive and repulsive
magnets have the same inner and outer diameters, and their height difference is Δh.

Table 1. Structural parameters of NSM.

Parameter Symbol Value

Inner diameter of inner magnetic rings (m) R1 0.2
External diameter of inner magnetic rings (m) R2 0.5

Inner diameter of outer magnetic rings (m) R3 0.6
External diameter of outer magnetic rings (m) R4 1.0

Center angle of attractive magnet ( ◦) α 18
Center angle of repulsive magnet ( ◦) 90◦ −α 72

Height difference between attractive and
repulsive magnets (m) Δh 0.08

Height of inner magnetic ring (m) h1 0.15
Permeability of vacuum (H/m) μ0 4π × 10−7

Residual magnetic flux density (T) Br 1.25

3.1.2. Magnetic Force and Stiffness of NSM

Figure 8a shows the magnetic force Fm as a function of displacement z1, and the
corresponding stiffness curves of the NSM are shown in Figure 8b. For comparison, the
variation curves of hydrostatic force Fhs and hydrostatic stiffness khs are also plotted in
Figure 8.

  

Figure 8. (a) Magnetic force of NSM, (b) stiffness of NSM.

From Figure 8a, because of the difference in magnetic field strength at various positions,
the magnetic force and stiffness of the inner magnetic ring exhibit a nonlinear variation. At
some positions, the NSM exhibits negative stiffness properties and has a good potential for
improving the frequency bandwidth and energy conversion efficiency of energy harvesting
systems. To investigate the effect of NSM on the EIWEC, we further analyzed the motion
response and output power of the nonlinear EIWEC in Section 3.2.

3.2. Effect of Nonlinear Stiffness Mechanism (NSM)
3.2.1. Motion Response Analysis

Figure 9 illustrates the RAO as a function of frequency for linear and nonlinear
EIWECs with different k. The simulation was executed for 300 s at each wave frequency
(the calculation time step is 0.01 s.), and then the maximum motion response amplitude in
the time range of 150 s to 300 s was then extracted as RAOs to eliminate transient effects in
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the initial stage. As depicted in Figure 9, the RAOs of the linear and nonlinear EIWECs are
plotted by blue dashed and red dotted lines, respectively. Notably, the maximum stroke
limit (end-stops) of the buoy for the device is ±4 m. All of the displacements in Figure 9
are within the range. When the wave frequency is less than 1 rad/s, the RAOs of the buoy
and mass body of the linear EIWEC remain around 1, and the relative motion between
the buoy and mass body is small. As the wave frequency increases, the motion response
of the buoy and mass body first increases and then decreases. According to Figure 9c,f,i,
the frequency bandwidth of the linear EIWEC is narrower compared with the nonlinear
EIWEC. Accordingly, the linear EIWEC is not capable of adequately capturing energy from
the wide frequency band of the ocean waves, leaving most of the wave energy unutilized.

 

Figure 9. RAOs of the buoy, mass body, and relative motion. (a–c) Δl = 1 m; (d–f) Δl = 2 m;
(g–i) Δl = 3 m. Simulation conditions: m2 = 6670 kg, Dm = 80 cc/rev, R = 50 Ω, ppre = 30 bar, and
Vg0 = 40 L.

For a linear EIWEC, it resonates around 1.7 rad/s. Wave frequencies below or above
this value will cause a significant power reduction. According to Figure 8, the NSM has a
negative stiffness property, which can reduce the system’s natural frequency. Therefore,
when the wave frequency is less than 1.7 rad/s, the nonlinear EIWEC is close to the resonant
state, and the RAOs of relative motion are much higher than those of linear EIWEC. The
large amplitude relative motion provides favorable conditions for energy transfer and
conversion, contributing to the increase in output power of the EIWEC.

Meanwhile, the resonant frequency of the system is no longer a fixed value because
of the influence of the nonlinear stiffness property, resulting in multiple resonance peaks
in the RAOs curve of the nonlinear EIWEC. These characteristics effectively increase the
frequency bandwidth of the EIWEC system, enabling EIWEC to be more robust in the
face of the change in sea state. When the wave frequency is greater than 1.7 rad/s, the

130



J. Mar. Sci. Eng. 2024, 12, 191

negative stiffness property of NSM causes frequency detuning of the EIWEC, and the low
natural frequency of the nonlinear EIWEC cannot match the high-frequency incident wave.
Therefore, the motion response of the nonlinear EIWEC decreases rapidly with strong
fluctuations. The response reduction for the nonlinear EIWEC occurs at periods of about
3.7 s. These results indicate that the nonlinear EIWEC is not adept at capturing wave energy
from high-frequency components, and its performance may even be lower than linear
EIWEC under some frequency conditions. However, this period value is relatively low in
actual waves and may not be of practical interest. According to Falnes et al. [25], the wave
period range is typically between 5 s and 15 s. In this period range, the motion response
of the nonlinear EIWEC is consistently at high values, which shows good development
potential for extracting energy from actual waves.

Meanwhile, the RAO curves of the nonlinear EIWEC show irregular fluctuations as
the frequency changes. The fluctuations may produce erratic, chaotic behavior and wear
out the device more in the long term. To explain the reason for the fluctuations and avoid
those sudden downward spike regions, we further analyzed the motion response of the
nonlinear EIWEC at different frequencies in terms of nonlinear dynamics.

Figure 10 illustrates the phase trajectories of the motion response of the buoy and the
internal mass body for nonlinear EIWECs with different spring stiffnesses when the wave
frequencies are 2.3 rad/s, 2.4 rad/s, and 2.5 rad/s, respectively.

 

 

Figure 10. Phase trajectories of the motion response of the buoy and the internal mass body for
nonlinear EIWECs with different spring stiffnesses when the wave frequencies are 2.3 rad/s, 2.4 rad/s,
and 2.5 rad/s, respectively. (a,b) Δl = 1 m; (c,d) Δl = 2 m.

From Figure 10, when the wave frequencies are 2.3 rad/s and 2.5 rad/s, the buoy and
internal mass body of the nonlinear EIWEC produce complex chaotic motions. The chaotic
motion is irregular and contains inter-well and intra-well components, making the energy
output strongly random and fluctuating. At a wave frequency of 2.4 rad/s, the buoy and
the internal mass body are trapped in the middle potential well and can only produce
intra-well motion, causing a sudden drop in the output power. In practice, a nonlinear
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stiffness mechanism might make the system more sensitive at high-frequency conditions
(greater than the resonance frequency), and the EIWEC produces complex and diverse
nonlinear motions, resulting in irregularities in the RAOs curves.

The stiffness of the nonlinear mechanism changes drastically around −0.5 m and 0.5 m.
In order to investigate the effect of the change on the system, the phase trajectories of the
buoys of linear and nonlinear EIWEC are plotted for different stiffness conditions when the
wave height is 1 m and the frequency is 1 rad/s, as illustrated in Figure 11.

 

 
Figure 11. Phase trajectories of the buoys of linear and nonlinear EIWEC for different stiffness
conditions when the wave height is 1 m and the frequency is 1 rad/s. (a) Δl = 1 m; (b) Δl = 2 m;
(c) Δl = 3 m.

For the nonlinear EIWEC, the velocity of the buoy changes drastically at these two po-
sitions, which could cause fluctuations in the energy output. Interestingly, these stiffness
variations seem to bring remarkable gains to the system. For the linear EIWEC, the motion
response of the buoy is limited to these two threshold intervals. Due to the stiffness varia-
tions, the motion response of the float increases rapidly for the nonlinear EIWEC, which
favors the power output capability of the system.

3.2.2. Output Power Analysis

Figure 12a,b show the variation of output power for linear and nonlinear EIWECs
under different ω and Δl, respectively. The mapping distribution of output power in
the (ω, Δl) space is illustrated in Figure 12c,d. When the wave frequency is less than
1 rad/s, the output power of the linear EIWEC is nearly 0 W because of the small relative
displacement z3. The system exhibits a single resonance peak, and the output power
initially increases and then decreases with the increase in wave frequency (Figure 12a). The
effective frequency bandwidth of a linear EIWEC strongly correlates with the linear spring.
The frequency bandwidth of the linear EIWEC gradually increases as initial elongation
Δl increases (Figure 12c). Therefore, selecting a larger Δl facilitates the linear EIWEC to
harvest energy from a wider range of wave frequencies and improves the system’s energy
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capture performance. However, it is unreasonable and difficult to select a linear spring
with excessive Δl for the EIWEC due to the limited internal space of the buoy.

Figure 12. Distribution of generation power in the (ω, Δl) space. (a,c): Linear EIWEC; (b,d) nonlinear
EIWEC. Simulation conditions: m2 = 6670 kg, Dm= 80 cc/rev, R = 50 Ω, ppre = 30 bar, and Vg0 = 40 L.

As shown in Figure 12b, the output power of nonlinear EIWEC is noticeably improved
compared to linear EIWEC. The negative stiffness of NSM reduces the intrinsic frequency of
the EIWEC system, which facilitates the system to resonate more easily under low frequency
wave conditions. The effective frequency band of the system shifts to a lower frequency
range, and the output power and frequency bandwidth of the EIWEC is considerably
enhanced. Additionally, the NSM decreases the correlation between the linear spring
stiffness and the frequency bandwidth. In the frequency range from 0.4 to 1.5 rad/s, the
output power of the system is insensitive to changes in the wave frequencies and linear
spring stiffness. These characteristics increase the power output robustness of the EIWEC
against sea state changes and reduce the design difficulty of the linear spring.

3.3. Effect of Mass Body and Linear Spring

The mass body and linear spring of EIWEC are the critical components for energy
harvesting and conversion. This section investigates the effect of mass ratio γ of the
internal mass body and initial elongation Δl of the linear spring on the performance of the
nonlinear EIWEC. The mass ratio γ is defined by Equation (27). Ocean waves typically
have periods between 5 and 15 s (0.42 rad/s to 1.26 rad/s). Figure 13 shows the output
power of nonlinear EIWEC as a function of γ and Δl under typical wave period conditions
(T = 5 s, 7.5 s, 10 s, 12.5 s, and 15 s).

γ = m2/(m1 + m2) (27)
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Figure 13. Output power of nonlinear EIWECs as a function of γ and Δl under typical wave period
conditions. (a) T = 5 s, (b) T = 7.5 s, (c) T = 10 s, (d) T = 12.5 s, and (e) T = 15 s.

There are some differences in the power distribution of the system under various wave
periods. As illustrated in Figure 13a, when the wave period is 5 s, nonlinear EIWEC can
obtain higher output power by selecting a larger mass ratio γ and initial elongation Δl.
Within a reasonable parameter range, increasing the mass of the internal mass body and
decreasing the stiffness of the linear spring will have a positive effect on enhancing the
energy conversion performance of the system. According to Figures 9 and 12, the system
is close to resonance at this time, and the influence of the NSM on the motion response
and output power is reduced. The motion response of the system is close to optimal,
and increasing the mass of the internal mass body can convert more wave energy into
available kinetic energy. Therefore, in short-period wave scenarios, the nonlinear EIWEC is
more sensitive to parameter variations in the internal mass body and linear spring. There
are differences in wave conditions in different deployment areas. It is necessary to first
determine the dominant wave frequency of the target deployment area. After that, the
structural parameters (γ and Δl) will be determined according to this frequency to ensure
maximum power output.

As the wave period increases to 7.5 s, 10 s, and 12.5 s, multiple high-power regions
(red areas) appear in Figure 13b,c, and these high-power regions extend into the parameter
domain of the low mass ratio and initial elongation. These results suggest that efficient
energy conversion can also be achieved by choosing low mass ratios and large spring
stiffnesses in seas dominated by medium wave periods, significantly reducing the design
difficulty of mass bodies and linear springs. When the wave period is 15 s, the system’s
average power is insensitive to changes in the mass body and the linear spring. Nonlinear
EIWECs with different mass ratios and initial elongations have similar energy conversion
capabilities. At this time, the NSM plays a critical role in adjusting the intrinsic frequency
of the system. When different internal mass bodies and linear springs are selected, the
nonlinear negative stiffness characteristics of the NSM can adaptively modify the motion
response to ensure the stable output of the system. Accordingly, the choice of parameters
will become more convenient under long-period wave conditions.

134



J. Mar. Sci. Eng. 2024, 12, 191

3.4. Influence of Hydraulic PTO Parameters
3.4.1. Effect of Pre-Charged Pressure of Accumulator

The pre-charged pressure ppre and initial gas volume Vg0 are two critical parameters of
an accumulator. Choosing different ppre and Vg0 affects the buffer capacity of the hydraulic
PTO system, which will further change the efficiency and stability of the energy conversion
and output. Sections 3.4.1 and 3.4.2 investigated the effect of the precharged pressure and
initial gas volume of the accumulator on the average output power Pm and power standard
deviation σ, respectively. Among them, the power standard deviation is used to measure
the stability of the output power.

Figure 14a,b present the average output power Pm and power standard deviation σ as
a function of the pre-charged pressure of accumulator ppre, respectively. The output power
of the system remains constant and the power standard deviation is relatively low when
the pre-charged pressure ppre is below 30 bar. Notably, a low σ means less pressure and
flow fluctuations in the hydraulic PTO system and more stable output power produced by
the generator.

 
Figure 14. Average output power Pm and power standard deviation σ as a function of the pre-charged
pressure of accumulator ppre. (a) Average output power, (b) power standard deviation.

When ppre was greater than 30 bar, the average output power changed significantly
under all wave period conditions, and Pm showed an overall trend of increasing and then
decreasing. As ppre increases, the power standard deviation increases dramatically, and
the electrical output stability of the PTO system deteriorates. These results suggest that
choosing a lower pre-charged pressure of the accumulator can allow the pulsations in
the hydraulic PTO system to be fully absorbed, which facilitates the improvement of the
electric energy quality in nonlinear EIWEC. Although increasing the pre-charged pressure
can improve the power generation of the system to some extent, it weakens the stability of
the power output.

To further investigate the influence mechanism of the pre-charged pressure on the
stability characteristics of the output power, Figure 15 illustrates the time-varying curves
of accumulator inlet pressure qac, instantaneous power PGi, and PTO force FPTO when
ppre = 20 bar and 60 bar, respectively. Due to the introduction of the NSM, the change in
relative displacement z3 increases, resulting in sharp pressure and flow pulsations in the
hydraulic PTO system. When ppre is set to 20 bar, the qac is steadily maintained at 40 bar
(Figure 15a). The oil in the hydraulic line can flow continuously and smoothly into the
hydraulic motor, ensuring the stability of generation power (Figure 15b). Meanwhile, the
constant pressure allows the hydraulic system to provide smooth PTO force (Figure 15c),
helping to improve the work reliability and service life of the hydraulic cylinder. When
ppre = 60 bar, the accumulator can only open and release the oil to flow into the hydraulic
motor when the system pressure accumulates to 60 bar. As illustrated in Figure 15a,b,
the excessive ppre causes discontinuity in the oil flow and intermittent operating issues
in the PTO system. Consequently, the power output of the generator exhibits unstable
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fluctuations resembling a sawtooth pattern. Additionally, the intermittent pulsations
of pressure and flow can cause high-frequency vibration in the hydraulic components,
potentially compromising the reliability of the sealing elements and valve body.

Figure 15. Time-varying curves corresponding to the pre-charged pressures of 20 bar and 60 bar
when the wave height is 1 m and the period is 7 s. (a) accumulator inlet pressure qac, (b) instantaneous
power Pi, and (c) PTO force FPTO.

3.4.2. Effect of the Initial Gas Volume of the Accumulator

The initial gas volume of the accumulator Vg0 plays the role of a buffer spring. Different
initial gas volumes can affect the absorption effect of flow and pressure pulsations in the
hydraulic system and change the dynamics and power output characteristics of nonlinear
EIWEC. Figure 16a,b show the variation in the average output power and power standard
deviation with the initial gas volume of accumulator Vg0, respectively.

 

Figure 16. Variation in the average output power and power standard deviation with the initial gas
volume of accumulator Vg0. (a) Average output power, (b) power standard deviation.

As shown in Figure 16a, under short period wave conditions (T = 5 s, 7 s, and 9 s),
as Vg0 increases, the output power of the system first increases and then decreases and
finally tends to a constant. For medium and long period waves (T = 11 s, 13 s, and 15 s),
the effect of initial gas volume on output power is relatively small. The increase in Vg0
causes the average output power to decrease slightly and quickly tends towards a constant
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value. According to Figure 16b, when Vg0 is less than 10 L, the power standard deviation is
relatively high, which indicates that the output power generated by the PTO system has
a high degree of volatility. This is mainly because the accumulators with the small Vg0
are of limited buffer capacity and incapable of adequately absorbing pressure and flow
fluctuations in a hydraulic PTO system. The pressure and flow fluctuations will cause the
hydraulic motor and generator speeds to vary dramatically, thus generating an unstable
power output.

With the increase in Vg0, the buffer capacity of the accumulator is enhanced, and
the power standard deviation decreases rapidly to a constant value. This indicates that
increasing the initial gas volume of the accumulator Vg0 helps reduce electricity fluctuations
and improve output power stability in the hydraulic PTO system. Accordingly, under the
premise of meeting the installation space requirements, selecting an accumulator with a
larger initial gas volume can enhance the quality of electrical output. For the proposed
nonlinear EIWEC system, an accumulator gas volume of at least 10 L is required to ensure
optimal energy conversion performance.

3.4.3. Effect of Diameter of Throttle Valve

The throttle valve is installed at the inlet of the hydraulic motor to control the flow of
the hydraulic system. Figure 17 shows the average output power of the nonlinear EIWEC
as a function of diameter of throttle valve Dv.

 

Figure 17. Average output power of the nonlinear EIWEC as a function of throttle diameter Dv.
Simulation conditions: m2 = 6670 kg, Dm = 80 cc/rev, R = 50 Ω, ppre = 25 bar, and Vg0 = 40 L.

As Dv increases, the output power gradually increases and then remains constant.
When the throttle diameter is less than 10 mm, the control effect of the throttle is more
pronounced, and the output power of the system is proportional to the diameter of the
throttle valve. Within this parameter range, changing the value of Dv can regulate the flow
rate of the hydraulic system and the speed of the hydraulic motor to control the electrical
performance of the nonlinear EIWEC system. As Dv continues to increase, the through-flow
area of the throttle valve increases. The local pressure drops caused by the throttle valve
gradually decrease, and the flow rate and output power of the hydraulic system tend
to stabilize.

3.4.4. Effect of Displacement of the Hydraulic Motor and Load Resistance

The displacement of the hydraulic motor and the load resistance directly affect the
torque of the generator, which in turn changes the power output and dynamic response of
the PTO system. Therefore, this subsection further investigates the effect of the displace-
ment of hydraulic motor Dm and the load resistance R on system performance.

Figure 18 shows the variation in the output power of nonlinear EIWEC with wave
frequency under different Dm and R conditions. When R = 10 Ω, increasing Dm helps to
improve the energy conversion performance of the nonlinear EIWEC. As Dm increases,
the output power of the system gradually rises. Meanwhile, the nonlinear EIWEC system
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transitions from a single-peak frequency response to a multi-peak frequency response,
effectively expanding the frequency bandwidth and work efficiency of the system. Conse-
quently, the nonlinear EIWEC can exhibit stronger robustness in the face of the change in
wave frequencies.

 

 

Figure 18. Variation in the output power of nonlinear EIWEC with wave frequency under different
displacements of the hydraulic motor and load resistance conditions. (a) 10 Ω, (b) 30 Ω, (c) 50 Ω, and
(d) 70 Ω. Simulation conditions: m2 = 6670 kg, ppre = 25 bar, and Vg0 = 40 L.

As the load resistance increases, the output performance corresponding to small mo-
tor displacements (40 cc/rev and 80 cc/rev) gradually improves. Conversely, the energy
conversion capability of large motor displacements (120 cc/rev and 160 cc/rev) gradu-
ally declines. These findings indicate the existence of optimal matching values between
the displacement of the hydraulic motor and load resistance for the nonlinear EIWEC.
Increasing the hydraulic motor displacement enhances the energy conversion performance
when the equivalent resistance of the external load is low. Conversely, lowering Dm will be
advantageous when the equivalent resistance of the external load is large.

4. Conclusions

This study proposed a nonlinear EIWEC. A mathematical model of the nonlinear
EIWEC was established based on the Cummins equation and the equivalent magnetic
charge method, and the joint simulations were carried out using MATLAB/Simulink 2020
and AMESim 2020 software. Performance evaluation and motion response analysis were
conducted for linear and nonlinear EIWECs. The influence of different structural and
hydraulic PTO parameters on the power performance of the system was analyzed to
determine reasonable design parameters. The key conclusions are presented as follows:

(1) Compared to linear EIWEC, the introduction of NSM increased the motion response of
nonlinear EIWEC. The large amplitude relative motion provided favorable conditions
for energy conversion.
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(2) The nonlinear negative stiffness property of the NSM reduced the intrinsic frequency
and broadened the frequency bandwidth of the EIWEC. The effective frequency band
shifted to a lower frequency range, and the output power of the nonlinear EIWEC
was considerably enhanced.

(3) Within the typical wave frequency range, the output power of the nonlinear EIWEC
is insensitive to changes in the wave frequencies and linear spring stiffness. This not
only increases the robustness of the system but also reduces the design difficulty of
the linear spring.

(4) Increasing the mass of the internal mass body and decreasing the stiffness of the linear
spring will have a positive effect on enhancing the power performance of the system.

(5) Choosing an accumulator with lower pre-charged pressure and larger gas initial
volume can fully absorb the pressure and flow pulsations in the hydraulic PTO
system, which is favorable to the smooth power output.

This study demonstrates the advantages of nonlinear stiffness mechanisms for ap-
plication in enclosed inertial wave energy converters, and it focuses on parametric and
performance analysis of the nonlinear EIWEC system. In the future, we will conduct
wave-tank tests to confirm the reliability of the simulation results.
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Abstract: Wind turbines and floating platform upsizing are major trends in the current offshore wind
development. However, harsh environmental conditions increase the risk of anchor dragging and
mooring failure when deploying large offshore floating wind turbines. Therefore, it is necessary to
design a mooring system for the specific deployment site. This study aims to perform the mooring
system design of a floating offshore wind turbine (FOWT) operated in the South China Sea, which is
a combination of the IEA 15 MW wind turbine and UMaine VolturnUS-S floating platform. Hydrody-
namic coefficients were calculated based on the potential flow theory, considering the environmental
loads in the South China Sea. Additionally, the hydrodynamic coefficients were imported into AQWA
to calculate the time-domain mooring tension. The mooring design parameters, such as mooring
line length, nominal sizes, and anchor point, were determined using the criterion of anchor uplift,
maximum breaking strength, and fatigue life, respectively. The design criterion required that the
anchor uplift is not more than the allowable value, the long-term breaking limit of mooring with
a 100-year return period should be less than the maximum breaking limit, and the fatigue damage
accumulation in 50 years should be safe. The mooring design procedure provides a reference for
mooring system design and safe operation of large floating wind turbines in the South China Sea.

Keywords: 15 MW offshore wind turbine; mooring design; floating foundation; fatigue damage;
maximum breaking limit

1. Introduction

The development and utilization of offshore wind energy around the world in order to
promote the further development of global renewable energy and satisfy the requirements
of carbon emission limitation. According to the Global Wind Report 2023, China will
continue to lead the global wind energy development [1]. Without a doubt, FOWT will
flourish in China. Meanwhile, the subsidy of electricity prices for offshore wind power
generation is reduced. Wind turbines and floating platform upsizing are major trends in
the current offshore wind development to reduce costs and improve power generation
efficiency [2]. According to the statistical data of the International Energy Agency (IEA)
on wind turbines in the last 30 years, the parameters such as tower height and blade
length of wind turbines are constantly increasing with the increase in rated power. Firstly,
the tower height is increased to capture wind resources with less turbulence and higher
speed. Secondly, the larger blades can generate more electricity to reduce the power
generation costs. However, the larger wind turbines and more complex environmental
conditions have higher requirements for the mooring system. For the above reasons, many
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scholars have carried out research on floating wind turbine mooring systems. Chen et al.
present a simulation technology that controls the mooring force in real time based on
the displacement of mooring nodes and calculates the mooring stress response using the
finite element method. It is beneficial to further investigate the impacts of the fluid loads,
the mooring geometry, and material nonlinearity on the real-time structural responses of
mooring lines during their service life [3]. Barrera et al. have presented a groundbreaking
technique for evaluating the fatigue of mooring systems for floating offshore wind turbines
that takes into account the entire lifespan of the structure [4]. Li and Choung used an
artificial neural network to predict fatigue damage in the mooring lines of a floating
offshore wind turbine, in which fatigue damage can be accurately predicted in the time
domain [5]. Wang et al. proposed a new method for predicting mooring tension based on
a neural network [6]. Campanile and colleagues study mooring design and selection for
NREL 5 MW floating offshore wind turbines, considering ultimate, accidental, and fatigue
limit states and providing mooring configuration selection recommendations [7]. Hall and
Goupee proposed a lumped mass mooring line model, demonstrating its effectiveness in
predicting the load of DeepCwind semi-submersible mooring lines [8]. Pillai and colleagues
investigated the impact of single and shared anchor loads on various mooring arrangements
based on the IEA 15 MW wind turbine and the VolturnUS-S reference platform subjected to
environmental conditions representative of the Celtic Sea. The importance of considering
operational and parked design loads is highlighted, but the fatigue analysis of mooring
lines is not considered [9,10]. Xu Sheng et al. employed the T-N curve to calculate the short-
term fatigue damage of point absorption wave energy devices [11]. Ahn et al. investigated
the loads on a 15 MW floating wind turbine tower based on wave conditions, which in
turn analyzed the relationship between the pitching moments at the top and base of the
tower with the wave conditions without regard to the effect of wave conditions on the
mooring system [12]. Zhao et al. analyzed the reliability of a floating wind turbine mooring
system based on the environmental isoline method and studied the relationship between
the extreme tension of the mooring line and environmental parameters [13]. However,
harsh environmental conditions increase the risk of anchor dragging and mooring failure
when deploying large offshore floating wind turbines. Therefore, it is necessary to design a
mooring system for the specific deployment site [14].

The response of the floating platform determines the response of the mooring lines [15].
Chueh et al. proposed a new power control strategy. The 15 MW floating wind turbine
is validated using offshore wind and wave conditions, and it was demonstrated that
the control strategy can decrease the effect of platform motion on power generation [16].
Mazarakos studied the response of the 15 MW floating wind turbine under regular or
irregular waves based on Mediterranean sea wave conditions [17]. Benassai et al. compared
the response of semi-submersible wind turbines under catenary and tension mooring based
on 5-year and 50-year return period wave data in the southern Mediterranean Sea [18]. The
depth of water in the South China Sea is typically shallower compared to the North Sea
in Europe, leading to distinct dynamic response features for mooring and platform [19].
For the design and safety evaluation of mooring lines, hydrodynamic dynamics analysis of
the floating platform is necessary [20]. In this paper, the motion of the floating platform
supporting the wind turbine is analyzed using the environmental conditions in the South
China Sea. The safety of the mooring system is evaluated by the fully coupled analysis
method, including current force, wind load, wave force, and mooring forces. It is important
to design a reasonable mooring line length, which can effectively ensure the quasi-static
response of the mooring floating structure within an acceptable level and reduce the cost
of the mooring line in the overall project [21]. The mooring design parameters, such as
mooring line length, nominal sizes, and anchor point, were determined by the criterion
of anchor uplift, maximum breaking strength, and fatigue life, respectively. The design
criterion required that the anchor uplift is zero, the long-term breaking limit of mooring with
a 100-year return period should be less than the maximum breaking limit, and the fatigue
damage accumulation in the full lifecycle should be safe. The mooring lines maximum
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tension range in the return period of 100 years is predicted using the Weibull distribution
and cumulative fatigue damage based on the design life of 50 years calculated using linear
cumulative damage of Miner’s rule. The mooring design procedure provides a reference
for mooring system design and safe operation of large floating wind turbines in the South
China Sea.

2. Methodology and Design Procedure

2.1. Methodology
2.1.1. Time Domain Motion Equation

The time domain motion response of the floating offshore wind turbine depends on
the wind load, hydrodynamic load, and mooring force. The time domain motion equation
is as follows [22]:

6

∑
i=1

(
Mij + Mij(∞) · x′′

j (t) +
∫ t

0
R(t − τ) · x′j(t)dτ + Kij · xj(t)

)
= Fj

A + Fj
H + Fj

M (1)

where Mij is the structural mass matrix, Mij(∞) is the fluid-added mass matrix at infinite
frequency, x′′

ij, x′ij and xij are, respectively the acceleration, velocity, and displacement of
the floating platform. R is the velocity impulse function matrix, and Kij is the total stiffness

matrix, Fj
A, Fj

H , and Fj
M are, respectively, the wind load, hydrodynamic force, and mooring

force on the floating platform.

2.1.2. Weibull Distribution

The Weibull distribution is a versatile continuous probability distribution capable of
fitting a wide array of distribution shapes. Similar to the normal distribution, the Weibull
distribution is unimodal and describes probabilities linked to continuous data [23]. Its three
parameters include shape, scale, and threshold. If the threshold is set to zero, it becomes
the two-parameter Weibull distribution.

The double-parameter Weibull distribution is as follows:

f (R) =
β

q

(
R
q

)2
(2)

where R is the tension range, β is the shape parameter, q is the scale parameter.

2.1.3. Rain Flow Counting Method and Goodman Correction

The mooring chain tension can be obtained from the following formula:

Ac =
(

πd2
c

)
/2 (3)

σt =
Ft

Ac
(4)

where σt is the stress of the mooring chain, Ft is the tension of the mooring chain at the
fairlead point, dc is the mooring chain diameter Ac is the nominal cross-sectional area of
the mooring chain, which is twice the cross-sectional area of the mooring chain [4].

The rain flow counting method is commonly considered the most dependable ap-
proach for fatigue data analysis in engineering. The rain flow counting method simplifies
stress-time data into complete cycles, using the two parameters of stress amplitude and
mean stress to analyze fatigue damage. This is achieved using the double-parameter
counting method [24].

Figure 1a shows the cycle of the rain flow counting method. The mean stress, stress
amplitude, and corresponding cycle times are derived from the mooring tension curve
calculated in the time domain by the rain flow counting method.
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(a) (b) 

Figure 1. The rain flow counting method (a) and Goodman correction (b).

The floating offshore wind turbine is exposed to alternating loads during its operation.
Mean stress and stress amplitude greatly affect the fatigue damage to the structure. To
remove the effect of non-zero mean stress, the correction known as the Goodman method
is applied [25]. A visual representation of the correction process is shown in Figure 1b.

σRF = σR
i ·

(
σult − ∣∣σMF

∣∣
σult − ∣∣σM

i

∣∣
)

(5)

where σRF is the stress amplitude after Goodman correction, σult is the ultimate stress, σMF

is the mean stress, σM
i is the mean stress in the i-th cycle, and σR

i is the stress amplitude
under the mean stress of σM

i .

2.1.4. Linear Fatigue Cumulative Damage Rule

From a macroscopic perspective, it is widely accepted that fatigue failure results from
the accumulation of damage caused by fluctuating loads, specifically by each hysteresis
cycle in the local stress–strain diagram. These cycles typically exhibit varying mean and
amplitude, necessitating the accumulation of their respective fatigue damage. At present,
the primary theories for the accumulation of fatigue damage comprise linear cumulative
damage theory, bilinear cumulative damage theory, nonlinear cumulative damage theory,
and additional semi-empirical formulas [26].

In this study, the fatigue damage of the mooring line of the floating offshore wind
turbine was evaluated using the time-domain fatigue analysis method. The advantage of
this approach is that it is not based on any assumptions. In addition, it is considered to
be the most accurate approach for evaluating fatigue damage and serves as a benchmark
for other methods [27]. The linear fatigue cumulative damage rule ignores the influence
of loading sequence on cumulative damage, and the total damage to the structure can
be approximately equal to the linear accumulation of each part of structure damage [28].
First, the mooring line tension of the floating offshore wind turbine under each sea state is
obtained by coupling dynamic analysis, and then the short-term fatigue damage rate under
each sea state is calculated, and then the long-term fatigue damage of the mooring lines is
obtained by probability accumulation.

Ni =

(
σult − ∣∣σi

MF
∣∣

0.5σi
RF

)m

(6)
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D =
n

∑
i=1

ni
Ni

/TST (7)

DLT = D · TLT · p (8)

where Ni is the i-th stress failure cycle number, m is the Wöhler index, which is taken as 4
because of the non-corrosive single slope S-N curve. D is the short-term cumulative fatigue
damage rate, ni is the i-th stress cycle number, and n is the iteration number of the stress
cycle. DLT is the long-term cumulative fatigue damage, TST and TLT are, respectively, the
time of short-term simulation and full lifecycle, and p is the probability of environmental
conditions.

2.2. Design Procedure

The design process of mooring lines is shown in Figure 2. First, after determining
the basic specifications of the platform, Diffraction analysis is carried out along with the
verification of the model hydrodynamic coefficient. Additionally, the initial design of
mooring lines considers the type of mooring lines, initial tension, and safety of mooring
lines. Based on the stability analysis of the platform with mooring lines, the tension
histories of mooring lines are calculated using the motion analysis in the time domain,
and verification is carried out by calculating and comparing each data regarding structural
strength and fatigue strength. Finally, the mooring lines are optimized by changing the
anchor point position, the mooring lines radius, and length.

 
Figure 2. Design procedure of mooring lines.
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3. Numerical Model and Hydrodynamic Coefficient Verification

3.1. Turbine and Platform Characteristics

In this paper, 15 MW wind turbine was selected in the wind technology cooperation
project Task 37 of the International Energy Agency. Similar to the NREL 5 MW turbine,
this IEA 15 MW turbine, based in part on the DTU 10 MW reference turbine, is completely
defined, including the control system and using new blade construction technologies.
Table 1 shows the main features of this turbine [29].

Table 1. Parameters of the IEA 15 MW Turbine.

Parameter Value

Power 15 MW
Rotor diameter 240 m

Hub height 150 m
Hub diameter 6 m

Blade mass 65.7 t
Rotor nacelle assembly mass 1446 t

Tower mass 1211 t
Tower diameter at base 10 m

Cut-in, Rated, Cut-out Speed 3 m/s, 10.59 m/s, 25 m/s
Cut-in, Cut-out speed 4.6 rpm, 7.6 rpm

The floating platform of the present study on a four-column steel semi-submersible
platform, which was developed by the University of Maine and NREL, is applied. Table 2
shows the basic characteristics of structure [30]. The hull arrangement consists of three
buoyant columns with a diameter of 12.5 m, spaced radially and with centers located
51.75 m away from the vertical axis of the tower. At the center of the platform in the surge-
sway plane, there is a fourth buoyant column where the platform-tower interface is located.
This central column connects to the outer columns via three rectangular bottom pontoons
measuring 12.5 m in width and 7.0 m in height, as well as three radial struts measuring
0.9 m in diameter, attached to the bottom and top of the buoyant columns, respectively.
The floating platform model considers the quasi-static drag force on the wind turbine blade
and does not consider the aerodynamic load because AQWA mainly calculates the motion
of the floating platform. The mass and inertial moment of the platform are designated. The
left diagram of Figure 3 shows the VolturnUS-S platform and IEA 15 MW turbine, and the
right diagram shows the model of a floating platform with a mesh size of 0.8 m.

Table 2. The main characteristics of the VolturnUS-S Platform.

Parameter Value

Hull displacement 20.206 m3

Hull steel mass 3.914 t
Tower interface mass 100 t

Draft 20 m
Freeboard 14 m

Vertical Center of Gravity form SWL −14.94 m
Vertical Center of Buoyancy form SWL −13.63 m

Roll Inertia about Center of Gravity 1.251 × 1010 kg-m2

Pitch Inertia about Center of Gravity 1.251 × 1010 kg-m2

Yaw Inertia about Center of Gravity 2.367 × 1010 kg-m2
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Figure 3. VolturnUS-S platform and IEA 15 MW turbine.

Figure 4 is the mesh quality validation; a comparison of near-field and far-field is
carried out in this paper. In the frequency domain range of 0.05–2.55 rad/s, 25 wave
frequency domains were selected with 0.1 rad/s as the discrete step, and the results of the
near-field and far-field methods were carried out, respectively.

Figure 4. Mesh quality validation.

From the above figure, it can be seen that the steady drift force of the platform in the
surge direction has an excellent tendency under both the near-field method and far-field
method, which indicates that the platform with a mesh size of 0.8 m has better mesh quality.

3.2. Initial Mooring Design

In this paper, the depth of the water is set to 70 m, and the chain’s nominal diameter is
considered to be 185 mm. The mooring system selected is a studless chain, and detailed
specifications are given in Table 3. According to DNV rules, the offshore structure drag
coefficient of studless chain for the longitudinal and transverse 2 and 1.15 is encouraged to
apply [31]. The 120-degree interval mooring line configuration is shown in Figure 5.
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Table 3. Parameters of the Mooring System.

Parameter Value

Mooring System Type Chain Catenary
Line Type R3 Studless Mooring Chain

Number of Lines 3
Line Breaking Strength 22,286 kN

Nominal Chain Diameter 185 mm
Dry Line Linear Density 685 kg/m

Extensional Stiffness 3270 MN
Fairlead Pretension 564 kN

Anchor Type Gravity anchor
Anchor Weight 20 t

Figure 5. The configuration of mooring lines.

To determine the initial length, the equation for the catenary is applied, and the
proof load of chain grade R3 is selected to determine the maximum tension according to
DNV rules [20]. The initial mooring lines configuration shown in Table 4 is derived from
Hazelton’s guidance and iterative design using the methodology outlined in Connolly
and Hall [32,33]. Additionally, the target declination angle is maintained by extending the
anchor radial distance and adjusting the lengths of the lines.

Table 4. The initial Mooring configuration.

Line
Anchor Coordinates

Line Length [m]
x [m] y [m] z [m]

1 −330 0 −70 300.68
2 165 285.79 −70 300.68
3 165 −285.79 −70 300.68

The distance between the initial contact point between the mooring line and the seabed
and its anchor point is known as the laid length of the mooring line. According to DNV
regulations, the laid length should be designed long enough to safeguard against anchor
uplift force at the anchoring point. Hence, the laid length is adjusted to prevent the anchor
uplift force from being greater than the anchor gravity when environmental loads are
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applied. The anchor uplift force is generally stipulated not to be greater than one-fiftieth of
the total gravity of the anchor and the laid mooring lines [34].

4. Mooring Design and Optimization

4.1. Environmental Condition

According to the long-term wind direction data statistics, the South China Sea is
northeast wind from October to March, southwest wind from May to August, and April
and September are the transition months of monsoon; the wind direction in the South
China Sea is shown in Figure 6. In order to improve the efficient power of floating offshore
wind turbines, it is expected to be highly utilized of the wind condition when installing
wind turbines. It is most reasonable to design an angle of zero between the wind turbines
and the prevailing wind direction and take the northeast as the direction of 0◦. Therefore,
the possibility of incident direction is set as follows: 50% of the northeast wind, 33.33 of the
southwest wind, and other wind directions have the same probability, which is 8.33%. The
wind direction distribution and its occurrence probability are shown in Table 5.

Figure 6. The wind direction in South China Sea.

Table 5. The wind direction and probability.

Direction 0◦ 30◦ 60◦ 90◦ 120◦ 150◦ 180◦

Probability 50% 8.33% 8.33% 8.33% 8.33% 8.33% 33.33%

For an offshore platform operating in a specific sea area, the long-term distribution
of sea conditions can be determined from the wave scatter diagram of the sea area [35].
Table 6 shows the wave scatter diagram in the South China Sea. Based on the wave scatter
diagram obtained from long-term observation, significant wave height and zero-crossing
period are divided into 33 girds. Each significant wave height corresponds to multiple
zero-crossing periods, and the number of occurrences during the observation period is
entered into the wave scatter diagram.
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Table 6. Wave scatter diagram of South China Sea.

Significant Wave Height
HS[m]

Spectral Peak Period TZ[s]

4.2 5.6 7 8.4 9.8

0.5 4 25 10 4 0.6
1 2 13 9.5 2 1.2

1.5 6 7 2 0.2
2 0.6 5.5 1 0.1

2.5 2 2 0.1
3 0.5 1 0.05

3.5 0.45 0.05
4 0.02 0.05

4.5 0.02 0.03
5 0.01 0.01

5.5 0.01

Waves and currents are usually caused by wind loads. To simplify the simulation
calculation, it is assumed that the direction of the wind, wave, and current is the same,
and the wind speed is taken as the rated wind speed of 10.59 m/s when the 15 MW wind
turbine is in normal operation. Additionally, the current is a constant flow with a velocity
of 1 m/s.

4.2. Optimization Based on Mooring Maximum Breaking Limit and Fatigue Damage

Due to the intricacy of the multi-body system, it is necessary to come up with com-
prehensive time domain simulation and statistical analysis for obtaining dependable out-
comes [36]. After a high volume of time-domain simulations of the irregular waves, the
extreme distribution model is employed for assessing the extreme responses. Time domain
analysis was carried out using AQWA. In the wave scatter diagram of the South China Sea,
a total of 33 short-term sea states exist. As a result, 264 time analyses were conducted with
eight kinds of wind directions. Simulation of external forces using the floating platform
motion is carried out for 3600 s, and the initial 400 s were eliminated to avoid the startup
effects. Finally, the time history of mooring tension is drawn by applying the time domain
analysis.

The peak of ultimate tension leads to structural failure or greatly shortens the service
life [37,38]. In order to investigate ultimate strength, the effective range of mooring line
tension is calculated from the tension history using the rain flow cycle counting method.
Tension ranges for long-term wave conditions are extended from the probability of the
wave scatter diagram. The Weibull distribution and linear regression model are used to
calculate the maximum tension for a 100-year return period, and the maximum tension of
each mooring line is summarized in Table 7.

Table 7. Maximum tension for a return period of 100 years.

Tension [kN]

Line 1 1037.99
Line 2 803.54
Line 3 908.85

The cumulative fatigue damage can be assessed using tension range data, linear
damage accumulation rules, and S-N curves. Assuming a 50-year design life, each mooring
line’s accumulation damage is calculated for 50 years and summarized in Table 8. According
to the prediction results, the maximum mooring tension for a 100-year return period is less
than the mooring breaking force, and the fatigue damage is far less than 1, so the structure
is safe and can be optimized further.
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Table 8. Accumulative damage for 50 years.

Tension [kN]

Line 1 4.36 × 10−7

Line 2 3.10 × 10−7

Line 3 3.33 × 10−7

4.3. Mooring Optimization—Anchor Point

For the initial mooring design, the maximum tension range for a return of 100 years
and the fatigue damage for a lifetime of 50 years are in the safe range. Keeping a fixed
angle for the configuration of mooring lines, the reanalysis is performed by changing the
anchor point location and mooring line laid length. As shown in Figure 7, mooring lines 2
and 3 are taken as the research objects, and the environmental conditions condition with
the maximum mooring tension are selected for optimization. The optimization method is
to shorten the length of the mooring lines laid length towards the floating platform, which
is 5 m of the length of the mooring lines, and the iterative calculation is carried out with
the anchor uplift force as the optimization parameter. The length of each mooring line
is optimized using an iterative process until the anchor uplift force does not satisfy the
condition the total length of the end moorings is established.

 
Figure 7. Iterative diagram of mooring.

As shown in Figure 8, the optimization result of the anchor point is obtained through
many iterations, and the allowable force is calculated using the total gravity of the anchor
and the laid mooring line. Considering the cost and safety, the intersection point is taken as
the anchor point to optimize the optimal solution. The final mooring lines configuration is
shown in Table 9.

Table 9. The final Mooring configuration.

Line
Anchor Coordinates

Line Length [m]
x [m] y [m] z [m]

1 −330 0 −70 300.68
2 135 233.83 −70 238.68
3 140 −242.49 −70 248.68
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(a) (b) 

Figure 8. The optimization iterative process of mooring lines (a) Mooring line 2 (b) Mooring line 3.

Figure 9 shows the change of the mooring lines laid length with the optimization of the
anchor point position. With the change in the total length of mooring line 2 and mooring
line 3, the laid length of mooring line 1 was reduced by 10 m due to the greater horizontal
tension, while the laid lengths of other mooring lines had little change.

(a) (b) 

Figure 9. The laid length of mooring lines (a) Initial laid length (b) Final laid length.

As shown in Figure 10, the mooring line tension increases with the optimization of
the mooring anchor point position and the decrease in mooring line length. The previous
research shows that when the chain characteristics and pretension of mooring lines remain
the same, the shorter mooring lines lead to stronger nonlinearity of mooring resilience and
stiffness. The results of this paper are similar [39,40]. In the normal operation of floating
wind turbines, the platform motion is required to be less than 5% of the water depth,
and the increase in mooring line tension helps to reduce the floating platform motion.
In addition, the mooring line tension and the anchor uplift force in the final design of
the mooring satisfied the design requirements. The mooring line tension is less than the
minimum breaking force of mooring lines, and the anchor uplift force is within a safe range.
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Figure 10. The tension of Moring lines.

4.4. Mooring Optimization—Nominal Diameter

In mooring optimization, three kinds of nominal chain diameter, 152 mm, 185 mm, and
210 mm, are considered to determine the influence of mooring diameter on the ultimate
strength and fatigue damage. For different nominal diameters of mooring chain lines,
the effective elastic modulus and breaking load can be found in the DNV OS E302 and
ISO 20438 [41,42]. Three kinds of mooring lines with studless chain detailed specifications
are given in Table 10.

Table 10. Parameters of the Mooring chain lines.

Parameter Value

Line Type R3 Studless Mooring Chain

Line Breaking Strength 16,405 kN 22,286 kN 26,749 kN
Nominal Chain Diameter 152 mm 185 mm 210 mm
Dry Line Linear Density 462 kg/m 685 kg/m 882 kg/m

Extensional Stiffness 1973.08 MN 3270 MN 3766.14 MN

Regarding the nominal diameters of three types of mooring lines, a comparison
and examination of total weight and maximum tension at a 100-year return period were
conducted. The results are shown in Figures 11 and 12; the total mass and the maximum
tension increase with the increase in the chain’s nominal diameter while keeping the chain
length unchanged.
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Figure 11. The total mass of Mooring lines.

Figure 12. The 100-year return period maximum tension range.

Offshore mooring chains are available in various grades, including R3, R3S, R4, R4S
and R5. Out of these grades, R5 offers the highest strength. Figure 13 illustrates the
minimum breaking loads (MBL) against chain diameter for studless chains [43]. Keeping
the same safety factor, the minimum breaking load of mooring chains of different grades
is compared. For ultimate limit state considerations, the R5 grade chain is recommended.
Because it is the most economical model, and the nominal diameter of the chain is only
147 mm. In addition, when using the R4S chain, the chain with a nominal diameter greater
than 152 mm should be used.

Figure 14 shows that the more the nominal diameter increases, the more cumulative
fatigue damage decreases. From the cumulative fatigue damage during the 50 years of
life, mooring lines of three kinds of nominal diameter are satisfied with design criteria.
Therefore, it is recommended to determine the nominal diameter and grade of the chain
from the point of view of fatigue damage.
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Figure 13. The minimum breaking load of different nominal diameters.

Figure 14. The cumulative damage for 50 years.

5. Conclusions

In this paper, the wind, wave, and current data in the South China Sea are collected
as environmental conditions because the South China Sea has abundant wind energy.
IEA 15 MW wind turbine and UMaine VolturnUS-S floating platform are selected as
research models, and the accuracy of the model is verified by comparing the hydrodynamic
coefficient between AQWA and the technical report. The R3 class studless chain is selected
as the design mooring type, and the nominal diameter, anchor uplift force, and total length
of the mooring lines are used as the design parameters. Thus, the catenary equation is
applied to determine the initial length of mooring lines. Using time domain hydrodynamic
analysis, the anchor uplift force at the anchor point under the initial mooring line design
will be checked, and the mooring line tension time history will be output on the premise
that the anchor uplift force satisfies the design requirements. In the ultimate strength
analysis, Weibull distribution is used to predict the maximum tension range in the return
period of 100 years, and it is compared with the minimum breaking limit of mooring lines.
In the fatigue damage analysis, 50 years of cumulative fatigue is determined using mooring
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line tension amplitude data, linear cumulative fatigue damage rules, and the S-N curve.
Thus, the design and optimization program of floating wind turbine mooring lines suitable
for the South China Sea is established.

This paper describes the design, optimization, and safety assessment process of a
floating wind turbine mooring system. Based on this research, the influence of aerodynamic
load on platform motion and mooring system will be studied using the joint simulation
of OPENFAST and AQWA in future research. The combination of floating wind turbines
and wave energy is also one of the ways to improve power generation in the future. Many
scholars have performed relevant research, but there is little research on mooring [44,45].
In addition, more cost-effective new mooring lines are also within the scope of future
research, including fatigue problems of different grades of mooring lines and new mooring
materials [46–48].
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Abstract: To sustainably power ocean sensors by harvesting ocean wave energy, an annular electro-
magnetic generator (A-EMG) based on the principle of Faraday electromagnetic induction is proposed
in this paper. The specific structure and working principle of the generator are introduced. The
distribution of the magnetic field in the coil, the variation in the induced voltage and the influence of
the coil parameters on the output were simulated by the COMSOL Multiphysics software version 6.0.
At the same time, an experimental platform was built to test the output characteristics of the generator.
Through a comparative study of the capacitor’s charging characteristics, the optimal connection
mode between the multiple groups of coils of the generator was preliminarily verified. Finally, the
six-degree-of-freedom (6-DOF) platform was used to simulate various wave motion parameters, and
the feasibility of the generator for supplying power to ocean sensors was verified.

Keywords: A-EMG; ocean sensors; COMSOL Multiphysics; ocean wave energy harvesting

1. Introduction

Ocean environmental monitoring is very important for the exploitation and utilization
of ocean resources. Various types of ocean sensors are used to collect ocean environmental
data, but there is always a lack of a reliable power supply in this field. At present, batteries,
wind energy, solar energy, etc., are the most common power supply methods applied to
ocean sensors. However, battery replacement is difficult and is often polluted, and solar
and wind energy are both seriously affected by weather factors and their reliability is
poor [1]. The ocean itself is rich in energy. In order to solve the bottleneck problem of
supplying power, the most ideal way of supplying power is undoubtedly to be able to use
the energy in the ocean [2–4]. Many wave-energy-harvesting devices have already been
proposed and designed, and the most widely used method of wave energy harvesting is
based on rotating electromagnetic generators (EMG). In other words, in these generators,
wave energy is converted into mechanical energy, pneumatic energy or potential energy
by the power take-off (PTO) device. The PTO is then connected to a rotating generator,
and the energy is converted into electrical energy [5]. However, in recent years, with the
rapid development of microelectronics, micro-electro-mechanical systems (MEMS) and
mobile internet technologies, more and more sensors have widely been used in ocean
equipment such as ocean environmental monitoring and position tracking. The traditional
wave-energy-harvesting devices have the disadvantages of having a complex mechanical
structure, they are easily corroded and they have high costs. In addition, these devices
always have a large volume and a low energy harvesting efficiency, which is not suitable
for powering ocean sensors [6]. Providing sustainable, low-cost and easy-to-maintain
power energy for ocean sensors has become a major challenge. The development of energy-
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harvesting devices with a small size and high output power is of great significance for the
further development and application of various ocean devices [7].

As early as 2007, the American scholar Arnold, D.P. discussed the practical significance
and feasibility of small electromagnetic generators, and he believes that small power supply
devices are of great value for powering smart intelligent sensors, robots, wireless commu-
nication networks and other distributed microelectronic devices [8]. Harvesting energy
from the environment is now increasingly becoming a promising method for powering
small devices. Several studies have demonstrated the feasibility and superiority of small
EMGs for harvesting energy from the surrounding environment [9]. Bowers et al. invented
the rolling spherical magnet generator, which was used to harvest energy generated by
human motion [10]. Samad et al. proposed a curved wearable electromagnetic energy
harvesting system that can be used to harvest energy from the human body while walk-
ing or running from two directions [11]. Tu et al. invented a bistable vibration energy
harvester based on spherical moving magnets for harvesting the vibration energy of a
moving vehicle, which is applied to power safety detection equipment related to rail and
road transportation [12]. Similarly, the research on the application of EMGs in wave energy
harvesting is becoming more intensive, and more EMGs with different structures have been
developed for wave energy harvesting. Wave energy harvesting is usually performed in an
inertial pendulum structure [13,14], a gyroscopic structure or an eccentric structure [15,16].
Guo et al. proposed an eccentric pendulum structure consisting of a transmission gear
and an electromagnetic power module, in which the pendulum converts low-frequency
wave energy into mechanical rotational energy, and the transmission gear amplifies the low
rotational speed of the pendulum. The electromagnetic power module is used to convert
rotating mechanical energy into electrical energy. The maximum output power is 122 mW,
and the output power density is 0.24 mW/cm3 [17].

However, the horizontal single-axis pendulum structure can only harvest wave energy
from a specific direction, and the wave direction of wave motion is always random, so
it is more advantageous to harvest wave energy from multiple directions [18]. Lou et al.
proposed a novel two-axis pendulum vibration energy harvester. Harvesting vibration
energy based on oscillation is a promising energy-harvesting technology for buoys and
small ocean vehicles. However, energy harvesters with a single-axis pendulum require
the vibration excitation by the waves to be generated in a specific direction. A new
vibration energy harvester for a two-axis pendulum has been developed. The hemispherical
pendulum can rotate around two axes simultaneously to match to the direction of the
vibration excitation. In addition, the magnets and coils are distributed on the surface of the
pendulum and the housing, respectively, to achieve a compact structure, and its output
can reach a peak voltage of 14.25 V and a power of 2.03 W under certain conditions [19].
Wang et al. proposed an EMG that simulates the motion of a dual hula-hoop for wave
energy harvesting and presented a two-degree-of-freedom wave energy converter (WEC),
which is a biaxial toroidal and eccentric generator composed of a circular Halbach array
disk and an iron core coil. This WEC can convert the pitching, rolling and rotating motions
of an unmoored buoy into electrical energy, and the device can output 0.56 W of power
when the buoy’s motion frequency is between 0.7 Hz and 1.0 Hz [20]. Carandell et al.
proposed a kinetic energy harvester (KEH) applied to an ocean drifter, which combines a
pendulum system with a gyroscope system. When waves act on the device, the relative
motion is induced by an internal articulated arm, and it then drives a flywheel to drive a
small generator via a gear system. When the external excitation reaches 1.5 Hz, its output
power is 2 mW [21]. Pan et al. proposed a tumbler electromagnetic generator (T-EMG)
with a Halbach array, in which coils, Halbach magnet units and magnetostrictive structures
are installed in two hollow semi-elliptical enclosures. Under the conditions of adjusting
the load to reach the optimal power matching point, a T-EMG has a maximum peak to
peak voltage of 3 V and a maximum average output power of 65 mW under an external
excitation of 2.6 Hz. In real wave environments of less than 1 Hz, its maximum peak power
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reaches 120 mW, and it can successfully drive wireless temperature and humidity sensors
and LEDs [22].

In order to achieve efficient and reliable energy harvesting for powering small marine
equipment or sensors, an annular electromagnetic generator (A-EMG) is proposed in this
paper. Compared with the structure proposed herein, in other existing works, such as
in [21], the structures are more complex and are formed by a combination of a plurality of
mechanical structures or by the connection of mechanical devices. The structures are also
still relatively complex, and the more complex the structure is, the higher the probability of
it malfunctioning, which may reduce the reliability of the device and reduce the energy
conversion efficiency of.

The A-EMG proposed in this study only consists of a magnetic ball, an annular
shell and three coils without any other mechanical structures and devices. The energy
conversion process is simple; the wave motion that drives the movement of the magnetic
ball can be converted into electricity, which improves the reliability of the device and
reduces the energy loss. References [12,23], which are similar to the principle of the A-
EMG, involve linear or curved tubes with a rolling magnetic ball that generate an induced
current in separate winding coils. They place the magnetic ball in curved and straight
tubes, respectively. When the magnetic ball moves to one end, the speed of the moment
is reduced to 0, which undoubtedly increases the speed loss and energy loss, whereas the
annular shell of the A-EMG allows for the continuous movement of the spherical magnet
without any obstruction, which avoids the speed loss and energy loss to the greatest
extent. The structure and working principle of the A-EMG are explained in this paper.
The principle was simulated using the COMSOL Multiphysics software version 6.0, and
the influence of the coil parameters on the output was analyzed. Finally, an experimental
prototype was built, and the experiment was verified by using the six-degree-of-freedom
(6-DOF) platform.

2. Structure Principle

As shown in Figure 1, the A-EMG consists of an annular shell, a magnetic ball that can
move inside the annular shell and three groups of coils wrapped around the outer part of
the annular shell at equal intervals. When the device is placed in an ocean environment,
due to the fluctuating fluctuations of the ocean waves, the device will shake with the waves,
thereby driving the magnetic ball to move. And when the magnetic ball passes through the
coil, the magnetic flux changes, generating an induced electromotive force in the coil.

 
Figure 1. Three-dimensional structure of the A-EMG.

Figure 2 shows the working principle of the A-EMG. After being excited by a wave, the
magnetic ball moves inside the annular shell, and according to the law of electromagnetic
induction, the expression of the induced electromotive force can be obtained by using V to
denote the induced electromotive force produced by the coil and Φ to denote the magnetic
flux in one turn of the coil:

V = −N
dΦ
dt

(1)

162



J. Mar. Sci. Eng. 2023, 11, 2266

Figure 2. Working principle of the A-EMG.

Assuming that the time for the spherical magnet to move inside the annular shell at
the speed v is t and that the displacement of the movement is x, and denoting the magnetic
flux density through the coil and the area of the coil by B(x) and S, respectively, the induced
electromotive force can be further expressed as:

V = −N
dΦ
dt

= −NS
dB(x)

dx
dx
dt

= −NS
dB(x)

dx
v (2)

The angular velocity ω of the motion of the magnet ball can be expressed as:

ω =
v
r

(3)

The frequency f of the magnet ball moving around a ring can be expressed as:

f =
1
T

=
1

2π/ω
=

ω

2π
=

v
2πr

(4)

Based on the above analysis, the relationship between the frequency and the induced
electromotive force can be deduced:

V = −NS
dB(x)

dt
2πr f (5)

According to Equation (2), it is clear that the magnitude of the induced voltage is
related to the speed of motion of the magnetic ball through the coil; the faster the speed, the
greater the induced voltage produced in the coil. From Equation (5), when the wave motion
resonates with the ring generator, the magnetic ball will make a complete circular motion,
and the induced voltage in the coil is related to the frequency of the circular motion, where
the greater the frequency, the greater the induced electromotive force that is produced [24].

3. Principle Analysis and Parameter Effect Analysis Based on COMSOL

The working principle of the A-EMG was analyzed above. In order to further analyze
and intuitively understand the working characteristics of the A-EMG, the COMSOL Multi-
physics software was used to simulate and analyze the A-EMG. The parameter settings in
the simulation are shown in Table 1. The A-EMG was modeled in a two-dimensional plane,
and in the simulation, we set the outer diameter of the annular shell to 70 mm and the inner
diameter to 35 mm. Considering that the larger the magnetic ball, the more favorable it is
for the output power, and to ensure its movement in the annular shell, it was necessary to
leave a certain air gap between the annular shell and the magnet ball. The diameter of the
magnetic ball was set to 30 mm, the magnetic field module was selected as the simulation
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background and the number of coil turns was set to 1000 turns. The variation in the flux
density, magnetic field and induced voltage in the coil of the EMG section was investigated.

Table 1. Parameter settings in simulation.

Item Value

Outer diameter × inner diameter of annular shell 140 mm × 70 mm
Magnetic ball diameter 30 mm
Turns of coil 1000

In the above principal explanation, we only considered the movement of the magnetic
ball around the annular shell as “sliding” (the magnetic ball only moves around the annular
shell, and the magnetic ball itself does not rotate). However, in reality, the magnetic ball
may move in a “rolling” (the magnetic ball itself rotates) manner or in a combination of
“sliding” and “rolling” during the process of passing through the coils. Similar to the
references [23,25], we simulated and analyzed the magnetic field changes caused by the
magnetic ball rotating 360◦ at a fixed position and the flux density transformation at point 1
on coil 1, as shown in Figure 3a. The protrusion on the annular shell in the figure indicates
the coils set in the simulation. The simulation range was set to 0–360◦, and the simulation
step size was 5◦.

 

Figure 3. Magnetic field and flux density variations when magnetic ball is rotated in a fixed position.
(a) The distribution of the magnetic field when the magnetic ball is in a different angle; (b) law of
change in magnetic flux density at point 1 with the angle of the magnetic ball.

When the magnet ball rotates in the annular shell, it causes a change in the surrounding
magnetic field and a change in the magnetic flux density at point 1 (same point as in
Figure 3a). The simulation range was set to 0–360◦, and the simulation step size was 5◦. As
shown in Figure 4, it can be seen that the motion of the magnet ball has an effect on the
magnetic field and the flux produced.

Comparing Figure 3b with Figure 4b, it can be seen that the change in the magnetic flux
density due to the rotation of the ball itself was not dominant compared to the movement of
the ball around the annular shell, and considering that even if the ball passed through the
coil in a “rolling” manner, the angle of rotation of the ball itself was difficult to determine.
So, in the principle explanation and simulation, we simplified the motion form of the
magnetic ball, ignored the rotation of the magnetic ball itself [26] and only considered the
“sliding” motion of the magnetic ball.
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Figure 4. Magnetic field and flux density variations when magnetic ball is “sliding” around annular
shell. (a) The distribution of the magnetic field when the magnetic ball is in different positions; (b) law
of change in magnetic flux density at a point 1 with the position of the magnetic ball.

The induced electric potential generated in the coil when the magnetic ball moves in
the annular shell at an angular velocity of 2π rad/s was studied and analyzed by using
COMSOL. The simulation time was set to 5 s with a step of 0.1 s so as to verify the rule of
change and the trend of the induced voltage in the coil during the passage of the magnetic
ball through the coil. Figure 5 shows the induced electromotive force of the magnetic ball
moving through the annular shell for five cycles, and in conjunction with Figure 4, it is
clear that during a cycle, the magnetic flux in the coil increased as the ball rolled toward the
coil and decreased as the ball moved away from the coil, generating a concomitant change
in the electromotive force [23].

Figure 5. The law of change in the induced voltage in the coil.

The coil parameters have an important effect on the output of the coil. In addition
to the number of turns of the coil, the difference in the width and thickness of the coil
will also change the interaction of the coil with the magnetic field of the magnetic ball, so
the magnetic flux change in the coil caused by the movement of the magnetic ball will be
different, which will affect the power output [27,28]. The definitions of the coil width and
thickness are shown in Figure 2. Using the control variable method, the effect of varying
the thickness and width of the coil on the output was analyzed.

As shown in Figure 6, when the number of turns and the width of the coil were kept
constant, the thickness of the coil was increased from 1 mm to 6 mm, and the peak value
of the induced voltage was decreased from 2.57 V to 2.17 V. The results indicate that the
thicker the coil, the more unfavorable it is for the output [11,29]. If the number of turns and
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the thickness of the coil were kept constant and the width of the coil was increased from
0.75 cm to 4.5 cm, the peak value of the induced voltage decreased from 2.18 V to 1.48 V.
The wider the coil, the more unfavorable it is to the output [20].

 
(a) (b) 

Figure 6. Law of the effect of coil thickness and width on output. (a) Output voltage at different coil
thicknesses; (b) output voltage at different coil widths.

4. Experiment

4.1. Motion Analysis of A-EMG under Wave Action

The motion of the A-EMG under wave action was analyzed in order to develop an
experimental program. In fact, the motion of waves in the ocean is particularly complex
and variable, and it is not a simple periodic movement. The generation of waves in the
ocean is essentially a vibration process in the ocean, and its motion can be regarded as a
combination of countless disordered regular fluctuations. Due to the complexity of the
causes of wave motion and the difficulty of using accurate mathematical models to make a
precise description, in the analysis and design of machinery related to ocean engineering,
researchers have always simplified the motion of waves to simple harmonic motion or
to the superposition of simple harmonic motion in their studies. And, they often use the
Airy linear wave theory to characterize the wave motion law in a general steady state
situation [30,31]. Here, we also used the Airy linear wave theory to explain the wave
principle. The profile of a wave is described by a simple harmonic curve [32], as show in
Figure 7.

 

Figure 7. Airy linear wave theory model.

According to the Airy linear wave theory, the motion of a wave can be described by
Equation (6). ⎧⎨

⎩
η(s, t) = H

2 cos(ks − ωt)
k = 2π

L
ω = 2π

T

(6)

where s is the displacement of the wave in the direction of horizontal motion, η is the
elevation of the wave from the still water surface, H is the wave height, k is the wave
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number, t is the time, ω is the frequency of the wave and T and L are the period and
wavelength, respectively.

When a floating body is on the water surface, it will move with the waves, and
the floating body will produce different forms of motion with the change in the wave
parameters. Taking the XOZ plane as an example, Figure 8 shows a schematic diagram of
waves with different parameters acting on the A-EMG in the XOZ plane, where ϕ is the
angle between the wave’s direction of action and the X-direction, so tanϕ is the derivative
of the line between the zero point and the position of the A-EMG. The wave will cause the
A-EMG to produce different forms of motion, which are mainly manifested in the form
of reciprocal displacement motion in the direction of wave action, so ϕ also denotes the
direction of motion of the A-EMG, and the tilt motion around the Y-axis, producing a
constantly changing tilt angle θ with respect to the X-axis, and tanθ is the derivative of the
wave at this point [17,33].

 

Figure 8. Wave action on the A-EMG.

Therefore, in this paper, a 6-DOF platform was used to simulate the motion of a
floating body under the action of waves with different parameters. The control variable
method was used to investigate the effects of the motion direction ϕ, amplitude, frequency
and tilt angle θ of the A-EMG on the output and to explore the regular pattern.

4.2. Experimental Platform Construction

Based on the laws derived from the theoretical analysis and simulation results, an
annular electromagnetic generator was fabricated. The specific parameters are shown in
Table 2.

Table 2. Parameters in fabrication.

Item Value

Outer diameter × inner diameter of annular shell 140 mm × 70 mm
Annular shell thickness 1 mm
Magnetic ball (N35) diameter 30 mm
Turns of coil 1000
Thickness × width of coil 3 mm × 15 mm
Volume of A-EMG 0.539 × 10−3 m3

As shown in Figure 9, two identical semi-annular shells with an inner diameter of
70 mm and an outer diameter of 140 mm were fabricated by 3D printing. The annular
shell needed to have sufficient hardness and to also leave room for the movement of the
magnetic ball. The thickness of the shell was set to 1 mm in the 3D printing, so its internal
space was 33 mm. After placing a 30 mm diameter N35 magnetic ball inside, three 0.1 mm
enameled wire coils were wound along the radial direction of the annular shell, and the
coils were equally spaced on the annular shell. With the coil width and number of turns set
to 1.5 cm and 1000 turns, respectively, the thickness of the coil was approximately 3 mm.
The volume of the A-EMG was calculated to be approximately 0.539 × 10−3 m3, which
includes the inner diameter of the annular shell and is the volume of the actual space
occupied by the A-EMG. A TH2690 electrostatic meter was used as the data acquisition
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device, and the 6-DOF platform was used as the external excitation device to simulate the
wave motion. Figure 9 shows a schematic diagram of the overall experimental platform.
The TH2690 electrometer is an integrated instrument that functions as a voltmeter, ammeter
and electrometer, among other things. When measuring an open-circuit voltage and a
short-circuit current, the probe of the instrument should simply be connected to the output
terminal of the measured target, and the corresponding testing function should be selected.

 
(a) (b) 

Figure 9. A-EMG production and experimental platform construction. (a) A-EMG physical object;
(b) experimental platform.

The 6-DOF platform consisted of two parts: a motion platform and a software control
platform. The software control platform controlled the displacement and frequency of six
linear motors in the motion platform, which could achieve linear motion along the X, Y and
Z axes, respectively, in three-dimensional coordinates as well as rotational motion around
the X, Y and Z axes, are denoted by α, β, γ respectively. It could also couple individual
motion into composite motion. In the output testing section of this article, the motion effect
of the waves in different directions, ϕ, acting on the A-EMG in the XOZ plane was achieved
by coupling the motion of the platform along the X and Z axes, and the tilt angle of θ was
achieved by setting the rotation around the Y-axis on the control platform. The method
in this paper is more accurate and convenient than the method in reference [25,34], which
used a single linear motor and manually changed the excitation direction.

4.3. Output Performance of the A-EMG

It should be noted that since the parameters of each group of coils were the same,
their outputs ere similar, and the output of coil 1 will be used as an example to illustrate
this. Firstly, the influence of the tilt angle was neglected, and the tilt angle was set to 0
using the 6-DOF platform. Through the coupling of the X-direction and the Z-direction,
the motion form of the waves acting on the A-EMG in different directions in the XOZ
plane was simulated, and the reciprocal displacement motions in the different directions
were generated.

We collected the wave parameters from a certain sea area in China, where most of
the wave heights are higher than 5 cm and the wave frequency near 5 cm is 1.2 Hz. By
verifying that the A-EMG is able to work with small vibrations, we can show that it is
able to work under most sea conditions. So, the frequency was set to 1.2 Hz, and the
amplitude was set to 5 cm. The variation in the A-EMG with an open-circuit voltage and a
short-circuit current with the motion direction ϕ is shown in Figure 10. As ϕ increased, the
open-circuit voltage and short-circuit current of the A-EMG gradually decreased. When
the value of ϕ reached 60◦, the A-EMG could not generate electrical energy because the
test only considered the influence of the reciprocating displacement motion, but the larger
the wave action, ϕ, the easier it is to generate a larger tilt angle, θ [34]. Therefore, we also
conducted an experimental test on the influence of the tilt angle on the output.
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(a) (b) 

Figure 10. Open-circuit voltage and short-circuit current under the influence of motion direction, ϕ.
(a) Open-circuit voltage; (b) short-circuit current.

If we want to make sure that the A-EMG can adapt to most wave conditions, we
should first make sure that the A-EMG can work properly in a small angle range under
smaller fluctuations. As shown in Figure 11, at a frequency of 1.2 Hz, when the tilt angle
increased from 3◦ to 12◦, there was no obvious effect on the output because the A-EMG is a
centrosymmetric structure and the magnetic ball could easily resonate with the external
excitation, making the magnetic ball perform a circular motion with the same frequency in
the annular shell, which is in accordance with the theoretical derivation of Equation (5).
However, it can be obviously observed in the experimental process that the larger the tilt
angle, the more the ball in the A-EMG was stimulated to move, which compensated for the
situation that the output of the reciprocating displacement motion was weakened when the
wave action, ϕ, was increased; so, the device can collect wave energy from every direction.

 
(a) (b) 

Figure 11. Open-circuit voltage and short-circuit current under the influence of tilt angle, θ. (a) Open-
circuit voltage; (b) short-circuit current.

The frequency and amplitude are the most fundamental elements of waves. We tested
the influence of the frequency and amplitude on the output of the A-EMG in the X direction
(ϕ and θ were zero). As shown in Figure 12, when the amplitude was fixed, the maximum
open-circuit voltage increased from 1.52 V to 7.2 V; as the frequency was increased from
1.0 Hz to 1.8 Hz, the maximum short-circuit current increased from 10.08 mA to 21.2 mA.
As shown in Figure 13, when the frequency was fixed, the open-circuit voltage and short-
circuit current were almost unchanged in the test range of 60 mm–120 mm. This was for
the same reason that θ affected the output, which was also due to resonance.
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(a) (b) 

Figure 12. Open-circuit voltage and short-circuit current under the influence of frequency. (a) Open-
circuit voltage; (b) short-circuit current.

 
(a) (b) 

Figure 13. Open-circuit voltage and short-circuit current under the influence of amplitude. (a) Open-
circuit voltage; (b) short-circuit current.

The optimum output power of the electromagnetic generator was found by impedance
matching, where the output voltage was measured across various external resistors to study
the optimum output power. Theoretically, when the load resistance is equal to the internal
resistance of the electromagnetic generator, for the optimal output power, at this time, the
relationship between the load voltage, VL, and the open-circuit voltage, VOC, is given by
Equation (7).

VL =
1
2

VOC (7)

In this paper, the voltage at different loads was tested to calculate the output power of
the electromagnetic generator, as per Equation (8) [22,35].

PRMS =
URMS

RL
(8)

where URMS is the root mean square (RMS) voltage on different load resistors, RL is the
load resistor and PRMS is the optimal output power.

Tested at frequencies of 1 Hz and 1.8 Hz, respectively, as shown in Figure 14, the value
of URSM of the external load increased with the increase in the load resistance, and the
value of PRSM first increased and then decreased with the increase in the load. Under both
conditions, the maximum values of PRSM obtained at an external load resistance of 150 Ω
were 3.42 mW and 80.87 mW, respectively.
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(a) (b) 

Figure 14. URMS and PRMS at different external load resistances. (a) At 1.8 Hz excitation; (b) at 1 Hz
excitation.

The maximum power density of the A-EMG can reach 150.174 W/m3. Table 3 com-
pares the performance of the A-EMG with existing wave energy harvesters [22]. Through
comparison, it was found that the power density of the A-EMG has significant advantages.

Table 3. Comparison of different works.

Ref. Type Frequency (Hz)
Output Power
(mW)

Power Density
(W/m3)

[32] EMG + TENG 2.5 1.25 9
[35] EMG + PZT 1.8 21.95 3.914
[22] EMG 2.6 65 43.5
This work EMG 1.8 80.87 150.174

Since the device generates AC power, which cannot directly power electronic devices,
it must be rectified to DC power and stored in capacitors or batteries in order to provide
stable power. The ability of energy harvesters to charge capacitors is an important index for
evaluating their performance. At the same time, in order to verify the best connection mode
between the coils, the output of each coil is rectified by a rectifier bridge and then connected
in series or parallel to compare and study the effect of the two different connections on the
charging characteristics of the capacitor. As shown in Figure 15, under the experimental
conditions of the X direction and with 1.8 Hz excitation, the characteristics of charging
the 22 μF capacitor were compared under three charging modes; one coil, three coils in
series and three coils in parallel were compared. The circuit diagrams of the parallel and
series charging modes of the three coils are shown in Figure 15a,b, respectively. Figure 15c.
compares the three charging modes. It can be seen that multiple coils can charge the
capacitor to a higher voltage in a relatively shorter time than a single coil, where three coils
in parallel can charge the capacitor in the best way, being capable of charging the 22 μF
capacitor to 8.6 V in 3.8 s.

To verify the application performance of the A-EMG, as shown in Figure 16, three
coils were rectified and then connected in parallel to 25 parallel-connected commercial
LED arrays, and single-degree-of-freedom wave motion modes, including the experimental
conditions in this paper, and multiple-degree-of-freedom coupled wave motion modes, i.e.,
those shown in Table 4, were simulated by using a 6-DOF platform, and the LED arrays
could be instantaneously lit under all these excitations.
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(a) (b) (c) 

Figure 15. Capacitor charging with different connections between coils. (a) Series connection
between coils; (b) parallel connection between coils; (c) comparison of different connections for
capacitor charging.

 

Figure 16. Application performance verification: lighting LED arrays.

Table 4. Parameters of simulating wave.

Direction Frequency (Hz) Amplitude (mm) Tilt (◦)

X, β coupling 1 50 3
Z, β coupling 1 50 3
X, Y coupling 1 50 -

5. Conclusions

In order to effectively harvest wave energy, this paper presents an annular electro-
magnetic generator for harvesting wave energy. The output performance of the three
electromagnetic coil generating units was investigated. Under an external excitation of
1.8 Hz, the maximum open-circuit voltage of a single group of coils could reach 7.2 V, and
the short-circuit current could reach 21.2 mA. An optimum output power of 80.87 mW was
obtained when the external load was 150 Ω. The power density could reach 150.174 W/m3.
The output performance is superior to most wave energy collectors in the same field. Com-
paring the characteristics of the three coils after rectifying them to charge the capacitor
in series or parallel, it was found that the parallel connection mode was the best, and a
capacitor of 22 μF could be charged to 8.6 V in 3.8 s. Finally, the 6-DOF platform was used to
simulate the typical motion characteristics of a wave, such as single-degree-of-freedom and
multi-degree-of-freedom coupling, and to simulate lighting up an LED array. In summary,
the device is simple in structure, low in terms of fabrication cost, responds well to the
external excitation of wave energy, can continuously charge the capacitor and supply power
to LED loads and has good application prospects in supplying power to ocean sensors.
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Abstract: As an essential transportation equipment for personnel to access offshore wind plants, the
safety and stability of the turbine access system (TAS) have gained increasing significance. However,
when sea conditions deteriorate, the end of the TAS will experience large-angle shaking and an
increase in the heave height. A novel 3-DOFs TAS with active motion compensation for the Fujian
coastal area is designed to solve the problem of the stability of the end of the TAS under sea conditions
with a significant wave height of 2.2 m, including structural design, kinematic analysis, hydraulic
drive design, and control system design. In the research, a new stacking compensation method is
proposed to compensate for the roll angle, pitch angle, and heave height at the end of the TAS. The
3-DOFs TAS is modeled mathematically by the Denavit–Hartenberg parameters, and the hydraulic
system model is established. In order to improve the compensation effect, a fuzzy PID controller
with feedforward compensation is designed based on fuzzy PID control, and the model simulation
experiment is carried out by MATLAB/Simulink. Finally, the experimental simulation shows that
under the compensation of the feedforward compensation fuzzy PID control algorithm and the new
compensation algorithm, the roll angle of the TAS is reduced by a maximum of 84.8%, the pitch angle
is reduced by 75%, and the heave height is reduced by 73.6%. This validates the effectiveness of the
proposed scheme and provides a reference for future TAS design and development.

Keywords: active motion compensation; turbine access system; kinematic analysis; fuzzy PID control;
offshore wind plants

1. Introduction

In the context of the growing tension surrounding land resources, a rising awareness
has emerged regarding the abundant resources of the ocean. Offshore wind plants present
several advantages over land-based wind plants, such as a smaller land use area and more
abundant wind resources [1]. In 2021, China added 16.9 million kilowatts of wind turbines,
which is 1.8 times as many as all other wind turbines built before. Some scholars have even
proposed new hybrid devices that can capture wind and wave energy and proposed new
optimization solutions [2]. However, the harsh marine environment poses a threat to the
safety of maritime operators, mainly due to the roll, pitch, yaw, sway, surge, and heave
caused by waves [3]. Therefore, this requires the turbine access system (TAS) to transport
operators and various equipment from ships to wind turbines. This not only improves
the safety of offshore operators and reduces the difficulty of offshore operations, but also
improves the efficiency of offshore operations [4].

In the offshore industry, two means of transport are being used to reach offshore
structures: helicopters and vessels [5].

1. Helicopter access. Helicopters have higher safety and commuting efficiency and
are mainly used for the operation and maintenance of large wind farms. Helicopter
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transportation and transfer are not limited by wave conditions. China’s offshore
wind power plants are built on the continental shelf, usually 10–20 km away from
the coast, while in some European countries, such as the Netherlands, offshore wind
power plants can reach a distance of 30–100 km [6]. Taking an offshore wind farm
100 km offshore as an example, the average maximum speed of crew transfer vehicles
(CTVs) is 25 knots, which can be reached by boat in 2.2 h, while it only takes half an
hour by helicopter [7]. However, there are limitations to the use of helicopters. It is
required to install a platform on the wind turbine for helicopters and personnel to
use. Although this method is fast, its drawbacks are high operating costs and the
need for a lifting platform for each turbine. In addition, it is not suitable for situations
with high winds or low visibility, which can easily lead to accidents. Although the
probability of helicopter crashes is low, the likelihood of such accidents causing a
large number of deaths is high.

2. Ship-based access. In oil and gas extraction, personnel are generally transported
through personnel baskets and swing ropes. Both methods have a major drawback,
which is that in order to ensure personnel safety, they must be transported under
relatively mild sea conditions. Both methods require the ship to be equipped with
a crane, which transports personnel to the target working point through its long
boom and cable. However, once encountering wind and waves that cause the ship
to sway, the long boom of the crane will have a strong amplification effect, causing
severe shaking at the end of the boom and cable. This poses a serious threat to
the safety of personnel. Due to unpredictable wind and wave conditions, offshore
lifting operations are difficult. Performing lifting operations typically requires special,
expensive, and scarce equipment [5,8]. In addition, the ship is propelled forward
through the propeller to increase friction between the bow rubber buffer and the
landing point, which can eliminate the effects of sway and yaw. The DP system
(dynamic positioning system) can effectively suppress the sway and surge of the
ship’s hull, which can reduce the impact of waves on the ship. However, an important
drawback of this access method is that it is only limited to medium wave conditions [9].
Considering safety and cost-effectiveness issues, the offshore wind power industry is
not keen on using helicopters as the main access method for offshore wind turbines,
and ships have become the most commonly used vehicles.

After determining the vehicle, it is necessary to determine the method to compensate
for interference caused by waves, which requires the use of active motion compensation
technology to achieve appropriate compensation. The research on motion compensation
technology originated from the needs of offshore drilling, and later evolved into various
compensation methods, such as velocity compensation, displacement compensation, force
compensation, and comprehensive compensation [10]. Taking seabed salvage, recovery,
and rescue operations as an example, Southland outlined the difficulties of handling heavy
objects at sea and proposed, for the first time, the use of active and passive compensation
systems to address interference caused by wind and waves [11].

In current offshore operations, whether using the TAS or other offshore tools, such
as offshore cranes, the heave effect is the most affected. Therefore, researchers have
conducted extensive research on the heaving effect of waves. In order to reduce the im-
pact of heave motion on the launch and recovery of remotely operated vehicles (ROVs),
Yang et al. [12] designed an active heave compensation system mainly based on hydraulic
winches, which reduces the impact of the heave motion of the tether management sys-
tem (TMS) on remote-controlled submersibles by controlling the extension and contrac-
tion of the cable. Sebastian et al. [13] proposed an active compensation control algo-
rithm to control hydraulic-driven winches, which considers the delay between the length
of the winch rope and the payload to compensate for the vertical motion of the ship.
Huang et al. [14] used the Lagrange kinematics equation and numerical simulation to ana-
lyze the influence of the rope length and lifting speed of the floating crane wave compensa-
tion system on the system response, which has great reference significance for the design
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of wave compensation systems. Zhou et al. [15] proposed a genetic PID (proportional-
integral-differential) controller with feedforward compensation for compensating cranes
to optimize the optimal indicators and PID parameters of the system. While maintaining
system stability and accuracy, it improved the system’s fast response ability and achieved
good control results. Xie et al. [16] proposed an active heave compensation method of an
electric marine winch based on the sliding-mode control algorithm to solve the six degrees
of freedom of the mother ship caused by wave fluctuations and achieved excellent results.

The research on the TAS based on wave compensation has also made significant
progress. Christopher put forward the earliest concept of the gangway, which includes a
support frame designed to be supported by grating positioned above horizontal structural
members of the offshore structure. It mainly provides access in environments seriously
affected by weather conditions [17]. There are many factors that affect the compensation
effect of TAS, such as model complexity, control strategies, and structural design. For model
complexity, Rong et al. proposed a discrete time transfer matrix method of a multibody
system for dynamic modeling and analysis of a ship’s seaborne supply (SSS) systems,
which is used to solve real-time dynamic analysis of SSS operations under complex sea
conditions [18]. The method can easily solve the dynamic problems of the system by
only using low-order transfer equations, which have lower computational complexity
and a satisfactory compensation effect. For control algorithms, Tang et al. established
and simulated the wave compensation control model using particle swarm optimization
(PSO) to optimize the control parameters of the controller. The result showed that this
design has the optimization effects of small over-shoot and a fast response time [19].
Cai et al. proposed a sliding-mode control scheme for the ship-mounted Stewart platform
to increase the workable time of carrying out these operations of offshore installations [20].
The novel velocity feedforward compensator and command-filtered-based sliding-mode
backstepping controller have been proposed and used on this platform, demonstrating
good compensation performance. Yin et al. proposed a novel Stewart platform with a
gangway, which is equipped with a robust controller and an estimator [21]. This ensures
that the control force does not increase indefinitely with position and attitude errors. The
simulation results verified the effectiveness and performance of the controller. Chen pro-
posed a three-loop control strategy based on active disturbance rejection control (ADRC),
in which the internal model controller (IMC) in the current loop is designed to achieve
fast control. This method has excellent performance in reducing power consumption,
decoupling control, and anti-interference [22]. Zhang et al. proposed a system method
for designing multivariable fuzzy logic controllers, which applies genetic algorithms to
optimize fuzzy scaling factors and can reject strong disturbances [23]. Bai et al. proposed
a kinematic-based Lagrangian method for generating motion equations and designing
adaptive control laws for multi-body systems based on the dynamic analysis and controller
design of the Stewart platform. This method can tolerate performance under large parame-
ter errors and external interference [24]. Liu et al. designed an improved adaptive control
strategy based on a radial basis function neural network (RBFNN) with fading factors to
compensate for external interference on the Stewart platform. This method reduced the
error by 70% and the heave compensation error by 40% [25].

For structural renovation, Chen et al. proposed a new turbine access system suitable for
the Taiwan Strait [26]. This design effectively reduced the roll angle, vertical displacement,
and vertical acceleration. However, the design is only suitable for marine environments
with a significant wave height of 1.5 m. Huang et al. added a fourth axis mechanism to
the 3-DOFs TAS, proposing a four-axis TAS to compensate for the surge displacement,
heave displacement, pitch angle, and roll angle of the end effector under wave conditions
and load tests in the Taiwan Strait. This study used a model reference robust adaptive
controller (MRRAC) for control [27]. Tang et al. proposed a four degrees of freedom rope-
driven, rigid, flexible hybrid wave compensation mechanism. This wave compensation
device can achieve compensation for four degrees of freedom: heave, sway, roll, and
pitch, by controlling the mobile platform, reducing, or even eliminating, the relative
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motion of the ship [28]. In addition, some commercial companies have also launched
motion compensation systems for offshore wind power plants. The company Ampelmann
launched the first 6-DOFs TAS Stewart, which measures the motion state of the ship in
real time through sensors [29]. Nonetheless, the device was constructed using a platform
featuring six hydraulic cylinders, resulting in a structurally intricate design that necessitates
a substantial amount of space. The company Houlder (London, UK) has developed a
kind of TAS, which can compensate for roll, pitch, and surge, but cannot achieve full
compensation [30].

This study focuses on reducing the end-angle shaking and vertical height increase of
the TAS under adverse sea conditions, and proposes a novel TAS designed for the coastal
area of Fujian, which addresses the challenge of maintaining the stability of the TAS in the
presence of sea conditions characterized by significant wave heights of up to 2.2 m. A new
stacking compensation method is proposed to compensate for the roll angle, pitch angle,
and heave height at the end of the TAS. The effects of ship roll, pitch, and heave on the end
of the TAS are analyzed separately and compensation values are calculated. The sum of
the compensation values is used as the final compensation value for the TAS. In addition,
the mathematical modeling of a 3-DOFs TAS and hydraulic system is conducted using the
D-H modeling method. A fuzzy PID controller with feedforward for the TAS is developed
based on fuzzy PID control theory. The model simulation experiments are then performed
using MATLAB/Simulink. Finally, the simulation shows that compared to PID controllers,
the control strategy proposed in this study can reduce the roll angle, pitch angle, and heave
height of the TAS by 84.8%, 75%, and 73.6%, respectively. The displacement of the TAS end
in the X, Y, and Z axes is reduced by at least 65%, with a maximum reduction of 82.69%.

2. Mechanical Structure Design of the TAS

The design proposed in this study solely accounts for the influence of roll, pitch, yaw,
and heave on the ship, as it is assumed that the vessel will be outfitted with a DP system.

Based on the above considerations, a TAS with three degrees of freedom active motion
compensation, including a rotary joint, pitch joint, and telescopic joint, was designed.
The mechanical structure and dimensions of the TAS are shown in Figure 1. The rotary
joint contains a symmetrical hydraulic cylinder, the pitch joint contains two asymmetrical
hydraulic cylinders, and the telescopic joint contains one asymmetrical hydraulic cylinder.
As roll, pitch, and yaw represent rotational movements, the end effector of the TAS may
produce varied movements in distinct dimensions, necessitating coordinated movements
among different joints for compensation. Specifically, to effectively compensate for roll
motion, the pitch and telescopic joints must cooperate, while other joints may need to
collaborate to address pitch and yaw movements, and so on. In addition, there is a ladder
at the back of the TAS for people to pass, and there is an aluminum alloy guardrail at the
top to protect the workers’ safety.

Figure 1. Mechanical structure of the TAS.
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3. Ship Motion Model

In order to obtain motion of the TAS, it is necessary to obtain the motion of the ship
when it is disturbed by sea waves. Therefore, modeling of random sea waves and ship
motions must be carried out.

3.1. Wave Model

It is difficult to calculate the complex and irregular wave motion. However, it is
generally believed that when studying the effect of sea waves on ships, the sea waves
are regarded as a stationary random process [31]. The power spectral density of waves
is a crucial aspect of ocean wave models, as it illustrates the distribution of wave energy
across different frequencies. Now, Pierson–Moskowitz and JONSWAP spectra are exten-
sively employed in oceanographic research because they can describe wave motion in
most sea areas.

However, the wave motion in different sea areas is different. This study focuses
on the coastal region of Fujian Province and adopts the Putian spectrum derived by
Yang et al. [32] from the statistical analysis of the nearby sea area of Putian City, Fujian
Province. It can be described as:

S(ω/ω)

M0
= 1.8865

(ω

ω

)−4.5
exp

[
−0.9632

(ω

ω

)−2.8
]
×

[
1 + 0.4334

(ω

ω

)−2.8
]

(1)

H1/3 = 3.75
√

M0 (2)

where ω is the wave frequency, ω is the average wave frequency, M0 is the zero-order
moment of the power spectral density of the wave, and H1/3 is the significant wave height.

The sea wave can be seen as a superposition of countless harmonic components with
different frequencies and phases [33]. These tiny cosines have random initial phases, which
is noteworthy. Assuming the existence of the ground coordinate system, E − ξης, the ship
coordinate system, O − xyz, the E − ξη plane parallel to the Ox axis, and the angle between
the Ox axis and the Eξ axis is μ, the wave height can be described as:

ζ(t) =
∞

∑
i=1

ζai cos(kiξ cos μ + kiη sin μ − ωit + εi) (3)

where ζai is the amplitude of the i-th harmonic component, ki is the wave number of the
i-th harmonic component, ωi is the angular frequency of the i-th harmonic component, and
εi is the initial phase of the i-th harmonic component.

According to the statistical results of Jian Shi et al. [34] on the sea wave data along the
coast of China from 1979 to 2017, the mean significant wave height and mean period in the
four seasons near Putian City, Fujian Province, from 1979 to 2017 are shown in Table 1.

Table 1. The mean significant wave height and mean period of the coast of Putian City during the
four seasons from 1979 to 2017.

Season Mean Significant Wave Height (m) Mean Period (s)

Spring 1.5 5.3
Summer 1.2 5.7
Autumn 2.2 6.8
Winter 2.5 6.5

According to Table 1, it can be calculated that the mean significant wave height within
a year is 1.85 m, and the mean wave period within a year is 6.075 s. Therefore, the mean
period of waves in this paper was set to 6 s. Due to the significant differences in the height
of meaningful waves in different seasons along the coast of Putian, in order to ensure that
the TAS can be used for most of the year, the maximum significant wave height of the usage
environment was set to 2.2 m.
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From Figure 2a, the frequency of the energy spectrum concentration of waves ranges
from 0.5 rad/s to 3.5 rad/s, and the peak frequency of the spectrum is around 0.8 rad/s,
which is not consistent with the mean frequency. This is normal because the peak frequency
is indeed related to the average frequency of waves, but it is not always the same. From
Figure 2b, the amplitude of the wave is between 0 m and 3.5 m, and the first one-third of
the amplitude height is concentrated between 1.8 m and 3.5 m, which is consistent with the
significant wave height of 2.2 m.

  
(a) (b) 

Figure 2. Wave simulation: (a) power spectral density of the wave and (b) height of the wave.

For the calculation of peak frequency, the peak frequency is the frequency at spectral
density, indicating that the most wave energy is concentrated at this frequency. The
average frequency is the average of all frequencies, weighted by their respective spectral
density values. The average frequency of the waves in Figure 2a can be obtained by
the following equation: ⎧⎪⎪⎨

⎪⎪⎩
S(ωi)total =

n
∑

i=1
S(ωi)

ω0 =
n
∑

i=1

ωiS(ωi)
S(ωi)total

(4)

where ω0 is the peak frequency, S(ωi) is the power spectrum of ωi, and S(ωi)total is the
total power spectrum.

According to Equation (4), the average wave period of the simulation model
ω0 = 1.0767 rad/s. According to the set period T0 = 6 s, the set frequency of ocean waves
can be calculated as:

ω =
2π

T
= 1.05 rad/s (5)

This is very similar to the calculation results, ω0, verifying the correctness of the wave model.

3.2. Model of Ship Motion

The forces and moments acting on the ship are affected by many factors, and can
usually be expressed as:

F = Fs + FH + FP + Fc + FD (6)

G = Gs + GH + GP + Gc + GD (7)

where Fs and Gs are the restoring force and restoring moment received of the ship, respec-
tively, FH and GH are the hydrodynamic force and hydrodynamic moment of the ship,
respectively, FP and GP are the propeller thrust and thrust moment of the ship, respectively,
Fc and Gc are the control force and restraint moment provided by the ship control system,
respectively, while FD and GD are the disturbing forces and moments generated by the
marine environment, respectively.
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It can be seen from Equation (3) that the long peak wave is composed of numerous
sub-waves, so the interference force and moment of roll, pitch, yaw, and heave on the ship
can be described as:

R =
n

∑
i=1

Ri (8)

P =
n

∑
i=1

Pi (9)

Y =
n

∑
i=1

Yi (10)

H =
n

∑
i=1

Hi (11)

where Ri is the roll interference force and interference torque of the i-th harmonic com-
ponent to the ship, Pi is the pitch interference force and interference torque of the i-th
harmonic component to the ship, Yi is the yaw interference force and interference torque
of the i-th harmonic component to the ship, and Hi is the heave interference force and
interference torque of the i-th harmonic component to the ship.

Based on the above theory, the six degrees of freedom simulation of a supply ship
was carried out using the MATLAB MSS (Marine Systems Simulator) toolbox [35]. The
parameters of the supply vessel are shown in Table 2.

Table 2. Parameters of the supply vessel.

Parameter Value

Draught (m) 6.0
Breadth (m) 19.2

Length between perpendiculars (m) 82.8
Mass (kg) 6.3622 × 106

Radius of gyration in roll (m) 6.72
Radius of gyration in pitch (m) 2.70
Radius of gyration in yaw (m) 20.70

Volume displacement (m3) 6.207 × 103

Transverse metacentric height (m) 2.1140
Lateral metacentric height (m) 103.6280

The simulation conditions were set as follows: the significant wave height was 2.2 m,
the mean period was 6 s, the peak frequency was 0.8 rad/s, and the encounter angles were
45 and 90 degrees. The 6-DOFs simulation results of the ship are shown in Figure 3.

From Figure 3a,b, the maximum amplitude of roll is about 2.2 degrees, and the
amplitude is constantly changing. The maximum angles of pitch and yaw are 2 and
0.7 degrees, respectively. The maximum displacement of sway and surge is 0.4 m, and the
maximum displacement of heave is 0.7 m.

However, the encounter angle can affect the 6-DOFs motion of the ship. From
Figure 3c,d, when the encounter angle is 90 degrees, the roll angle significantly increases,
with the maximum amplitude approaching 3 degrees. This is because the angle of action
of the waves has changed from 45 to 90 degrees, which increases the force on the hull,
resulting in an increase in the amplitude of the roll angle. On the contrary, the amplitude
of pitch decreases due to a decrease in longitudinal force on the hull. For linear motion,
the increase in roll causes an increase in the shaking amplitude of the ship, resulting in an
increase in vertical motion displacement, while the rest of the motion changes little.
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(a) 

 
(b) 

 
(c) 
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Figure 3. Six DOFs motion of the vessel. (a) The angle of roll, pitch, and yaw of the vessel when the
encounter angle is 45 degrees. (b) The displacement of sway, surge, and heave of the vessel when the
encounter angle is 45 degrees. (c) The angle of roll, pitch, and yaw of the vessel when the encounter
angle is 90 degrees. (d) The displacement of sway, surge, and heave of the vessel when the encounter
angle is 90 degrees.

4. Kinematic Model of the TAS

4.1. Forward Kinematics of the TAS

The setting of the coordinate system is shown in Figure 4. Point G is the center of the
geodetic coordinate system, point V is the center of the ship’s coordinate system, and point
B is the geometric center of the base bottom of the TAS. In this study, G and V were set
to coincide. In addition, V is the intersection of the ship’s roll axis, pitch axis, and yaw
axis. The installation position of the TAS is on the starboard side of the ship, parallel to and
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directly above the pitch axis, yV . The distance between B and V on the yV axis is By. The
distance between B and V on the zV axis is Bz.

Figure 4. Coordinate system settings.

Therefore, the position of point B in the geodetic coordinate system {G} is:

G
B P =

⎡
⎣Bx

By
Bz

⎤
⎦ (12)

The motion modeling of the TAS focuses on the motion state of the end of the TAS
device to obtain the motion state of the end effector under different sea conditions. This
study employed Denavit–Hartenberg (D-H) parameters to determine the motion state
based on the connecting rod parameters.

The coordinate system for the TAS is established in Figure 5. Coordinate system {0} is
positioned at the geometric midpoint of the base bottom, while coordinate system {1} is
located at the intersection of the rotary and pitch joints. Additionally, coordinate system
{2} is established on the pitch arm. While the Y-axis shifts in tandem with the pitch arm
movement, the coordinate origin remains identical to {1}. The coordinate system {3} is
established at the intersection of the pitch and telescopic arms, and the z-axis points in the
telescopic direction. The coordinate system {4} is established at the end of the telescopic arm,
namely the end effector of the TAS. According to the D-H parameters, the four parameters
between the two joints can be determined: connecting rod length, ai−1, torsion angle, αi−1,
connecting rod offset, di, and joint angle, θi, as shown in Table 3.

In this study, the parameters, such as the rotary joint angle, α, pitch joint angle, β,
and variable telescopic length, T, are limited according to the design requirements. L1
is the distance in the Z-axis from the origin of the coordinate system {0} to the origin of
coordinate system {1}. L2 is the distance between the origin of the coordinate system {0}
and the origin of the coordinate system {1} in the X-axis. L3 is the length of the TAS when
the telescopic joint is not used. L5 is the width of the passageway of the TAS. L6 is the
diameter of the base.
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α θ

Figure 5. Coordinate system and D-H parameters of the TAS.

Table 3. D-H parameters.

i ai−1 αi−1 di θi

1 0 L2 L1 θ1
2 π/2 0 0 θ2
3 −π/2 0 L3 0
4 0 0 L4 0

The following equation can be obtained, as:

⎧⎨
⎩

θ1 = α

θ2 = 3
2 π + β

L4 = T
(13)

The coordinate transformation matrix of the latter coordinate system {i} relative to the
previous coordinate system {i − 1} can be obtained. It can be expressed as:

i−1
i T =

[i−1
i R i−1PiORG

0 1

]
=

⎡
⎢⎢⎣

cθi −sθi
sθicαi−1 cθicαi−1

0 ai−1
−sαi−1 −sαi−1di

sθisαi−1 cθisαi−1
0 0

cαi−1 cαi−1di
0 1

⎤
⎥⎥⎦ (14)

where i−1
i R is the rotation matrix of the coordinate system {i} relative to the coordinate

system {i − 1}, and i−1PiORG is the position vector of the origin of the coordinate system {i}
relative to the origin of the coordinate system {i − 1}, cθi is the abbreviation of cos θi, sθi is
the abbreviation of sin θi, and so on.

According to Table 3, the transformation matrix of the latter coordinate system relative
to the previous coordinate system can be calculated as:

0
1T =

⎡
⎢⎢⎣

cos θ1 − sin θ1 0 L2
sin θ1 cos θ1 0 0

0 0 1 L1
0 0 0 1

⎤
⎥⎥⎦ (15)

1
2T =

⎡
⎢⎢⎣

cos θ2 − sin θ2 0 0
0 0 −1 0

sin θ2 cos θ2 0 0
0 0 0 1

⎤
⎥⎥⎦ (16)
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2
3T =

⎡
⎢⎢⎣

1 0 0 0
0 0 1 L3
0 −1 0 0
0 0 0 1

⎤
⎥⎥⎦ (17)

3
4T =

⎡
⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 L4
0 0 0 1

⎤
⎥⎥⎦ (18)

The transformation matrix of the end of the TAS relative to the base can be obtained as:

0
4T = 0

1T1
2T2

3T3
4T =

⎡
⎢⎢⎣

cθ1cθ2 −sθ1 −cθ1sθ2 L2 − (L3 + L4)cθ1sθ2
cθ2sθ1 cθ1 −sθ1sθ2 −(L3 + L4)sθ1sθ2

sθ2 0 cθ2 L1 + L3cθ2 + L4cθ2
0 0 0 1

⎤
⎥⎥⎦ (19)

The displacement of the TAS end effector relative to the base can be obtained from
Equation (19) as: ⎡

⎣Tx
Ty
Tz

⎤
⎦ =

⎡
⎣L2 − (L3 + L4)cθ1sθ2

−(L3 + L4)sθ1sθ2
L1 + (L3 + L4)cθ2

⎤
⎦ (20)

In addition, since the base of the TAS and the center of the hull are not coincident, the
coordinate transformation matrix of the base {B} relative to the vessel center {V} can be
defined as:

V
B T =

⎡
⎢⎢⎣

0 1 0 Bx
−1 0 0 By
0 0 1 Bz
0 0 0 1

⎤
⎥⎥⎦ (21)

where Bx, By, and Bz are the offsets of the base on the x-axis, y-axis, and z-axis relative to
the hull center.

As the ship is always disturbed by wind, waves, and currents when sailing on the
sea, the hull center moves with six degrees of freedom relative to the ground coordinate
system [36]. In the research, the geodetic coordinate system {G} was set at the position of
the hydrodynamic coordinate system {H}. Equation (22) provides a description of the coor-
dinate transformation matrix for the hull center concerning the ground coordinate system:

G
V T =

⎡
⎢⎢⎣

cψcθ cψsθsϕ − sψcϕ cψsθcϕ + sψcϕ x
sψcθ sψsθsϕ + cψcϕ sψsθcϕ − cψsϕ y
−sθ cθsϕ cθcϕ z

0 0 0 1

⎤
⎥⎥⎦ (22)

where ϕ is the roll angle, θ is the pitch angle, ψ is the yaw angle, x is the sway displacement,
y is the surge displacement, and z is the heave displacement.

The transformation matrix of the TAS end effector relative to the ground coordinate
system can be calculated as:

G
4 T = G

V T · V
B T · 0

4T (23)

Finally, according to Equation (23) and Table 4, the reachable working space of the
TAS within the specified rotation joint angle, pitch joint angle, and telescopic length limits
can be obtained, as shown in Figure 6.
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Table 4. Motion parameters of the TAS.

Parameter Value

α −20◦~20◦
β −20◦~20◦
L1 2.32 m
L2 0.325 m
L3 3.625 m
L4 0~1.2 m
L5 0.9 m
L6 1.47 m

Figure 6. Reachable working space of the TAS.

It is easy to see that the TAS in this study has a wide workspace and the outermost
side of the workspace is curved. The workspace ranges −1.65 m~1.65 m on the x-axis,
−13.38 m~−11.77 m on the y-axis, and 6.49 m~9.79 m on the z-axis. The maximum distance
of the TAS in the workspace on the x-axis is greater than its telescopic length, L4, which is
due to the curved surface formed at the edge of the workspace at the end of the TAS, and
the distance between the edges of the two curved surfaces is greater than the width of the
inner side, as can be seen from the first image in Figure 6.

4.2. Compensation Value

A superimposed compensation scheme is proposed to obtain appropriate compen-
sation values. By analyzing the effects of pitch, roll, and heave on the end of the TAS
separately, appropriate rotary joint angles, pitch joint angles, and telescopic lengths were
determined. Finally, the sum of the three obtained rotation rotary joint angles, pitch joint
angles, and telescopic lengths is the target compensation value.

In order to reduce the difficulty of solving and simplify the solving process, the
simplified TAS model was used here to replace the TAS model in Figure 7.
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Figure 7. Model simplification.

As shown in Figure 7, the simplified model combines the base and rotary joint of the
pre-simplified model into a standing cylinder. In addition, the simplified model integrates
the arm of the pitch joint and the telescopic joint.

4.2.1. Pitch Compensation

In Figure 8, the position of the TAS when not affected by waves is shown in black.
When the pitch angle is θ, the TAS moves to the position shown in gold in the figure.
Among them, p is the position at the end of the TAS when there are no waves, and it is
also the position that the end of the TAS needs to be compensated for. p2 is the center of
the {1} coordinate system of the TAS when the pitch angle is θ, p6 is the center of the top
of the column where the rotary joint is located, p4 is the position of the end of the bridge
device when the pitch angle is θ, p3 represents the position of the TAS after rotation α1 for
compensation, which is the rotary joint angle, and p1 represents the position of the TAS
after rotation β1 for compensation, which is the pitch joint angle.

Figure 8. Pitch compensation.

The compensation process is shown by the red arrow. At the end of the bridge-crossing
device, the rotation angle of the rotary joint is adjusted from position p4 to p3, then the
rotation angle of the pitch joint is adjusted from p3 to p1. Finally, the expansion joint is
adjusted to extend the end to p1, and the telescopic length is T1. Therefore, α1, β1, and T1
need to be solved.

The required rotation joint angle and pitch joint angle require the position of p3 or the
direction of vector e3. It can be seen that the straight line p2 p3 is on plane p3 p4 p2 and on
plane p1 p2 p5, which means that the straight line p2 p3 is the intersection of two planes. To
obtain the direction of p2 p3, the normal vectors of these two planes are simply obtained,
which are e5 and e6.
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The coordinates of points p, p2, p4, and p5 can all be calculated using Equation (23).
In order to achieve complete compensation, it is necessary to point the TAS end p1

that has undergone rotation joint compensation and pitch joint compensation towards the
target point p, where points p, p1, and p2 are in a straight line. The vector e1 pointing from
point p2 to p1 and the vector e2 pointing from point p2 to p are in the same direction; then,
vector e2 is:

e2 =

⎡
⎣ px − p2x

py − p2y
pz − p2z

⎤
⎦ (24)

where px is the abscissa of point p, p2y is the ordinate of point p2, and so on.
Since e1 and e2 are in the same direction and the initial TAS arm length is L, the

coordinates of point p1 are: {
p1 = p2 +

e2
|e2| · L

L = L3 + d0
(25)

where L3 is the length of the pitch joint, which can be obtained from Table 4, and d0 is the
length of the telescopic joint and was set to 0.5 in this study.

The vector e7 pointing from point p2 to p5 is:

e7 =

⎡
⎣ p5x − p2x

p5y − p2y
p5z − p2z

⎤
⎦ (26)

The vector e5 is the cross-product of e1 and e7, and e5 is also the normal vector of the
surface p3 p2 p5, which can be determined by the following equation:

e5 = e1 × e7 (27)

The direction of the normal vector e6 of plane p3 p2 p4 is:

e6 =

⎡
⎣p5x − p6x

0
p5z − p6z

⎤
⎦ (28)

The vector e3 is the intersection of plane p3 p2 p5 and plane p3 p2 p4, which can be
determined by the following equation:

e3 = e5 × e6 (29)

The rotation joint angle α1 is the angle between vectors e3 and e4, and it can be
calculated as:

α1 = arccos(
e3 · e4

|e3||e4| ) (30)

The pitch joint angle β1 is the angle between vectors e3 and e2, and it can be calculated as:

β1 = arccos(
e3 · e2

|e3||e2| ) (31)

The telescopic length T1 is the distance between points p and p1, and it can be calcu-
lated as:

T1 =
√
(px − p1x)

2 + (py − p1y)
2 + (py − p1y)

2 (32)

In addition, the α1, β1, and T1 calculated above are only numerical values, and different
directions need to be added for correct compensation for different movements.
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When the pitch angle θ is negative (the ship tilts forward), the swing arm of the TAS
should move to the right and extend forward:

⎧⎨
⎩

α1 = −α1
β1 = −β1
T1 = T1

(33)

When the pitch angle is positive (the ship tilts backwards), the swing arm of the
bridge-crossing device should move to the left and extend forward:

⎧⎨
⎩

α1 = α1
β1 = β1
T1 = T1

(34)

4.2.2. Roll Compensation

In Figure 9, the TAS when not affected by waves is shown in black. When the roll
angle is ϕ, the TAS moves to the position shown in gold in the figure. p9 is the position of
the TAS end when there are no waves, and it is also the target position of the TAS end. p10
is the center of the {1} coordinate system of TAS when the roll angle is ϕ. p7 is the position
of the TAS end when the roll angle is ϕ. p8 represents the position of the TAS after rotating
β2 for compensation; that is, β2 represents the pitch joint angle. It is worth mentioning that
there is no need to use the rotary joint angle in roll compensation, as the TAS only performs
longitudinal motion under the influence of roll, so rotary joint angle α2 = 0.

Figure 9. Roll compensation.

The compensation process is indicated by the red arrow. The pitch joint is rotated β2
degrees to move the end from position p7 to p8, and then the extension joint is extended T2
to p9. Therefore, β2 and p9 need to be solved.

The coordinates of points p7, p9, and p10 can all be calculated using Equation (23).
The vector e8 pointing from point p10 to p7 is:

e8 =

⎡
⎣ p7x − p10x

p7y − p10y
p7z − p10z

⎤
⎦ (35)
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To achieve complete compensation, it is necessary to point the vector e9 from point p10
to p8 and to the target position p10. The vector e10 pointing from p10 to p9 is in the same
direction as e9. e10 can be calculated as:

e10 =

⎡
⎣ p9x − p10x

p9y − p10y
p9z − p10z

⎤
⎦ (36)

The pitch joint angle β2 is the angle between vectors e8 and e10:

β2 = arccos(
e8 · e10

|e8||e10| ) (37)

Since e9 and e10 are in the same direction and the initial TAS arm length is L, the
coordinates of point p8 are: {

p8 = p10 +
e10
|e10| · L

L = L3 + d0
(38)

The elongation T2 that needs to be adjusted for the telescopic joint is the distance
between points p8 and p9:

T2 =
√
(p8x − p9x)

2 + (p8y − p9y)
2 + (p8y − p9y)

2 (39)

In addition, the α2, β2, and T2 calculated above are only numerical values, and different
directions need to be added for correct compensation for different movements.

When the roll angle ϕ is negative (the ship tilts left), the swing arm of the TAS should
move downward and extend forward:⎧⎨

⎩
α2 = 0
β2 = −β2
T2 = T2

(40)

When the roll angle ϕ is positive (the ship tilts to the right), the swing arm of the TAS
should move upwards and shorten backwards:

⎧⎨
⎩

α2 = 0
β2 = β2
T2 = −T2

(41)

4.2.3. Heave Compensation

In Figure 10, the TAS when not affected by waves is shown in black. When the
heave height is z, the TAS moves to the position shown in gold. p11 is the center of the
{1} coordinate system of TAS when the heave height is z. p12 is the position of the TAS
end when the heave height is z. p14 is the center of the {1} coordinate system of the TAS
when there are no waves. p15 compensates for the position of the TAS after rotating by β3
degrees; that is, β3 is the pitch joint angle. p16 is the position of the TAS end when there
are no waves, and it is also the target position of the TAS. Cross-pointing p15 creates a
perpendicular intersection line segment p13 p14, with the intersection point at point p13.
Cross-pointing p15 makes a perpendicular line that intersects line segment p14 p16, with the
intersection point being point p17. It is worth mentioning that, similar to roll compensation,
there is no need to retrieve the rotary joint angle α3 in heave compensation, as the TAS only
moves in the vertical plane under the influence of heave, so α3 = 0.
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Figure 10. Heave compensation.

The compensation process is indicated by the red arrow. The pitch joint is rotated β3
degrees to move the end from p12 to p15, and then the telescopic joint is extended T3 to p16.
Therefore, T3 needs to be solved.

Since p11 p12 ‖ p14 p16, the pitch joint angle β3 can be calculated as:
{

∠β3 = ∠p11 p16 p14 = arctan( z
L )

L = L3 + d0
(42)

As the three angles of �p11 p14 p16 and �p15 p17 p16 are completely equal, and it can
be concluded that �p11 p14 p16 ∼ �p15 p17 p16, the proportion relationship of edges can be
represented as:

p11 p13

p11 p15
=

p15 p17

p15 p16
(43)

Equation (43) can be represented as:

L sin β3

L
=

|z| − L sin β3

T3
(44)

where |z| is the absolute value of the heave height z.
Solving Equation (44), the telescopic length T3 can be calculated as:

T3 =
|z|

sin β3
− L (45)

In addition, α3, β3, and T3 are only numerical values, and different directions need to
be added for correct compensation for different movements.

When z is positive (when the ship rises), the swing arm of the TAS should move
downward and extend forward: ⎧⎨

⎩
α3 = 0
β3 = −β3
T3 = T3

(46)

When z is negative (ship descending), the swing arm of the TAS should move upwards
and extend forward: ⎧⎨

⎩
α3 = 0
β3 = β3
T3 = T3

(47)
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Finally, by adding the rotation joint angle, pitch joint angle, and telescopic joint angle
from the three compensations above, the obtained sum is the final rotary joint angle α, pitch
joint angle β, and telescopic joint length T, which can be represented as:

⎧⎨
⎩

α = α1 + α2 + α3
β = β1 + β2 + β3
T = T1 + T2 + T3

(48)

The values of α, β, and T are limited by Table 4.
In addition, according to the results obtained in this study, ship pitch compensation

requires the participation of the rotary joint, pitch joint, and expansion joint in the compen-
sation. The roll compensation and heave compensation of ships require the participation
of pitch and expansion joints. That is, the rotary joint determines the pitch compensa-
tion ability, while the pitch joint and expansion joint determine the roll, pitch, and heave
compensation results of the ship. If the rotation angle and pitch angle range of the TAS’s
rotation joint are larger, and the expansion joint and extension length are longer, then the
TAS’s workspace will be larger, and it can cope with more severe sea conditions.

5. Hydraulic Servo System Modeling of TAS

The hydraulic cylinder can be classified into two types, namely the symmetrical
cylinder and the asymmetrical cylinder, based on the area being the same on both sides of
the piston. The asymmetrical cylinder has an edge over the symmetrical cylinder since it
does not comprise a piston rod component at the other end, thereby reducing the cylinder
volume and occupying less space. In this study, among the three joints of the TAS, except
the rotary joint, which uses a four-way valve symmetrical cylinder, the pitch joint and the
telescopic joint both use a four-way valve asymmetrical cylinder.

5.1. Four-Way Valve-Controlled Symmetrical Cylinder
5.1.1. Flow Equation of Slide Valve

The structure of the four-way valve-controlled symmetrical cylinder is shown in
Figure 11. The piston of a symmetrical hydraulic cylinder has the same diameter in both
directions of motion, resulting in an equal effective area on both sides. This makes the
driving force and speed of the hydraulic cylinder similar in both directions. Q1 is the total
amount of hydraulic oil flowing into the valve-controlled hydraulic cylinder, and Q2 is the
total amount of hydraulic oil flowing out of the valve-controlled hydraulic cylinder.

Figure 11. Structure of the four-way valve-controlled symmetrical cylinder.
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For the change in oil quantity entering the valve-controlled symmetrical cylinder, ΔQ1,
and the change in oil quantity exiting the valve-controlled symmetrical cylinder, ΔQ2, the
following equations are established:

ΔQ1 = KqΔxv − 2KcΔp1 (49)

ΔQ2 = KqΔxv + 2KcΔp2 (50)

where Kq is the flow gain, Kc is the pressure–flow coefficient, p1 is the left chamber pressure,
p2 is the right chamber pressure, and xv is displacement of the spool valve.

Adding Equations (51) and (52), the change of load flow, ΔQL, can be expressed as:

ΔQL =
ΔQ1 + ΔQ2

2
= KqΔxv − KcΔpL (51)

pL = p1 − p2 (52)

where pL is the load pressure drop.
Due to the piston moving slightly near the stable working point most of the time, the

load flow, QL, can be expressed as:

QL = Kqxv − Kc pL (53)

5.1.2. Flow Equation of Hydraulic Cylinder

For the flow into the hydraulic cylinder, Qin, and the flow out of the hydraulic cylinder,
Qout, the continuous equation of compressed fluid can be expressed as:

Qin − Qout =
dV
dt

+
V
β
· dp

dt
(54)

Vt = V1 + V2 = 2V0 (55)

Qin = Q1 − Cic(p1 − p2)− Cec p1 = A
dY
dt

+
V0

βe
· dp1

dt
(56)

Qout = Cic(p1 − p2)− Cec p1 − Q2 = −A
dY
dt

+
V0

βe
· dp2

dt
(57)

QL =
Q1 + Q2

2
(58)

where V is the initial volume of the chamber liquid, Δp is the change in chamber pressure,
βe is the equivalent bulk modulus, Vt is the total volume of the hydraulic cylinder, V1 and
V2 are the volumes of two hydraulic chambers, respectively, V0 is the volume of each side
when the piston is in the middle of the chamber, A is the effective area of the piston, and Y
is the displacement of the hydraulic cylinder piston.

Substituting Equations (55)–(58) into Equation (54), the flow equation of the hydraulic
cylinder can be obtained:

QL = A
dY
dt

+ Ctc pL +
Vt

4βe
· dpL

dt
(59)

where Ctc = Cic +
1
2 Cec is the total leakage coefficient, Cic is the internal leakage coefficient,

and Cec is the external leakage coefficient.

5.1.3. Flow Equation of Slide Valve

According to Newton’s second law, we can obtain:

Fg = ApL = m
d2Y
dt2 + Bc

dY
dt

+ KY + F (60)
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where m is the total mass of piston and load, Y is the displacement of the hydraulic rod, Bc
is the viscous damping coefficient of piston and load, K is the spring stiffness of load, F is
the external force applied on the piston, and Fg is the hydraulic driving force.

According to Equations (53), (59), and (60), ignoring the spring stiffness of load K, the
transfer function between the piston displacement Y and slide valve displacement xv of a
symmetric hydraulic cylinder can be calculated as:

Y
xv

=

Kq
A

s
(

s2

ω2
h
+ 2ζh

ωh
s + 1

) (61)

ωh =

√
4βe A2

Vtm
(62)

ζh =
Kce

A

√
Bcm
Vt

(63)

Kce = Kc + Cic +
Cce

2
(64)

where ωh is the hydraulic natural frequency, ζh is the hydraulic damping ratio, and Kce is
the total flow–pressure coefficient.

The relevant parameters of the rotary joint are listed in Table 5.

Table 5. The relevant parameters of the rotary joint.

Parameter Value

Kq 5.560 × 10−5 m3/(s · V)
Kce 1.8 × 10−11 m3/(s · Pa)
A 0.001 m3

βe 6.9 × 108 N/m2

Vt 8.762 × 10−4 m3

m 1600 kg
Bc 5000 N/(m/s)

According to Table 5, the transfer function of a symmetric hydraulic cylinder can be
calculated as:

Yrotray(s) =
0.056

s
(

s2

44.6622 +
2×0.676s

44.662 + 1
) (65)

5.2. Four-Way Valve-Controlled Asymmetric Cylinder

The difference from the symmetrical cylinder of the four-way slide valve is that the
effective area of the piston is different during extension and retraction. The structure of
the asymmetric valve-controlled hydraulic cylinder is shown in Figure 12. This design can
be used to generate motion with different speeds and forces. This is suitable for the pitch
joint and the telescope joint, as the pitch joint requires greater force when lifted and the
telescope joint when extended, while the opposite movement can achieve faster speed. In
addition, ps is the fuel supply pressure, and p0 is the return pressure.
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Figure 12. Structure of the asymmetric valve-controlled hydraulic cylinder.

5.2.1. Flow Equation of Slide Valve

The effective area ratio of the left and right cavities of the hydraulic cylinder can be set
as n = A2

A1
. The flow equation of the slide valve can be defined as:

QL = Kqxv − Kc pL (66)

Kq =

⎧⎪⎪⎨
⎪⎪⎩

Kq1 = CdW
√

2
ρ

(
ps−pL
1+n3

)
, xv > 0

Kq2 = CdW
√

2
ρ

(
nps+pL

1+n3

)
, xv < 0

(67)

Kc =

⎧⎨
⎩

Kc1 = CdWxv

√
1

2ρ(ps−pL)(1+n3)
, xv > 0

Kc2 = −CdWxv

√
1

2ρ(nps+pL)(1+n3)
, xv < 0

(68)

pL = p1 − np2 (69)

QL =
Q1 + nQ2

1 + n2 (70)

where Cd is the flow coefficient of the throttling port, generally taken as 0.60~0.65, W is
the area gradient, ρ is the density of liquid, ps is the fuel supply pressure, pL is the load
pressure drop, xv is the spool displacement of the slide valve, Kq1 and Kq2 are the flow
gains when xv > 0 and xv < 0, respectively, while Kc1 and Kc2 are the pressure–flow gains
when xv > 0 and xv < 0, respectively.

5.2.2. Flow Equation of Hydraulic Cylinder

Assuming that the initial volumes of the two chambers of the piston are equal, the
following equations can be obtained:

V10 = V20 =
Vt

2
(71)

A1xp � Vt

2
(72)

A2xp � Vt

2
(73)

where V10 and V20 are the initial volumes of the two chambers of the hydraulic cylinder,
and Vt is the total volume of the two chambers.

According to Equations (70), (72), and (73), the flow equation of the hydraulic cylinder
can be obtained as:

QL = Ap
dy
dt

+
Vt

2(1 + n2)βe

dpL
dt

+ Ct pL + Ctc ps (74)
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where βe is the equivalent bulk modulus, Ct is the total leakage coefficient related to the
pressure load, which can be obtained from Equation (75), and Ctc is the leakage coefficient
related to the fuel supply pressure, which can be obtained from Equation (76):

Ct =
n2(n2 − 1)

(1 + n2)(1 + n3)
Cic (75)

Ctc =

{
Ctc1 = 1+n

1+n3 Ci +
Cec

1+n2 , xv > 0

Ctc2 = n2−1
(1+n3)(1+n2)

Cic, xv < 0
(76)

where Cic and Cec are the internal leakage coefficient and external leakage coefficient, respectively.

5.2.3. Force Balance Equation

The balance equation of the asymmetrical cylinder force of the four-way slide valve
can be described as:

A1 pL = m
d2y
dt2 + Bc

dy
dt

+ Ky + F (77)

where m is the total mass of the piston and load, y is the displacement of the hydraulic
rod, Bc is the viscous damping coefficient of the piston and load, and F is the external force
applied on the piston.

Equations (66), (74), and (77) can be transformed by Laplace transform when the spring
stiffness, K, of the load can be ignored. The transfer function between the displacement of
the hydraulic rod, y, and the displacement of the valve core, xv, can be expressed as:

y
xv

=

Kq
A1

s
(

s2

ω2
h
+ 2ζh

ωh
s + 1

) (78)

where ωh is the hydraulic natural frequency, which can be obtained from Equation (79),
and ζh is the hydraulic damping ratio, which can be obtained from Equation (80):

ωh =

√
2(1 + n2)βe A2

1
mVt

(79)

ζh =
Kce

2A1

√
2(1 + n2)βem

Vt
(80)

where Kce = Kc + Ct is the total pressure–flow coefficient. Due to the completely different
values of Kq and Kce at xv > 0 and xv < 0, the molecular and hydraulic damping coefficients
of the transfer function are also different.

The relevant parameters of the pitch joint are listed in Table 6.

Table 6. The relevant parameters of the pitch joint.

Parameter Value

A1 3.1 × 10−3 m2

A2 1.5 × 10−3 m2

n 0.490
Kq1 2.333 × 10−3 m3/(s · V)
Kq2 2.917 × 10−5 m3/(s · V)
Kce1 5.8 × 10−11 m3/(s · Pa)
Kce2 1.8 × 10−11 m3/(s · Pa)
βe 6.9 × 108 N/m2

Vt 2.5 × 10−3 m3

m 1150 kg
Bc 5000 N/(m/s)
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According to Table 6, the transfer function of a symmetric hydraulic cylinder can be
calculated as:

Ypitch(s) =

⎧⎪⎨
⎪⎩

0.0749
s
(

s2
76.6422 +

2×0.263s
76.642 +1

) , xv > 0

0.0936
s
(

s2
76.6422 +

2×0.816s
76.642 +1

) , xv < 0
(81)

The relevant parameters of the telescopic joint are listed in Table 7.

Table 7. The relevant parameters of the telescopic joint.

Parameter Value

A1 2.0 × 10−3 m2

A2 9.456 × 10−4 m2

n 0.482
Kq1 1.111 × 10−3 m3/(s · V)
Kq2 1.389 × 10−5 m3/(s · V)
Kce1 5.8 × 10−11 m3/(s · Pa)
Kce2 1.8 × 10−11 m3/(s · Pa)
βe 6.9 × 108 N/m2

Vt 4.5 × 10−3 m3

m 950 kg
Bc 5000 N/(m/s)

The transfer function of a symmetric hydraulic cylinder can be calculated as:

Ytelescopic(s) =

⎧⎪⎨
⎪⎩

0.0566
s
(

s2
39.1162 +

2×0.280s
39.116 +1

) , xv > 0

0.0707
s
(

s2
39.1162 +

2×0.867s
39.116 +1

) , xv < 0
(82)

5.3. Model of Servo Valve

Since the natural frequency of the transfer function of the actuator is generally far
lower than the frequency of the servo valve, the transfer function of the servo valve is
generally regarded as a second-order unit or a first-order unit. It is mainly divided into the
following three situations:

• If the response frequency of the servo valve is close to the natural frequency of the
hydraulic cylinder, the servo valve can be regarded as a second-order oscillation unit.

• If the response frequency of the servo valve is 3~5 times that of the natural frequency
of the hydraulic cylinder, the servo valve can be regarded as an inertial unit.

• If the response frequency of the servo valve is more than 5 times that of the natural fre-
quency of the hydraulic cylinder, the servo valve can be regarded as a proportional unit.

In this study, the transfer function of the servo valve can be defined as:

g(s) =
1

0.035s + 1
(83)

Due to the response frequency of the servo valve used in this study being 3–5 times
the natural frequency, it is considered as an inertial unit, where 0.035 is the inertia constant
of the servo valve.

6. Design of Controller

6.1. Fuzzy PID Controller

The PID controller has a simple structure and strong robustness. However, the pa-
rameters of ordinary PID cannot change with the sea state because the sea state changes
rapidly. Therefore, fuzzy PID control was adopted here. The three parameters of fuzzy PID
are not fixed but are provided in real time according to the external environment to ensure
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the real-time update of the PID control system. The schematic diagram of fuzzy PID is
shown in Figure 13. The accurate input value is fuzzed by the membership function, then
the fuzzed results are matched with the established fuzzy rules one-by-one, and finally,
the matching result is anti-fuzzed to output the accurate value. The output results are
transmitted to the PID controller, which controls the controlled object in real time.

Figure 13. Schematic diagram of fuzzy PID.

In fuzzy PID control, the design of the fuzzy controller plays a vital role, determin-
ing whether the PID control is effective. The fuzzy control design of this study was as
follows. First, input and output fuzzy subsets were defined, where {NB, NM, NS, ZO, PS,
PM, PB} were defined as the input and output fuzzy subsets, representing Negative Big,
Negative Medium, Negative Small, Zero, Positive Small, Positive Medium, and Positive
Big, respectively.

The error e and the first derivative of the error ec were used as fuzzy input values.
The value e range was (−0.035, 0.035), and the value ec range was (−0.5, 0.5). The range of
Kp, Ki, and Kd was (0, 1). Then, the appropriate proportion coefficients were selected as
the system parameters. Finally, the membership function and fuzzy rules were designed
according to the experience of experts.

Moreover, the Mamdani algorithm was used for fuzzy inference, and the centroid
algorithm was used for defuzzification. The fuzzy regular surfaces obtained from the above
parameters are shown in Figure 14.

   

Figure 14. Fuzzy regular surfaces of P, I, and D in fuzzy control. Different colors represent different
values, and the larger the value, the warmer the color tone.

From Figure 14, it can be observed that when there is a significant error between the
input and output, Kp is increased to achieve rapid error reduction, thereby improving the
dynamic performance of the system and reducing Ki and Kd to prevent system instability.
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When the error between the input and output is small, Kp should be reduced to prevent
excessive overshoot, while Ki and Kd should be increased to improve speed.

6.2. Feedforward Compensation

In order to improve the stability and speed of the system and reduce errors, feedfor-
ward compensation was added in three joints. Figure 15 shows the composition structure
of the hydraulic control system using the rotary joint as an example. K f is the transfer
function of the angle sensor, Gp(s) is the transfer function of the fuzzy PID controller, Ka
is the transfer function of the power amplification unit, Gv(s) is the transfer function of
the servo valve, Gc(s) is the transfer function of the hydraulic cylinder, and Gr(s) is the
feedforward compensation unit that needs to be designed.

Figure 15. Feedforward compensation of the rotary joint.

The output xo of the system is obtained from the following equation:

xo = KaGv(s)Gc(s)
(

E(s)Gp(s) + K f Gr(s)xi

)
(84)

where E(s) can be obtained by the following equation:

E(s) = K f (xi − xo) (85)

It can be inferred that:

xo

xi
=

K f
(
Gr(s) + Gp(s)

)
1

KaGv(s)Gc(s)
+ K f Gp(s)

(86)

To make xo equal to xi, this means:

K f
(
Gr(s) + Gp(s)

)
1

KaGv(s)Gc(s)
+ K f Gp(s)

= 1 (87)

Then, the following equation can be calculated:

Gr(s) =
1

KaK f Gv(s)Gc(s)
(88)

However, in reality, implementing Equation (88) is very difficult, especially when it is
very complex. Therefore, it is often approximated as a first-order differential unit, which
can elevate the control system to a second-order level. Therefore, Equation (88) can be
changed to:

Gr(s) =
1

KaK f KvKc
s (89)

where Kv is the molecular coefficient of Gv(s) and Kc(s) is the molecular coefficient of Gc(s).

199



J. Mar. Sci. Eng. 2023, 11, 2237

The compensation unit transfer function of the rotary joint system was obtained
according to the above method and the results were compared with the system without
feedforward compensation, as shown in Figure 16. The input signal is x(t) = t. The error
can reach 0.45◦ without compensation, and after feedforward compensation, the error is
less than 0.1◦. It is apparent that feedforward compensation accelerates the response speed
of the system and greatly reduces system error.

 

Figure 16. The effect of feedforward compensation under ramp input.

7. Results and Discussion

In this study, the wave period of the wind farm was 6 s, the significant wave height
was set as 2.2 m, and the wave direction was 45◦. The initial rotary joint angle and initial
pitch joint angle were 0, and initial telescopic length was 0.5 m. In this case, the control
effects of ordinary PID and fuzzy PID with feedforward compensation were compared.

The errors between the output angle and the expected angle of the ordinary PID and
fuzzy PID algorithms are shown in Figure 17. In rotary joint control, the error of PID control
was within (−0.66◦, 0.65◦), while the error for fuzzy PID control can be reduced to (−0.6◦,
0.44◦). In pitch joint control, ordinary PID control displays error within ±6◦, while the
error for fuzzy PID control can be reduced to (−4◦, 5◦).

  

(a) (b) 

Figure 17. Angle error comparison: (a) angle error of the rotary joint hydraulic cylinder and (b) angle
error of the pitch joint hydraulic cylinder.

Figure 18 shows a comparison of the position error of the hydraulic cylinder of the
ordinary PID and fuzzy PID algorithms. For rotary joint control, the position error of
ordinary PID control was controlled within ±7 mm, while fuzzy PID control can reduce
the error to (−6.4 mm, 4.8 mm). The error of the fuzzy PID was greater than the error of the
PID in a short period of time. For pitch joint control, the error was controlled within
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±160 mm by ordinary PID, while for fuzzy PID, the error was reduced to ±80 mm.
In the control of the telescopic joint, the error displacement of ordinary PID control was
within ±150 mm, while fuzzy PID control can reduce the error to (−100 mm, 80 mm).
It is worth noting that Figures 17a and 18a are very similar, because the rotary joint uses a
symmetrical hydraulic cylinder as the execution unit, and hydraulic valves, angle sensors,
power amplifiers, etc., can be considered as proportional components.

  
(a) (b) 

 
(c) 

Figure 18. Position error comparison: (a) position error of the rotary joint hydraulic cylinder,
(b) position error of the pitch joint hydraulic cylinder, and (c) position error of the telescopic joint
hydraulic cylinder.

The position of the TAS end effector at the X-axis, Y-axis, and Z-axis after 50 s of
simulation is shown in Figure 19. Before compensation, the maximum position error in the
X direction can reach 0.2396 m, the maximum position error in the Y direction can reach
0.2032 m, and the maximum position error in the Z direction can reach 1.2907 m. However,
it is obvious that the position error was greatly reduced whether using PID control or fuzzy
PID control. For the former, the maximum error of displacement in the X direction was
reduced to 0.0526 m, that in the Y direction was reduced to 0.1256 m, and that in the Z
direction was reduced to 0.4805 m. For the latter, the maximum error of displacement in
the X direction was reduced to 0.0441 m, that in the Y direction was reduced to 0.0967 m,
and that in the Z direction was reduced to 0.3492 m.

The roll angle, pitch angle, and heave height were compared before and after compen-
sation here. Since the TAS is not located on the roll and pitch axes, the roll and pitch angles
defined here are different from those of the ship. In this study, the roll angle of the TAS, ϕt,
is defined as: the angle between the projection of the line connecting the end of the TAS
and the center of the B coordinate system in the plane with waves and the z-axis without
waves. The pitch angle of the TAS, θt, is defined as: the angle between the projection of
the line connecting the end of the TAS with and without waves on the y0Bz0 plane and the
vertical plane, where the end of the TAS is located in the absence of waves. The vertical
heave height of the TAS, zt, is defined as the height difference between the end of the TAS
with and without waves. The results calculated based on the above definition are shown in
Figure 20.
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(a) 

 
(b) 

 
(c) 

Figure 19. The compensation response at the TAS end effector when the encounter angle is 45 degrees.
(a) The displacement in the X direction, (b) displacement in the Y direction, and (c) displacement in
the Z direction.

The roll angle of the TAS under the action of waves was between (−2.76◦, 4.74◦)
without compensation, and the difference between the highest and lowest amplitudes was
7.5◦. After PID compensation, the roll angle was reduced to ±0.8◦, with a reduction of
78.7%. After fuzzy PID compensation, the roll angle was reduced to 0.57◦, with a reduction
of 84.8%. For the pitch angle, θt, the pitch angle of the TAS was between (−0.08◦, 0.056◦)
without compensation, and the difference between the highest and lowest amplitudes was
0.136◦. Obviously, the amplitude of the pitch angle is very small compared to the ship’s roll
angle, due to the different definitions of the pitch angle. After PID compensation, the pitch
angle decreased to ±0.022◦, with a decrease of 67.6%. After fuzzy PID compensation, the
pitch angle decreased to (−0.014◦, 0.020◦), with a reduction of 75%. For the heave height,
zt, the heave height of the TAS was between (−0.665 m, 0.549 m) without compensation,
and the difference between the highest and lowest amplitudes was 1.214 m. After PID
compensation, the heave height was reduced to (−0.297 m, 0.306 m), with a reduction of
50.3%. After fuzzy PID compensation (−0.106 m, 0.214 m), the reduction was 73.6%. Based
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on the above data comparison, fuzzy PID control can effectively reduce the roll angle, pitch
angle, and heave height of the TAS, while maintaining end stability.

 
(a) 

 
(b) 

 
(c) 

Figure 20. Roll angle, pitch angle, and heave height of the TAS when the encounter angle is
45 degrees. (a) Roll angle, (b) pitch angle, and (c) heave height.

In order to compare the results of the different control methods in more detail, the root
mean square error (RMSE) was used to compare the error between the displacement and
the ideal output displacement under different conditions to evaluate the performance of
the control method. The RMSE formula can be described as:

RMSE =

√√√√√ n
∑

i=1
(d − dtar)

2

n
(90)
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where d is displacement with or without compensation, dtar is expected displacement, and
n is the number of data points.

The calculation formula for compensation efficiency is as follows:

E =
RMSEbe f ore − RMSEa f ter

RMSEbe f ore
(91)

where RMSEbe f ore is the RMSE without compensation, and RMSEa f ter is the RMSE after
compensation.

RSME in the X direction, Y direction, and Z direction was calculated without compen-
sation, under PID control and fuzzy PID control. The compensation efficiency in each case
was calculated, and the results are shown in Table 8. It is evident that the displacement
error was greatly reduced after compensation whether in the X direction, Y direction, or Z
direction. Without compensation, the displacement errors in three directions were 0.1039,
0.1226 m, and 0.3316 m, respectively. However, after PID compensation, the displacement
errors were reduced to 0.0312 m, 0.0722 m, and 0.1843 m, respectively, and the compensa-
tion efficiency was 69.98%, 41.08%, and 44.44%, respectively. After fuzzy PID compensation,
the displacement errors were reduced to 0.0180 m, 0.0429 m, and 0.0923 m, respectively.
Fuzzy PID compensation can achieve a compensation efficiency of 82.69%, 65.03%, and
72.18% in three degrees of freedom, respectively. The stability of the TAS end effector has
been greatly improved. There is no doubt that fuzzy PID control greatly increases the
stability of the TAS end effector and has better performance than PID control. To sum up,
fuzzy PID can effectively reduce the displacement error of the TAS end effector in the X, Y,
and Z directions and enhance the stability of the TAS, and its result is better than that of
PID control.

Table 8. RMSE and compensation efficiency in the X direction, Y direction, and Z direction.

Object X Y Z

Without compensation, RSME1 (m) 0.1039 0.1226 0.3316
Compensation with PID, RSME2 (m) 0.0312 0.0722 0.1843

Compensation with fuzzy PID, RSME3 (m) 0.0180 0.0429 0.0923
Compensation efficiency of PID, E1 69.98% 41.08% 44.44%

Compensation efficiency of fuzzy PID, E2 82.69% 65.03% 72.18%

In addition, the trajectory of the end effector can be obtained according to the displace-
ment data of the end effector, and its trajectory is shown in Figure 21. The end effector
shook violently before compensation, and the motion track seriously deviated from the
target position. After PID compensation, the displacement error decreased a lot; that is, the
range of the green line in the figure decreased a lot, which indicates that the compensation
was effective. Finally, it is worth noting that the range of the track of fuzzy PID control,
namely the magenta line, is closer to the target position, which indicates that the effect of
fuzzy PID control is better than that of PID control.

When the encounter angle becomes 90, the situation becomes different. The roll, pitch,
and heave heights of the TAS at this time are shown in Figure 22. For the roll angle, the size
did not increase but decreased instead. The roll angle of the TAS before compensation was
(−2.84◦, 4.45◦), and the difference between the highest and lowest amplitudes was 7.29◦,
which is 2.8% less than the obtained 7.5◦ when the encounter angle was 45 degrees. After
PID compensation, the amplitude of the roll angle decreased to (−0.923◦, 0.892◦), with
a decrease of 75.1%. After fuzzy PID compensation, the amplitude of the roll angle was
reduced to (−0.684◦, 0.452◦), with a decrease of 84.4%. The decrease in amplitude was not
significant compared to when the encounter angle was 45 degrees. For the pitch angle,
the amplitude range of the pitch angle before compensation was (−0.075◦, 0.071◦), and
the difference between the highest and lowest amplitudes was 0.136◦, which is an 7.4%
increase compared to the obtained 0.136◦ when the encounter angle was 45 degrees. After
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PID compensation, the amplitude of the pitch angle decreased to (−0.035◦, 0.029◦). After
fuzzy PID compensation, the amplitude of the pitch angle was reduced to (−0.024◦, 0.019◦).
For the heave height, the range of heave height before compensation was 1.170 m, and the
difference between the highest and lowest heave heights was 2.340 m, which is an increase
of 89.4% compared to the obtained 1.214 m at an encounter angle of 45 degrees. After
PID compensation, the heave height was reduced to (−0.516 m, 0.468 m). After fuzzy PID
compensation, the heave height was reduced to (−0.37 m, 0.314 m). Overall, compared to
an encounter angle of 45 degrees, the roll angle decreased, while the pitch angle and heave
height increased. The reason for this is the same as in Figure 3. The change in the encounter
angle to 90 degrees increased the roll angle and heave height of the ship, while the pitch
angle decreased. However, in this case, the coordinate direction of the TAS is not consistent
with the coordinate direction of the ship, but is 90 degrees different, which increases the
ship’s roll and causes an increase in the TAS pitch. The decrease in the ship’s pitch angle
leads to a decrease in the TAS roll angle. The direction of heave is the same, so the heave
height increases.

 
Figure 21. The motion trajectory of the end effector of the TAS.

For the position in the X, Y, and Z directions at an encounter angle of 90 degrees, the
results are shown in Figure 23. Before compensation, the maximum position error in the
X direction could reach 0.2173 m, the maximum position error in the Y direction could
reach 0.2983 m, and the maximum position error in the Z direction could reach 1.4693 m.
Obviously, compared to the encounter angle of 45 degrees, the displacement of the TAS
on the X-axis was significantly reduced, while the displacement on the Y-axis and Z-axis
significantly increased. This is because at the encounter angle of 90 degrees, the increase
in ship roll angle increases the displacement of the TAS on the Y-axis and Z-axis, and the
decrease in pitch reduces the displacement of the TAS on the X-axis.
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(a) 

(b) 

 
(c) 

Figure 22. Roll angle, pitch angle, and heave height of the TAS when the encounter angle is
90 degrees. (a) Roll angle, (b) pitch angle, and (c) heave height.

Moreover, it is obvious that the position error was greatly reduced whether using
PID or fuzzy PID control. For the former, the maximum error of displacement in the X
direction was reduced to 0.0548 m, that in the Y direction was reduced to 0.1629 m, and that
in the Z direction was reduced to 0.5596 m. For the latter, the maximum error of displace-
ment in the X direction was reduced to 0.0447 m, that in the Y direction was reduced to
0.1183 m, and that in the Z direction was reduced to 0.4468 m. The changes in these data
are also consistent with the above discussion.
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(a) 

 
(b) 

(c) 

Figure 23. The compensation response at the TAS end effector when the encounter angle is 90 degrees.
(a) The displacement in the X direction, (b) displacement in the Y direction, and (c) displacement in
the Z direction.

8. Conclusions

A novel turbine access system for the Fujian coastal area was designed to solve the
problem of the stability of the end of the TAS under sea conditions with a significant wave
height of 2.2 m, including structural design, hydraulic drive design, and control system
design. This study conducted the following work:

• A TAS was designed for the sea area near Putian City in Fujian Province, which
includes a rotary joint, a pitch joint, and a telescopic joint. The specific compensation
range was developed, and the specific length and weight of each joint were designed.

• The D-H parameter table of the TAS was obtained through the D-H parameters method,
the kinematic model of the TAS was established, and the reachable motion space of the
TAS was displayed; then, the 3-DOFs hydraulic control system model was determined.

• A new stacking compensation method was proposed to compensate for the roll angle,
pitch angle, and heave height at the end of the TAS. The effects of ship roll, pitch, and
heave on the end of the TAS were analyzed separately and compensation values were
calculated. The sum of the compensation values was used as the final compensation
value for the TAS.

• A fuzzy PID controller with feedforward compensation was designed and a simulation
diagram was built in MATLAB/Simulink to test the feasibility of the design, and
then compared with the simulation results of PID. The experimental results showed
that the fuzzy PID control with feedforward compensation can achieve maximum
compensation efficiencies of 84.8%, 75%, and 73.6% for the roll angle, pitch angle,
and heave height of the TAS, respectively, all higher than the 78.7%, 67.6%, and
50.3% achieved under PID control. In addition, the former algorithm can achieve a
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maximum compensation efficiency of 82.69% on the X-axis, much higher than the
69.98% achieved using PID control.

Moreover, this study achieved good results in roll angle compensation and pitch angle
compensation, which can make the error of the TAS end in the X-axis and Y-axis less than
15 cm. However, the error in the heave direction is still relatively large, ranging from
0.3 m to 0.4 m. Thus, it is necessary to explore new algorithms for heave compensation. In
addition, the compensation strategy is subject to physical experiments, and future practical
experiments are needed to further verify the effectiveness of the method.
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Abstract: In order to reduce the offshore wind power operation and maintenance vessel motion
induced by severe sea states, a suitable stabilizer with the ship based on linear quadratic regulator
strategy is proposed in this paper. First of all, the dynamics of the ship motion model are established
to study the longitudinal control system. The six degrees of freedom nonlinear motion model
and nonlinear coupled longitudinal motion (heave and pitch) model are described in detail in this
paper. Secondly, this work presents matching suitability between the T-foil and the operation and
maintenance vessel. Therefore, the most suitable installation position and the optimum strut’s height
of T-foil are determined by meshing the ship hull model, setting the water channel, and a series of
corresponding computer fluid dynamic simulation. Following that, the linear quadratic regulator
controller is studied with active longitudinal control system based on the suitable T-foil. Furthermore,
a longitudinal control system is built, including free vessel module and the suitable T-foil stabilizer-
based proposed controller module. Finally, the simulation results indicate that the designed T-foil
and the longitudinal control system are feasible and effective to ensure the heave and pitch motion
reduction based on the proposed controller.

Keywords: longitudinal control system; suitable T-foil modeling; heave reduction; pitch reduction;
severe sea states

1. Introduction

Due to the massive consumption of fossil fuels, global environmental issues cannot
be ignored, and seeking the development and utilization of renewable energy has become
a research focus. Wind power has become one of the ideal renewable energy options for
achieving emission reduction goals. Therefore, in recent years, offshore wind power has
played an important role in China’s national energy strategy [1,2].

The offshore wind power service business demands its maintenance personnel to
perform quickly and effectively, yet the intricate marine environment raises the bar for
offshore wind power operation and maintenance (O&M) boats’ seakeeping standards.
Establishing a suitable hydrofoil stabilizer is a challenging problem due to its characteristics
as a catamaran. Therefore, designing the matching control device that effectively reduces
the motion of ships due to different wave environments is paramount. During the last
decades, the bilge keels, anti-rolling tanks, fin stabilizers, and rudder-roll reductions are
widely used in ship stabilizing. The integrated control of rudder and fin stabilizers were
used for the reduction of the roll motion based on modern control strategies [3]. Jin et al.
investigated how the rudder fin joint control system affected the performance of the ship’s
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sailing by developing a reliable H∞-type state feedback model predictive control [4].
Ren et al. established a ship motion control system using the time-scale decomposition
approach, implementing rudder roll reduction, based on a four degrees of freedom (4 DOF)
maneuvering motion model (surge, sway, roll, and yaw) [5]. Lee et al. created a ship
motion system based on a traditional PID control method, regulating the rudder angle and
propeller rotation speed to estimate ship performance accurately and guarantee effective
ship operation [6]. Moreover, the new anti-rolling devices have also emerged in recent
years. Li et al. carried out numerical models and experiments on the hydrodynamic
moments and forces at zero velocity from the roll amplitude, flapping frequency, and aspect
ratio perspectives of the flapping fins. The efficiency of flapping fins as actuators at zero
velocity was confirmed, and the empirical formulae for estimating the forces and moments
were obtained [7]. Song et al. conducted experiments on the proposed zero/low speed fin
stabilizer at various speeds and hydrofoil profile parameters to obtain the optimal hydrofoil
profile for effectively controlling ship roll [8]. A new anti-rolling equipment called the
Magnus stabilizer was obtained based on the Magnus effect by analyzing the aspect ratios
and lift/drag hydrodynamic characteristics [9,10].

A large focus has recently been placed on the catamarans. The transverse stability
of a catamaran is higher than a monohull ship because the width of the vessel is much
wider than that of a mono-hull ship. A catamaran’s thin and long demi-hulls can aid in
decreasing wave resistance while maintaining fast speeds [11,12]. However, the heave and
pitch motion are very obvious because of the above characteristics of the catamarans at
high speeds and severe sea states. The heave and pitch motion can threaten the safety
of passengers, crew, and cargo. More seriously, the equipment on the ship will appear
to have momentary failure. Based on this, it is essential to install control stabilizers on
the catamarans [13]. Zong et al. conducted towing tank experiments using three distinct
ship models, including a bare hull, a hull with a non-controlled T-foil, and a hull with
an actively controlled T-foil. We confirmed that the T-foil is an efficient appendage for
improving trimaran seakeeping performance by comparing different testing situations [14].
The work of Zhu’s team used the T-foil or trim tab to reduce the motions of fast catamaran
and trimaran, and the significant anti-vertical motion results indicated the importance of
installing devices [15–17]. Lau et al. restricted the vertical motion of the vessel on a wave
piercing catamaran by installing a T-foil and stern tabs, lowering motion sickness incidence
(MSI) and enhancing passenger comfort [18]. Based on a hybrid control method, Jiang et al.
presented a T-foil that can greatly improve the seakeeping performance of a high-speed
trimaran [19].

Although different types of control equipment can be installed on the catamaran to
reduce the ship motion, the general conventional control device can not achieve the ideal
stabilizing efficiency, or can even have no effect in actual navigation when the ship is in
complex and changeable sea conditions. Thus, designing a stabilizer that is suitable for
specific ship types is very important and meaningful. According to the different degrees
of the ship motion, the stabilizer constrained by the hull is designed to obtain the best
matching parameters, in order to achieve the best stabilization effect. The case studies in [20]
elaborated on the control of longitudinal motion of high-speed mono-hull ships, with a
focus on analyzing the matching between T-foil and the hull, as well as the stabilization
effect on the hull. Finally, an optimized model of T-foil was obtained. Liang et al. proposed
a suitable T-foil by analyzing the optimum installation location and the strut’s height.
Results show that the fitted T-foil is at an advantage over the heave and pitch reduction,
and the seakeeping of the wave-piercing catamaran is improved effectively [21].

However, a fixed or suitable stabilizer can suppress ship motion within a certain range,
and these control devices cannot provide timely feedback in complex marine environments.
The ship ride control system (RCS) has been offered as a solution to the fixed hydrofoil
constraint, and several solutions have been investigated by researchers. Davis et al. investi-
gated an 86 m high-speed catamaran with active T-foils and stern flaps. They compared
movements estimated through a rapid, fixed-frame, time-based domain strip hypothesis
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that took the T-foil and two flaps into account. The acceleration levels at various locations
were computed [22]. A data-based linear quadratic Gaussian (LQG) controller for refer-
ence tracking was established using the Markov parameters, and a detailed study was
conducted on tensegrity morphing airfoils [23]. The active T-foil and two flaps were used
for catamaran- or trimaran-based Kalman filter methods. The feasibility and effectiveness
of the devices installed on multi-hull ship were proved by the results from their simula-
tions [24,25]. Liang et al. demonstrated a nonlinear feedback system for controlling the
fin stabilizer. The controller and feedback error decoration were used to create a type of
nonlinear feedback control. The results showed that the performance of controller was
not affected and the energy was saved in rough sea [26]. The reference [27] investigated
a robust fuzzy controller design problem for discreditably and perturbed nonlinear ship
fin stabilizing system. To demonstrate the feasibility and usefulness of the suggested
robust fuzzy control approach, a simulation for managing a discrete-time nonlinear ship
fin stabilizing system was presented. Zhang et al. suggested a model predictive control
strategy for anti-pitching the multi-hull without violating the control input limitations,
and simulations and tests demonstrated the control efficacy [28]. Cao et al. suggested a
succinct and robust controller for the particular vessels that has a strong pitching reduction
impact, anti-interference ability, and energy-saving effect. The controller’s efficacy was
validated by theoretical analysis and simulated trials under varied scenarios [29].

According to a study of previous studies, most controllers are based on discrete devices
that are not confined by the hull. The actual situation is that when the control device is
installed on the hull, its lift characteristics will be affected by the hull. Our proposition
takes into consideration both the installation position and the strut’s height of T-foil [30].
Therefore, the longitudinal control system for suitable T-foil models constrained by the hull
is proposed in this paper. The controller’s efficiency is validated by theoretical research
and simulated studies in extreme sea situations. The main contributions of this study are
as follows:

• The two degrees of freedom (2 DOF) motion (heave and pitch) model discussed in this
paper contains coupled motion model, which is more general and more complex than
the systems with one degree of freedom motion. The existence of coupled longitudinal
motion makes the design process of ride control system more complicated;

• The most suitable installation position and the optimum strut’s height of T-foil are
determined by meshing the ship hull model, setting the water channel, and a series of
corresponding computer fluid dynamic (CFD) simulations at different high sea state
numbers (SSN) and speeds;

• The attitude control system for ship multiple degrees of freedom (M DOF)-coupled
motion is established, which increases the complexity of system modeling and analysis
due to the transformation of the system model from a bare hull model to a model with
control devices. The proposed control strategy in this paper effectively suppresses the
ship’s heave and pitch motion.

The remainder of the study is organized as follows. In Section 2, the mathematical
models of six degrees of freedom (6 DOF) for ships and 2 DOF motion for the offshore wind
power O&M vessel are described, in which disturbing and control forces and moments are
elaborated. Section 3 details the matchability simulation of T-foil for the O&M vessel using
the CFD software. Section 4 presents the linear quadratic regulator (LQR) strategy for the
offshore wind power O&M vessel with the T-foil stabilizer and the longitudinal control
system is built. Moreover, the simulation results demonstrate the efficacy of the suggested
controller. In Section 5, some results in various sea conditions and speeds are provided to
demonstrate the practicality of the suggested control strategy. The concluding remarks are
provided in Section 6.
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2. Dynamics of Ship Motion

2.1. Six Degrees of Freedom Model

Based on Newton’s laws, the studies of marine vehicles’ dynamics are divided into two
parts: kinematics, which only treats geometric aspects of motion, and kinetics, which are
also divided into two parts: rigid-body dynamics, which consist of vehicle inertia matrix,
and mechanics, which are the analyses of the forces and moments causing motion [31].

Figure 1 shows a diagram of a ship coordinate system based on the notations of above
picture. The following vectors can describe the general motion of a ship in 6 DOF:

η = [ηT
1 , ηT

2 ]
T , η1 = [x, y, z]T , η2 = [φ, θ, ψ]T

ν = [νT
1 , νT

2 ]
T , ν1 = [u, v, w]T , ν2 = [p, q, r]T

τ = [τT
1 , τT

2 ]
T , τ1 = [X, Y, Z]T , τ2 = [K, M, N]T

(1)

where a ship’s motion descriptions are surge, sway, heave, roll, pitch, and yaw, which
is a ship’s 6 DOF motion. η1 = [x, y, z]T denotes the displacement of a ship in the x, y,
and z directions, respectively, η2 = [φ, θ, ψ]T denotes the rotation angle around the x, y,
and z axes, respectively, ν1 = [u, v, w]T denotes the translational velocity in the x, y, and z
directions, respectively, ν2 = [p, q, r]T denotes the rotational velocity around the x, y, and z
axes, respectively, and τ1 = [X, Y, Z]T and τ2 = [K, M, N]T denote the external force and
moment [32].

Figure 1. Body-fixed and earth-fixed frame of a ship.

By using the basic principles of dynamics, the general model structure [31] can be
conveniently expressed as:

Mν̇ + D(ν)ν + g(η) = τwaves + τcontrol (2)

where M represents the state of inertia matrix and D(ν) represents the fluid damping
matrix, which includes potential damping, friction between layers, wave slide damping,
and vortex-related damping, g(η) is the gravitational force and moment vector, τwaves is the
wave interference force and moment vector, and τcontrol is the force and moment vector of
control device. When highlighted, η̇ = J(η)ν, J(η) is the coordinate transform that connects
the translational and rotational velocities of body-fixed and earth-fixed frames, J1(η2)
represents a transformation matrix connected to the Euler angle, and J2(η2) represents a
transformation matrix connected to the angular velocity transformation. The expressions
of J(η), J1(η2), and J2(η2) are as follows:

J(η) =
[

J1(η2) 03×3
03×3 J2(η2)

]
,
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J1(η2) =

⎡
⎣ cos θ cos ψ sin φ sin θ cos ψ − cos φ sin ψ cos φ cos ψ sin θ + sin φ sin ψ

cos θ sin ψ sin θ sin θ sin ψ + cos θ cos ψ cos φ sin θ sin ψ − sin φ cos ψ
− sin θ sin φ cos θ cos φ cos θ

⎤
⎦,

J2(η2) =

⎡
⎣ 1 sin φ tan θ cos φ tan θ

0 cos φ − sin φ

0 sin φ
cos θ

cos φ
cos θ

⎤
⎦.

2.2. Coupled Equations of Heave and Pitch Motion

Due to the complex and changeable wave disturbances, it is very difficult to solve the
hydrodynamic coefficients of the 6 DOF model. In this paper, according to the character-
istics of the O&M vessel, motion in surge, sway, roll, and yaw can often be neglected in
comparison with the vertical motion, when the ship is traveling at great speeds in head
seas [33]. According to the 6 DOF motion model (2), when the origin of the body-fixed
frame is located at the center of gravity (CG), the axis of the body-fixed frame is selected
on the ship’s inertia spindle, and the smaller hydrodynamic parameters and higher order
elements are neglected. The nonlinear coupled equations in 2 DOF based on T-foil reduction
model are described as follows [34,35]:

(m − Zẇ)ẇ − Zww − Zw|w|w|w| − Zq̇q̇ − Zqq

− Zq|q|q|q|+ mg cos φ cos θ = Zwaves + ZT- f oil

(Iyy − Mq̇)q̇ − Mqq − Mq|q|q|q| − Mẇẇ − Mww

− Mw|w|w|w| − ρg∇GML = Mwaves + MT- f oil

(3)

where Z and M denote forces in the Z direction and moments with relation to the Y axis,
respectively, m is the ship mass, Iyy is the inertia about the Y axis, g is the acceleration
of gravity, ρ is the water density, ∇ is the displaced volume of the ship, GML is the
longitudinal metacentric height, and Zẇ, Zw, . . ., and Mw|w| are the coefficients of the ship’s
fluid dynamics and are defined as follows: Zẇ = dZ

dẇ , Zw = dZ
dw , . . ., and Mw|w| = dM

dw|w|
where the terms associated with movements or angles are the hydrodynamic restorative
coefficients, the terms associated with speeds are the dynamical damping coefficients,
and the ones associated with accelerated velocities are the fluid inertia coefficients. A ship’s
hydrodynamic characteristics are sophisticated and change depending on sea state, speed,
and so on. As a result, they may be acquired using the formula estimation technique,
the computer simulation approach, and the towing tank test methodology. Zwaves and
Mwaves are the disturbing forces and moments, respectively, caused by wave disturbances,
and ZT- f oil and MT- f oil are the control forces and moment,m respectively, provided by the
anti-heaving and pitching stabilizer T-foil.

2.3. Wave-Induced Forces and Moments

Waves are incredibly complicated in actuality, and they are the product of irregular
random waves. Under the premise of linear theory, complex sea states formed by irreg-
ular waves are supplied by adding a huge number of essentially autonomous routine
contributions with stages of randomness [36].

Power spectral density (PSD), often known as the wave spectrum, is widely used to
define sea conditions. The following expression is used in this research to model fully
formed oceans with limitless depth, no swell, and unlimited fetch [37].

S(ω) =
8.1 × 10−3g2

ω5 exp(
−3.11
ω4h2

1/3
) (4)

where g is still the gravitational acceleration, ω is the wave frequency, and h1/3 is the
significant wave height, and it is defined as the average of one-third of the greatest wave
amplitude measurements.
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The constant wave amplitude of each regular wave component ζi and the resultant
wave ζ(t) are calculated by:

ζi =
√

2S(ωi)Δω (5)

and

ζ(t) =
n

∑
i=1

ζi cos(ωit + ϕi) (6)

where the subscript i denotes the ith regular wave, Δω denotes the wave frequency spacing,
ϕ denotes the random phase angle, and it is chosen as a random variable with an average
distribution on the interval [0, 2π].

The disruptive forces Zwaves and moments Mwaves in this study are formed using
91 regular parts of waves. They are explained as follows:

Zwaves(t) =
91

∑
i=1

Zi cos(ωit + ϕi)

Mwaves(t) =
91

∑
i=1

Mi cos(ωit + ϕi)

(7)

where Zi and Mi are the heave forces and pitch moments produced by the ith wavelet ζi
disturbance to the hull, respectively.

2.4. T-Foil Lift

An anti-heaving and pitching stabilizer, T-foil, is installed in the bow and it is used to
control the longitudinal motion of the O&M vessel. The T-foil is a typical lift hydrofoil. One
of the most important characteristics of lift hydrofoil is the pressure difference between
upper and lower surfaces of hydrofoil. This difference is produced by changing the attack
angle of the hydrofoil. The force analyses are shown in Figure 2.

Figure 2. The force analyses of T-foil. (a) Life bow state. (b) Balance state. (c) Submerged bow state.

According to Section 2.2, when the O&M vessel sails at high speeds in head seas, heave
and pitch motion are obviously violent. As can be seen from Figure 2, when the ship is in
the lift bow state (see Figure 2a), the T-foil located in the bow should provide a downward
force to restore the balance of the ship (see Figure 2b). At this point, the attack angle of T-foil
needs to be swung from bottom to top to provide the downward force. On the contrary,
when the ship is in the submerged bow state (see Figure 2c), the directions of the T-foil’s lift
and flap swinging are all in opposition to the above conclusion.

Following that, the control forces ZT- f oil and moments MT- f oil can be expressed as:

ZT- f oil =
1
2

ρAU2CL(αT- f oil)

MT- f oil = ZT- f oil · r
(8)

where ρ is the liquid density, A is the T-foil’s area, U is the ship’s speed, r is the distance
between the pressure center of the T-foil and the CG of the ship, αT- f oil is the attack angle
of T-foil’s flap, and it can rotate in −15◦–15◦ with respect to the horizontal, and CL(αT- f oil)
is the lift coefficient and it can be obtained by CFD simulation software when the T-foil is
in different attack angles.
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However, there is a mutual constraint between the T-foil and the hull, so the location
and the strut’s height of T-foil will be considered as the factors affecting the lift coefficient.
Therefore, it will analyze the matchability of T-foil for the O&M vessel from the optimization
design of T-foil’s location and its strut’s height in the next section.

3. Matchability Analysis of T-Foil for the O&M Vessel

3.1. CFD Simulation of the O&M Vessel

The offshore wind power O&M vessel is more conducive to navigate at high speeds
and reduce the rolling motion, as the ship has two thin and long demi-hulls and a good
length and width ratio, and its bow is sharpened (see Figure 3). Based on the three
main principles of similarity (geometric similarity, kinematic similarity, and dynamic
similarity) [38,39], the original computer simulation hull model will be reduced at a certain
scale. This is all for the simulation time-saving and simulation efficiency-improving.
The parameters of the original vessel model and its reduced model are listed in Table 1.

Figure 3. A diagram of the O&M vessel.

Table 1. Parameters of the O&M vessel.

Parameters Sign Original Model Reduced Model Unit

Length Lpp 90.33 10.04 m
Beam overall BoA 25.96 2.88 m

Height H 13.16 1.46 m
Designed draft D 2.60 0.29 m
Displacement ∇ 734.54 1.01 ton

It is necessary to build a precise ship mesh model for the ship simulation. Figure 4
shows the grids of the reduced the O&M vessel model. There are more than one hundred
thousand grid units, including triangular and quadrilateral mesh shapes. The deformation
degree of the grid model is a crucial parameter in the simulation model. If it is reduced,
although the calculation accuracy is improved, it is a great test of computer performance.
If it is increased, it saves time and reduces accuracy. Therefore, it needs to be repeatedly
verified through trial and error methods to ultimately determine the grid deformation
degree of the ship as 0.05.

Figure 4. Mesh model of the O&M vessel.

The mesh model needs to be put in a fluid domain to simulate. Figure 5 shows the
parameter settings for the entire fluid domain. In order to determine the accuracy of the
simulation data, the dimension design principle of the fluid domain is as follows:

• The length of a fluid domain is about eight times the simulation model’s length;
• The height is about eleven times the model’s height;

216



J. Mar. Sci. Eng. 2023, 11, 2182

• The width is about three times the model’s width.

Figure 5. Parameter settings of fluid domain.

Therefore, the dimensions of the reduced O&M vessel model’s fluid domain are
80 m × 16 m × 10 m. As seen in Figure 5, the flow velocity is set at the inlet surface (the
negative direction of X), and the positive direction of X is the outlet surface, the upper
boundary (the positive direction of Y) is reference pressure, the wall condition is used for
the ground surface (the negative direction of Y), and the final two sidewalls (the positive
and negative direction of Z) apply the periodic boundary condition.

When the wave heights increase with the increase of sea states, as shown in Figure 6,
the wave crest positions are consistent because of the same speeds. Relatively, the wave
heights are consistent when the wave crest positions move faster with the increase of the
ship speeds, as shown in Figure 7.

Figure 6. Wave contour of free surface for different sea states (t = 4.6 s). (a) SSN4. (b) SSN5. (c) SSN6.
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Figure 7. Wave contour of free surface for different speeds (t = 4.6 s). (a) 20 kts. (b) 30 kts. (c) 40 kts.

3.2. Optimization Analysis of T-Foil’s Location and Strut’s Height

According to Section 2.4, when the suitable T-foil for the offshore wind power O&M
vessel from the optimization design of T-foil’s location and its strut’s height is found,
the optimal lift coefficient of T-foil will be obtained. Based on CFD simulation, the T-foil’s
location can be preliminarily judged according to the vessel’s attitudes and its wetted area
in the following figures [21].

Figures 8 and 9 show the longitudinal attitudes of the O&M vessel in one motion
period at different sea conditions and speeds. It is evident that with the rise of the sea state,
there is a small upward trend for the ship’s heave and pitch motion. However, with the
increase of the speed, the heave and pitch motion of the ship fluctuate greatly. Therefore,
the change of the speed has a greater influence on the ship motion. Furthermore, with the
increase of the sea state and speed, the vertical motion becomes more and more obvious.

Illumined by [40], the simulation results of different positions of a ship hull show
that the foil positioned at the bow is by far the most effective in reducing the longitudinal
motion of the vessel. According to Figures 10 and 11, the lifting bow covers 10–44% of
the ship length in different sea states and speeds. Therefore, the preliminary judgment
of the T-foil’s location is obtained and the T-foil should be installed in the distances of
5 m–35 m from the forward perpendicular (FP) of the ship, which is consistent with the
above-mentioned literature. Moreover, the final installation position of the T-foil depends
on the lift coefficient simulation at a certain location. Figure 12 shows the different locations
of T-foil and they are simulated by CFD software at intervals of 5 m (see Figure 13).
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Figure 8. The O&M vessel motion at different sea states. (a) SSN4. (b) SSN5. (c) SSN6.

Figure 9. The O&M vessel motion at different speeds. (a) 20 kts. (b) 30 kts. (c) 40 kts.

Figure 10. The wetted area of the O&M vessel for different sea states (t = 4.6 s). (a) SSN4. (b) SSN5.
(c) SSN6.
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Figure 11. The wetted area of the O&M vessel for different speeds (t = 4.6 s). (a) 20 kts. (b) 30 kts.
(c) 40 kts.

Figure 12. Installation schematic of T-foil.

Figure 13. Lift coefficients of T-foil in different installation positions.
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Here, the selection of fluid viscosity models needs to be based on the different flow
rates in actual situations, which can be divided into laminar flow states with low flow
rates and turbulent flow states with high speeds. However, in actual water conditions,
the most common fluid flow is often in an unstable and disordered chaotic state with
random changes in flow characteristics, namely the turbulent state. The motion equation of
turbulence is:

ρ

(
∂ūi
∂t

+ ūj
∂ūi
∂j

)
= ρmi − ∂ p̄i

∂i
+

∂

∂j

(
μ

∂ūi
∂j

− ρu′
iu′

j

)
(i, j = x, y, z) (9)

where ūi and ūj are the time-averaged instantaneous velocity of turbulence on the x , y,
and z axes, ū′

i and ū′
j are the mean of the fluctuating velocity of turbulence, p̄i is the time

average of instantaneous pressure, mi is the mass component on the x, y, and z axes, and
μ = ρ · ν, ν is the coefficient of fluid viscosity term.

Figure 13 shows the lift coefficient curves when the different T-foil’s attack angles are
fixed. It can be seen that when the distance between T-foil and FP is 25 m, the lift coefficient
is obviously optimal, and when the distance is beyond this position, the lift coefficient
begins to decrease. Therefore, 25 m is the best position to install T-foil for the O&M Vessel.

Depending on the installation of the T-foil’s at 25 m, its strut heights can only be made
the optional range from 2.55 m–5.15 m. From Figure 14, based on practicability and safety
considerations, the biggest strut’s height is 5.15 m, and meanwhile the T-foil’s main foil is
at the same level as the bottom of the demi-hull of the O&M Vessel. The smallest strut’s
height is 2.55 m, and meanwhile the T-foil’s main foil is at the same level as the draft line.
Figure 15 shows the lift coefficients of different strut’s heights at intervals of 0.65 m. It can
be seen that 3.85 m is the optimal option because the lift coefficient of this height is best.

Figure 14. Selections of T-foil’s strut height.
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Figure 15. Lift coefficients of T-foil in different strut’s heights.

3.3. Characteristics of T-Foil

According to the results of the above optimization analysis, the suitable T-foil model
for this O&M vessel is shown in Figure 16 and the parameter details are listed in Table 2 [30].

Figure 16. T-foil model.

Table 2. Parameters of T-foil.

Parameters Sign Value Unit

From FP of the O&M
vessel - 25 m

Strut’s height d 3.85 m
Wingspan of main foil b 4.80 m
Chord length of root C1 1.50 m
Chord length of tip C2 1.00 m

Aspect ratio b
c 3.84 -

Main foil type - NACA0012 -
Strut type - NACA16021 -

Rotation angle range αT- f oil −15–15 deg
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Figure 17 shows the optimal lift coefficient of the suitable T-foil for the ship. The fitting
equation is described as follows:

CL(αT- f oil) = p1αT- f oil + p2 (10)

where p1 = 0.01239, p2 = −0.0055.

Figure 17. Lift coefficient fitting curve.

4. LQR Controller Design for the O&M Vessel with T-Foil

4.1. Linear Quadratic Regulator Model for the O&M Vessel with T-Foil

Linear quadratic regulator (LQR) [41,42] is a potent technical mean which serves
complex systems such as multiple input and multiple output (MIMO) system. The lon-
gitudinal control system for the O&M vessel is a MIMO system. In the design of LQR,
the optimal control law u∗ can be obtained, and then, the performance index J is optimized.
The performance index J is defined as follows:

J =
1
2

∫ ∞

0
(xTQx + uT Ru)dt (11)

where Q ≥ 0 and R > 0 are quadratic symmetrical matrices. They represent respective
weights on state vector x and control (input) vector u, which satisfy the linearized anti-
heaving and pitching system of this study.

ẋ = Ax + B2u + B1d

y = Cx
(12)

where x = [w, q, z, θ]T is state variable, y = x is output variable, d is wave disturbance
signal, A is the system matrix, B1 is the wave disturbance matrix, B2 is the control matrix,
and C = I4×4 is the output matrix. The expressions of A, B1, B2 and the variables within
each matrix are as follows:

A =

[ −A−1
a Bb −A−1

a Cc
I2×2 02×2

]
, B1 =

[
A−1

a
02×2

][
Zd
Md

]
, B2 =

[
A−1

a
02×2

][
Zu
Mu

]
,

[Aa] =

[
m − Zẇ Zq̇

Mẇ Iyy − Mq̇

]
, [Bb] =

[
Zw Zq
Mw Mq

]
, [Cc] =

[
Zz Zθ

Mz Mθ

]
.

Determine the control law u∗ that minimizes the performance index J under the
following LQR design steps.
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4.2. Solve the Matrix Algebraic Riccati Equation (ARE)

The Hamilton–Jacobi–Bellman theory is developed in this study to solve the LQR
optimal control issue because the performance indicator J is convex.

Introducing the Hamilton function:

H(x, λ, u) =
1
2
(xTQx + uT Ru) + λT(Ax + B2u) (13)

with the necessary canonical equation and extreme condition:

ẋ =
∂H
∂λ

= Ax + B2u (14)

λ̇ = −∂H
∂x

= −Qx − ATλ (15)

∂H
∂u

= Ru + BT
2 λ = 0 (16)

From Equation (16), the optimal control u∗ is obtained:

u∗ = −R−1BT
2 λ (17)

Assumption 1. A linear relationship between λ and x can be obtained from Equations (14) and (15)
that can be written as:

λ = Px (18)

And differentiating between both sides of Equation (18) with respect to the time, we
then obtain:

λ̇ = Ṗx + Pẋ = (Ṗ + PA − PB2R−1BT
2 P)x (19)

Thus, the preceding Equation (19) becomes as follows by simultaneous Equations (15)
and (18).

λ̇ = (Ṗ + PA − PB2R−1BT
2 P)x = −Qx − AT Px (20)

Remark 1. P tends to a constant matrix in the infinite time, meanwhile, first derivative of P tends
to zero that is Ṗ → 0.

Then, according to Equation (20), for any x, a sufficient condition for optimal control
is that the matrix P must be satisfied:

PA + AT P − PB2R−1BT
2 P + Q = 0 (21)

where P is the solution of Riccati Equation (21) and it is the symmetric positive definite matrix.

4.3. Obtain the Optimal Control

Combining Equations (17) and (18), the optimal control law u∗ is obtained:

u∗ = −R−1BT
2 Px∗ (22)

where x∗ is the optimal state.

Remark 2. Letting R−1BT
2 P = K, and finally the optimal control law u∗ can be rewritten as:

u∗ = −Kx∗ (23)

and then, it is found that the optimal control can be determined once P has been solved.
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4.4. Obtain the Minimum Value of Performance Index J

From Equation (24), the minimum value of performance index J can be obtained:

J∗ = 1
2

x∗T Px∗ (24)

When the O&M vessel is sailing at 20 kts and SSN6 in head seas, the system matrix A,
the wave disturbance matrix B1, and the control matrix B2 are as follows:

A =

⎡
⎢⎢⎣

−1.0673 −13.8683 −14.7318 8.4357
0.0322 −0.8313 0.2239 −15.3339

1 0 0 0
0 1 0 0

⎤
⎥⎥⎦,

B1 =

⎡
⎢⎢⎣

0.0086 −2.8 × 10−5

−1.5 × 10−4 2.1 × 10−5

0 0
0 0

⎤
⎥⎥⎦, B2 =

⎡
⎢⎢⎣

24.8660
1.6297

0
0

⎤
⎥⎥⎦.

According to the above steps, Q = diag(1, 1, 10, 100) and R = 10 are chosen as the
weighting coefficients to trade off the reduction of heave and pitch motion. Therefore,
the solution of Riccati equation P and the gain K are as follows:

P =

⎡
⎢⎢⎣

22.6724 1.4870 0.4301 0.0257
1.4870 0.2513 0.0382 0.0024
0.4301 0.0382 0.8184 0.0634
0.0257 0.0024 0.0634 0.0145

⎤
⎥⎥⎦, K =

[
0.2742 0.7323 0.5560 0.6765

]
.

Proof of stability analysis. The LQR controller’s stability analysis is as follows [10].

Select the following Lyapunov function:

V(x) = xT Px (25)

where for the ∀x 	= 0, there is a V(x) > 0, and for the ∀‖x‖ → ∞, there is a V(x) → ∞.
P remains a symmetric positive definite solution of Equation (21). The first-order time
derivative of V(x) is:

V̇(x) = ẋT Px + xT Pẋ (26)

Substituting Equations (12), (21) and (23) into Equation (26) yields:

V̇(x) = [(A − B2R−1BT
2 P)x]T Px + xT P(A − B2R−1BT

2 P)x

= xT(AT − PT B2(R−1)T BT
2 )Px + xT PAx − xT PB2R−1BT

2 Px

= xT AT Px − xT PT B2(R−1)T BT
2 Px + xT PAx − xT PB2R−1BT

2 Px

= xT(AT P − PT B2(R−1)T BT
2 P + PA − PB2R−1BT

2 P)x

= xT(−Q − PT B2(R−1)T BT
2 P)x

= −xT(Q + PB2R−1BT
2 P)x < 0

(27)

The suggested controller stabilizes the system described in Equation (12) using the
Lyapunov stability theorem [43].

5. Results and Discussion

5.1. Simulation Results Using LQR Method

Figure 18 shows the anti-heaving and pitching motion system of the O&M vessel.
There are two main sections—free O&M vessel block and T-foil active ride control block
in the overall block diagram. The section labeled “O&M vessel without T-foil” in dashed
frame is a free vessel model, namely that only waves induce the vessel’s heave and pitch
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motion. Another labeled “Longitudinal control system of the O&M vessel with T-foil” is a
model of the stabilizer which contains the free vessel model and the longitudinal control
system composed of stabilizer and proposed controller. The input signal u∗ can be obtained
by the aforementioned controller design as the input attack angle of T-foil, and then control
forces and moments of T-foil can help to decrease heave and pitch motion.

Figure 18. Longitudinal control system of the O&M vessel with T-foil.

The responses of heave and pitch motion are obtained owing to the above building
of ride control platform. Taking into account the damage caused by the vessel’s motion
to passengers and freight [13], the pitch reduction is preferred in this paper. Figures 19
and 20 show that the T-foil active ride control is feasible and effective at high sailing
speed and high sea state for the O&M Vessel. Moreover, as can be shown, pitch reduction
outperforms heave. The anti-heaving forces and pitch moments have a better compensation
for wave-induced disturbing forces and moments.

Figure 19. Simulation results of heave at 20 kts and SSN6 in head seas. (a) Heave reduction. (b) Heave
disturbing forces and T-foil control forces.
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Figure 20. Simulation results of pitch at 20 kts and SSN6 in head seas. (a) Pitch reduction. (b) Pitch
disturbing moments and T-foil control moments.

5.2. T-Foil Stabilization under Multiple Operating Conditions

The heave and pitch motion responses at different sea states and speeds are shown
in Figures 21 and 22. It can be seen that with the increase of sea state, the amplitude of
heave and pitch motion increases obviously. However, the increase of the speed does not
have much effect on heave and pitch motion. Therefore, we can come to the conclusion
that the change of sea state has a greater impact on ship motion compared with the change
of speed.

Figure 21. Seakeeping performance of the O&M vessel at different sea states. (a) Heave. (b) Pitch.

Figure 22. Seakeeping performance of the O&M vessel at different speeds. (a) Heave. (b) Pitch.
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To investigate the effectiveness of longitudinal control system with T-foil for the O&M
vessel, the following evaluation formula was selected to calculate the anti-heaving and
pitching effect.

EPE =
HPB − HPA

HPB
× 100% (28)

where EPE is anti-heaving and pitching effect, HPA and HPB represent the root mean
square (RMS) of the heave displacement and pitch angle with and without the T-foil active
longitudinal control system, respectively [44].

This paper pays attention to the situations of high sea states and speeds for the offshore
wind power O&M vessel. The simulation results of the anti-heaving and pitching effect at
the considered same speed 20 kts and different high sea states (SSN4, SSN5, and SSN6),
and the same sea state SSN6 and different high sailing speeds (20 kts, 30 kts, and 40 kts)
with encounter angle 180◦ are depicted in Figure 23. As is shown in Figure 23, the anti-
heaving effect of T-foil active longitudinal control system is above 20% and most of them
are above 30% at different sea states and speeds. This result satisfies the reduction index of
the O&M vessel. However, the anti-heaving effect at 40 kts and SSN6 just reaches 20.18%
because of the worst sea environment in this paper. This further illustrates that it is difficult
to control the attitude of ship at high sea states and speeds. In addition, the anti-pitching
effect is above 40% at different sea states and speeds. There is 10% points higher than that
of heave, which confirms the description of Figures 19 and 20. It can be concluded that
the T-foil active longitudinal control system with the proposed controller is promising and
effective for the heave and pitch reduction of the O&M vessel.

Figure 23. Cont.
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Figure 23. Heave and pitch reductions for the O&M vessel in different situations. (a) Reduction for
SSN4, 20 kts. (b) Reduction for SSN5, 20 kts. (c) Reduction for SSN6, 20 kts. (d) Reduction for SSN6,
30 kts. (e) Reduction for SSN6, 40 kts.

6. Conclusions

A suitable stabilizer is the core of the ride control system for a ship. In this paper,
a reduced scale ship simulation model was used to find the range of the installation of
T-foil preliminarily. Following that, through the CFD simulation of different positions,
the optimum T-foil’s installation was determined. Next, the optimal strut’s height of T-foil
can be obtained by CFD software in different height situations after the determination
of the position. Therefore, the most suitable T-foil was obtained for a certain catamaran.
In addition, this paper introduces a 2 DOF motion model with detailed disturbing and
control forces and moments. Based on the ship motion model, a longitudinal control system
with LQR controller was established, including free vessel block and the suitable T-foil
active ride control block. In conclusion, the simulation results of heave and pitch reduction
indicate that the longitudinal control system-based suitable T-foil stabilizer and stated
controller is both practicable and efficient to ensure the O&M vessel motion reduction.

Future work will be focused on extension of the present models (e.g., 4 DOF model
and 6 DOF model) and will add a motion sickness incidence model to measure passenger
comfort in the final evaluation method. The implementation of real ship model experiments
can further improve the motion model and controller design methods.
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Abbreviations

The following abbreviations are used in this manuscript:

O&M Operation and maintenance
4 DOF Four degrees of freedom
MSI Motion sickness incidence
RCS Ride control system
LQG Linear quadratic Gaussian
2 DOF Two degrees of freedom
CFD Computer fluid dynamic
SSN Sea state numbers
M DOF Multiple degrees of freedom
6 DOF Six degrees of freedom
LQR Linear quadratic regulator
CG Center of gravity
PSD Power spectral density
PM Pierson-Moskowits
FP Forward perpendicular
MIMO Multiple input and multiple output
ARE Algebraic riccati equation
RMS Root mean square
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