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Preface

Blockchain technology is changing many different industries, and as it becomes more

widely used, many important questions regarding privacy, security, and trust will arise. This

preface functions to provide an overview of a compilation of scholarly articles that explore the

aforementioned inquiries, presenting novel perspectives, evaluations, and resolutions to the obstacles

and prospects that arise from blockchain technology.

Adoption of blockchain technology, security issues and concerns, smart contract accuracy,

assaults and defense tactics, consensus algorithms, data privacy protection, regulatory

considerations, and a variety of other topics are covered in the extensive scope of the work. Our

aim in delving into these areas is to enhance the field’s comprehension of blockchain technology and

provide valuable insights to both scholars and practitioners in the field.

Blockchain could revolutionize decentralized systems and digital transactions, but privacy and

security need to be considered. Therefore, thorough research and analysis are needed to identify

and mitigate blockchain technology adoption risks. This Special Issue supports the development

of reliable, safe, and privacy-preserving blockchain solutions and contributes to the conversation.

By sharing our findings in these papers, we hope to engage stakeholders and improve blockchain

security and privacy understanding.

Dr. Taherdoost, the Special Issue Guest Editor, oversees contributions from academia,

industry, research institutions, and policymaking. Alongside Bhadoria et al., who are well-known

for their expertise in secure online transactions and cryptography, Taherdoost and Madanchian

provide an organized review of how blockchain technology impacts business models. Their

innovative proposal for the storage of vehicle network data involves Sangeeta and Nam; the

ICT security and configuration management experts Chatziamanetoglou and Rantos; the network

performance evaluation specialists Eltahlawy et al.; Du and colleagues, who bring experience

in identity authentication and cloud computing; Song and colleagues, who are well known for

their knowledge of carbon trading and payment channels; Qiu and colleagues, who specialize in

zero-knowledge-proof technology and smart contracts; Hajian Berenjestanaki and colleagues, who

concentrate on electronic voting systems; and Baldauf and colleagues, who specialize in Ethereum

development. Together, these writers add insightful perspectives, thoughtful evaluations, and

creative solutions to the problems and possibilities that blockchain technology raises, enhancing the

conversation about blockchain security and privacy.

We appreciate everyone who helped make this scientific work possible. The writers’ thoughtful

contributions and dedication to blockchain privacy and security are appreciated. We also thank

editors, reviewers, and colleagues for their support during publication. Their input helped shape

this work and ensure its quality and applicability.

Hamed Taherdoost

Editor
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1. Introduction

This Special Issue delves into the diverse applications of blockchain technology, span-
ning topics including democratic elections, business models, secure data storage, and
large-scale ICT security. From MANET performance to cloud computing authentication
challenges, this collection of papers covers innovative solutions for carbon trading and
car insurance. These papers collectively showcase the evolving landscape and promising
future of blockchain technology application across various domains.

Blockchain is a decentralized ledger system that utilizes cryptographic algorithms to
guarantee tamper-proof, secure, and transparent transactions. Network integrity can be
improved through the use of consensus mechanisms, and the technology’s adaptability
extends to smart contracts for automating agreements. Blockchain has the potential to
revolutionize sectors such as healthcare, finance, supply chain management, and gover-
nance by providing a secure, streamlined, and intermediary-free method for conducting
digital transactions.

This Editorial provides a complete overview of the Special Issue titled “Advance-
ment in Blockchain Technology and Applications” by combining and contextualizing the
featured papers’ different contributions. This Editorial highlights trends, patterns, and
important developments in blockchain’s applications in improving democratic processes,
business models, data security, and network performance while addressing obstacles and
unanswered concerns. This Editorial also guides readers from various fields by provid-
ing insights into potential future research avenues, encouraging a deeper awareness of
blockchain’s cross-sector impact.

2. Blockchain Applications in Various Sectors

Blockchain technology has affected several industries, with each industry having its
own issues and opportunities. Bhadoria et al.’s (Contributor 1) article proposed blockchain-
based traceable certificates for use in democratic elections to improve fairness and com-
petition. The technique used a distributed digital ledger with strong encryption methods
to record transactions securely, transparently, and in a tamper-proof manner, boosting
democratic transparency and voter privacy. This study added to the wider discussion on
using blockchain to secure democratic elections worldwide.

Beyond elections, Taherdoost and Madanchian (Contributor 2) undertook a systematic
analysis of blockchain’s role in creating new business models. This comprehensive study
of 75 articles from the last decade showed how blockchain technologies like NFT and P2E
might revolutionize corporate strategies and models. The study examined blockchain-
based business models and identified research gaps and interesting possibilities. The
study also shed light on blockchain’s commercial applications by focusing on journals and
utilizing particular selection criteria.

A decentralized InterPlanetary File System (IPFS) and blockchain-based solution
designed by Sangeeta and Nam (Contributor 3) addresses vehicle network data storage

Electronics 2024, 13, 422. https://doi.org/10.3390/electronics13020422 https://www.mdpi.com/journal/electronics1
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issues. Recognizing the importance of CCTV cameras and black boxes in road safety, the
authors proposed a cost-effective solution that coupled blockchain security with IPFS’s
decentralized file-sharing protocol. The proposed system provided transparency and data
integrity, using keyword searches for sensitive data retrieval. This paper addressed vehicle
network security and data integrity issues, offering a decentralized and efficient blockchain
storage system.

Chatziamanetoglou and Rantos (Contributor 4) stressed the importance of security
configuration management in the design of ICT systems. The article proposed a permis-
sioned blockchain-based mechanism to maintain system configuration integrity throughout
its lifecycle. The authors provided smart-contract-based and role-based access control and
examined permissioned blockchain models’ security configuration management benefits
and problems. This article highlighted the need for common techniques and blockchain
solutions to safeguard large-scale ICT infrastructures and systems in many sectors.

3. Blockchain Technologies and Performance

Within the domain of network performance evaluation, Eltahlawy et al. (Contributor 5)
methodically examined the obstacles encountered in Mobile Ad Hoc Networks. Given the
absence of centralized infrastructure, these networks are distinguished by their dynamic
node formations, requiring a nuanced understanding of environmental parameters. The
study scrutinized 50 recent publications to showcase the widespread use of the NS-2 simu-
lator in MANET studies. The study illuminated the critical factors impacting performance,
offering a thorough analysis of simulation environments to facilitate reliable assessments
of MANET efficacy, especially in adversarial environments.

Du et al. (Contributor 6) presented the hyperledger fabric identity authentication
(HIDA) protocol as a solution for security concerns inherent in conventional authentication
approaches used in cloud computing authentication. To accommodate the revolution-
ary effects of cloud computing on resource accessibility, secure authentication channels
within trusted domains are required. HIDA implements zero-knowledge-proof technology
and federated chain technology, thereby enhancing the security of user data and access
efficiency. The protocol’s effectiveness was confirmed by performing formal semantic
analysis and simulations, providing novel approaches for identity authentication in cloud
computing applications.

4. Innovations and Challenges in Blockchain Implementation

Song et al. (Contributor 7) discussed novel approaches for enhancing the efficiency
of high-frequency carbon-trading procedures with regard to carbon trading and payment
channels. The utilization of blockchain’s intrinsic characteristics in their multi-factor routing
payment Scheme (MFPS) increased transaction success rates and decreased processing
costs. The proposed asymmetric time-lock contract (ATLC) protocol exhibited superior
computational verification and safeguarded against potential assaults, thereby ensuring
security and privacy.

To rectify the inefficiencies inherent in conventional automobile insurance, Qiu et al.
(Contributor 8) introduced an innovative approach that integrated smart contracts, blockchain,
and zero-knowledge-proof technology. Privacy preservation was prioritized during the
design process by incorporating private smart contracts for insurance creation and revoca-
tion, as well as public contracts utilized for authorization and validation. The effectiveness
of the ZoKrates technical implementation approach for off-chain zero-knowledge proofs in
terms of minimizing blockchain data storage and computation was highlighted.

Regarding electronic voting systems, Hajian Berenjestanaki et al.’s article (Contributor 9)
offered an exhaustive analysis of the effects of blockchain technology on elections. Although
the study emphasized key advantages such as transparency and security, it also detected
deficiencies in some areas, including usability and accessibility. This segment examined the
obstacles associated with and consequences of using blockchain technology in electronic
voting, providing valuable perspectives regarding the present status of scholarly inquiry
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and possible future research directions. Baldauf et al.’s (Contributor 10) final contribution
concerned Ethereum development strategies, specifically focusing on the compilation
of smart contract programming best practices that ensure security and efficiency. It is
crucial to prioritize code quality and security to successfully navigate the ever-changing
Ethereum landscape.

5. Perspectives

This Special Issue comprises a diverse array of viewpoints regarding blockchain tech-
nology, as each paper provides distinct and valuable contributions regarding its practical
implementations and advancements. This collection encompasses various topics, including
an analysis of blockchain technology’s effects on democratic elections, business models,
data storage, network performance, and authentication in cloud computing. Additionally,
our scholarly articles explore the potential of blockchain technology to streamline financial
transactions, as demonstrated by recent advancements in carbon-trading payment channels
and privacy-preserving automobile insurance claims. This discourse is enhanced by a prag-
matic approach to Ethereum development and a critical evaluation of blockchain-based
electronic voting systems. Collectively, these contributions will expand our understand-
ing of blockchain technology’s adaptability while also offering pragmatic resolutions and
strategic counsel, thereby emphasizing the potential of this technology to revolutionize
entire industries and sectors.

Conflicts of Interest: The authors declare no conflict of interest.
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Exemplary Ethereum Development Strategies Regarding
Security and Gas-Saving

Manfred Baldauf , Erik Sonnleitner * and Marc Kurz

Department for Smart and Interconnected Living, University of Applied Sciences Upper Austria, Softwarepark 11,
4232 Hagenberg, Austria; manfredbaldauf@gmail.com (M.B.); marc.kurz@fh-hagenberg.at (M.K.)
* Correspondence: erik.sonnleitner@fh-hagenberg.at; Tel.: +43-50804-22823

Abstract: Ethereum is a rapidly evolving blockchain with new features as well as new vulnerabilities
being introduced regularly. Interaction with the network is costly compared to other blockchains or
traditional software systems. When starting to develop on Ethereum, a supported smart contract
programming language needs to be learned, most notably Solidity. Having various pitfalls raises
the question of what the best practices for the safe and efficient usage of Ethereum are. This study
primarily aims to combine knowledge from existing research resources, while also introducing new
approaches learned from practical smart contract development analysis and inquiry, which are
subsequently compiled into lists of best practices. The most important findings are that code quality
and security should be prioritized. Moreover, some simple gas-saving strategies can help to decrease
interaction costs with little effort.

Keywords: smart contracts; gas; gas saving; Ethereum; solidity; NFTs; research synthesis; best
practices

1. Introduction

The problem with Ethereum’s smart contract security issues stems from multiple
sources. As summarized by Luu et al. [1], smart contracts operate in a permissionless
network where anyone can join and they can hold large monetary value. On top of this,
the code is publicly available and fixing errors is difficult due to the immutability of
the network. Secondly, Ethereum is the largest Turing-complete blockchain by market
capitalization. Interacting with the network is costly because of a maximum throughput
limit and the high price of Ether. Ethereum commonly gets congested and experiences
high gas prices [2]. The importance of best practices is also heightened, due to multiple
reasons. The execution environment is more unfamiliar to developers. The code is run
by a global network of anonymous nodes. The Ethereum stack is under constant, fast-
paced development. New security issues are therefore found regularly [3–5]. Lastly, the
saying “move fast and break things” that is sometimes used in software development is not
applicable due to the immutability of Ethereum and its limited patching functionality [6].

From ten blockchain-specific vulnerabilities that were found by Chen et al. [7], nine
can be avoided by applying best practices. They also note a mismatch between high attack
efforts and trailing defence efforts. In interviews conducted by Zou et al. [8], 70% of
interviewees answered that guaranteeing the security of smart contracts is hard. One
reason that was mentioned is the lack of missing best practices. This study seeks to combine
best practice knowledge by leveraging previous research, the knowledge of the Ethereum
community and own findings. The aim is to create a best practice list that is easy to follow
and that contains the most important information.

1.1. Research Questions

To improve the current situation, a set of research questions was formulated. These
tackle parts of Ethereum development where an improvement could have a positive impact.

Electronics 2024, 13, 117. https://doi.org/10.3390/electronics13010117 https://www.mdpi.com/journal/electronics4
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The following are the research questions that this study tries to answer, which are answered
in Section 6.

• RQ1: What are general best practices that should be followed for developing on
Ethereum?

• RQ2: What best practices help to defend against major attack vectors used to hack
smart contracts?

• RQ3: Which coding techniques help save gas? Are there negative side effects when
using those techniques?

1.2. Summary

The results of this study are a best practice list for the sections of general philosophy,
security and gas saving. Each section contains the most important parts, and the entries
for each topic range from four to ten recommendations. An important finding was the
priority of security over other best practices. Without a security focus, a smart contract is
vulnerable to many attacks inexperienced developers are not aware of. The gas savings
were separated into two lists, as not all are always preferable and depend on the context. If
the list can improve the knowledge of other Ethereum developers and how they interact
with the network will be seen in the future. A limitation is that it is hard to define the
list as complete, as new features are continuously introduced and new security issues
are discovered. The best practices could be further extended to contain best practices for
other programming languages of Ethereum and focus on other parts of the blockchain,
like decentralized finance (DeFi) or gaming. Another extension could be to include other
blockchains and compare the best practices to the ones explained here.

1.3. Paper Outline

Section 2 gives some information on the background of Ethereum. In Section 3 the
related work is introduced. Publications from different areas of best practices are shown
and their differences and contributions to this study are explained. Section 4 focuses on
the methodology used for finding further best practices through hands-on experience.
Afterwards, the best practices from the research and the methodology have been combined
into the best practice list. This list is depicted in Section 5 and its points are elaborated on.
Lastly, the research questions are revisited in Section 6 and implications, limitations and
future work are presented in Section 7.

2. Background

The background section is a collection of some important Ethereum information
related to the findings of the paper.

2.1. Gas Fee

Since the Ethereum Virtual Machine is Turing-complete, code can be executed that
includes nondeterministic code. Infinite loops could be utilized by malicious users or
unintentionally occur due to a programming error. The whole network could collapse,
as the computation would not come to a stop. The problem is known as the halting
problem [9], which says it is not possible to predict if a given piece of code will terminate
or not. To tackle this problem, a fee for using the network is introduced [10].

The following list contains the most important fee-related terms [11]:

• Gas: this fee is a unit of measurement for computational resource consumption and is
referred to as gas.

• Gas limit: the user sets a maximum amount of steps that the code is allowed to run
with the gas limit. If the code does not terminate before all gas is used, the transaction
is reverted, but the fee still has to be paid.

• Gas price: this is the price per unit of gas used during a transaction. Most commonly,
Gwei is used to price gas.
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• Base fee and priority fee: the fee that is required to be paid to be able to be included in a
block. The current base fee is calculated by the previous block and it can only grow a
maximum of 12.5% per block. The base fee set for the block is getting burned and only
the priority fee is being paid to the validators. The higher the tip, the more likely a
transaction is included before other transactions.

Per block, there is a maximum throughput that the network can handle. If many
participants want to interact at the same time, the network gets congested and the base fee
is increased. The users outbid each other to get included in the network [11].

2.2. Solidity Optimizer

There are different types of optimizer programs that reduce the size of the code and
make it more efficient. Optimizer tools are trying to find optimizations on Solidity code,
bytecode or an intermediate language like Yul [12–16]. The tools then try to optimize the
respective code representations and create a smaller code for deployment. Solidity has
its own optimizer included in the Solidity compiler. There are two optimizer modules
titled “old” optimizer and “new” optimizer. The “old” optimizer is opcode-based and
has simplification rules to change opcodes. Moreover, dead code is removed, and equal
code sets are merged. The “new” optimizer is Yul-based which allows it to optimize across
functions, according to the Solidity documentation. The optimizations improve the cost of
calling a function and deploying the contract to the blockchain [16].

2.3. Blockchain Security

Security on Ethereum is crucial for the safe usage of the network. Security is required
in multiple parts of interacting with the network. It requires users and developers to
be security aware. Problematic are the two attributes permissionless and immutability,
according to Chen et al. [7]. Those features allow malicious users to attack at will, and no
one can normally change the immutability of the blockchain. The DAO hack [17] was an
extraordinary circumstance where the Ethereum Foundation overrode a smart contract,
which led to a fork in Ethereum [18]. More on overcoming immutability can be seen in
Section 2.4 and the trade-offs involved are reviewed in Section 5.2.2.

Alchemy has created a simulator API that can simulate the changes that would happen
when authorizing a transaction. This makes it easier for users to see changes without having
to look at the code. Not only users have to be careful, but also developers—they need to
secure their code against attacks [19] and bugs. A more thorough survey regarding smart
contract vulnerabilities, exploits and countermeasures has been proposed by Kjiam et al. [20].
The steps recommended for developers to improve the safety of Ethereum are covered
Section 5.

2.4. Immutability and Proxy Contracts

Smart contract code that has been deployed on Ethereum is immutable. This makes
bug fixes on deployed code impossible. This is a negative for security because fixing bugs
is seen as a standard development practice. However, one can get around the immutability
by deploying multiple smart contracts containing the code and having a proxy contract that
links to the implementations of the contracts. The addresses linking to the other contracts
are stored in the modifiable storage of the proxy contract [10,11].

Amri et al. [21] say that the number of proxies increased in the last couple of years
and the transparent proxy increased significantly. They are unsure whether overcoming
immutability has a positive or negative impact. Salehi et al. [18] report a growth in proxy
upgradability contracts on Ethereum as well. Salehi et al. further identified changes with
the terms retail changes and wholesale changes. Retail changes are made as small changes
to components inside a smart contract. Those contracts need to be set up beforehand to
be able to handle changes. The simplest retail change is a parameter that can be updated
with a setter method. The second retail change is when a contract has a function that
calls another contract with the logic for that function. Here, the contract can store the
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address in a changeable variable and therefore the logic of the function can be changed
or bugs can be fixed. On the other hand, wholesale changes enable the modification of
entire contracts. The simplest wholesale change is a so-called “social upgrade” or contract
migration, where a new contract is deployed and everyone is informed about that change.
Another way to upgrade a whole contract is via CREATE2-based Metamorphosis. This
allows for deleting a contract and redeploying a new one at the same address. However,
the required opcode SELFDESTRUCT is expected to be deprecated in a future version [22].
Lastly, the DELEGATECALL-based or CALL-based data separation is another pattern
found by them. Those two patterns both consist of a proxy contract, a storage contract and
a logic contract. Here, the logic contract is changed to handle updates.

2.5. Ethereum 1.0 vs. 2.0

Most publications related to gas-saving or smart contracts in general refer to Ethereum 1.0.
It is, however, important to note that the core virtual machine which eventually runs com-
piled smart contract code, the Ethereum Virtual Machine (EVM), is used by numerous other
blockchains e.g., Binance Smart Chain, Polygon (formerly Matic) and Avalanche. As a general
rule, all open permissionless blockchains allowing the execution of smart contracts always
rely on some kind of metric for making execution steps costly in order to prevent overtaxing
or exploiting the network [23]. For EVM-based blockchains, gas is almost exclusively used for
such a metric.

Ethereum itself is currently undergoing a far-reaching and architecturally challenging
change, which is commonly referred to as Ethereum 2.0. This change includes significant
modifications to the overall network design, most notably switching from the energy-
intensive proof-of-work consensus to the much more economic proof-of-stake scheme.
This also includes introducing a new blockchain solely for coordination, the Beacon chain,
as well as sharding concepts for scalability. The transformation towards Ethereum 2.0 is
happening in multiple phases. It is still in progress as of the end of 2023 and is expected to
continue for another 5–10 years [24].

The Ethereum organization claims that around 99.95% less energy is consumed by
the network now. This is in line with Kapengut and Mizrach [25], as they state that the
consumed energy by the Ethereum network was reduced by 99.98% with the switch. Some
misconceptions were that the network would be faster afterwards and that the gas fee
would become lower. However, the change was only for how to reach consensus and not
for improving the performance or capacity of Ethereum [11]. Generally, the amount of
gas required for any particular smart contract to run will remain similar, even though the
variability of effective costs for such transactions still remains a significant factor and is
subject to change.

2.6. Oracles

While smart contracts are self-executing, deterministic entities, they do not have direct
access to data outside the blockchain ecosystem they are running in. Oracles are third-party
services that can provide smart contracts with such information as, e.g., stock data or game
results [26]. Even though Oracles may drastically widen the potential areas of application
regarding smart contracts, they are typically represented by a central authority, disrupting
the claim of trustlessness of many blockchains and introducing a single point of failure or
manipulation [27]. From a security point of view, an attack known as Oracle manipulation
aims at manipulating Oracle answers in order to invoke unintended execution flows in
smart contracts. Kjiam et al. [20] discuss countermeasures against this attack, which
primarily revolve around using time-weighted average values when processing Oracle
data, and instantiate an M-of-N Oracle approach rather than only relying on a single Oracle
provider. Oracles can directly (service fees) or indirectly (transaction fees) increase the
amount of gas required, but they are not inherently relevant to the topic of gas savings and
hence disregarded for this study.
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3. Related Work

This section presents an overview of the related literature. Each work is briefly
described and its differences compared to this paper are highlighted. They are sorted into
the different categories of the best practices list. First, the publications for general best
practices are presented and we continue with security recommendations and gas-saving
patterns. Next, related works for tools assisting with security and gas optimization are
introduced. The last part is about token standards, especially NFT standards.

3.1. General Best Practices

The related works in this section are two-sided, with software engineering recommen-
dations and suggestions specifically tailored to blockchain development and Solidity.

Jones [28] examined over 600 companies as well as government organizations and
created best practices for software engineering, ranked by an average score. The biggest
expenditures were located and put into a list, with the four most expensive ones being bug
fixes, cancelled projects, documentation and security flaws. In 6th place is coding and in
14th place is avoiding security flaws. Comparing it to smart contract development, the
security aspects could be even ranked higher, as they have the highest emphasis, according
to Zou et al. [8]. Jones, moreover, argues about two important points. Firstly, that software
varies greatly in size and therefore the best practices vary as well. Smaller projects might
gain more from some practices than larger projects and vice versa. Secondly, software
engineering often does not have a universal way of proceeding with different types of
software. For instance, open-source applications, military applications and games all have
different requirements. This is equally true for Solidity, where the range of functionality
can vary greatly. The ConsenSys best practice list [29] uses a similar philosophy and
gives examples of when to use different patterns over others. Comparing the resulting
best practice list of Jones [28] with the results of the best practices for Solidity from other
works [8,29,30] indicates some relations. Reusability is ranked at the first position in the list
and it is also an important part of smart contracts. ConsenSys [29] states that maximizing
the reuse of code wherever reasonable is desirable and the safest way is to reuse own code.

Martin [31] argues in his book Clean Code about how to write better code. He starts
with general clean code and continues with discussing naming conventions, functions,
classes, comments and other topics of his best practices. He further urges testing the code
heavily, which is highly recommended for Ethereum as well [29,32]. James O. Coplien says
in Clean Code [31]:

“Code is never perfect.”

This quote should alert Ethereum developers of the implications for blockchain de-
velopment. ConsenSys [29] predicts something similar and says that there will be bugs in
any non-trivial contract. ConsenSys recommends having the option to pause a contract,
manage rate limits and have upgrade paths for enhancements and fixing bugs. In general,
Clean Code is a helpful general advisor for the best practice list.

ConsenSys [29] documentation for Ethereum smart contract best practices explains
how to write good and safe Solidity code according to their standard. The documenta-
tion is set up as a git repository and currently has more than 6600 stars, making it their
most starred repository, followed by their developer tool list for Ethereum with around
4600 stars. Their recommendations are security-related and they target intermediate Solid-
ity programmers [29]. The collection begins with general security mindset, development
recommendations and code patterns. Furthermore, known attacks, how to avoid them and
security tools helping to detect vulnerabilities are explained. Their work is a great resource
for developers looking for best practices, as can be seen by the popularity of their GitHub
repository. ConsenSys’s work still differs from this paper, as they do not go into detail on
gas savings and do not contain all recommendations given in this paper.

Antonopoulos and Wood [32] present a great starting resource for Ethereum develop-
ment. They start with an introduction to Ethereum for beginners and afterwards explain
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more technical topics suited for developers. The more advanced topics contain Ethereum
clients, wallets, transactions, the Ethereum Virtual Machine and consensus algorithms.
They also explain smart contracts with Solidity and security-related best practices. Their
work is a great resource for Ethereum developers, but it is partly more focused on giving a
broad overview of blockchain technology while neglecting more specific topics like gas sav-
ings and the Solidity optimizer. Furthermore, the development of Ethereum is fast-paced
and some vulnerabilities and facts are not up-to-date anymore. For instance, the consensus
mechanism of Ethereum changed. However, they remark that the consensus mechanism
could be changing. Therefore, this paper will be an extension of points made in their work.

3.2. Security

The importance of security is emphasized by Zou et al. [8]. In their work, they
interviewed 20 people with Solidity experience and did a validation survey with 232 re-
spondents to see challenges and opportunities in the field. A total of 75% of the respondents
agreed that the code security required for smart contracts is a lot higher than for tradi-
tional software. The three major reasons are the sensitive information being handled, the
irreversibility of transactions on the blockchain and that the code is not modifiable after
deployment. In addition, around 70% of the developers answering the survey said that it is
hard to guarantee security. They mention the ConsenSys [29] documentation but argue that
following this guide still is not enough for the requirements of developing smart contracts.
This is where this publication tries to improve the situation by creating and collecting best
practices for developing with Solidity on Ethereum.

Kushwaha et al. [33] conducted a review of Ethereum vulnerabilities. In their review,
they present different attacks, their underlying causes and state which tools were able
to find them. They did not state which tool is best to use, but are more concerned with
improving the tools, especially when new features are introduced. In their work, they do
not focus on any of the other best practices categories like gas saving or ERC standards.
Furthermore, they do not discuss the security implications of proof-of-stake, as their
publication was before the transition to proof-of-stake. Therefore, this study is a great guide
for the security part of our proposal, with additional information being added.

Chen et al. [7] provide a survey for the system security of Ethereum. The thorough
survey shows vulnerabilities, their possible attacks and lastly the recommended defences.
They classified 40 vulnerabilities at different layers of Ethereum. They found some insights
which are valuable and can be compared to the work of others. They argue about the
importance of domain-specific best practices, because 10 out of 14 types of vulnerabilities
are non-existent in traditional software. Of those 10 types, 9 can be prevented by following
best practices. They further state that due to Ethereum being permissionless and immutable,
writing safe code is harder compared to traditional software and it is even a security barrier.
The attackers can hence attack at will and the often-used mechanism of vulnerability-
patching in conventional software is by default not possible. These findings are backed by
the earlier presented findings of Zou et al. [8] when interviewing Ethereum developers on
why it is hard to write safe code and guarantee security. Code reuse potentially inflicts a
greater risk, compared to traditional development systems. Marchesi et al. [34] write that
one should use libraries but also remark on potential security issues. ConsenSys [29] states
that OpenZeppelin’s library for Solidity tries to provide secure code and that reusing one’s
own code is the safest option. The work of Chen et al. [7] helps improve the security best
practices of this proposal.

Wohrer and Zdun [30] elaborate on six smart contract security patterns to mitigate
typical attack scenarios. Their patterns try to improve the execution control after a smart
contract is added to the blockchain. The patterns focus on allowing the owner to stop smart
contract execution or by adding different types of so-called speed bumps to slow down
the execution time. Their patterns are a great start to writing more secure code but are not
exhaustive. They also observe the fact that a substantial part of the knowledge and the
research are scattered and that it can be found in the grey literature and blog articles.
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Wang et al. [35] provide a blockchain-based smart contract overview. They show the
operating mechanisms, use cases, challenges and basic framework. The two most discussed
blockchains in their paper are Ethereum and Hyperledger Fabric. They categorize the
problems and challenges, similar to Praitheeshan et al. [36], with contract vulnerabilities
and blockchain limitations, but also add legal and privacy concerns. They remark that it
is difficult to keep data private and critical methods safe. This study tries to extend the
written challenges from Wang et al. [35] and elaborate on security issues.

Destefanis et al. [37] provide a case study on the Parity [38] library for smart contracts.
In their investigation, they highlight that the vulnerability was already revealed and
discussed in earlier literature. They, therefore, call for following best practices and standards
in blockchain development, which this work is trying to improve by creating a detailed
summary of best practices.

The work of Atzei et al. [39] is, according to them, the first systematic structured
composition of Solidity and Ethereum vulnerabilities. Their work aims to help smart
contract developers and researchers improve their verification and analysis methods. They
created a taxonomy of vulnerabilities with common programming pitfalls and further
showed corresponding actual attacks that had been carried out on contracts deployed
on the Ethereum Mainnet. Their taxonomy is one of the most established ones, say Dika
and Nowostawski [40], who also used it for their vulnerability list. Their work further
warns of the security vulnerability leading to the Parity attack before it happened, said
Destefanis [37]. Lastly, other scientific works have extended their work, for example
Kushwaha et al. [33].

Marchesi et al. [41] provide a security checklist for developers containing 32 best prac-
tices and 16 abstract security patterns. The best practices are split into the design phase, the
coding phase and the testing phase. This publication further tries to improve their security
lists with further best practices from other parts of Ethereum and Solidity development.

Chen et al. [42] collected smart contract defects from more than 17,000 StackExchange
posts and defined 20 vulnerabilities for five different aspects. The aspects are availability,
maintainability, performance, reusability problems and security. Furthermore, they defined
five impact levels ranging from IP1 to IP5, with IP1 being the most critical and IP5 the
lowest, where IP4 and IP5 are similar to code smells from Fowler [43] or Martin [31].
These code smells do not cause critical behaviour on their own, but over time can decrease
development speed and enhance the risk of bugs being added later on. Their categorization
of the impact of defects highlights that vulnerabilities and tips have varying impacts and
not all are equally important.

Zhang et al. [44] investigated 516 unique smart contracts deployed to the Mainnet.
They created a bug model for the simplification of finding future bugs. They have earned
USD 102,660 with their findings in bug bounties. Some of their findings are that around
80% of bugs are not auditable by a machine and that most exploitable bugs are difficult
to find. This shows that only using tools is not a feasible option if one is aiming for high
security. This serves as a reminder in the best practice list to not trust tools blindly.

3.3. Gas Savings and Design Patterns

This section contains general gas-saving related publications and scientific research
that tried to find design patterns that are good for gas savings and antipatterns that can be
gas costly.

Marchesi et al. [34] showed in another paper a collection of design patterns for saving
gas. In total, 24 patterns were presented in the following five different categories: external
transactions, storage, saving space, operations and miscellaneous. Although they also elab-
orate on many areas for gas savings, they do not explain and emphasize the consequences
of some of their presented patterns. For instance, the introduced proxy pattern does well in
saving money if one or multiple contracts had needed to be redeployed. However, they do
not address the required additional complexity and potential security issues arising from
proxy patterns [29].
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Research on the mutability and upgradeability of smart contracts on Ethereum was
conducted by Salehi et al. [18]. They classified six upgradeability patterns into two types,
which they named wholesale changes and retail changes. Different patterns for upgrading
are explained in Section 2.4. Furthermore, they developed a framework to detect the
number of smart contracts on Ethereum that use a certain type of upgrade pattern. Around
1.4 million contracts with proxy patterns were found by their framework. Interestingly,
with 8225 contracts, the number of unique proxy contracts is only a fraction of that. Their
work helped identify different proxy contract possibilities.

Kong et al. [45] showed an approach for the detection and optimization of six inefficient
patterns on the source code level. The focus therefore is on development issues caused
by programmers. A total of 160,000 smart contracts from the Ethereum blockchain were
analyzed and their findings were applied. They found that 52.75% of the contracts showed
a minimum of one gas inefficiency. They state, without providing a concrete number, that
a lot of money could have been saved if gas optimizations had been applied to all 16
million smart contracts that were available at that time. Their work highlights that small
improvements can have huge effects on a large scale. Their work is only focused on gas
savings and not on other best practices.

4. Methodology

This section contains the project that was set up to test the different aspects of smart
contract programming and to gain knowledge about the domain by hands-on practice. First,
the conception phase is explained and it is followed by the implementation. Eventually, the
results of the project are presented.

4.1. Project Concept

Figure 1 visualizes a comprehensive overview of the methodology process. Each step
is discussed in more detail in the section below. The first step was to find the related work,
which was explained in Section 3. This provides a solid understanding of Ethereum’s
fundamentals and highlighted the parts that were less researched. Less researched parts
were a comparison of the different NFT standards including their gas efficiency and a best
practice collection containing as much about Ethereum as possible, including security, gas
savings, development tips and other insights. Following the research, the outcome of this
project was set to investigate NFT standards and combine best practices from all domains
of Ethereum. The findings were presented on a token-gated website that allows for minting
different NFTs. After owning one of the tokens, the findings are accessible.

4.1.1. Learning Tools and Resources

After researching scientific publications, further research was done by visiting Ethereum
learning platforms to find further Solidity and Ethereum-related best practices. The fol-
lowing resources are a valuable addition to the Ethereum space. The Ethernaut [46] by
OpenZeppelin currently contains 30 Solidity levels that are intended to be hacked. Crypto-
zombies is another interactive learning platform to study different blockchains with. At the
time of writing, there are six free courses available. Solidity by Example is another website
to introduce Solidity to new developers. All concepts and ideas are presented with a smart
contract example.

4.1.2. Collection of NFT Standards

The most prominent token standards are the ERC-721 and ERC-1155. They have
often been mentioned in scientific publications [47–54]. Therefore, the preferred tokens for
analysis were selected by popularity, as these tokens are the ones being used and detailed
research of their costs was deemed helpful. The standards ERC-721, ERC-721A, ERC-721R,
TinyERC-721, ERC-998 and ERC-1155 [11] were chosen for a more thorough investigation,
containing use cases, deployment costs, mint costs and transfer costs. Some contracts
were again dropped from the list due to time constraints, missing popularity or bugs in
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their implementation. Lastly, the final selection consisted of the following four standards
ERC-721, ERC-721A, item ERC-1155, ERC-721 from Zora. Zora’s ERC-721 is not a standard
on its own, but they have a website that allows users to create and deploy an NFT collection
with little knowledge. Additionally, the contract the user creates is not a standard ERC-721
contract, but a proxy contract containing the user’s modified settings and pointing to
another contract with the required logic. The main logic of minting, transferring and other
parts are deployed on another contract that the proxy contracts call. Hence, minting and
transfer costs are interesting, as the underlying mechanism works a bit differently.

Figure 1. Overview of the methodology.

4.2. Implementation

In this section, the implementation details concerning the smart contracts, the test
cases and the audits are explained. The contracts were created to be as similar as possible,
with a very limited set of functionalities. Each contract contains at least a mint function
that enables minting and a constructor.

The tests of the NFT standards are a continuation of the work of the Azuki team [55]
and Hu [56]. The standards were tested with HardHat on gas efficiency and functionality
in different domains. These tests contained minting and transferring. The deployment
costs were checked on Remix, as it is easily possible to deploy to a testnet from there. The
deployment was done twice, first with the default settings, where the Solidity optimizer is
turned off, and a second time with the optimizer turned on. The optimizer was used with
the default settings of 200 runs.

Applying Best Practices to Deployed Contracts

The collected best practices were not only applied to the standard ERC implementa-
tions but also to a few contracts deployed on the Mainnet. The contracts were reviewed
manually and then locally redeployed. Each test was adapted towards the contract and the
parts that were optimized. All contracts were tested on deployment costs.

4.3. Project Results
4.3.1. Deployment Costs

The deployment costs for the NFT standards are depicted in Table 1. A significant
reduction in gas costs can be achieved with the optimizer turned on.

The amount of effort required, in comparison to the gain in these cases, is minimal. In
Remix, the optimizer can be turned on with the check of a button. In a setup with Visual
Studio Code and HardHat, one can turn on the optimizer by setting a variable to true in
the hardhat.config.js file. Lastly, the expected runs of the code can be adapted to easily
modify the optimizer. More background explanation can be seen in Section 2.2 and more
advanced information on optimizer settings in Section 5.3.1. The ERC-721 contract created
by Zora was not adaptable, as one cannot change optimizer settings on their website, albeit,
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they have the optimizer turned on and the created contract is optimized for 5000 runs. Its
small deployment size can be explained by the minimal proxy that was deployed, while
the ERC-721 requests are forwarded to their main smart contract containing that logic. This
information results in Box 1:

Box 1. Optimizer savings

Insight 1: The optimizer decreases the gas required for the deployment of a basic ERC-721 or
ERC-1155 contract between 43.01% and 46.81%.

Table 1. Results of ERC smart contract deployments with and without the Solidity optimizer in Wei.

Contract Type

Deployment Costs

without Optimizer

in Wei

Deployment Costs

with Optimizer

in Wei
Savings in Percent

ERC-721 Enumerable 2,782,296 1,501,689 46.03

ERC-721A 1,685,088 960,354 43.01

ERC-1155 2,482,077 1,394,607 46.81

ERC-721 by Zora 662,983 Not modifiable

4.3.2. Deployment Time

There is a significant change in gas prices when the network is congested, state
Cong et al. [57]. The fluctuation can also be seen clearly on Etherscan [2], where the average
daily gas price in Gwei is shifting heavily over the whole time. Gas prices also fluctuate
daily. On the 6th of July 2023, the gas price fluctuated between 19 and 138 Gwei [2]. Interac-
tion with the blockchain, for instance, a transaction, could cost around 725% of the lowest
fee. The computation for the maximum price fluctuation can be seen in calculation (1).
Notably, this scenario is about the greatest gap during the day, but significantly lower
differences in the gas price still have a great impact.

138 Gwei÷ 19 Gwei× 100 = 726.32% (1)

Formula (2), shows how to calculate the gas fee for a transaction. It takes the units
of gas used by the desired interaction and multiplies it by the current base fee plus an
optional priority fee. By setting a priority fee, the validators are incentivized to include the
transaction earlier into the blockchain, as they get to keep the tip [11]. The interaction can
be a simple Ether transaction, which requires 21,000 units of gas [58]. There are also more
costly contract deployments, for instance, the Bored Ape Yacht Club, the biggest Ethereum
NFT project in total trading volume on OpenSea [59], costs 3,893,600 units of gas.

Units of Gas Used× (Base Fee + Priority Fee) = Total Fee (2)

It is possible to set the optional parameter maxFeePerGas. The adapted formula can
be seen in Formula (3). Participants then never pay more for the transaction than declared
and a surplus is returned to the user [11].

Max Fee− (Base Fee + Priority Fee) = Returned Fee (3)

Akiyoshï [60] explains a technique for how to save gas with this parameter. If the
network is currently congested and the current base fee is high, the max fee should be set
lower to a more normal network status. How low and what a normal network status is can
be inferred from Etherscan’s Gas Tracker [2]. These gas fees vary at all times. Therefore,
stating a value that is best for all times is infeasible. The transaction will stay with the
pending status and will be conducted once the network is less busy. It is important to note
that the maxFeePerGas ought not to be set too low, as this could end in the transaction
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never being executed. Furthermore, if the transaction is time-critical and should be added
to the blockchain as soon as possible, the strategy should be inverted, meaning a high max
fee should be set so that that transaction is preferred by validators over others. This leads
to the next finding (Box 2):

Box 2. Network state implications

Insight 2: The cost of deployment and interaction on Ethereum is heavily influenced by the
congestion state of the network. Non-urgent interactions with the Ethereum blockchain should be
set with a low max fee.

4.3.3. Applied Best Practices

The audits on ERC-721 contracts showed that other gas saving tips [34,45,61] lead to
significantly smaller savings. This is consistent with previous work from Kong et al. [45],
where 52.75% of researched contracts could be improved by USD 0.30. However, they
argue that applying it to all contracts can save a lot of money. The fact that small savings
can compound to larger savings is true, yet this paper argues that easily attainable savings
should be prioritized first. This is still not done by some, as can be seen on Blockscout [62],
where at the time of writing some still did not use the optimizer on deployed contracts.

Moreover, compared to insight 1 and insight 2, other gas savings tips can have a bad
impact on readability. In particular, more advanced gas-saving tips can reduce readability.
It is not the case that any gas saving automatically decreases the security or adds bugs.
However, Martin [31] cautions that obscured domain logic reduces quality, as it allows
bugs to hide more easily. These findings are similar to those of related work. Zou et al. [8]
write about there being a trade-off between code readability and gas optimizations. The
code smells, found by Di Sorbo et al. [61], were generally agreed upon by developers of
smart contracts, but the developers raised awareness that some optimizations could harm
readability. Small gas savings should not be the reason why a bug or an attack is possible.
This leads to the next insight (Box 3):

Box 3. Security vs. gas-saving

Insight 3: Security should be prioritized over other aspects that can harm it, such as gas-saving
techniques.

If a contract is, however, used by many users, gas savings should be utilized as much
as possible. Similar to ConsenSys [29], this study wants to emphasize that different projects
and smart contracts need to be coded differently. A one-time mint ERC-721 NFT contract
has different requirements than an OpenZeppelin library. Small gas savings can make a
big impact if they are saved in a library that is often used. This shows the next observation
(Box 4):

Box 4. Size vs. functionality

Insight 4: Not all smart contracts should be treated the same when it comes to best practices. Smart
contracts benefit differently from the best practices, depending on their size and functionality.

4.3.4. Project Limitations

A manual analysis of smart contracts by only one reviewer leaves space for error or
missed potential. However, the results are strengthened by their similarity and consistency
to other publications mentioned. The application of the best practices on more contracts
could have been beneficial, but again were similar to other related work and were aborted
due to time constraints.
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5. Best Practice Analysis

This section presents the best practices found through research on related work from
Section 3 and practical tests discussed in Section 4. The various points are grouped into
different categories and together form the whole recommendations list. Each section
explains the individual parts and demonstrates the similarities and contrasts to other
works. The category structure of the best practices was partly taken from other related
works [7,29,41].

5.1. General Blockchain Development Philosophy

The composed best practice list for general development on Ethereum is analysed
here. The list is depicted in Table 2 and contains the most important general findings.

Table 2. The list of general principles to follow when developing on Ethereum.

General Principles

Name Description Reference

Favour Simplicity and Security

Simplicity improves security, gas-saving and testing. Complex smart contracts
offer more ways to attack and can create undesired behaviour. Finding less

complex ways and requiring fewer features is the recommended approach. More
compact contracts are smaller and therefore less expensive to deploy and bugs

are more easily detected. Clarity should be prioritised over performance,
meaning sometimes gas-saving best practices should be neglected for clearness.

[11,29,31,32]

Code Quality

Similar software development methodologies should be adopted as are used in
aerospace engineering. Code in smart contracts is by default immutable and

fixing problems after launching is not trivial. Setting up bug bounties and
starting to test in early phases, can help find vulnerabilities. It is not advisable to

apply the motto “move fast and break things” [6].

[32]

Prepare for Failure

Non-trivial smart contracts should be expected to contain bugs and
vulnerabilities. Adding a function to pause contracts and including buffers like

minimum wait time for execution can help to be able to respond to
problems gracefully.

[29,30,32]

Adapt the Strategy
The size, functionality and predicted usage of a contract are crucial for

determining what to optimize it for. A short-lived contract can be less concerned
about gas usage and upgradeability than a library.

[28,29]

5.1.1. Simplicity

The first recommendation is to prefer simple contracts over complex ones. This should
be done with clean code and small contracts. Antonopoulos and Wood assert [32]:

“Complexity is the enemy of security.”

This quote explains why one should strive for simplicity. Simplicity helps to make
code more secure, by making it easier to understand the program flow, the intention behind
the code and making it harder for bugs to hide [31]. Security is a primary concern for
programming on Ethereum, claim Tikhomirov et al. [6]. Alchemy [63] adds to this rule by
reminding that it does not imply to avoid creating smart contracts with many features. Its
core message is to start from a simple standpoint and build more complex functionality
with high code quality from there.

5.1.2. Expectation of Failures

The next principle is to prepare the code for failure. Wang et al. [64] say that it is
impossible to claim that code has no bugs. They further state that even highly experienced
teams that write contracts and audit them are not exempt from that rule. In conventional
software, it is normally easier to stop, pause or remove your service when it is malfunc-
tioning. On Ethereum, that is by default not possible, which is yet another reason why
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preparing for failure is important. To get some functionality to assist with this problem,
one of the following mechanisms could be used:

• An upgrade mechanism for smart contract;
• A pause functionality of critical functionality;
• Some limitation rate to reduce maximum usage or withdrawal.

Upgrade mechanisms help improve security and can help save gas. Therefore, this tip
is further analyzed in the security Section 5.2 and the gas-saving Section 5.3. A pause func-
tionality can be helpful to pause withdrawals or other important parts of a smart contract
in the event of an unexpected behaviour occurring on the smart contract. Lastly, limiting
the usage is another solution to have more time to respond to undesired interactions.

5.1.3. Strategy Adaptation

The recommendation to adapt the strategy is true for general software development
and for Ethereum development. There is often no one-size-fits-all technology, technique
or “silver-bullet”, as stated by various sources [7,28,29,43,65]. The strategy should be first
adapted from conventional software engineering to blockchain development. Secondly,
adaptations between different smart contracts should be undertaken as well. Some un-
conventional programming patterns should be used on Ethereum, which is due to its
blockchain characteristics [30]. The quote from Maslow explains what happens if one does
not have different strategies to choose from [66]:

“I suppose it is tempting, if the only tool you have is a hammer, to treat everything
as if it were a nail.”

Different requirements require different solutions. Adapting the strategy also means
implementing different functionalities at different times.

5.2. Security

The problem with security on Ethereum and other public blockchains is a combination
of circumstances. Generally, security [8] and bug-free code [64] are hard to guarantee. Fur-
thermore, attackers can attack whenever they want, since Ethereum is permissionless [36].
Moreover, contracts can hold high monetary value, making it attractive for adversaries
to attack [1]. The situation is improved in permissioned blockchains, but according to
Staples et al. [67], not even private blockchains are potentially private enough. They argue
that private blockchains share information between their nodes and if competitors are
in the same network, they have the potential to attain sensitive information about their
competitors. Developers need to therefore prioritize security and make Ethereum safer.
Table 3 contains guidelines to improve safety. Although it is not feasible to get rid of all
security issues, since new attack vectors can arise at any time, it is at least possible to protect
oneself against known attacks.

5.2.1. Code Reuse

Reusing code is a common practice and recommended by many in the Ethereum
domain [11,29,41,68]. Antonopoulos and Wood [32] emphasize that reusing trusted code is
possibly the most fundamental principle for security. They further warn that reinventing
the wheel with new code is likely going to be less secure than extensively tested and
used libraries. There is a saying in cryptography for that: “Don’t roll your own crypto”.
However, it is noteworthy that Chen et al. [7] remark that the reuse of code on Ethereum
possibly carries a higher risk than in traditional systems and therefore reused contracts
should be security audited. In summary, it can be said that well-tested and widely used
libraries can and should be used. OpenZeppelin [69] is a prominent example that offers a
variety of such smart contracts that should be reused.
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Table 3. The security best practices list.

Security Best Practices

Name Description Reference

Reuse Code and Libraries
Well-tested and widely used libraries are good for reuse and most often

outweigh the benefits of creating everything from scratch. The more
complex the code is, the better it is to rely on audited libraries.

[11,29,32,41]

Contract Upgrades

For more complex and long-lived smart contracts, a proxy pattern or
another upgradeable pattern is advisable to fix critical flaws that could

render a contract useless or insecure. This reduces gas costs, as otherwise,
multiple contracts would need to be redeployed. The security implications

are two-sided. It enables bug fixing but also introduces new
security vulnerabilities.

[18,41,69]

Check-Effect-Interact

It is difficult to check if code could be used differently than anticipated. As
a defensive safety mechanism, the general order of the Solidity code

should be, to check the condition first. Afterwards, update the checked
state and only, as a last step, should an external call happen. Otherwise,

reentrancy attacks are possible.

[7,16,32]

Pull Over Push

There are two possible ways to send ETH. A smart contract can be sent to
other accounts or have the ability for other accounts to actively pull the

resource. For external calls, it is advisable to implement a pull mechanism.
They should be separated into their own function that the user calls.

Otherwise, a denial of service with an unexpected revert could happen.

[7,29,40,70]

Readability

Clear and simple code is easier to check for bugs and better for audits.
Contracts should be built with open-source methodologies and

collaborations. Documenting code and following the styling and naming
conventions further help.

[16,29,32]

Tokenization Using token standards is highly recommended and each has different
benefits and side effects. Prominent tokens are explained in Section 5.2.5. [32,41,51,71]

Testing
High test coverage is recommended as smart contracts are executed in a
public environment and anyone can interact with them. Make use of the

test networks and test over multiple stages during the development.
[6,11,29,32,37,41]

Stay Up-To-Date

Always use the current stable versions of Solidity. All tools and the
libraries used for development should be up-to-date. When new security
techniques are introduced and vulnerabilities are discovered, check if they

concern your smart contracts.

[29,37]

Interact With Ethereum Securely

Safe general interaction with Ethereum is key to avoid pitfalls. These
include key management and being mindful of scams. Due to Ethereum’s
decentralized nature, it is not possible for a centralized authority to help in

the case of key loss.

[11]

5.2.2. Upgradeability Trade-Off

Generally, blockchain-based software benefits from the immutability aspects, but
some degree of modification is necessary for feature improvements and fixing problems,
says OpenZeppelin [69]. If a vulnerability is found on production smart contracts, the
desired action is to fix the problem. However, circumventing immutability and adding
upgradeability bring about their own risks [29]. OpenZeppelin [69] report that upgradable
proxies are difficult to use securely and correctly. They discuss the problem that both the
proxy contract and the contract containing the logic access the same state variables and the
same risk of overwrites. Furthermore, a programming overhead and increased complexity
is added when including proxy logic.

The recommendation is for bigger projects and contracts that are used over a longer
period should make use of upgradable patterns. There is a variety of possible solutions.
For instance, Meisami and Bodell III [72] found 11 different patterns for upgradable proxies.
Small and short-lived projects might work better without the added overhead.
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5.2.3. Reentrancy and Check-Effect-Interaction Method

Reentrancy means that during the execution of the code, the executed smart contract
is called multiple times by an attacker contract during one transaction. The first reentrancy
attack was used during the DAO hack [29]. One possible scenario of reentrancy is to drain
the balance of a smart contract. Reentrancy is the vulnerability that has been investigated
most extensively, with 17 defence mechanisms developed, says Chen et al. [45]. Many
defence mechanisms aid with this problem. A simple one is the recommendation “Check-
Effect-Interact” of Table 3.

5.2.4. Pull over Push

There are two options to make an external call for a ETH transaction. A smart contract
can try to push the ETH or have a pull mechanism that is activated by the other account
that should receive the ETH. If a transaction is required to go through, an implementation
that uses a push mechanism is at risk. Either maliciously or unintentionally, users can bring
the smart contract to a halt. If the receiving account is a contract, it could, as an example,
revert when receiving ETH. A real-world example is the Akutar auction contract [73]. It
had a push mechanism to refund ETH back to bidders who did not win the auction. A
hacker used it and locked it to prove the point of audits and security. Since the hacker had
no ill intentions, they reopened it again. This could have been avoided by implementing a
pull mechanism.

5.2.5. Token Standards

Each token standard has its benefits and disadvantages and should be used for the
right use case. The ERC-20 is often used for simple interchangeable tokens. ERC-721 and
its modified versions allow for differentiating between the tokens. If multiple different
tokens are planned or multiple tokens are expected to change owner, the ERC-1155 is
recommended to use.

5.2.6. Readability

The importance of readability of code is often mentioned [8,31,32,61]. Readability is a
lot about clear and simple code, as it helps developers and auditors to quickly understand
the purpose of a function or a smart contract. One additional thing to consider with
Ethereum, is the trade-off with some gas savings, as they can hurt readability. Therefore,
if there is no strong reason for a specific gas saving, especially for a small saving, one
should deter from adding it. This tip was a finding from Section 4 and has been similarly
mentioned by others [8,61].

5.2.7. Testing and Staying Up-to-Date

Over time, new token standards have been introduced to Ethereum. It is important to
keep up to date, as they help with the development and make it safer to interact with them.
Testing should be done often and early and can be seen as a minimum security requirement.
There are different tools to test smart contracts. One can have automated testing with
unit tests, integration tests, property-based tests and static and dynamic analysis tools.
Furthermore, smart contracts can and should be tested manually. This includes testing on a
local blockchain, testing on a currently active testnet, having bug bounties and audits. The
recommended approach is to use a mix of all possible tools and to adjust the effort relative
to the project size and functionality [11,32].

Dannen [74] also concludes that it can be challenging to acclimate to the fast pace of
blockchain development. The best practice of staying up-to-date leads to the next finding
(Box 5):
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Box 5. Occurrence of breaking changes

Insight 5: The development of Ethereum and its accompanying tools is fast-paced. Breaking
changes happen continually.

5.2.8. Secure Ethereum Usage

With Ethereum, there is no centralized authority that can intervene due to the under-
lying technology. The user has to keep their private key safe or use a strong password for
their wallet. It is possible to lose access to one’s wallet if the user forgets their private key.
On top of the required key management, the users need to be aware of scams. A sceptical
mindset is recommended. Common scams include asking for the private key or telling
someone to send ETH to an address with the promise of huge returns. Moreover, scams
also occur when interacting with smart contracts [11].

Vitalik et al. [75] have proposed the ERC-4337, which allows users to have smart
contract accounts instead of externally owned accounts. It would allow for more user-
friendly keys and key recovery according to Alchemy [76]. Alchemy acknowledges that
it also possibly introduces new security risks and that interaction with using account
abstraction would lead to more expensive interactions due to the overhead.

5.3. Gas Savings

The gas-saving parts of the best practices are separated into a general and an advanced
part. The reason for that is that the general section is mostly a selection of low-cost, high-
impact tips that provide great benefits with little effort. On the other hand, the more
advanced savings require more in-depth knowledge about Solidity and yield smaller
rewards. While smaller changes combined can also make a huge difference, the effort is
higher. These tips can also change with newer versions of Solidity.

5.3.1. Solidity Optimizer

As found in Section 4, the Solidity optimizer improved simple ERC-721 and ERC-1155
contracts by more than 40%. The findings on the optimizer were interesting because a
reduction of more than 40% for projects should be emphasized more than it is and it should
also be turned on by default. It is, however, noteworthy that using an optimizer does not
come without some concerns or past bugs. There are multiple occasions where issues with
the Solidity optimizer were found [77]. Moreover, the Solidity documentation [16] warns
against using some experimental features. Lastly, the improvements found for simple
ERC-721, ERC-721A and ERC-1155 token contracts cannot automatically be assumed for
other contracts. Checking the Solidity optimizer against other types of contracts is a future
work task. According to a blog post by the Solidity team [78], they admit that earlier
versions of the optimizer were complicated and contained bugs, but since late 2020, they
recommend to always use the optimizer. They state that only if someone does not care
about gas costs at all can they then disregard the optimizer.

An important setting is the runs setting. It gives the optimizer a criterion on what
to optimize for. If the value is set low, one tells the optimizer that the code will not be
executed often and therefore a small deployment size is important. On the other hand, a
high value means that the contract will often be executed, which sets the focus on cheaper
execution costs. The standard value is 200 [16]. Finding the optimal value is not trivial and
needs to be tested individually. One can do some manual tests or run some test cases and
see what works best.

5.3.2. Deployment Time and Network Congestion

The time when one wants to deploy has a huge impact on the cost required to do so.
Furthermore, the urgency with which the interaction has to happen can also impact the cost.
In Section 2.1, the mechanism of the network that is dealing with congestion is explained.

To begin with, a clear trend can be seen for when the network is normally congested
and when it is more idle, according to Marchioro [79]. The best time for interacting is at
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night, using Coordinated Universal Time. Interestingly, the hour of the day has a stronger
dependency on the network state than the day of the week. Marchioro expects the trend to
flatten out over time, as more bots for interacting with Ethereum might be used in the future.
Additionally, it can be very beneficial for the cost required to interact with the network if
the interactions are time-flexible. As mentioned in the methodology in Section 4.3.2, by
setting the maxFeePerGas to a lower level than the current base fee, one can decrease the
required cost sharply. Yet, two matters have to be taken into account. If a transaction is
time-critical, one cannot utilize this. Secondly, the fee should not be set too low, otherwise
the transaction might never go through. The effect of this technique is conditional on the
network state. It enables the usage of the network at the lower end of the fee range. The
exact execution time is not predictable.

5.3.3. Storage

All Ethereum full nodes need to store all data of the network. It would be hard for
network participants to run a full node if the blockchain were to be multiple TBs large. The
chain is continuously growing. Currently, it is a bit over 1.2 TB, with the Ethereum client
Go-Ethereum (GETH) [80]. They state that around 14 GB are added to the database per
week. The GETH client [80] has a pruning feature to keep the disk size lower. This is one of
the reasons why storage on Ethereum is relatively expensive and developers have to adapt
their strategy accordingly. External storage options like IPFS [81], are a solution to extract
bigger data from the blockchain.

5.3.4. Solidity Gas Improvements by Versions

Newer versions of Solidity improve safety but can also help reduce gas costs. With
the included check of overflow and underflow in Solidity 0.8.0, the SafeMath library has
become obsolete [69]. This saves gas because the library does not have to be added. It is
possible to use unchecked blocks to tell the compiler to not check those parts for overflows
or underflows. This saves a bit of gas as well. However, it is not advisable to use it in
circumstances where the value can overflow or underflow. Another improvement came
with Solidity 0.8.4 [16], where custom errors were introduced. They can be used to improve
the explanation of why a smart contract reverted. Furthermore, custom errors decrease
runtime and deployment gas costs.

5.3.5. Solidity Idiosyncrasies

This recommendation should be considered more, with growing experience. It may
be less feasible for a beginner who is learning Solidity to study small gas-saving details.
However, over time and if the project requires it, more time should be invested in learning
and utilizing more advanced tricks for saving gas.

5.4. Advanced Solidity Gas Cost Improvements

This section discusses the best practices from Table 4. As mentioned in Table 2,
adapting the strategy of programming is favourable. These tips can be used to save gas, but
their effectiveness depends on the various factors of a contract and its surroundings. These
are the size, the expected lifetime of the contract, the expected frequency of it being used,
the experience of the developer team and whether it is a library or a standard contract.

5.4.1. Gas Saving Trade-Offs

Not all developers recommend advanced gas-saving methods, since they sometimes
come with reduced readability or can create misunderstandings [8,31,61]. Further, not all
improvements are valid at all times nor come without side effects. Fravoll [82] provides
three patterns for saving gas packing variables, memory array building and string equality
comparison. These are tips to lower cost, but they also bring about problems. Packing
variables increases gas cost if implemented wrong. Next, the complexity can increase when
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using memory array building. Lastly, string equality comparison has not been used in a
production environment according to Fravoll.

According to Valverde [83], the lesser sign (<) and greater sign (>) should be favoured
over the less than or equal sign (≤) and the greater than or equal sign (≥). This tip is for a
slightly more gas-efficient code. However, this could lead to confusion, when the contract
for example contains a check if the maximum number of NFTs per transaction is exceeded.
The code for both smart contracts is presented in Figure 2. If one only checks the contract
quickly, they could think that the maximum amount to mint is 11. If the user then tries to
mint 11 pieces in one transaction, it would revert due to the maximum only being 10.

Table 4. Advanced Solidity improvements, recommended for libraries and other frequently used
smart contracts.

Advanced Solidity Improvements

Name Description Reference

Minimal Proxy Contract
Using a minimal proxy contract allows cheap contract functionality cloning. The contract

only implements some parts and delegates to another contract holding the logic.
Therefore, the deployment cost can be reduced.

[84]

Cache Storage Values Before reading storage values multiple times from storage, it is better to copy them to
memory once and then read from memory. [85]

Use Bitmap
Bitmaps are useful to save data in a compact and gas-efficient way. Each entry only takes

one bit instead of 8. The cost of writing to storage depends on the value stored before
overwriting it.

[86]

Variable Packing
The state variables are stored in 32-byte slots. If smaller state variables are declared next to
each other in a smart contract, the Solidity compiler packages them together and therefore

saves storage and gas.
[11,34]

Use UINT256 If variables are not packaged, it is better to use uint256. Otherwise, the variable has to be
converted to a uint256 variable every time. [34]

Figure 2. The first contract is a contract with a readability focus. The second one focuses on gas
efficiency. Constructors and other parts have been omitted to reduce size and to emphasize the main
point of this code.

5.4.2. Minimal Proxy Contract

If one has to issue smart contracts with similar functionality, using a minimal proxy
contract could be beneficial. Manifold states that deployment costs are low due to using a
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delegate proxy implementation [87]. This tip is only utilizable under certain requirements.
One requirement is that similar code needs to be required by multiple contracts. However,
due to its gas savings, it should be kept in mind. The minimal proxy contract standard
ERC-1167 by Murray et al. [84] has nothing to do with upgradeable contract patterns,
neither is it a replacement for it.

5.4.3. Storage vs. Memory

There is a gas discrepancy between interactions with memory and storage on the
EVM. The loading and writing to memory is cheaper compared to doing the same thing on
storage variables [85,88]. It is recommendable for variables that are used multiple times to
load them first to memory, interact with them and lastly store them back into the storage.
This means that a temporary variable is introduced that keeps the variable in memory. This
tip should be used with caution, as it increases complexity slightly and can seem confusing
for developers who do not know the gas implications for memory and storage interactions.

5.4.4. Bitmaps

OpenZeppelin [69] provides a bitmap library that maps uint256 to boolean, meaning
that each bit of the 256 bits is an entry. The gas savings come from writing a variable that is
already non-zero. Writing from non-zero to non-zero costs 5000 units of gas, while zero to
non-zero is 22,100 units of gas [89].

5.4.5. Variable Packing

The EVM operates on 256-bit elements. This can be used to save on storage space by
putting multiple smaller data types into one uint256 variable. This is done automatically
by the compiler if the smaller variables are placed next to each other in the code. However,
if, for instance, a uint16 variable on its own has to be converted to a uint256 every time it is
used, It will be more expensive than when the variable is a uint256. Furthermore, if the
variables are not used together, the cost of writing is also increased, because the new value
is not just replacing the old, but has to be combined with the data in the same slot [11].

5.5. Tools for Auditing and Developing

When using additional tools, two things should be kept in mind. Firstly, using a
security tool does not guarantee security. Zhang et al. [44] claim that 80% of security-related
bugs cannot be audited by a tool. Secondly, using a gas optimizer can also bring about
unexpected issues or can even introduce vulnerabilities. Therefore, one has to consider the
possible side effects and decide for themselves, if they want to accept them or not. This
study recommends staying with well-tested and maintained tools.

The agreement on defects between tools is low, therefore the tools should be used
complementary to each other, say Di Angelo et al. [90]. Similarly, Ivanov et al. [91] found
that the coverage of vulnerabilities in security tools is very different and many defects
from the SWC registry [92] are not covered by any tool. Durieux et al. [93] suggest using
Mythril and Slither in combination for the best results. Both tools are well maintained,
which improves their appeal further.

6. Results

This section summarizes the findings of this study and recalls the research questions
and checks how they have been answered.

RQ1: Multiple best practices have been found and put together into a list. Table 2
shows what general best practices should be followed. Its main points are to favour
simplicity and security over other things. Program failure and bugs are a natural part of
the process and should be taken into consideration from the beginning. Code quality is
always preferable, but with blockchain development, high code quality is indispensable,
since code faults can lead to irretrievable damage. Smart contracts can have different
sizes, functionality, use cases and lifespans. Adapting the strategy on how to implement
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them is preferable. Last but not least, it is beneficial to do one’s own research. Up-to-date
information changes regularly and some recommendations might not be applicable for
every scenario. Insight 4 from Section 4 influenced the answer to this research question.

RQ2: To secure smart contracts, a lot of publications were found. Some pointed
out that hacks still occur even long after defense mechanisms are developed and best
practices are published. Simple best practice principles to defend against security issues
are presented in Table 3. Developers should build upon well-tested libraries and code.
Since protection against failure cannot be easily guaranteed, proxy patterns for updating
should be applied, especially for larger and more complex projects. The two coding
flows “Check-Effect-Interact” and “Pull Over Push” can boost security. Readability is
important for keeping it easy to read and understand the code. Using token standards
helps build upon the experience of the open-source community. Lastly, staying up-to-date
is highly recommended on Ethereum. New features are introduced and vulnerabilities are
discovered. The answer to this research question has been influenced by insight 3 from
Section 4 and insight 5 from Section 5.

RQ3: Gas savings can have a negative influence on readability and complexity.
Through the methodology in Section 4, it was visible that some techniques have fewer or no
side effects and can improve gas savings heavily. These techniques can be seen in Table 5.
Not all found practices are in any way new, but too little advertised for their effectiveness,
for example, using the Solidity optimizer and utilizing the network when it is less busy.
Furthermore, storage costs should be kept in mind when developing on Ethereum. On the
other hand, there are more advanced gas savings that either are less effective or increase
complexity and could harm readability. These savings are not unhelpful but should be
used in the right environment. The advanced gas savings are visible in Table 4. The answer
to this research question has been influenced by insights 1 and 2 in Section 4.

The research, the collection of knowledge and the answering of the research questions
happened to the best of the author’s knowledge and belief. Still, it cannot be ruled out that
the best practices are incomplete, faulty or will lose relevance.

Table 5. The list of general gas-saving best practices.

Gas Saving Best Practices

Name Description Reference

Solidity Optimizer

The optimizer is recommended to be used with smart contract development.
The runs variable can be adapted and it modifies the way the optimizer

improves the code. A low number of runs means that the smart contract is
optimized for deployment. Choosing a large number results in a less

optimized contract for deployment, but lowers the cost of calling functions.

[16,94]

Regard the Network State

The cost of interaction with Ethereum depends heavily on the state of the
network. Both urgency and deployment time have an impact on the gas fee.
Utilize maxFeePerGas for time uncritical deployments and transactions. This
should be done by limiting the maxFeePerGas to an average gas fee below the

higher fee of the congested network.

[11,60]

Be Mindful of Storage
Do not store any data that does not have to be on the blockchain. A popular
solution for tokens is to use an IPFS to store additional potentially large data.
For example, the metadata is linked with the tokenURI in an ERC-721 project.

[32,54,69,95]

Utilize Newer Solidity Versions
Newer Solidity versions do not only bring security updates but can save gas.

With Solidity version 0.8.0 an overflow and underflow check was added,
making the SafeMath library obsolete on new smart contracts.

[11,69]

Learn Peculiarities of Solidity

Gas costs for operations performed in Solidity can be reduced by small
changes. Be wary of how storage and its read and write operations work on

Ethereum. The changes can be small, but compound when used by many
network participants. These changes should never, without a good reason,

reduce readability or the security of the code.

[32,34,45,94,96]
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7. Discussion

This is the section where the results are critically discussed and their implications
for others are evaluated. Limitations of this work are disclosed, the project creation is
presented and an outlook for future works is given.

7.1. Practical Implications

The found best practices should be seen as a guide for beginner blockchain developers
and can function as a good lookup resource for more experienced developers. With four
different lists, the best practices introduce each category and highlight the most important
aspects. The lists also help get a feeling for which principles are more relevant and should
be prioritized. The most important recommendations are to prioritize code quality, security
and testing. A security breach should be avoided. This includes being aware of possible
attack vectors and their corresponding defense mechanisms. Moreover, software projects
have disparate challenges and needs. This is the same for projects on Ethereum and means
that the strategy should be adapted to the smart contract’s functionality and size. Gas
savings should be utilized where useful, but should not be traded for simplicity and security.
Lastly, the quick progress of Solidity and Ethereum should be considered.

7.1.1. Relevance for Other Blockchains

Since multiple other blockchains make use of the EVM, some findings should be
relevant to alternative blockchains as well. Some alternatives are Polygon PoS, BNB Smart
Chain or Avalanche. These blockchains likely benefit the most from general best practices.
However, gas savings should be less important since the fees required to be paid are
much lower than on Ethereum. For example, high transaction speed and low gas fees are
desired properties for Polygon [97]. In 2023, Aschauer et al. proposed a blockchain-based
implementation for an Uber-like ride-sharing platform which compared execution costs of
the required contracts on Ethereum, Polygon and HarmonyOne. Since all those blockchains
are directly or indirectly EVM-based, the resulting gas values are similar even though the
actual costs differ significantly due to vastly different transaction fees [98].

7.2. Limitation

It is hard to make the best practice list exhaustive as new vulnerabilities are discovered
and other features are introduced. Hence, this study cautions the readers against blindly
trusting the results. To reduce the problem of missing best practices, a wide range of
popular lists, tips and helpful resources were checked to get as many diverse insights as
possible. The best practices are generally not holistically applicable to other blockchains
without adaptations, since many use different programming languages and architectures.
Nevertheless, Section 7.1.1 summarizes the expected gains for similar blockchains. The
fast-paced development of blockchains and Solidity results in some best practices becoming
less relevant over time if not adapted.

7.3. Credibility of Sources

Although Ethereum was initially published in 2015 and a lot of research has been
made on blockchains and Ethereum, a vast amount of knowledge and current news are
first found on different blog entries, the Ethereum documentation [11] or the platform X.
This point is backed by multiple papers in this domain. Oliveira et al. [99] claim that the
literature on tokens is based strongly on blog posts, news articles and social media channels.
Wohrer and Zdun [30] also state that best practices are found across Ethereum blogs and
the Ethereum community. Ultimately, the gas-saving patterns by Marchesi et al. [34] are
based partly on discussion lists and Ethereum blogs.

7.4. Future Work

Future work is imaginable in multiple directions. It is possible to add best practices
for other languages on Ethereum or research other blockchains. The most apparent next
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language to check would be Vyper. It is the second most popular programming language
on Ethereum. A security comparison between Vyper and Solidity has already been made by
Kaleem et al. [70]. Such a comparison could be supplemented with further investigations
into differences in tools, gas-saving techniques and standards. Another possible next
step would be to research best practices for other blockchains. Checking how much these
guidelines help similar technologies would be worth researching. Moreover, different
blockchains, such as Solana [100] could be compared. It would be interesting to see which
best practices overlap and which are completely different. There should be differences
between the different architectures. Other differences like low transaction fees probably
make gas savings less important.

Author Contributions: Conceptualization, M.B.; methodology, M.B.; software, M.B.; writing—
original draft preparation, M.B.; writing—review and editing, E.S.; supervision, E.S.; funding acquisi-
tion, M.K. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding

Data Availability Statement: The entire source code associated with this publication is available at
https://github.com/GitHub-Fred/Ethereum-Strategies-For-Security-and-Gas-Saving (accessed on
18 December 2023).

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Luu, L.; Chu, D.H.; Olickel, H.; Saxena, P.; Hobor, A. Making smart contracts smarter. In Proceedings of the 2016 ACM SIGSAC
Conference on Computer and Communications Security, Vienna, Austria, 24–28 October 2016; pp. 254–269.

2. Ethereum Gas Tracker|Etherscan. Available online: http://etherscan.io/gastracker (accessed on 2 August 2023).
3. Schwarz-Schilling, C.; Neu, J.; Monnot, B.; Asgaonkar, A.; Tas, E.N.; Tse, D. Three attacks on proof-of-stake ethereum. In

Proceedings of the International Conference on Financial Cryptography and Data Security, Grenada, Grenada, 2–6 May 2022;
Springer: Berlin/Heidelberg, Germany, 2022; pp. 560–576.

4. Neu, J.; Tas, E.N.; Tse, D. Two attacks on proof-of-stake GHOST/Ethereum. arXiv 2022, arXiv:2203.01315.
5. Neu, J.; Tas, E.N.; Tse, D. Two more attacks on proof-of-stake GHOST/Ethereum. In Proceedings of the 2022 ACM Workshop on

Developments in Consensus, Los Angeles, CA, USA, 7 November 2022; pp. 43–52.
6. Tikhomirov, S.; Voskresenskaya, E.; Ivanitskiy, I.; Takhaviev, R.; Marchenko, E.; Alexandrov, Y. Smartcheck: Static analysis of

ethereum smart contracts. In Proceedings of the 1st International Workshop on Emerging Trends in Software Engineering for
Blockchain, Gothenburg, Sweden, 27 May 2018; pp. 9–16.

7. Chen, H.; Pendleton, M.; Njilla, L.; Xu, S. A survey on ethereum systems security: Vulnerabilities, attacks, and defenses. ACM
Comput. Surv. (CSUR) 2020, 53, 1–43. [CrossRef]

8. Zou, W.; Lo, D.; Kochhar, P.S.; Le, X.B.D.; Xia, X.; Feng, Y.; Chen, Z.; Xu, B. Smart contract development: Challenges and
opportunities. IEEE Trans. Softw. Eng. 2019, 47, 2084–2106. [CrossRef]

9. Turing, A.M. On computable numbers, with an application to the Entscheidungsproblem. J. Math 1936, 58, 5.
10. Buterin, V. A Next-Generation Smart Contract and Decentralized Application Platform. 2014. Available online:

https://finpedia.vn/wp-content/uploads/2022/02/Ethereum_white_paper-a_next_generation_smart_contract_and_
decentralized_application_platform-vitalik-buterin.pdf (accessed on 18 December 2023).

11. Ethereum Documentation. Available online: https://ethereum.org/en/developers/docs/ (accessed on 1 August 2023).
12. Tsankov, P.; Dan, A.; Drachsler-Cohen, D.; Gervais, A.; Buenzli, F.; Vechev, M. Securify: Practical security analysis of smart

contracts. In Proceedings of the 2018 ACM SIGSAC Conference on Computer and Communications Security, Toronto, ON,
Canada, 15–19 October 2018; pp. 67–82.

13. Canfora, G.; Sorbo, A.D.; Laudanna, S.; Vacca, A.; Visaggio, C.A. GasMet: Profiling Gas Leaks in the Deployment of Solidity
Smart Contracts. arXiv 2020, arXiv:2008.05449. Available online: http://xxx.lanl.gov/abs/2008.05449 (accessed on 18 December
2023).

14. Albert, E.; Gordillo, P.; Hernández-Cerezo, A.; Rubio, A. A Max-SMT superoptimizer for EVM handling memory and storage. In
Proceedings of the International Conference on Tools and Algorithms for the Construction and Analysis of Systems, Munich,
Germany, 2–7 April 2022; Springer: Berlin/Heidelberg, Germany, 2022; pp. 201–219.

15. Albert, E.; Correas, J.; Gordillo, P.; Román-Díez, G.; Rubio, A. Gasol: Gas analysis and optimization for ethereum smart contracts.
In Proceedings of the International Conference on Tools and Algorithms for the Construction and Analysis of Systems, Dublin,
Ireland, 25–30 April 2020; Springer: Berlin/Heidelberg, Germany, 2020; pp. 118–125.
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Abstract: It is crucial to ensure the privacy and authenticity of the owner’s information in car insur-
ance claims. However, the current traditional car insurance claims scenario suffers from inefficiency,
complex service, unreliable data, and data leakage. Therefore, considering the privacy and sensi-
tivity of insurance information and car owner data, we can use blockchain, smart contracts, and
zero-knowledge proof technology to improve the current problems. This paper proposes a novel
car insurance claim scheme based on smart contracts, blockchain, and zero-knowledge proof. Our
scheme focuses on preserving privacy in the car insurance authorization and claim process. We
design a private smart contract for the creation and revocation of car insurance and public smart
contract for the authorization and validation of car insurance. By using ZoKrates, generating zero-
knowledge proofs off chain and verifying the proofs on chain reduces the amount of data storage
and computation on chain and provides privacy protection for sensitive information. Experimental
results confirm the efficacy of our scheme in terms of security and performance.

Keywords: car insurance; blockchain; smart contract; zero-knowledge proof

1. Introduction

Insurance is one of the most widely used forms of protection worldwide [1]. An
insurance policy represents an agreement between individuals or entities and an insurance
company, providing financial assistance or reimbursement in the event of a loss. A digital
transformation is currently underway in the insurance industry to adapt to the needs of
modern society [2]. In the car insurance industry, car insurance claims management is
facilitated through the collaboration of various entities from different fields, such as the
police, county administrators, insurance agents, and healthcare professionals [3]. This
collaborative sharing of multi-source information is crucial for insurance companies to
make accurate decisions regarding policyholders’ claims.

While insurance plans are prevalent, settling and processing insurance claims can be
challenging and error free [4]. Insurance companies often manipulate terms and conditions
to avoid paying policyholders, while fraudulent claims can pose problems for insurers [5].
The advantages of blockchain and smart contracts can make insurance contracts more
transparent, efficient, and resistant to fraud [6]. Several blockchain-based solutions have
been proposed [7,8], with the core idea of using blockchain to establish a trust mechanism
between customers and insurance companies, thus effectively confirming the content of car
insurance payouts. Automated smart contracts can speed up claims processing and reduce
insurers’ operating costs.

Indeed, using blockchain-based car insurance plans still presents two significant chal-
lenges. Firstly, the identities and insurance details of users participating in the insurance
are public, which could lead to privacy breaches and information misuse [9]. Attackers
could access all transaction data by downloading a copy of the ledger or trace relationships
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between transactions and accounts by analyzing the transaction data in the ledger. Sec-
ondly, the car insurance claims process relies on the automatic execution of smart contracts,
which may require sensitive information to be received on the blockchain to invoke smart
contracts [10], such as the vehicle owner’s identity. Since these inputs are publicly transpar-
ent, they could expose the vehicle owner’s privacy. To address these challenges, further
advancements in privacy-preserving techniques and data encryption on the blockchain
are necessary.

Zero-knowledge proofs are interactive verification protocols [11]. In this protocol,
based on predefined actions, a verifier can be convinced that a prover possesses specific
secret data without revealing any private information, including the prover’s data, the veri-
fier’s identity, and the prover’s identity. The verifier only knows that the prover has access
to this data. The application of zero-knowledge proofs technology in the blockchain-based
insurance sector not only helps to protect the privacy of owners and reduce the risk of infor-
mation asymmetry but also optimizes the execution process of insurance contracts [12–14].
Our research aims to address the problem of insurance and user information leakage in the
blockchain-based car insurance industry by incorporating zero-knowledge proofs.

This paper proposes a solution based on blockchain, smart contracts, and zero-
knowledge proofs to address privacy issues in traditional blockchain-based car insurance
systems. In this solution, the blockchain ensures the integrity and immutability of insurance
data, while smart contracts enable the decentralized execution of insurance claims pro-
cesses. Additionally, zero-knowledge proofs are used to maintain the privacy of insurance
data and user identities.

The contributions of this paper can be summarized as follows:

1. We propose a hybrid smart contract proxy model. Using a private smart contract for
creating car insurance protects insurance data from third-party access. A public smart
contract is employed for insurance verification, achieving identity authentication
without revealing sensitive user information.

2. The utilization of ZoKrates enables zero-knowledge authorization and verification for
car insurance. This avoids the exposure of privacy attributes’ ownership in a publicly
transparent distributed ledger, ensuring non-linkability between vehicle owners and
their insurance details.

3. The paper includes a thorough security analysis, demonstrating the privacy and secu-
rity of our proposed solution. Additionally, comprehensive performance evaluations
were conducted to showcase the effectiveness of the proposed approach.

The remaining sections of this paper are organized as follows. In Section 2, we present
the background to blockchain-based insurance schemes. In Section 3, we present the
preliminary knowledge of the methods used. In Section 4, we propose a model for a vehicle
insurance scheme based on blockchain and zero-knowledge proof. In Section 5, we perform
a security and performance analysis of the proposed system. Finally, we conclude the paper
in Section 6.

2. Related Work

The use of blockchain as a system service to design distributed platforms to support
the execution of transactions in insurance processes is a core concept to solve the problems
of traditional insurance platforms [15]. The insurance industry has adopted blockchain to
automate insurance operations by transforming various policies into smart contracts [16].

Many efforts have been made to address car insurance registration using blockchain.
Yadav et al. [17] proposed a blockchain-based framework for car insurance to simplify the
submission of accident reports and insurance claims. Nizamuddin et al. [18] provided
a decentralized blockchain and IPFS-based framework for the auto insurance industry
to regulate auto insurance claims and automated payment activities. Lamberti et al. [19]
presented a blockchain and sensor-based framework for car insurance that uses smart
contracts and sensor data to implement an on-demand insurance system. Bader et al. [20]
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proposed a blockchain smart contract-based ecosystem for simple and transparent car
insurance, using smart contracts to automate the insurance process. Chiu et al. [21] used
blockchain to decentralize data and services and smart contracts as insurance products
for insurance companies for bicycle insurance systems. Nanda et al. [22] designed a
decentralized system model for the car insurance process based on blockchain technology
using Ethereum and smart contracts, with a decentralized application (DApp) for the car
insurance purchase and claim process.

Blockchain is also present in other areas of insurance. Kumar et al. [23] proposed a
blockchain-based trusted fire brigade service and insurance claim framework to provide
immediate fire brigade service to enterprises and prevent insurance fraud while proposing
a sensor network and connectivity model to detect real fires and send emergency service
requests to monitoring stations. Pawar et al. [24] proposed a blockchain-based insurance
system to share health insurance information between hospitals, patients, and insurance
companies. Iyer et al. [25] built a decentralized peer-to-peer crop insurance system to cover
the risk of excessive rainfall. Jha et al. [26] proposed a blockchain-based crop insurance
system to ensure that farmers benefit from the insurance on time.

However, after analyzing existing blockchain-based car insurance schemes, we find
that the authors mainly focus on achieving a decentralized insurance system, ignoring the
blockchain’s information transparency and privacy leakage issues. Therefore, there is a
need to expand the scope of policyholder privacy and consider the privacy protection of
real and sensitive data during the insurance approval and verification process.

3. Preliminary

This section reviews some of the technical preparations required for this paper.

3.1. Blockchain and Smart Contract

The advent of cryptocurrencies has profoundly impacted conventional finance ever
since the inception of Bitcoin in 2009 [27]. Positioned as a distributed ledger technology,
blockchain facilitates data exchange among designated participants. By aggregating and
disseminating transaction data from various data sources, blockchain is structured as a
sequence of blocks, each encapsulating the information of multiple transactions intercon-
nected through cryptographic algorithms to form an immutable chain [28]. Diverging
from conventional centralized databases, blockchain data are distributed across numerous
network nodes, wherein each node possesses a complete ledger copy, necessitating a con-
sensus mechanism for validating and appending new blocks [29]. This decentralized nature
endows blockchain with heightened security and resilience against attacks, empowering it
to establish a robust trust system within a distributed and untrusted environment.

A smart contract represents an automated contract that utilizes blockchain technology
and is expressed as a computer program, facilitating autonomous execution and producing
irreversible outcomes [30]. Employing a distributed ledger to store these contracts ensures
transactional accuracy without reliance on intermediaries, given the assured reliability of
the blockchain [31]. Smart contracts empower users to implement personalized code logic
on the blockchain, enabling the establishment of decentralized systems. The key features
of smart contracts, including decentralization, autonomy, observability, verifiability, and
information sharing, significantly contribute to developing decentralized systems.

3.2. Cryptographic Primitives
3.2.1. Non-Interactive Zero-Knowledge Proof

The fundamental concept of zero-knowledge proofs revolves around proving a state-
ment through interactive protocols [32]. In this process, the prover presents a set of
information to the verifier, enabling the verifier to validate the accuracy of this information
and gain confidence in its truthfulness without acquiring knowledge of how the prover
obtained the information. This information may pertain to the prover’s knowledge of the
original image of a hash or awareness of the members within a Merkle tree with known
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Merkle roots. Practical structures for non-interactive zero-knowledge proof (NIZK) have
been demonstrated in Ethernet [33]. The formal definition of NIZK is described below:

• KeyGen (1λ) → crs: The input is the safety parameter λ; the output is the common
reference string crs.

• Prove(crs, u, w)→ π: The inputs are the instance u of some NP-language LR and the
witnesses w; the output is a zero-knowledge proof π.

• Veri f y(crs, u, π)→ 1/0: The input is the proof π; the output is 1 for acceptance or 0
for rejection.

3.2.2. Fiat–Shamir Heuristic

The Fiat–Shamir heuristic is a technique employed to transform an interactive zero-
knowledge proof protocol into a non-interactive version [34]. In conventional interactive
zero-knowledge proofs, the prover and verifier engage in multiple rounds of interaction
to accomplish the proof process, potentially incurring significant communication costs.
Conversely, the Fiat–Shamir heuristic mitigates the communication overhead by converting
the interactive protocol into a one-way non-interactive form, achieved through a hash
function and a random number generator. The overall process of the Fiat–Shamir heuristic
is as follows:

1. The prover runs Prove(crs, u, w) and generates the proof π. He/she hashes the
(crs, u, π) to e and sends π and e to the verifier.

2. The verifier checks if the equation e = H(crs, u, π) holds and runs Veri f y(crs, u, π) to
decide whether to accept.

3.3. ZoKrates

ZoKrates [35] is an open-source tool set extensively utilized in the blockchain and
cryptocurrency domains for developing and deploying zero-knowledge proofs. It offers a
processing model and features a user-friendly domain specific language (DSL), allowing
developers to describe intricate computational tasks and generate corresponding zero-
knowledge proofs succinctly. These proofs enable the verification of computational results
without necessitating an understanding of the specific computations involved. Furthermore,
ZoKrates supports diverse zero-knowledge proof systems, including zk-SNARKs (zero-
knowledge extensible non-interactive parameters), which streamline the generation and
verification of proofs, rendering the process highly efficient and swift. The details of the
implementation of the proofs of zero knowledge in ZoKrates are given below:

• Compile: To prove specific computations, circuit designs need to be developed.
ZoKrates utilizes a domain specific language (DSL) to describe these circuits. Addi-
tionally, ZoKrates provides libraries for commonly used circuits, such as SHA256 and
elliptic curve computation.

• Setup: Before generating a proof for each circuit, a one-time setup is required to create
a common reference string (CRS).

• Compute witness: ZoKrates automatically computes the corresponding witness based
on the circuit when private or public inputs are provided.

• Generate proof: This step involves generating proof information for the given compu-
tation.

• Export verifier: ZoKrates allows the exporting of proof-verifier contracts, which can
be deployed on Ethereum.

4. Proposed System

In this section, we present an overview of our proposed system, which aims to safe-
guard the privacy of vehicle owners and their car insurance through NIZK and an Ethereum-
based distributed ledger. The notations employed in this paper are presented in Table 1.
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Table 1. Notation setting.

Notations Description

C Insurance company
U Vehicle owner

pkc, pku Public keys for insurance company and vehicle owner
skc, sku Private keys for insurance company and vehicle owner

addrc, addru Blockchain addresses for insurance company and vehicle owner
A Unique asset identifier for insurance

RA Authorization record for insurance A
ε Random number
H Cryptographic hash function

Our new framework focuses on two different scenarios: the car insurance authorization
phase and the car insurance claim authentication phase. In the car insurance authorization
phase, the insurance company invokes a private smart contract to apply a hash function
to the insurance information to generate an asset identifier. Subsequently, using zero-
knowledge proof technology, the asset identifier, the owner’s public key, and random
numbers are hashed to generate an authorization record, and the private authorization
of car insurance is achieved by verifying the zero-knowledge proof in the public contract,
thus effectively hiding the asset identifier and the owner’s information.

Moving on to the car insurance claim authentication phase, the insurance company
devises a secret function and transmits it with a proof key to the vehicle owner. The
vehicle owner then solves the secret function to generate a witness, which, in conjunction
with the proof key, is utilized to produce proof, demonstrating awareness of the secret
function as originally drafted by the insurance company. The vehicle owner subsequently
interacts with the public smart contract, submitting the generated proof. Once the contract
successfully verifies the proof, it can ascertain the legitimacy of the vehicle owner as the
rightful policyholder, all without divulging any specific information about the vehicle
owner. This process ultimately enables the realization of the insurance claim.

4.1. System Overview

Our system involves six main entities: the blockchain, vehicle owner, insurance com-
pany, service providers, smart contracts, and zero-knowledge proof tool. The architecture
and workflow of our proposed system, as follows, are shown in Figure 1:

• Blockchain: The blockchain is responsible for deploying carefully designed smart
contracts. Our design choice is to reduce computational overhead and avoid using
complex cryptographic tools, such as zero-knowledge proofs, on chain.

• Vehicle owner: In the blockchain, the vehicle owner, as a signatory to the insurance
policy, owns the identity attributes stored in the blockchain and receives insurance
claims by proving ownership of his identity identifier and insurance attributes.

• Insurance company: An insurance company is an organization that provides insurance
products and services. Their main responsibility is to issue car insurance policies to
vehicle owners, and process claim payments in the event of an accident. By utilizing
blockchain technology and smart contracts, insurance companies can create accounts
on the blockchain to streamline subsequent insurance operations and improve effi-
ciency and transparency.

• Service providers: Service providers are other entities related to the insurance business,
such as vehicle workshops and emergency service providers, responsible for providing
specific services to vehicle owners, such as vehicle repairs and emergency assistance.
In blockchain, service providers verify the legitimacy of the vehicle owner’s identity
before providing services.

• Smart contracts: We designed private and public contracts, where private contracts are
used to create and revoke car insurance, and public contracts are used for insurance
authorization and vehicle owner authentication. We incorporated the zero-knowledge

33



Electronics 2023, 12, 3869

proof verification contracts in the public contract that enable the vehicle owner to
prove the validity of his identity by providing proofs and public parameters as inputs.

• Zero-knowledge proof tool: We use ZoKrates as our tool to implement zero-knowledge
proofs. It performs off-chain calculations of zero-knowledge proofs and on-chain
verification of their correctness.

Figure 1. Proposed system model.

4.2. Insurance Register Phase

In the proposed system, the insurance company C possesses pkc and skc, and the
vehicle owner U possesses pku and sku. C must first complete the registration process
for the insurance assets by the specific agreement to perform subsequent authorization
operations on them. The private smart contract is deployed under C’s blockchain address
addrc, and only C can invoke it. Algorithm 1 for AssetRegister() is as follows.

Algorithm 1 AssetRegister

Require: Value,In f ormation
Ensure: A

1: A = sha256(abi.encodePacked(Value, In f ormation, msg.sender, block.number));
2: Insurance[A].value = Value;
3: Insurance[A].in f ormation = In f ormation;
4: Insurance[A].creator = msg.sender;
5: Insurance[A].exist = true;
6: Insurance[A].claimed = f alse;
7: emit LogAssetRegister(A, Value, In f ormation, msg.sender, block.number);
8: return A;

When C calls AssetRegister() in the private smart contract, a unique asset identifier A
for insurance is generated. This A is utilized to retrieve and store the mapping from A to the
insurance attributes. To prevent the disclosure of their original values after a potential cyber
attack, the actual inputs are concatenated with A. This ensures that sensitive information
remains protected and secure. The generation of A is abstracted into the following equation:

A = H(Value, In f ormation, msg.sender, block.number) (1)
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The Value field is utilized to record the insurance’s worth. This field is specified by C
during the insurance registration process, ensuring that relevant financial compensations
can be promptly confirmed in the event of accidents or insurance claims. The immutability
and transparency of the blockchain guarantee the accuracy and credibility of the Value
field, eliminating the possibility of human tampering with the value. The In f ormation field
is employed to record the specific content and terms of the insurance. During the insurance
registration process, the creator provides information regarding the insurance plan, scope
of liability, and compensation conditions. These detailed pieces of information are perma-
nently recorded, ensuring the immutability of the insurance contract and mitigating the
risks of information loss or tampering. The msg.sender field serves to identify the address
of the insurance contract creator, also known as addrc. By registering this field in the smart
contract, we confirm and record the identity of the insurance creator, which aids in the
subsequent authorization process for verifying identities. The block.number field is used
to increase the security and unpredictability of hash operations, which is included in the
hash input data during the transaction preparation stage. This does not change the basic
way the blockchain works, but it does allow for a specific hash to be generated based on
the block number in which the transaction was created. The reason for using the block
number instead of the timestamp is that it is determined by a consensus algorithm on the
blockchain network and cannot be changed by miners. In contrast, timestamps are set by
the miners and can therefore be artificially manipulated by miners. The certainty of the
block number makes it safer to use the block number in a contract.

Simultaneously, we incorporated the exist field and the claim field in our design to
determine the registration status and authorization of an insurance policy within the system.
The exist field is utilized to ascertain whether an insurance policy has been successfully
registered in the system. Upon registration of a vehicle insurance policy, the value of
this field is set to True, indicating that the insurance policy has been effectively added to
the blockchain. Conversely, if the registration is unsuccessful, the value of this field will
remain False, thereby preventing duplicate or invalid insurance contracts. On the other
hand, the claim field serves to identify whether the insurance has been authorized by the
owner. Once the insurance is active, the owner of the insured vehicle will be authorized
in this field and will be entitled to make a claim in case of an accident. By recording the
authorization status through the smart contract, we ensure that only the legitimate vehicle
owner can receive insurance compensation, thereby enhancing the security and credibility
of the insurance system.

4.3. Insurance Authorization Phase

During the insurance authorization stage, C can authorize the registered insurance
asset A to U through an anonymous authorization process. This process effectively estab-
lishes the mapping between A and pku on the blockchain while ensuring that this sensitive
information remains concealed from public access. By employing this approach, we safe-
guard the privacy of both U’s identity and the specific insurance assets allocated to them,
bolstering the overall security and confidentiality of the insurance system. Algorithm 2 for
AssetClaim() is as follows.
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Algorithm 2 AssetClaim

Require: A,input,proo f
Ensure: True or False

1: result = veri f yTx(input, proo f );
2: require (result, "The proof has not been verified by the contract.");
3: require (creatorQuery(A) == msg.sender, "You are not the creator of A.");
4: require (claimedQuery(A) == f alse, "This A has been claimed.");
5: require (existQuery(A) == true, This A has been revocationed.);
6: claims[A] = A;
7: Insurance[A].claimed = true;
8: emit LogAssetClaim(A, msg.sender);
9: return True;

To facilitate the transfer of ownership attributes generated during the registration
phase to U, we incorporate a hash operation along with the introduction of a random
number ε. This approach prevents attackers from cracking hash records by enumerating
insurance asset identifier registered on the blockchain and also avoids replay attacks,
increasing the security of the system. The process for insurance authorization is as follows:

• Step 1: C formulates a circuit C in accordance with the insurance authorization
requirements, defining the logic for A’s authorization operation within C.

• Step 2: C inputs A, pku and ε, the algorithm computes RA = (A, pku, ε) within C,
where RA and A are set as the public inputs as well as pku and ε are set as the private
inputs. Following this, the witness value witness is calculated, representing a valid
assignment to a variable that encompasses the computation result.

• Step 3: The algorithm generates zero-knowledge proof key pairs pk and vk based on
the witness, employing a random source commonly referred to as "toxic waste". For
generating these zero-knowledge proof key pairs, we employ the efficient Groth16
algorithm, which ensures a balance between the size of the generated proof data and
the speed of operation.

• Step 4: C inputs pk, A, pku, ε and RA, the algorithm produces zero-knowledge proof π.
• Step 5: During the verification phase, the smart contract automatically assesses the cor-

rectness of the provided inputs. The zero-knowledge proof π undergoes verification
using vk. The insurance policy is deemed authorized to the owner only if the above
validation holds true. This process guarantees secure and accurate authorization of
insurance ownership while preserving privacy and confidentiality.

The validation contract is generated and deployed on the public smart contract via
ZoKrates and is named AssetClaim(). After passing zero-knowledge verification, it is also
necessary to determine whether the account address invoking the contract is the same as
the one used to register A and whether A has been registered and authorized. Once all the
above operations have been passed, RA is recorded in the authorization record, and the
claim of A is changed to True.

In this way, we can effectively authorize insurance to U while concealing the ownership
relationship through zk-SNARK, safeguarding both U’s privacy and the security of the
insurance assets.

4.4. Identity Authentication Phase

During an insurance claim for a vehicle involved in an accident, the vehicle owner must
provide sufficient information to establish their legal ownership of the insurance. However,
relying on the traditional blockchain-based vehicle insurance claim process may expose the
owner’s information through the input of smart contracts, posing a risk of privacy leakage.
To address this problem, we implement owner authentication with privacy-preserving
features based on the Fiat–Shamir heuristic. Algorithm 3 for AssetResponse() is as follows.
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Algorithm 3 AssetResponse

Require: A,input′,proo f ′
Ensure: True or False

1: result = veri f yRes(input′, proo f ′);
2: require (result, "The proof has not been verified by the contract.");
3: require (existQuery(A) == true, This A has been revocationed.);
4: require (calims(A) == A, This A has not been claimed.);
5: return True;

To authenticate as the generator of the insurance record RA on the blockchain, U needs
to provide a zero-knowledge proof to demonstrate the truth of the following two statements:

1. RA can be recomputed: First, U has the sku, which allows the generation of pku by a
hash function. Second, by combining pku with the unique hash value of the insurance
A and a random number ε, the insurance record RA can be recalculated.

2. The recomputed RA is saved on the blockchain.

The first point is essentially proof of the existence of a specific computational process,
demonstrating that U possesses the necessary information to generate the insurance record.
The second point is essentially proof of the existence of a specific element in a set, which, in
this case, is the insurance record RA saved on the blockchain. However, the proof must
maintain the confidentiality of information regarding the specific element being referred to,
ensuring that sensitive details about RA are not disclosed. In the above proof process, both ε
and U’s identity (pku) are kept confidential, ensuring privacy protection. The authentication
process proceeds as follows:

• Step 1: A new circuit C′ is designed, the logic of which is for U to prove to the service
provider that he/she is the rightful owner of RA.

• Step 2: U inputs sku, A, pku and ε, the algorithm computes pk′u = H(sku) and
R′A = H(A, pku, ε), where pk′u, R′A and A are set as the public inputs as well as sku,
pku and ε being set as the private inputs. Following this, the witness value witness′
is calculated, representing a valid assignment to a variable that encompasses the
computation result.

• Step 3: The algorithm generates zero-knowledge proof key pairs pk′ and vk′ based on
witness′.

• Step 4: U inputs pk′, sku, A, pku, ε, pk′u and RA, and the algorithm produces zero-
knowledge proof π′.

• Step 5: During the verification phase, the smart contract automatically assesses the
correctness of the provided inputs. The zero-knowledge proof π′ undergoes verifica-
tion using vk′. And the algorithm compare whether pk′u is the same as pku recorded in
RA and whether R′A is the same as RA. If all the above proofs are valid, the algorithm
returns True.

The validation contract is generated and deployed on the public smart contract via
ZoKrates and is named AssetResponse(). After passing the zero-knowledge verification, it
is also necessary to determine whether RA is the same as the one recorded on the blockchain
and whether A is registered. Once all of these operations have been passed, U is determined
to be the legal owner of RA without revealing any identifying information about the vehicle
owner in the process. The insurance claim process can then be carried out.

4.5. Insurance Revoke Phase

To revoke A, the AssetRevoke() function is called by C within the private smart
contract. It is important to enforce that the account address initiating the revoke operation
matches the account address used to register A. Once this condition is satisfied, the smart
contract updates the exist status of A to False, effectively stopping any subsequent calls
to AssetClaim() and AssetResponse(). In doing so, the smart contract ensures that the
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entitlement of A is revoked and prevents any further interaction with it. Algorithm 4 for
AssetRevoke() is as follows.

Algorithm 4 AssetRevoke

Require: A
Ensure: True or False

1: creator = creatorQuery(A);
2: if msg.sender == creator then
3: Insurance[A].claimed = true;
4: emit LogAssetRevocation(A);
5: return True;
6: end if
7: return False;

The process for asset revoke is as follows:

• Step 1: The algorithm determines whether the address of the account that initiated the
undo operation is the address of the account that created A.

• Step 2: The algorithm sets the exist field of A to False.

5. Analysis of System

In this section, we analyzed the proposed system in various ways.

5.1. Privacy and Security Analysis

• Security of zero Knowledge: ZoKrates offers several alternative zero-knowledge proof
schemes, among which Groth16 [36] is a typical and proven secure scheme.

• Unlinkability of identity: The insurance data are stored on the private smart contract,
which remains inaccessible to anyone except the insurance company. The authoriza-
tion process for insurance is implemented through zero-knowledge proofs. To attempt
to reveal the owner’s private information through ZoKrates, an attacker would need to
perform a brute-force attack on the private token within the hash statement. However,
given the current computing power, calculating 2256 hashes is practically impossible.

• Prevention of replay attack: By adding additional data ε to the computation and
incorporating it into the hash calculation, the result of each computation becomes
unique even if the same A and pku are used. This prevents replay attacks because ε is
different each time, making it impossible for an attacker to reuse previous proofs.

• Security of data transmission: All private data transmission is secured through digital
signatures and hash encryption. Vehicle owners, insurance companies, and service
providers can verify each other’s communications through digital signatures. Ensuring
the security of the certificate authority that issues the digital signatures and symmetric
keys prevents attackers from executing man-in-the-middle attacks by eavesdropping
on messages.

5.2. Efficiency Analysis

The performance evaluation of blockchain primarily encompasses two crucial met-
rics: transaction throughput and latency. Transaction throughput refers to the number of
transactions processed within a specific time frame, while latency signifies the response
and processing time of transactions. Low throughput may be influenced by factors such as
block capacity limitations. Latency is closely associated with algorithm efficiency, and while
network bandwidth constraints can also impact latency, its core reasons lie in algorithmic
effectiveness rather than inherent issues of the blockchain itself. To enhance through-
put, increasing block generation speed is one approach, but this could lead to blockchain
forks, thereby compromising system security. To achieve increased block throughput with-
out compromising system security, zero-knowledge proofs present an optimal solution.
Exceptional zero-knowledge proof algorithms can significantly minimize latency while
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simultaneously ensuring the integrity and correctness of remote computation processes
without divulging any private information.

Our approach employs the Groth16 algorithm from zk-SNARK to achieve privacy
protection. This algorithm relies on the security of solving the elliptic curve discrete
logarithm problem. We compared Groth16 with several other common zk-SNARK solutions.
As there is no unified benchmark for each construction, we analyzed them based on proof
size, benchmark metrics from the respective papers, or estimates from data provided by
the inventors. Partala et al. [37] made statistics, and the comparative results are presented
in Table 2. In the table, C denotes the circuit, |C| represents the number of gates in C, and
N indicates the length of computed inputs and outputs. It is evident from the table that
each solution has notable strengths and weaknesses, but Groth16 still stands out in terms
of proof data size and speed.

Table 2. Time complexity of different algorithms.

Compiling Sizes Prover Verifier

Groth16 O(|C|2) O(1) O(|C|2) O(|C|)
Stark No O(log2|C|) O(|C|log2|C|) O(|C|)

Aurora No O(log2|C|) O(|C|log|C|) O(|C|)
Marlin O(|C|log|C|) O(|C|) O(|C|log|C|) O(N + log|C|)
Sonic O(|C|log|C|) O(1) O(|C|log|C|) O(N + log|C|)

SuperSonic O(|C|log|C|) O(log|C|) O(|C|log|C|) O(log|C|)

5.3. Performance Analysis

To accurately assess the feasibility of the solution, we tested the number of constraints
and proof sizes for zero-knowledge proofs, the time consumption for zero-knowledge
proofs, the gas consumption caused by smart contract operations and zero-knowledge
proof operations, and compared them with other work.

We chose Ethereum as the smart contract platform and used Solidity0.8.0 [38] for smart
contract development. The experiments are based on Remix0.34.1, which supports the test-
ing, debugging, and deploying of smart contracts on Ethereum. The consensus algorithm
implemented is PoS [39]. In addition, we utilized Web3.js1.10.0 to interact with Ethereum
nodes. To simulate the Ethereum network environment, we used Ganache7.9.0 [40] as
a personal blockchain for Ethereum development and created a test system using Truf-
fle5.11.2 [41], the most popular development framework for Ethereum. We deployed smart
contracts on Truffle and used the Truffle console to simulate data and test smart contracts.
Ethereum is the most reliable and widely available blockchain and can develop and execute
advanced and customized smart contracts using the Solidity programming language. All
zero-knowledge proof operations were implemented on ZoKrates0.8.4.

5.3.1. Number of Constraints and Key Size

In the setup phase of the algorithm, the number of computational constraints and
key results obtained by compiling two specific computations in ZoKrates are shown in
Table 3. The more computational constraints that are generated, the more complex the
specific computations become, resulting in larger key sizes.

Table 3. Results of particular computation pairs.

Constraints Proving Key (Mbytes) Verification Key (bytes)

AssetClaim 104,486 41.6 2000
AssetResponse 131,042 50.1 3000

39



Electronics 2023, 12, 3869

5.3.2. Time Cost

In the local client, we conducted performance evaluations by generating witnesses
and proofs for two specific computations, and the recorded times are presented in Figure 2.
Each result in the figure represents the average of 100 test runs, ensuring the accuracy and
reliability of the measurements. With this configuration, the time taken to generate the
proofs is deemed acceptable, while the time required for generating zk-SNARK proofs
depends on various factors, including the computational resources allocated by the prover,
the logic of the code, and the complexity of the computation.

Figure 2. Average latency of witness and proof.

Meanwhile, we also tested the time consumption of key function operations in public
and private smart contracts, and the results are shown in Figure 3. Each result in the
figure represents the average of 100 test runs, ensuring the accuracy and reliability of the
measurements. AssetRevoke() is the least time consuming, as this function only contains
one compare and one change operation. AssetResponse() is the most time consuming
because of this function’s complex zero-knowledge proof operation.

Figure 3. Average latency of four smart contract functions.
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We further conducted experiments to evaluate the time consumption of implementing
the AssetClaim() method using three distinct zk-SNARK algorithms within the ZoKrates
framework as depicted in Figure 4. Groth16 is the fastest in compilation settings, witness
computation, and proof generation.

Figure 4. Average latency of three zk-SNARK algorithms.

5.3.3. Gas Consumption

In our proposed scheme, various operations, such as insurance creation, insurance
revocation, insurance privacy authorization, and verification of the owner’s identity, require
transactions to be sent to the smart contract for execution. Insurance authorization and
identity verification also necessitate submitting public inputs and zero-knowledge proofs.
It is important to note that invoking smart contracts on the blockchain incurs a significant
amount of gas consumption as depicted in Table 4. We set the gas price to the average of
20 Gwei (0.00000002 Eth). Gas consumption costs vary depending on the specific smart
contract operations being performed. As can be seen from the table, the gas consumption
and ether price for each functional operation are perfectly acceptable.

Table 4. Transaction fee statistics.

Contract Operations Gasused Feeeth

AssetRegister 98,210 0.00196420
AssetRevoke 23,071 0.00046142
AssetClaim 319,284 0.00638568

AssetResponse 298,255 0.00596510

5.3.4. Characteristic Comparison

In this section, we compare our proposed scheme and other similar insurance schemes
in Table 5. Our scheme stands out by meeting the requirement for legal car insurance claims
while ensuring the authenticity and privacy of the insurance authorization and the owner
authentication processes, a combination not fully achieved by other related schemes. Y
means yes, and N means not available.
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Table 5. Comparison with other related schemes.

Demir [42] Roriz [43] Liu [44] Bhadra [45] Our Scheme

Blockchain based Y Y Y Y Y
Identity protection Y N Y Y Y

Privacy authorization N N N N Y
Data authentication N Y Y Y Y

We also performed a performance comparison of similar solution [46], and the results
are shown in Figure 5. We merged the AssetRegister function and the AssetClaim function
into the CreateInsurance function. Except for the higher gas consumption of the revoke
insurance operation, the scheme proposed in this paper outperforms other schemes in the
rest of the metrics because it improves the algorithmic process of policy creation and claim
verification by smart contracts.

Figure 5. Comparison of time and gas used with similar solution [46].

6. Conclusions

This paper proposes a decentralized zero-knowledge proof-based car insurance claim
framework to address the privacy leakage problem in car insurance schemes under the
traditional blockchain framework. Currently, in the popular blockchain car insurance
schemes, the contents of the insurance, ownership, and transfer records are fully public to
all nodes in the chain. During identity verification at the claim stage, the vehicle owner
must enter private information into the smart contract to verify the legitimacy of their
identity, and this process also carries the risk of privacy leakage. Our goal is to achieve
secret authorization during the insurance authorization process and secret verification of
the vehicle owner’s identity at the claim stage. Compared to traditional car insurance
schemes in the blockchain framework, our proposed scheme achieves privacy protection
by adding zero-knowledge proof technology on top of decentralization. We design both
private and public smart contracts, where insurance authorization and identity verification
processes are implemented on public smart contracts. Proofs are optimized using ZoKrates
to reduce the size of the proof, which reduces on-chain overhead and provides privacy
features. Experimental results show that the scheme performs well in terms of security and
performance. A comprehensive comparative analysis with other schemes proves that our
scheme achieves both secret authorization and privacy protection.

Our proposed solution increases standardization and reliability within the processes
of the car insurance industry. However, the scalability of blockchain technology and the
efficiency of zero-knowledge proof algorithms may present new challenges. For the future
work, we will further optimize the performance of the zero-knowledge proof algorithm
and focus on implementing the model in an automated manner.
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Abstract: Carbon trading is an effective way to achieve carbon neutrality. It is a market mechanism
aimed at reducing global greenhouse gas emissions and carbon dioxide emissions. Blockchain
technology can be applied to the carbon-trading scenario using characteristics that guarantee the
security, decentralization, data immutability, and data traceability of the carbon-trading process. It
would be difficult to implement carbon trading on blockchains for all enterprises and individuals, as
the current performance of blockchains does not meet the requirements. There has been extensive
research conducted on blockchain performance optimization, and the off-chain payment channel is
one of the more mature solutions. This approach involves the transfer of transactions to off-chain
transactions, thus avoiding high transaction fees. Existing research has addressed the problem of
routing security and efficiency, with less emphasis on factors such as routing transaction costs, node
reputation, and routing path considerations. This paper researches the optimization of payment
routing in Payment Channel Networks (PCNs) and proposes the Multi-Factor Routing Payment
Scheme (MFPS), which integrates factors such as the node reputation, transaction fee cost, and
distance to select the route for payment transactions. In order to improve the success ratio of routing
transactions, the transaction-splitting algorithm is proposed. To ensure the security and privacy of the
transaction process, the Asymmetric Time-Lock Contract (ATLC) protocol is proposed. The results
of extensive experimental simulations show that the MFPS proposed in this paper outperforms the
ShortestPath, Cheapest, and SplitDistance algorithms. It achieves an approximately 13.8%∼49%
improvement in the transaction success ratio and reduces the average transaction processing cost.
The security and privacy measures can defend against wormhole and double-flower attacks and
exhibit better performance in terms of computational verification and message overhead.

Keywords: carbon trading; off-chain payment channels; blockchain; route optimization; privacy and
security

1. Introduction

Carbon trading refers to the trading of greenhouse gas emission rights and is a market
mechanism aimed at reducing global greenhouse gas emissions and carbon dioxide emis-
sions [1]. In December 1997, the governments of the United Nations adopted the Kyoto
Protocol, which introduced a market mechanism for carbon dioxide emission rights. These
emission rights are treated as a commodity that can be traded, which is referred to as carbon
trading [2]. When the Kyoto Protocol came into effect in 2005, the carbon emissions trading
market reached $10.9 billion and grew at an annual rate of 108%, reaching approximately
$669 billion in 2013 [3]. As the scale of carbon trading increased, so did the need for a
platform that was stable, secure, and decentralized, with tamper-proof data and traceable
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transaction information, to support companies and individuals involved in carbon trading.
The features of the blockchain platform can be applied to the carbon-trading scenario.

In 2008, Satoshi Nakamoto published the white paper “Bitcoin: A Peer-to-Peer Elec-
tronic Cash System” [4], Bitcoin was born, and blockchain technology entered the public
domain and began to develop rapidly. Blockchains are decentralized through P2P networks,
consensus mechanisms, and cryptography to ensure the security and consistency of user
nodes [5]. At present, blockchains have a wide range of applications in government, finance,
the Internet of Things, healthcare, energy, and electricity [6]. In addition, blockchains in
carbon-trading applications have also been studied in recent years [7,8].

Due to the technical characteristics of blockchains [9], they can be applied in many
industries but public blockchains have certain security problems [10]. Blockchains can be
either public blockchains or permissioned blockchains. The biggest difference between
them is that permissioned blockchains can only be accessed by users with the correct per-
missions [11], making them more secure than public blockchains. Permissioned blockchains
are represented by Hyperledger Fabric [12]. Although permissioned blockchains have
improved security, their poor scalability remains a challenge. When faced with a large
number of users conducting transactions concurrently, current blockchains cannot support
faster execution.

Bitcoin and Ethereum are digital cryptocurrencies represented using blockchain tech-
nology. Bitcoin’s Transactions Per Second (TPS) is only 7, and Ether’s TPS is in the range
of 30 to 40 [13]. Clearly, Bitcoin and Ethereum are no longer sufficient for the current
digital payment scenario, and it is now difficult to support the current scale of corporate
and personal carbon trading. With the explosive growth in the number of blockchain
users, the scalability issue has become a significant challenge, limiting the development
of blockchains. The transaction process in blockchains involves broadcasting, verification,
and a large number of calculations to achieve consensus confirmation, making it less scal-
able [14]. In addition, the fee for Bitcoin on-chain transactions is determined by the size
of the transaction data in the Unspent Transaction Output (UTXO), the number of trans-
actions, and other factors, independent of the transaction amount [15]. Users need to pay
substantial fees for each transaction, making these systems unsuitable for high-frequency,
small-scale personal carbon-trading applications. In order to solve the scalability problem
of blockchains, many solutions have been proposed in the literature [16,17]. Solutions
that have been proposed to improve the performance of blockchains include the sharding
mechanism [18], directed acyclic graph (DAG)-based blockchains [19], off-chain payment
channel networks [20,21], and cross-chain technology [22]. The off-chain payment channel
network allows for the transfer of small, high-frequency, and time-consuming on-chain
transactions to off-chain channels, enabling fast, low-fee transactions.

Payment channels refer to technologies such as the Bitcoin-based Lightning Net-
work [20] and Ethereum-based Thunderbolt Network technologies [21]. Transferring
on-chain transactions to off-chain transactions is the key idea of payment channels. In
terms of applied carbon trading, this concept can provide a fast and low-cost off-chain
payment channel for small-scale carbon transactions between individuals. In addition,
larger transactions involving corporate carbon-trading quotas can be conducted on the
blockchain, effectively reducing the burden on the blockchain and increasing transaction
throughput, as well as reducing processing fees for small-scale transactions. Payment
channels between users form a network of payment channels.

Current research on routing algorithms for payment channel networks focuses on
improving privacy and security during transactions and optimizing routing and scheduling
problems to improve transaction efficiency and success rates. However, there is a lack
of analysis regarding transaction fees in transaction routing. In a small-scale transaction
scenario, the more relay nodes that are involved, the higher the fees charged, which can
be a significant expense for the user. At the same time, node transactions can cause an
imbalance between the two ends of the channel among certain nodes. This imbalance
can cause channel blocking and an imbalance of funds, impacting the path selection for
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certain transaction amounts, which can degrade performance and decrease transaction
success rates.

In order to address the above problems, this paper focuses on the following:

1. The Multi-Factor Routing Payment Scheme (MFPS)-based algorithm is proposed.
The path selection takes into account the transaction fees, node reputation, and
distance to select the optimal path for the transaction. In order to reduce channel
congestion and avoid the problem of channel capacity imbalances, the channel balance
is adjusted by applying different charging percentages based on the channel balance
difference. In order to improve the transaction success ratio, when there is no path
in the payment channel network to fulfill the amount required for the transaction,
the transaction amount is split according to the largest channel balance, employing a
greedy transaction splitting approach to minimize the number of splits.

2. The Asymmetric Encryption-Based Time-Locked Contract payment protocol (ATLC)
is proposed. This protocol uses a combination of asymmetric encryption algorithms
and data signing algorithms for encryption, decryption, and verification. It en-
sures the atomicity of the transaction process, data consistency, balance security,
and value privacy.

3. Extensive experimental simulations are conducted, demonstrating that the MFPS
algorithm achieves higher transaction payment success ratios with lower average
handling expenses. The proposed solutions also provide security and privacy protec-
tion against wormhole attacks, double-flower attacks, and false-transaction attacks,
demonstrating improved performance in terms of computational verification and
message overhead.

The remainder of this paper is as follows. In Section 2, the current research in this area
is presented. In Section 3, the knowledge related to the study of this paper is introduced.
In Section 4, the system model is described and the related equations are given. In Section 5,
the design and specific implementation process of the routing algorithm, MFPS, is pre-
sented, and the ATLC protocol is introduced in detail. In Section 6, simulation experiments
are carried out for algorithm verification. Section 7 summarizes and concludes this paper.

2. Related Works

Ref. [23] analyzes the challenges and latest research trends in off-chain payment
channel networks. Current routing algorithms for payment channel networks can be
divided into two categories: single-way routing and multi-way routing [24]. In cases where
a single route does not allow a transaction to be split, an alternative approach is to find a
route path that satisfies the requirements for the transfer of transaction assets. This method
is mainly used in scenarios where the network size and the number of transaction transfers
are small. Ref. [25] proposes an application of the ant-routing algorithm in lightning
networks, inspired by the behavior of ants, using the characteristics of pheromones released
on the paths taken by ants to achieve a de-neutralized routing mechanism.

Multi-way routing aims to find at least one path for a transaction, and if necessary,
the transaction amount can be split across different paths, which can effectively reduce
the problem of channel blocking. Ref. [26] was the first to propose the implementation
of the SilentWhispers algorithm for route forwarding using a distributed credit network,
which is based on the idea of Landmark routing. This algorithm enables the selection
of nodes with the highest network connectivity to generate transaction paths and uses a
combination of password-sharing multi-party computation and digital signature chains to
enhance user security and privacy. By combining PCN concurrency and privacy protection
protocols, a new protocol, MHTLC, was developed. Ref. [27] proposes the SpeedyMurmurs
algorithm, a routing algorithm for decentralized path-based transactions, with privacy
protection for transaction nodes and transaction amounts using the VOUTE algorithm
within Friend-to-Friend networks. The architecture of SpeedyMurmurs is similar to that
of SilentWhisper but it offers better efficiency and performance. Ref. [28] proposes the
CoinExpress algorithm, which uses distributed dynamic routing to find a routing path
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for state transfer based on a breadth- or depth-first algorithm. The algorithm effectively
addresses the problem of parallelizing transaction processing. Ref. [29] proposes the
Flash algorithm, which categorizes transactions into elephant stream payments and mouse
stream payments according to their size. Larger transaction amounts use elephant stream
payments, which require multiple routing paths to collaborate to complete the transaction.
Smaller, single transaction amounts use mouse stream payments, where the transaction
path is directly selected from the routing table for transferring assets. Ref. [30] proposes
the Spider algorithm, which uses a packet-forwarding-like mechanism to achieve balanced
routing and address the issues of network congestion and channel capacity imbalances.
Although multi-route splitting transactions can reduce channel blocking and improve
network flow, the use of multi-route paths requires real-time network state information
and imposes significant communication overhead on nodes, which introduces concerns
about transaction atomicity and reduces the efficiency of routing.

Ref. [31] proposes a new mechanism called anonymous multi-hop locking (AMHL)
to protect against wormhole attacks in off-chain payment channel networks, effectively
reducing the computational and communication overhead in the network. The privacy se-
curity protocol of k-HTLC based on PCN transactions proposed in Ref. [32] uses symmetric
encryption algorithms to protect against wormhole attacks on payment channel networks,
but the security of key transmission cannot be guaranteed. Ref. [33] analyzes congestion
attacks on off-chain payment channels and proposes mitigation techniques to increase the
difficulty of carrying out such attacks. Ref. [34] proposes the PnP algorithm, which mainly
addresses the estimated payment needs between nodes. The PnP algorithm effectively
balances channel funds to meet these needs, without relying on any trusted third party,
thereby providing strong protection against malicious attacks with minimal overhead.

The above-mentioned works on off-chain payment channels mainly focus on enhanc-
ing the security and efficiency of routing, with other factors, such as routing transaction
costs, node reputation, and routing paths, often being overlooked. Ref. [35] proposes
the CheaPays algorithm to minimize transaction costs while meeting the feasibility and
timeliness constraints. However, it does not take into account the node reputation. Ref. [36]
proposes a comprehensive routing scheme that takes into account factors such as fee
offers, path distance, and historical reputation. However, it does not take into account
channel congestion or channel capacity imbalances. In this paper, we design a routing
scheme that takes into account factors such as the routing transaction cost, node reputation,
and routing path to improve the transaction success ratio in off-chain payment channel
networks and reduce the problem of congestion and channel capacity imbalances in the
channel. In addition, we propose an ATLC to ensure the consistency and atomicity of trans-
actions, improve the security and privacy of transactions, and protect against wormhole
and double-flower attacks.

3. Related Knowledge

3.1. Off-Chain Payment Channels

Off-chain payment channels are used to carry out high-frequency and small-scale
transactions off-chain, enabling the transfer of certain on-chain transactions to off-chain.
This indirectly improves the transaction throughput of the blockchain while reducing the
fees incurred by users for on-chain transactions. The complete payment channel process
is shown in Figure 1 and consists of three phases: the establishment phase, the payment
phase, and the closing phase. During the establishment phase, a fixed amount of money is
deposited on the blockchain as the initial balance of the channel, and this money cannot be
accessed on the blockchain until the channel is closed after opening. During the payment
phase, both users make payments within the channel, transferring funds and updating
the channel’s status. The payment channel can be classified as either a one-way channel
or a two-way channel. A one-way channel only allows transactions to be conducted with
a specific party, whereas a two-way channel enables transactions between both parties.
In this paper, we focus on the analysis of a two-way channel. The closing phase occurs
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once the payment is finalized and the channel’s status is updated. During this phase, a
transaction to close the channel is submitted to the blockchain, and the node transfers the
remaining balance from the channel to the blockchain. If any party behaves maliciously
during the payment phase, the other party can submit the channel status to the blockchain
for broadcasting at any time to penalize the node that engaged in malicious behavior.

Figure 1. Flowchart of off-chain payment channel.

3.2. Off-Chain Payment Channels

Cross-channel payments occur when an intermediate user receives a payment from
the previous node and refuses to perform the next transfer of funds, and the recipient
refuses to receive the payment. In order to address this problem, a Hashed Time-Lock
Contract (HTLC) is used, with a hash lock and a time lock at its core. As shown in Figure 2,
the receiver first randomly generates the secret R, and after hashing, generates H to send to
the sender, which is delivered through a secure messaging channel and not the payment
channel. The sender and the intermediate node must include H in the transaction contract,
and only after the receiver provides the secret R to the previous hop forwarder within the
specified time can the verification process unlock the funds, confirming that Hash(R) = H.
The payment process in the HTLC is bound by the time lock, and if the node does not
receive the secret R within the specified time, the funds will be returned to the forwarder.
The time locks in the transaction path are specified in decreasing order to prevent nodes
from experiencing losses in terms of the transaction amount.

Figure 2. Hashed Time-Lock Contract.
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4. System Model

This section describes the overall model, which includes the network and payment
models. The model architecture is shown in Figure 3.

Figure 3. Flow chart of off-chain payment channel.

4.1. Network Model

The topology of a PCN can be represented as a directed acyclic graph of the form
G = (V,E), where V denotes the set of nodes in the network and E is the set of payment
channels. Each node vi ∈ V denotes a user who has a funding account and has established
an off-chain payment channel with at least one other node. Each edge e = (vi, vj) ∈ E
denotes a payment channel, where vi is a sender node and vj is a receiver node, and each
edge has the following properties:

• Set each edge e = (vi, vj) ∈ E to have a transaction fee fij, which is the fee charged by
node vi when transferring the transaction amount from vi to vj.

• Set each edge e = (vi, vj) ∈ E to have a channel balance bij, which represents the
maximum transaction amount that can be transferred from vi to vj.

• Set each edge e = (vi, vj) ∈ E to have an HTLC tolerance time τij, which is the longest
time for vi to wait for vj to provide the secret R.

• Set the total balance of each edge e = (vi, vj) ∈ E channel as ci j, which denotes the
sum of the channel balances on both sides. Therefore, bij + bji = cij = cji and the
balance is always bij ≤ cij.

For simplicity, this paper does not consider cases where the total channel balance cij is
0 or the channel balance bij ≥ 0. Only non-negative channel balances are considered, and
the payment channels are assumed to be two-way channels.

4.2. Payment Model

Define a payment request R = (vs, vt, a, st, dl, TsId), where vs is the initiator of the
payment request; vs is the sender; vt is the receiver; a is the amount of the transaction,
excluding the processing fee to be paid in the transfer path; st is the start time of the trans-
action; dl is the transaction cutoff time; and TsId is the unique identifier of the transaction.
P is the set of all paths in the PCN, PR is a set of paths that satisfy the vs − vt payment
request R, and p ∈ PR denotes a path that satisfies the vs − vt payment request. Suppose
the associated path p is serialized as p = v0 → v1 → ...... → vL, where v0 = vs, vL = vt,
and vi ∈ p denotes a node in path p. Define the function Fl,m to denote the sum of fees
to be paid for a transaction on path p from vl to vm. Additionally, fi,i+1 is used to denote
the fees charged for a transaction path passing through node i in channel (i, i + 1), where
0 ≤ l < m ≤ L. The function is shown below:

Fl,m =

{
∑m−1

i=l+1 fi,i+1, vl = vs

∑m−1
i=l fi,i+1, vl �= vs

(1)
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To successfully complete the payment request, certain constraints need to be satisfied:

• Timing constraint: To complete the payment request R, the next route must be for-
warded within the time-lock tolerance time τi,i+1 of the HTLC in each payment channel,
as shown in Equation (2). Timeliness is achieved through the HTLC’s time lock, which
guarantees the integrity of transactions in intermediate payment channels.

τi,i+1 ≥ L− i, ∀i ∈ [0, L− l] (2)

• Feasibility constraint: To successfully complete the payment request R by passing
through each channel in the path p , it is necessary for the channel balance bi,i+1 to be
at least equal to the sum of the payment amount and all the handling fees incurred
after passing through node vi, as shown in Equation (3).

bi,i+1 ≥ a + Fp(i + 1, L), ∀i ∈ [0, L− l] (3)

• Timeliness constraint: To successfully complete the payment request R, the payment
must be finalized within the specified completion time of the payment request and
reach the intended recipient. Therefore, it is necessary to ensure that the sum of the
payment start time st and the time needed to complete the transaction transfer in
each link along the path does not exceed the transaction deadline dl specified in the
payment request. de indicates the transaction transfer time required in channel link e,
as shown in Equation (4).

st + ∑
e∈p

de ≤ dl (4)

5. PCN Routing Optimization Algorithm

Suppose an individual carbon transaction initiator initiates a transaction to a recipient
using a payment channel link p = v0 → v1 → ...... → vL, which goes through many node
choices in between. In this paper, the selection of paths and nodes is mainly based on the
channel handling fee, the historical reputation value of nodes, and the nearest distance. This
section proposes an MFPS-based routing optimization algorithm and an ATLC payment
protocol. The implementation algorithms include the Route-Init, PaySplit, PaymentRoute,
and Recipient routing algorithms.

5.1. MFPS: Multi-Factor Routing Payment Scheme

In this subsection, the MFPS is proposed. The transaction initiator selects the optimal
path for the transaction payment based on a combination of factors, including the total
transaction fee charged by the path, the node reputation value, and the distance of the path.

5.1.1. Transaction Fees

An important factor to consider in path selection is the cost of the intermediate nodes
in the transaction path so that the transaction costs are minimized while satisfying the
timing, feasibility, and timeliness constraints. Three types of transaction fees are considered
in this paper, namely, a proportional fee for the channel node based on the transaction
amount, a fixed fee for the node, and a fee based on the difference in balance between
the two ends of the channel. The fee to be charged for a transaction path through node i
is shown in Equation (5), where tij is the amount of money transferred in the channel eij,
including the transaction amount and the handling fee charged by the nodes in the chain.
is the proportion parameter of the fee charged for the transaction amount, is the proportion
parameter of the fee charged according to the balance difference between the two ends of
the channel, and H is a constant that indicates the fixed fee charged for the transaction
passing through a node. fij denotes the transaction passing through the channel eij and the
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handling fee charged by node vi. The total fee F to be paid for the entire transaction path
from the sender side vs to the receiver side vt is shown in Equation (6).

fi,j =

⎧⎨
⎩

0, vi = vj or vi = vs

ti,j ∗ α1 +
|bij−bji |

bij
∗ α2 + H, otherwise

(5)

Fs,t =
i=t−1

∑
i=s+1

fi,i+1 (6)

In this paper, we consider the case of channel congestion, i.e., the scenario where there
is an imbalance in the channel’s balance at both ends. In the u, v node channel, when the
channel is established, both users, that is, both ends of the channel, deposit a balanced
amount. However, with the subsequent occurrence of transactions, if the transaction
direction has been from node u to node v, the result is that one side of the channel (node v)
has sufficient funds, whereas the other side (node u) has insufficient funds, resulting in an
imbalance between the two ends of the balance. If a transaction later needs to be transferred
from u → v but the funds available at node u are insufficient to meet the transaction
amount, it will result in congestion of the transaction at the node. The transaction will
remain congested until the time lock stipulates that the transaction will not be released
until the funds are available. The imbalance in the channel balance at both ends of the
channel causes a lower transaction success ratio, resulting in channel congestion. Before the
transaction is canceled, the balance of the channel that was passed before the transaction
will be locked, resulting in the channel-funds deadlock phenomenon. In this paper, we
use different percentages of the difference between the two ends of the channel balance to
determine the fee. Thus, choosing a path with a higher channel balance results in a lower
fee compared to choosing the other end of the path. If there are two or more available paths,
the fee becomes a consideration in selecting the path. Under the same conditions, the path
with a relatively abundant channel balance at one end is selected first, which can reduce
the occurrence of channel congestion due to balance imbalances.

5.1.2. Node Reputation Value

An important factor to consider in transaction path selection is the reputation value of
the nodes. If the reputation value of a node is low, there is a higher probability of it being
malicious, which can cause the transaction not to reach the intended recipient within the
specified time lock, leading to transaction failure. Therefore, in order for the transaction to
successfully reach the intended recipient within the specified time, the channels associated
with nodes with a higher reputation value should be considered in the transaction path
selection. In this paper, we consider that the reputation value of a node is related to the
number of times it participates in a transaction and exhibits correct/malicious behavior.
Correct/malicious behaviors are defined as follows:

• Correct behavior: The node successfully transfers the transaction amount and required
secret within the specified time lock.

• Malicious behavior: The node fails to transfer the amount of the transaction within the
prescribed time lock, fails to provide the required secret, or provides a forged secret.

The node reputation value is shown in Equation (8). In order to ensure that the
reputation gap between nodes is within a certain range and avoid node centralization, the
sigmoid function is used to limit the reputation value within the range of (0, 1). Rt is the
reputation value at the iteration and is a sigmoid function that takes values within the range
of (0, 1). The impact factor It represents the reward factor when node vi exhibits correct
behavior and the penalty factor when node vi exhibits malicious behavior. gi denotes
the number of correct behaviors exhibited by node i, mi denotes the number of malicious
behaviors exhibited by node vi, and ni denotes the total number of transactions that node
vi has participated in. The penalty for a node engaging in malicious behavior is greater
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than the reward for engaging in correct behavior so the penalty factor is generally higher
than the reward factor. In the case of the initial state, the It influence factor is 0 and the
reputation value Rt is 0.5.

It =

{
It−1 + β1 ∗ gi

ni
, node vi behaves correctly

It−1 − β2 ∗ mi
ni

, node vi behaves maliciously
(7)

Ri =
1

1 + e−It
(8)

5.1.3. Distance

The time to perform transactions in the off-chain payment channel mainly considers
the processing time at each node while ignoring the time required to transfer funds within
the channel. In the case of multiple available paths, the path that passes through as few
nodes as possible, i.e., the shortest path, is chosen if all other conditions are the same. A
weighted directed graph is constructed by considering factors such as the node reputation,
transaction cost, and distance length. The node reputation and transaction fee are used
as the weight factors of the edges. The value of the node reputation is a sigmoid function
with a range of (0, 1), and the value of the transaction fee is normalized using the max-
min technique, as shown in Equation (9). In considering the distance problem, which is
equivalent to the transaction time problem, each node has a specified time-lock tolerance
time τi for transaction processing. This paper considers the minimum number of hops,
without considering the comparison of processing times at each node. Therefore, when
constructing the directed graph with weights, a constant γ3 ∈ (0, 1) is added to the weight
of each edge. The weight wij of each edge eij is shown in Equation (10), where is an
argument of γi∈1,2,3(0, 1). Weights are assigned to each edge and a non-negative weighted
directed graph is constructed. The Dijkstra algorithm is used to find the shortest path, i.e.,
the optimal path, considering the node reputation, transaction fees, and distance.

f
′
ij =

fij −min( f1,2, f2,3, ..., fL−1,L)

max( f1,2, f2,3, ..., fL−1,L)−min( f1,2, f2,3, ..., fL−1,L)
(9)

w(i, j) = γ1 ∗ f
′
ij + γ2 ∗ 1

Ri
+ γ3 (10)

5.2. ATLC: Time-Locked Contract Payment Protocol Based on Asymmetric Encryption

This subsection proposes an asymmetric encryption-based time-locked contract pay-
ment protocol that uses a combination of asymmetric encryption algorithms and digital
signatures to secure the transaction process and ensure the atomicity, data consistency,
balance security, and value privacy of the transaction process.

5.2.1. Introduction to ATLC Protocol

In this paper, we propose the ATLC protocol for the scenario of off-chain payment
channel network transactions. The security of the ATLC protocol relies on the security
features of the asymmetric encryption algorithm RSA and the digital signature algorithm
DSA. The steps and operational details of the ATLC are described in detail below. In this
paper, we use an example of an indirect payment from sender v0 to receiver v4 with a
payment path p = v0 → v1 → v2 → v3 → v4 and a transaction amount value a, as shown
in Figure 4. The specific steps are as follows:

1. The sender v0 generates a random numeric identifier {ϕi}i∈[0,4] and r4 using the asym-
metric encryption algorithm RSA {ri}i∈[0,3]. The sender node v0 transmits {ϕi, ri}i∈[1,4]
through the anonymous secure communication channel to each intermediate node
and the receiver.
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2. Transaction lock phase: The sender v0 transmits transaction-related information
< v0, v4, a + F0,4, r0, TsId > to the next hop node v1. The intermediate node vi receives
the transaction information from the previous hop and verifies the correctness of
the conditions of the incoming contract using the RSA algorithm for decryption and
verification. It checks if ri.equals(RSAski

(ri−1). If the match is successful, vi provides
funds a + Fi,4 to the next hop node vi+1 and locks them in the channel. If the match is
unsuccessful, the transaction is terminated and the funds locked in the channel are
unlocked and returned to the original section.

3. Transaction release phase: After receiving the transaction information, the receiver v4
determines whether the current time is less than dl. If it is satisfied, it proceeds to the
verification phase and enters the fund release phase upon successful verification of
the match. v4 uses the digital signature algorithm RSA for signature generation ϕ

′
4 ←

DSAsk4(ϕ4, r3) and sends ϕ4, ϕ
′
4 to the previous hop stage v3. When the intermediate

node vi receives ϕi+1, ϕ
′
i+1 from the next hop node of the transaction, it uses the DSA

algorithm to verify and determine if DSApki+1
(ϕ

′
i+1).equals(DSApki+1

(ϕi+1, ri)). If
the verification is successful, the funds locked in the channel are released to vi+1. If
the verification is unsuccessful, the transaction is terminated and the funds locked in
the channel are unlocked and returned to the original node.

4. When the transaction release phase is successfully verified at sender v0, the channel
funds are released to node v1, the transaction is closed, and sender v0 successfully
transfers the funds to receiver v4.

Figure 4. ATLC: Asymmetric encryption-based time-locked contract for off-chain payment channel
networks.

5.2.2. Privacy Protection Analysis

In this paper, we use the asymmetric encryption algorithm RSA and digital signature
algorithm DSA to ensure the security of off-chain payment channel transactions. The n-htlc
and ktlc protocols proposed in Ref. [32] use a hash algorithm and a symmetric encryption
algorithm. However, the symmetric encryption algorithm requires the transmission of a
key, whose secure distribution is a security issue, To address this issue, this paper uses
an asymmetric encryption algorithm, which avoids the problems associated with key
transmission. During the transaction release phase, this paper uses a digital signature for
verifying that the channel amount is released gradually in the order of the transactions.
This approach has the advantages of being more resistant to attacks, eliminating the need
for key protection, and providing non-repudiation and privacy protection compared to
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hash verification and symmetric encryption algorithms. The following is an analysis of the
nature and privacy protection of the ATLC protocol proposed in this paper:

• Atomicity: Transactions are executed or aborted. Atomicity is a necessary property in
the proposed multi-hop payment mechanism. During the transaction process, if there
is a node verification mismatch, the transaction will terminate, and the transaction
amount in the channel will be released back to the original node, ensuring the atomicity
of the transaction.

• Data consistency: During transactions, the balances in the payment phase and release
phase are changed and transferred to the node channel. If the verification does not
match at any stage of the transaction process, the transaction amount will be returned
to the original node, and the channel balance of each node will remain unchanged.
The consistency of the balance throughout the channel is ensured.

• Balance security: If there is a malicious node, any intermediate node participating in
the transaction does not lose its balance or the transaction fee obtained by participating
in the transaction. If an honest node vi is in the transaction lock phase and encounters
a situation where vi−1 is a malicious node and the decryption r

′
i−1 received by vi using

the private key does not match ri, the transaction terminates and vi does not lose
any fees. In the transaction release phase, if node vi+2 directly sends ϕi+2, ϕ

′
i+2 to

vi, vi uses the public key ϕ
′
i+2 of node vi+1 to verify and sign. If it does not match

DSApki+1
(ϕi+2, ri), the channel transaction balance of user vi will remain locked, and

the amount will be returned to the original node after the transaction is terminated.
In this case, the node will not lose any fees, which ensures the balance security of
the node.

• Value privacy: In addition to the sender and receiver intermediate nodes not knowing
the transaction amount information of the transaction, the intermediate nodes in the
payment path can only see the payment value transmitted by the previous hop node
and the payment value paid to the next hop node.

5.3. Design of Routing Algorithm

In this subsection, the implementation process of the MFPS routing algorithm is
described in detail and its computations are shown in Algorithms 1–4.

The route initialization phase, Route-Init, is shown in Algorithm 1. The algorithm
describes that when a payment request is made, a weighted directed graph is constructed
specifically for that payment request. The nodes traverse the graph G (V,E) and build
weights for the edges. Table TE(i, j) is the weight value of stored edge eij. If vi = vj,
TE(i, j) = 0, and if there is no channel between vi and vj, TE(i, j) is assigned an infinite
value. If there is a channel between vi and vj, the balance of the vi channel segment is
bija + Fp(i + 1, L). If the feasibility constraint of the transaction is not satisfied, the weight
of the edge TE(i, j)← ∞ is assigned. In the remaining cases, w(i, j) is calculated according
to Equation (10) and assigned to the TE(i, j) transaction weight table. When the node has
traversed all nodes of G, the loop is finished and TE(i, j) is output. After route initialization,
the Breadth-First-Search (BFS) algorithm is used to traverse the entire graph to find the set
of paths PR(s, t) between vs and vt.
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Algorithm 1: Route-Init

1 Input: network G(V,E), payment request R = (vs, vt, a, st, dl, TsId);
2 Output: edge weight table {TE(i, j)}vi∈V ;
3 for vi, vj ∈ V do

4 if vi = vj then TE(i, j) = 0 ;
5 else if ei,j /∈ E then TE(i, j)← ∞ ;
6 else if bi,j < a + Fp(i + 1, L) then TE(i, j)← ∞ ;
7 else TE(i, j) = w(i, j) ;
8 end

9 return TE(i, j)

Before routing transactions, it should be determined whether there is a path with a
sufficient channel balance for the transfer of the funds needed for the transaction. If such
a path does not exist, the transaction amount is split and the transaction is forwarded
separately. The specific steps of Algorithm 2 (PaySplit algorithm) are shown below and are
as follows. Find the channel paths that exist between vs and vt and sort the transferable
funds from largest to smallest. Next, calculate the total transferable funds and determine
if the funds needed for the transaction are reached. If not, return null to indicate that the
transaction failed. If the funds needed for the transaction are reached, split transactions are
performed from the path with the most transferable funds, thus minimizing the number of
split transactions and re-initializing the routes. When the split amount reaches the funds
required for the transaction, the cycle ends and the split transaction set is returned.

Algorithm 2: PaySplit

1 Input: payment request R = (vs, vt, a, st, dl, TsId);
2 Output: splitting the transaction set partval;
3 if PR(s, t) == null then

4 return noSplit
5 else

6 funds=getFundsEdges(s,t).sort(largest to smallest);
7 if funds.sumVal()<a + Fs,t then

8 return null
9 else

10 sumFunds=0,partval=[] ;
11 for i ← 0 to f unds.length− 1 do

12 Sumfunds=Sumfunds+funds[i].val;
13 partval.add(funds[i]);
14 Route-Init(R = (vs, vt, f unds[i].val − Fs,t, st, dl, TsId)) ;
15 PR(s, t).add( f unds[i].path);
16 if funds.sumVal()>a + Fs,t then break;
17 end

18 end

19 end

20 return partval;

The routing path selects the optimal path for the transaction, as shown in Algorithm 3
(PaymentRoute). The aim of the algorithm is to find the optimal path for forwarding
transactions. First, it is necessary to check if PR(s, t) is not null. Then, define S = φ
and Q as the set V of all vertices in graph G. When Q = φ, carry out a loop. Select the
intermediate node with the minimum weight from the starting point vs to vt in TE(s, t),
remove the node from the set of nodes Q, and add the node to the set S. pi is an s-t path in
PR(s, t) and is considered the optimal path if all nodes are in set S ⊇ pi. The transaction
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request R will then choose this path for the transaction. When the transaction path pi
is determined, the sender randomly generates the digital identifier of the participating
transaction nodes and the rt digital identifier {ϕi}i∈[0,pi .length−1] of the receiver. In addition,
the digital identifiers of the intermediate nodes and the sender are generated according to
{ri} ← RSApki+1(ϕi+1)

, and the sender vs sends {ϕi, ri}i∈[0,pi .length−1] to node vi through the
anonymous communication channel.

Algorithm 3: PaymentRoute

1 Input: edge weight table TE(i,j), payment request R = (vs, vt, a, st, dl, TsId);
2 Output: optimal path p;
3 if PR(s, t)! = null then

4 S = φ, Q = G.V;
5 while Q �= φ do

6 vi = argmin(TE(s, t));
7 Q = Q− vi ;
8 S = S

⋃{vi} ;
9 end

10 end

11 for pi ∈ PR(s, t) do

12 if pi ⊆ s then

13 pi is optimal path;
14 {rt} ← RandomDigit;
15 for i ← 0 to pi.length− 1 do

16 {ϕi} ← RandomDigit;
17 end

18 vs through anonymous communication channels send {ϕt, rt} to vt;
19 for i ← pi.length− 2 to 0 do

20 ri ← RSApki+1
(ϕi+1);

21 vs through anonymous communication channels send {ϕi, ri} to vi
22 end

23 end

24 end

25 return pi;

The transaction reaches the receiver, as shown in Algorithm 4 (Recipient). When
the receiver receives the fund transfer, it first verifies whether the transaction timeliness
constraint is satisfied. If the receiving time exceeds the deadline specified in the transac-
tion, the receiver has the right to reject the transaction. Subsequently, the intermediate
nodes involved in the transaction release the funds and return the fund transfer gen-
erated by the transaction to the original owner. If the timeliness constraint is satisfied,
the receiver receives the transaction, generates a signature ϕ

′
t ← DSAskt(ϕt, rt−1), and

sends{ϕt, ϕ
′
t} to vt−1. When the intermediate node vi receives {ϕi+1, ϕ

′
i+1}, verify that

DSApki+1
(ϕ

′
i+1) =?DSApki+1

(ϕi+1, ri). If verification is successful, generate ϕ
′
i+1 ←

DSAski
(ϕi, ri−1) and send {ϕi, ϕ

′
i} to node vi−1. Node vi then releases the locked funds

in the channel to node vi+1. If the match is unsuccessful, the funds generated by the
transaction are transferred back to node vi.
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Algorithm 4: Recipient

1 Input: Payment request R = (vs, vt, a, st, dl, TsId);
2 if current.time > dl then

3 vt refuse payment R;
4 for vi ∈ p do

5 release funds return to vi;
6 end

7 else

8 vt accept fund a;
9 ϕ

′
t ← DSAskt(ϕt, rt−1) send {ϕt, ϕ

′
t} to vt−1;

10 for vi ∈ p do

11 if DSApki+1
(ϕ

′
i+1) == DSApki+1

(ϕi+1, ri) then

12 ϕ
′
i ← DSAski

(ϕi, ri−1) send {ϕi, ϕ
′
i} to vi−1;

13 release funds return to vi+1;
14 else

15 release funds return to vi
16 end

17 end

18 end

6. Simulation Experiments

6.1. Environments and Parameter Setting

Experimental data and environment: In this paper, the experimental data were ob-
tained from Ref. [37]. The off-chain payment channel network used was the Lightning
Network, where the experimental topology is a real snapshot of lightning. The experimen-
tal hardware environment was as follows. CPU, Intel(R) Core(TM) i7-8565U 1.80 GHz;
memory, 8.00 GB; and operating system, Windows 10. IntelliJ IDEA 2021.1 x64 software
was used for the simulation experiments.

Parameter setting: The parameters for the transaction commission were set as follows.
The function fij parameters were α1= 0.01, α2 = 0.03, and H = 0.005. In the credibility func-
tion, the parameters were β1 = 0.2 and β2 = 0.5. In the weighting function, the parameters
were γ1 = γ2 = γ3 = 1

3 .

6.2. Security Analysis

The ATLC security analysis proposed in this paper is described below:

• Anti-wormhole attack: In the path p = v0 → v1 → ...... → vL, if vi is an honest node,
vi−1 and vi+1 are malicious nodes. If vi−1 and vi+1 collude to obtain the transaction
fee of vi, the malicious attack is a wormhole attack. In this paper, we propose an
ATLC that can effectively prevent wormhole attacks. If node vi+1 directly sends the
transaction information to node vi−1 for the digital signature verification phase, and
node vi−1 does not have the ri identifier of node vi, the verification result cannot be
matched. As a result, the channel balance will not be released or unlocked and the
honest node will not lose any funds.

• Anti-double-flower attack: A double-flower attack is when an attacker repeatedly uses
the same funds to make payments. In the asymmetric encryption and digital signature
used by the ATLC, each transaction node has a unique digital signature and public
key for verification, and an attacker cannot forge the digital signature. Therefore, the
attacker cannot perform a double-flower attack.

• Anti-fraudulent trading attack: A fake transaction attack is when an attacker sends
fake transactions to deceive the trading node and obtain the fee. In the ATLC protocol,
each transaction has a unique identification called TsId, and nodes need to sign and
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verify the transaction. Only through the verification of the node can the transaction be
completed, thereby preventing attackers from sending false transactions.

• Anti-replay attack: This is when an attacker retransmits the transmitted data during
the data transmission between two communication parties. The ATLC uses the digital
signature algorithm (DSA) and encryption algorithm to protect against replay attacks.

• Denial-of-service attack: This is when an attacker sends a large number of invalid
requests by forging identities. As a result, communication between two parties cannot
proceed as normal. The ATLC uses the DSA to protect against denial-of-service attacks.

6.3. Experimental Results

The comparison algorithms used in the experimental evaluation were as follows:

• ShortestPath: The algorithm chooses the shortest path for trading under the trade
constraints;

• Cheapest: In the transaction path selection, this algorithm selects the path with the
lowest transaction fee;

• SplitDistance: If the channel balance does not meet the amount needed for the transac-
tion, this algorithm splits the transaction amount along the shortest path.

The performance metrics used in the experimental evaluation were as follows:

• Success ratio: This refers to the percentage of total transactions successfully received
by the recipient;

• Average transaction fee: This refers to the average transaction fee paid in successfully
completed transactions;

• Average message spending: This refers to the overhead in terms of the average number
of messages involved in a successful transaction request;

• Delay: This refers to the time required to complete a transaction (in mesc).

The independent variables used in the experimental evaluation were as follows:

• Number of transactions: This refers to the total number of transactions performed in
the off-chain payment channel network;

• Initial channel balance: This refers to the initial balance in the channel of the node that
establishes the off-chain payment channel network;

• Transaction value: This refers to setting the transaction amount for each transaction in
the off-chain payment channel network;

• TNumber of nodes: This refers to the total number of nodes present in the off-chain
payment channel network.

The impact of the number of transactions and the initial channel balance on the
transaction success ratio in the MFPS algorithm is illustrated in Figure 5. In Figure 5a,
the effect of the number of transactions on the transaction success ratio is shown. The
initial channel balance was set to 200 and the transaction amount was set to 25. With the
increase in the number of transactions, the transaction success ratio remained consistent at
around 84%. In addition, it was observed that the change in the number of transactions
had little effect on the success ratio of the MFPS routing transactions. In Figure 5b, the
effect of the initial channel balance on the transaction success ratio is shown. The number
of transactions was set to 10,000 and the transaction amount was set to 250. As the channel
balance increased, the transaction success ratio also increased. With an initial channel
balance of 500, the transaction success ratio improved by 17% compared to a balance of 50.

We compared the performance of the MFPS algorithm with the ShortestPath, Cheapest,
and SplitDistance algorithms. The initial channel balance was set to 25 and the number of
transactions was set to 10,000. The independent variable was the transaction amount. The
results of the performance comparison are shown in Figures 6 and 7.
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Figure 5. Factors affecting the success ratio of trading. (a) Effect of the number of transactions on the
transaction success rate. (b) Effect of initial channel balance on the transaction success rate.

Figure 6 shows a comparison of the transaction success ratios when using the Short-
estPath, Cheapest, SplitDistance, and MFPS algorithms. The MFPS algorithm improved
the transaction success ratio by about 13.84%∼49% compared to the other algorithms
for a transaction amount of 50. We can see that the Cheapest algorithm had the fastest
decrease in the success ratio as the transaction amount increased. This is because the
Cheapest algorithm only chooses the path with the lowest transaction fee, without con-
sidering the feasibility constraint of the transaction. This led to a significant decrease in
the transaction success ratio. The success ratio of the SplitDistance algorithm was higher
than that of the ShortestPath algorithm. This is because the SplitDistance algorithm splits
the transaction amount according to the shortest path. This improved the transaction
success ratio. When the transaction amount was greater than the initial channel capacity,
the transaction success ratio of the SplitDistance and MFPS algorithms tended to be stable.
In contrast, the transaction success ratio of the ShortestPath and Cheapest algorithms
decreased faster. This is because the SplitDistance and MFPS algorithms used the split
amount for transactions, whereas the ShortestPath and Cheapest algorithms did not split
the transaction amount. As a result, the number of paths capable of meeting the transaction
amount gradually decreased, and the transaction success ratio also gradually decreased.
As the amount per transaction increased, the success ratio of all the algorithms decreased
because the percentage of paths that could satisfy the feasibility constraint of the transaction
also decreased.

Figure 6. Success ratio against transaction value.

Figure 7 shows a comparison of the average transaction fees for the ShortestPath,
Cheapest, SplitDistance, and MFPS algorithms. As the transaction amount increased, the
transaction fee became more significant due to its correlation with the transaction amount.
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Subsequently, the average fee for all the algorithms exhibited an upward trend. The
Cheapest algorithm’s average transaction fees were lower than those of the MFPS because
the Cheapest algorithm chose the path with the lowest transaction fees so its average
transaction fees were the lowest. The ShortestPath algorithm had the highest average
transaction fees because the ShortestPath algorithm only considered the shortest path
and did not consider the transaction fee. The MFPS algorithm, when compared with the
ShortestPath and SplitDistance algorithms, achieved significant reductions in the average
transaction fee of 41.72% and 28.25%, respectively, for a transaction amount of 50.

Figure 7. Average transaction fee against transaction value.

A latency comparison of the MFPS and ktlc algorithms is shown in Figure 8. The
independent variable was the change in the number of nodes, the response variable was
the latency of the transaction (in msec), and the number of transactions was set to 10. Since
the asymmetric encryption algorithm is slower than the symmetric encryption algorithm,
the experimental comparison in this paper excluded the time required for key generation
in both algorithms. The aim was to compare the computational verification time delay
between the two encryption algorithms. In the figure, it can be seen that the MFPS algorithm
computed the verification with lower latency than the ktlc algorithm.

Figure 8. Time delay against Tnumber of nodes.
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The average message spending values of the MFPS and ktlc algorithms are shown in
Figure 9. The independent variable was the change in the number of nodes, the response
variable was the average message overhead, and the number of transactions was set to
10. As the number of network nodes increased, the number of transaction hops increased,
and the average message overhead also tended to increase. In this figure, it is clear that
the MFPS algorithm had a lower overall average message overhead compared to the
ktlc protocol.

Figure 9. Average message spending against Tnumber of nodes.

In summary, the MFPS algorithm had a higher transaction success rate, lower trans-
action communication overhead, and reduced transaction processing costs compared to
the other algorithms. The MFPS achieved better performance and effectively improved the
transaction success rate of off-chain payment channels. In addition, it effectively ensured
the privacy and security of transactions with minimal communication overhead.

7. Conclusions

Blockchain technology can be successfully applied to the carbon-trading scenario
using the characteristics of blockchains to guarantee the security, decentralization, data im-
mutability, and data traceability of the carbon-trading process. This paper uses an off-chain
payment channel to improve the performance of carbon trading on the blockchain, moving
the small-scale and high-frequency transactions of individuals to the off-chain for trading
while keeping the carbon transactions of companies on the blockchain. This approach
reduces the burden of trading on the blockchain and also allows individuals engaging in
small-scale and high-frequency carbon transactions to avoid expensive processing fees on
the blockchain. In this paper, the optimization of PCN routing based on off-chain payment
channels is conducted, and a multi-factor-based routing payment scheme is proposed,
which takes into account factors such as the transaction fee cost, node reputation, and
distance for routing. In order to reduce channel congestion, we propose implementing
transaction fees based on the difference between the balances at each end of the channel.
In order to improve the transaction success rate, a greedy splitting algorithm is proposed
for the transaction amount. In order to ensure the security and privacy of node transac-
tions, an ATLC protocol is proposed in the off-chain payment channel, which is capable
of preventing wormhole and double-flower attacks. The experimental results show that
the MFPS scheme proposed in this paper achieves a high transaction success rate with low
communication overhead and handling costs while guaranteeing the privacy and security
of transactions.
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The MFPS scheme aims to optimize the performance of the off-chain payment channel
by transferring the high-frequency and small-scale carbon trading of individuals to the
off-chain, This approach reduces the pressure of on-chain blockchain carbon trading and
enables quick processing of large-scale carbon trading business between enterprises on
the chain, thus improving the scalability of the blockchain. The MFPS scheme proposed
in this paper can improve the success rate of individual carbon trading in the off-chain
payment channel, improve the performance of the blockchain in processing individual
carbon trading, and reduce the cost burden for individual users by reducing transaction
costs. In terms of security and privacy, the security of individual users’ carbon assets can be
guaranteed. The MFPS solution addresses the problem of insufficient blockchain scalability,
improves blockchain performance, and enables the blockchain to support high-concurrency
transactions in large-scale carbon-trading scenarios.

In the future, the influence of a single factor, such as node reputation, transaction
cost, or distance, on routing selection will be further analyzed. Additionally, the influence
of other factors on routing selection that were not considered in this paper will also
be investigated.
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Abstract: Cloud computing is a disruptive technology that has transformed the way people access
and utilize computing resources. Due to the diversity of services and complexity of environments,
there is widespread interest in how to securely and efficiently authenticate users under the same
domain. However, many traditional authentication methods involve untrusted third parties or overly
centralized central authorities, which can compromise the security of the system. Therefore, it is
crucial to establish secure authentication channels within trusted domains. In this context, we propose
a secure and efficient authentication protocol, HIDA (Hyperledger Fabric Identity Authentication), for
the cloud computing environment. Specifically, by introducing federated chain technology to securely
isolate entities in the trust domain, and combining it with zero-knowledge proof technology, users’
data are further secured. In addition, Subsequent Access Management allows users to prove their
identity by revealing only brief credentials, greatly improving the efficiency of access. To ensure the
security of the protocol, we performed a formal semantic analysis and proved that it can effectively
protect against various attacks. At the same time, we conducted ten simulations to prove that the
protocol is efficient and reliable in practical applications. The research results in this paper can provide
new ideas and technical support for identity authentication in a cloud environment and provide a
useful reference for realizing the authentication problem in cloud computing application scenarios.

Keywords: cloud computing; federated chains; zero-knowledge proofs; formal formalized semantic
analysis

1. Introduction

Cloud computing [1], as an Internet-based computing model, provides users with flex-
ible, convenient, and economical computing and storage capabilities that greatly facilitate
our lives. It quickly provides computing resources according to user needs to meet various
business requirements and workload changes without requiring users to manage hardware
and software. In daily use, cloud computing ensures a high availability of services through
multiple data centers and corresponding backup mechanisms, reducing the risk of service
interruption and providing users with more reliable services.

There is a growing trend of users preferring convenient and affordable cloud services
as a platform for software development and server building. This trend has reduced labor
and energy costs to some extent. However, traditional identity management models usually
have a domain central node that manages the entire domain’s business, which means that
all data in the domain may be stored in the central node [2]. In this case, the security of the
entire system depends entirely on the central node. Once a single point of failure occurs
(such as a central node attack or central server downtime), the security of the system will
be difficult to guarantee.

Although an increasing number of solutions are adopting distributed and decen-
tralized approaches for deployment, designing a comprehensive identity management
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system and a reasonable access control scheme in cloud computing environments remains
a critical task, as many security and performance-related issues are yet to be resolved.
Traditional identity management models are typically managed by central authorities
or organizations [3], which can be easy targets for attackers and may suffer from poor
management or abuse of power issues [4]. In addition, during identity authentication,
users are required to provide a significant amount of personal identity information, which
may result in the leakage of personal privacy. Simple data encryption alone is insufficient
to ensure the security of communication between both parties, as eavesdropping by an
attacker on sensitive data within the conversation can occur, ultimately leading to the
desired attack effect. Examples of such attacks include the classic IP spoofing attack and
SSL/TLS man-in-the-middle attacks. In fact, most existing identity management models
suffer from single-point-of-failure and low efficiency issues, with the central server exposed
to potential attacks that can result in the entire system being paralyzed [5].

Zero-knowledge proof (ZKVP) is used as a secure cryptographic technique. It is often
used to prove the authenticity of a fact or information without revealing any specifics about
the fact or piece of information, which means that the proving party does not need to reveal
any additional information to the verifying party [6]. During the communication between
two parties, a protocol based on zero-knowledge proof can encrypt the communication,
thus effectively preventing man-in-the-middle attacks and other malicious behaviors.

A consortium blockchain network, also known as a private or permissioned blockchain
network, is a type of blockchain network that is jointly managed and operated by multiple
organizations or entities, and in which only authorized members are allowed to participate
in transactions and verification [7]. These members typically have common interests or
goals, and compared to public blockchain networks, consortium blockchain networks have
stricter access permissions, making them more suitable for cooperation and transactions
between enterprises and organizations [8]. Consortium blockchain has been used as
an auxiliary support technology for identity management. By utilizing the consortium
blockchain, sensitive nodes or organizations in the system can be securely isolated and
protected, thus improving the security and reliability of the system. In addition, consortium
blockchains can provide more efficient solutions for identity management. For example,
VeChain is a supply chain management platform that utilizes a federated chain network to
enhance the quality and security of products for companies. The platform also features a
reliable identity management system that ensures traceability at every point in the supply
chain, effectively protecting both businesses and consumers. Another example is Corda,
an enterprise-grade blockchain platform focused on the financial services sector, which
provides a secure and efficient transaction and identity management experience, ensuring
that participants’ identities are protected during transactions and identity verification.
These federated chain applications are built on common interests and goals, leveraging
blockchain technology to provide organizations and businesses with a more secure and
efficient transaction and identity management solution.

Combining zero-knowledge proof technology with blockchain technology can bring
the following benefits to identity management solutions:

• Better privacy protection: The audit access mechanism of consortium blockchain
technology ensures that all nodes in the chain can only access and view the in-
formation they need, while zero-knowledge proof technology can achieve verifi-
cation without disclosing any personal identity information, thereby better protecting
personal privacy.

• More efficient identity verification: Consortium blockchain technology can provide a
more efficient identity verification mechanism because it does not rely on traditional
centralized identity verification institutions but instead implements decentralized iden-
tity verification based on blockchain technology. At the same time, zero-knowledge
proof technology can help verifiers complete verification without the need to disclose
identity information.
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• More reliable identity management: Consortium blockchain technology can establish a
more reliable identity management system because all identity information is stored on
a distributed ledger to ensure that it is not tampered with. Using zero-knowledge proof
technology for identity verification can enhance the reliability of identity verification,
thereby reducing the risk of identity fraud and theft.

To better solve various problems arising from the traditional identity management
model, an identity authentication scheme (HIDA) based on the combination of blockchain
technology and zero-knowledge proof technology is proposed in this paper. It aims to
achieve more secure, efficient, and reliable identity authentication. Our specific contribu-
tions are as follows:

• In this paper, we propose an efficient and secure authentication scheme (HIDA) based
on the combination of blockchain technology and zero-knowledge proof technology,
which can support efficient authentication of users to service providers in cloud
computing scenarios.

• BAN logic was chosen to perform a formal security analysis of our solution to demon-
strate the security and privacy protection that HIDA can provide.

• Finally, the performance of the HIDA scheme was evaluated by conducting simulation
experiments and comparing it with the previous scheme. The experimental results
show that HIDA not only has advantages in terms of security but also performs well
in terms of efficiency. Specifically, our scheme can provide efficient authentication
services in a cloud computing environment with a shorter response time and lower
computational resource consumption compared to traditional schemes.

The following sections of this article are organized as follows: Section 2 reviews
related work in the field of identity management; Section 3 provides a detailed problem
statement and presents a threat model, upon which our design goals are based; Section 4
introduces relevant theoretical knowledge; Section 5 elaborates on the system model and
specific solution; Section 6 provides a proof and analysis of the security of our solution;
Section 7 conducts experiments in a simulated environment and compares our solution
with previous works; and finally, Section 8 concludes the article.

2. Related Work

Identity authentication is a security mechanism that confirms a user’s identity through
certain technical means to ensure that only legitimate users can access the correspond-
ing services [9]. Currently, blockchain-based identity authentication can be divided into
three methods: anonymous authentication, real-name authentication, and controllable
anonymous authentication [3].

Anonymous authentication means that users do not need to reveal their true iden-
tity during the registration and authentication process. However, due to the openness
and multi-party confirmation of the ledger, privacy protection of transaction identities
cannot be guaranteed. Real-name authentication is similar to the traditional CA-based
authentication scheme, where a third party issues an authentication certificate to prove
the user’s legitimacy. Currently, controllable anonymous authentication is more popular,
and most schemes use ring signatures or blind signatures to anonymously operate user
identities. However, the association between user identity information and account ad-
dresses is still stored in the third-party authentication institution. If the third party cannot
guarantee its own security, the user’s anonymous identity may still be obtained. Keltoum
Bendiab and Nicholas Kolokotronis combined blockchain technology with a cloud envi-
ronment to design a blockchain-based cloud identity management scheme. The proposed
trust model allows CSPs to autonomously manage their trust relationships in a dynamic
and distributed manner. Subsequently, domestic scholars designed an Ethereum-based
Identity Management (EIDM) [10] scheme using the CIDM (Consolidated Identity Man-
agement) [11] protocol, smart contracts and reputation systems, and EIDM. The EIDM
does away with the traditional Identity Management (IDM) proxy and uses blockchain
technology to establish a trust relationship between the CSP and the cloud subscriber, thus
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solving the problems of the single point of failure and over-reliance on third parties that
exist in traditional authentication. However, this solution suffers from user privacy and
man-in-the-middle attacks during initialization.

OAuth [12] is a well-known identity management protocol designed to help users
manage their identities. In this protocol, users obtain a token from an authentication server
and use it to access resources on a resource server. However, the protocol lacks trust in
data and servers, and the authentication process depends entirely on the authentication
server. The UPort [13], ShoCard [14], and Sovrin [15] solutions are all Distributed Ledger
Technology (DLT) projects [15] currently implemented on blockchain platforms. These
solutions utilize the idea of decentralization to varying degrees, but mainly aim to reshape
the role of centralization and intermediaries. For the UPort solution, if an attacker can
compromise the Uport application and replace the trusted party with a controller without
being noticed, the Uport ID will be permanently compromised. For the ShoCard solution,
the intermediary role does introduce uncertainty to the vertical existence of the ShoCard ID;
if the company no longer exists, ShoCard users will not be able to use their authenticated re-
sults to access the system [16]. As for the Sovrin solution, users must rely on the institutions
that represent them and maintain the distributed ledger in the Sovrin network. Depending
on the selection and implementation of the intermediary agency, a lot of information may
be in its hands [16].

In addition, there are also some blockchain-based IoT device identity authentica-
tion schemes. For example, the scheme proposed by Liangqin Gong et al. [17] considers
recording device identity information in a distributed ledger to ensure identity verification
transactions are recorded in the blockchain network. However, the threshold and feature
weight settings in this scheme are static and require regular training updates. The scheme
proposed by Gan et al. [18] uses a private chain to store node public key information,
but this scheme is based on a completely trusted central CA node, which has a single
point of failure. The scheme proposed by Li Wenjie [19] uses an improved model based
on the claim identity authentication model and declares user attribute ownership using
digital signatures and hash values. However, the authentication authority in this scheme is
centrally managed, and if the manager of the authentication center behaves improperly or
is attacked, attackers may steal or tamper with user identity information, leading to further
fraud or infringement of user privacy.

Therefore, these schemes all need further improvement to enhance security and
stability. According to the existing solutions for identity authentication on the blockchain,
most of them heavily rely on authentication nodes or third-party platforms. Exposing
the core nodes of the system on the public network itself poses a risk of attack. Once
these nodes are compromised, there is a possibility of all user identity information being
leaked. Our scheme attempts to isolate the authentication nodes from user access, logically
avoiding the possibility of the authentication nodes being attacked, thereby improving the
robustness and security of the system model.

3. Problem Statement

In this section, we describe two application scenarios with authentication requirements
in a cloud-based environment. Different organizations complete the corresponding tasks.
We discuss the possible security threats during the authentication process and summarize
the objectives of our design.

3.1. Scenario Description

With the rapid development of cloud computing, more and more services are being
deployed on lightweight and convenient cloud platforms. Figures 1 and 2 depict scenarios
for identity authentication based on CA certificates and user credentials. Figure 1 includes
three parts: a center authentication (CA), a cloud user, and a cloud service provider (CSP).
The user requests centralized authentication from the CA, which verifies and stores the
user’s information and finally issues a certificate for future access. Figure 2 includes
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three parts: a cloud service provider, a cloud data center (CDC), and a cloud user. Users
within the same security domain no longer need to be authenticated by the CA before
requesting services from the cloud service provider. The specific authentication process is
completed by the cloud service provider. Users submit registration requests to the cloud
service provider, which then transfers the authentication business to the data processing
center for review and registration of user identities. Multiple service providers may form a
single alliance organization and share the same group of data centers, but more schemes
choose to combine CSP and CDC designs.

 

Figure 1. CA Centre based authentication model.

 

Figure 2. Intra-domain-based business separated authentication model.

3.2. Security Threats

Different models are suitable for different business needs. Centralized authentication
based on authoritative organization authentication is more suitable for government and
educational organizations, while credential-based identity authentication based on service
provider registration seems to be more suitable for flexible small enterprises or compa-
nies. When deploying user data into public clouds, these resources naturally become the
target of cybercriminals. Therefore, we should consider their security and privacy issues
more carefully.

For the model in Figure 1, all system business will flow to the authentication center
for data filtering and storage. First, we should consider the performance issue with CA.
With the continuous growth in the number of users, the lightweight central service may
not be able to support simultaneous multi-user access. In addition, when attackers attempt
to block and destroy CA using worm attacks and other methods, it may cause the entire
system to be paralyzed. Secondly, CA has the highest authority in the system, and all
user data will flow into the central organization for review and storage. If CA is tempted
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by other larger interests and causes corruption, all information will be directly disclosed,
leading to privacy leaks.

For the model in Figure 2, users can undergo identity authentication in different
security domains based on different service providers. Although private CDCs in each
security domain can to some extent avoid the single point of failure problem brought on by
over-centralization of CA, from another perspective, not all domain users are completely
trustworthy. This model only separates service businesses from authentication businesses,
improving the overall operating efficiency of the system model, but does not further
perform security maintenance on the CDC. When there are channel listeners in the system,
attackers can intercept and listen to the communication between the two parties to obtain
credential information. In addition, after the CDC is separated, attackers are more likely to
launch attacks on specific business servers to block the normal operation of the system.

3.3. Design Goals

Identity security: All user requests should be transmitted through reliable channels,
the information used for authentication should only belong to the user, and no adversary
can impersonate a legitimate user to access services.

Business separation: When users request services in different domains, they should
register with a specific service provider. The specific identity authentication is then for-
warded to the corresponding data center for processing. To ensure high performance
of the system as a whole, the service provider should split the data center into another
independent server, focusing only on user access to business.

Entity isolation: To prevent independent data centers from being easily destroyed by
attackers, corresponding measures should be taken to ensure their security isolation. When
the data center is hidden in a specific security domain and does not accept any unfamiliar
requests, the overall security and robustness of the system can be greatly improved.

Secure transmission: To protect user data from eavesdroppers, more security measures
are needed to prevent information leakage. Therefore, we can implement permitted access
within the domain and encryption using the zero-knowledge proof method to improve the
security of the system.

Mutual authentication: During the authentication process, users and service providers
can authenticate each other. Service providers only provide services to authenticated users,
while users only trust services provided by authenticated service providers.

Scalability: The system has no single point of failure and, therefore, can support
large-scale identity authentication business processing.

4. Preliminaries

This section focuses on the technical knowledge covered in the article. We first review
some basic concepts and definitions of cryptography [20] and then normalize the Fait–
Shamir protocol in zero-knowledge proofs. Finally, we refer to blockchain technology and
describe the possible benefits of choosing this technology.

4.1. Elliptic Curve [21]

Definition 1. (the elliptic curve discrete logarithm problem). Let P be a base point arbitrarily
chosen from the elliptic curve EP(a,b). For any probabilistic polynomial time (PPT) adversary A,
the probability of finding k ∈ Z∗n satisfying equation Q = kP is negligible when the parameters
are given.

4.2. RSA [22] Secure Public Key Encryption

RSA is a public-key encryption algorithm based on the large prime number decompo-
sition puzzle, proposed by Ron Rivest, Adi Shamir, and Leonard Adleman in 1977. The
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RSA algorithm uses a pair of keys, a public key and a private key, to encrypt and decrypt
data [23].

Definition 2 (RSA). Let � be a function such that for all n, �(n) ≤ 2(n − 2). The public key
encryption scheme is defined as follows, where Algorithm 1 specifies the GenRSA function’s
specific process:

1. Gen: Given input 1n, run GenRSA (1n) to obtain (N,e,d). Output the public key pk = <N,e>
and private key sk = <N,d>.

2. Enc: Given a public key pk = <N,e> and a message m∈ {0, 1}ˆ�(n), choose a random string
r ← {0, 1}ˆ{||N||−�(n) − 1}, and interpret r||m as an element of Zn. The output
ciphertext is c := [(r||m)e mod N].

3. Dec: Given the private key sk = <N,d> and the ciphertext c∈Z∗n, compute the message m :=
[cd mod N], and output the low l(n) bits of m.

Algorithm 1. GenRSA

Input: security parameter 1n

Output: N,e,d
1. (N,e,d)← GenModulus (1n);
2. F(N) = (p − 1) (q − 1);
3. Choose e satisfied with gcd (e,F(N)) = 1;
4. Computer d:= [e−1 mod F(N)];
5. Return N,e,d;

4.3. Zero-Knowledge Proof (Fait–Shamir Protocol [24])

Zero-knowledge proofs were proposed by S. Goldwasser, S. Micali, and C. Rackoff
in the early 1980s. This proof method allows the prover to prove to the verifier that it
possesses a particular piece of information without revealing its secret information. In
communication between a communicating entity B (the prover) and A (the verifier), if B is
able to successfully prove to A that it possesses the secret but A is unable to infer the secret
information, the proof is shown to have zero knowledge. In addition, a zero-knowledge
proof needs to satisfy correctness, i.e., the inability of A to master a proof method that makes
it highly probable that B possesses the secret. Finally, a zero-knowledge proof also needs to
satisfy completeness, i.e., B possesses a theorem-proving method that makes A believe that
B can complete the proof. Next, we give specific definitions in Algorithms 2 and 3, and
describe the proof process in detail. The flow of the scheme is shown in Figure 3.

Figure 3. The Fait–Shamir protocol.
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Definition 3. The zero-knowledge proof based on the Fait–Shamir protocol consists of four algo-
rithms (Gen,Prf,Chg,Vrfy) for the prover A and the verifier B. The details of the algorithms are
as follows:

• (pk,sk)← FS.Gen(1λ): The key generation algorithm takes a security parameter λ∈ N as input
and outputs the public prover key pk and the signing key sk.

• (x) ← FS.Prf(r): The evidence generation algorithm selects a random number r, where
(0 ≤ r < n)∩r ←Zn, and computes the evidence x to be used in the subsequent proof based
on r.

• (y)← FS.Chg(c): The challenge–response algorithm computes the corresponding response y
by A after receiving the random number c ∈ {0, 1}* generated by B for the challenge.

• {0, 1}*← FS.Vrfy(): The key generation algorithm outputs the public prover key pk and the
secret key sk for signing when given a security parameter λ∈ N as input.

Algorithm 2. Proof/Challenge information generation

Input: Prover public key Pk and secret private key Sk, r (commitment random number)/c
(challenge random number).
Output: Output corresponding evidence x and response y
1. Compute n = (pk,sk) ∈ Z∗n;
2. Compute x = r 2 mod n;
3. Or Compute y = rs c mod n;
Return x or y;

Algorithm 3. Verify secret

Input: corresponding evidence x and response y
Output: Verification result: succeed or fail.
1. Compute x == y;
2. if true return 1;
3. else return 0;

4.4. Blockchain Technology

Blockchain technology is a decentralized, public, and distributed ledger technology
used to record and verify transactions and data transfers. It consists of a series of blocks,
each containing information about specific transactions such as transaction amount, times-
tamp, and participant addresses. Each block is linked to the previous block, forming an
immutable chain that makes it impossible for anyone to alter previous transaction records.
This means that blockchain technology has a high level of security and transparency, as all
participants can view and verify transactions, and no centralized institution or single entity
can manipulate it. Additionally, due to its decentralized nature, blockchain technology
can address some of the problems that exist in traditional centralized systems, such as
single points of failure, data leaks, and security concerns.

A federated chain is a private chain based on blockchain technology that consists
of a group of pre-authorized participants, which are usually businesses, government
agencies, or organizations. Unlike public blockchains, federated chains allow participants
to selectively disclose or protect their data, thus allowing for trustworthiness and security
while maintaining data privacy. In a federated chain, participants need to be authenticated
and authorized to join the network and participate in transactions. Each participant has
a local copy of all transactions and associated data that are verified and authorized by
a consensus algorithm. Unlike public blockchains, federated chains typically use more
efficient consensus algorithms because of the relatively small number of participants and
the higher speed and throughput required for transactions. In addition, federated chains
are also more flexible and customizable, as participants can configure and deploy them to
meet specific needs.
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Hyperledger Fabric is a permissioned blockchain platform that serves as the founda-
tion for many federated chains. It was selected as the basis for this experiment because of
its features that support the creation and operation of permissioned networks. Hyperledger
Fabric allows for fine-grained control of permissions, providing greater flexibility in the
management of the network. Additionally, it supports a modular architecture that allows
for easy customization and integration with existing systems. A federated chain based on
Hyperledger Fabric consists of a group of pre-authorized participants who are authenti-
cated and authorized to join the network and participate in transactions. Each participant
has a local copy of all transactions and associated data that are verified and authorized by
a consensus algorithm. Hyperledger Fabric’s pluggable consensus algorithm allows for a
more efficient consensus mechanism that can be customized based on the requirements
of the network. In summary, Hyperledger Fabric was selected as the foundation for this
experiment because of its features that support permissioned networks, fine-grained control
of permissions, modular architecture, and pluggable consensus algorithm.

5. Design of HIDA

Starting from this section, we provide in Table 1 the symbols used in the protocol and
their related meanings to facilitate a better understanding in the subsequent description.

Table 1. The symbol description in the identity authentication protocol.

Symbol Meaning

PKn Public key for entity n
SKn Private key of entity n
Kn Key for entity n

E (Kn, M) Encryption of M using the key of entity n
D (Kn, M) Decryption of M using the key of entity n
A→B:m Entity A sends a message to Entity B m

IDn Unique ID of entity n
Tn Entity n generated timestamp and signature

Hash (M) Hash for M using MD5

In this section, we first introduce the system model and then provide a detailed
description of a secure authentication scheme based on blockchain technology and zero-
knowledge proofs in a cloud computing environment.

5.1. System Model

To achieve a secure and efficient identity authentication scheme, we have designed
a system model combining blockchain technology and zero-knowledge proof, as shown
in Figure 4. The model consists of several parts: cloud users, cloud service organizations,
cloud data centers, and blockchain networks.

In the CDC organization, a node can communicate with a designated node in the CSP, and
they share a blockchain in the same channel. Separating business and identity management
has the benefit of improving CSP service efficiency because identity authentication consumes
computing resources, while CSP provides cloud resource usage to users. Therefore, separating
identity authentication functionality allows CSP to focus on business processing. Another
advantage is scalability. If additional CSP organizations want to join the blockchain network,
the organization need only apply for a node in the CDC group to achieve subsequent user
access management. In the identity management and authentication model based on the
Fabric network, CSP provides interfaces for users to register and log in with their identity
information. In Hyperledger Fabric, there is more than one node that provides services to users
on the same channel, and they share a ledger. As the administrator of the blockchain network,
they monitor the state of the entire network and can view the information in the corresponding
blocks. In a network environment, the most trusted party is oneself, so the user’s identity
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credentials must be stored in ciphertext in the block and transmitted in ciphertext form during
transmission to prevent man-in-the-middle attacks.

Figure 4. Secure and efficient identity authentication system model.

5.2. Specific Steps

As shown in Figure 5, the proposed scheme consists of seven steps. In these steps,
we can observe that users only need to interact with CSP, and all related authentication
tasks will be performed by CDC, thereby reducing the computational burden on CSP. The
specific authentication process of the scheme is as follows:

(1) Initializing the user environment means that all system parameters have been instan-
tiated, including <N,e,d> for encryption, which is computed by the user running
GenRSA(1n) and inputting the security parameter 1n. The public key is represented
by <N,e>, and the private key is represented by <N,d>. In addition, system param-
eters for a specific elliptic curve are pre-defined, and mathematical operations and
calculations necessary for encryption and decryption are performed. These system
parameters include the elliptic curve identifier cid, parameters for the base field Fq of
the elliptic curve, parameters a and b for the elliptic curve equation, the order N and
cofactor cf of the curve, as well as the embedding degree k and f of the curve E(Fq).
Using these system parameters, a bilinear mapping from G1 to G2 can be defined,
where P1 and P2 are generators of the cyclic subgroups G1 and G2 that generate the
curve E(Fq). In addition, a bilinear pairing identifier eid and a homomorphic mapping
Ψ from G2 to G1 are required. The user sets the password as the user s secret s and
hash s to get x. It then finds the two points G and H on the elliptic curve, and multiply
points G and H by x to get xG and xH.

(2) After the user has initialized the environment, they send the following registration
request information to the CSP (where IDu is the user’s ID, Username is the user’s
registered name, and Tu is the user’s timestamp to prevent replay attacks):

User→ CSP: Request_Enroll(IDu, Username, xG, xH, Tu)
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(3) After receiving the registration request from the user, CSP checks its local ledger
to see if there is any corresponding block information with IDu. If the information
exists, CSP responds to the user with a message m1 indicating that the user already
exists with Tcsp. Otherwise, CSP sends the user’s registration identity information,
including IDu and EGH, to CDC.

CSP→ CDC: Message(IDu, xG, xH, Ts)

(4) After receiving the message from CSP, CDC generates a random value of c. CDC
encrypts c using the secret key Kcdc, resulting in Ec = E(Kcdc, c), and stores it along
with xG and xH in the local ledger corresponding to IDu.

(5) The registration result m2 returned to CSP includes Ec, the ciphertext EKcdc = E(PKu,
Kcdc) obtained by encrypting Kcdc with the user’s public key, and the user ID.

(6) After receiving the message from CDC, CSP stores more detailed user information,
including IDu, username, and user registration time-related information in a block for
later user information querying operations. CSP then returns the registration result
message to the user as follows (where m3 represents the message containing Ec, EKcdc,
and the registration success information):

CSP→ User: Respond(m3, Ts)

(7) After receiving the registration result message from CSP, the user decrypts E(PKu,
Kcdc) using the private key SKn to obtain Kcdc. Then, the user decrypts Ec using
Kcdc to obtain the plaintext c and stores it locally for the next identity verification.
When the user needs to verify their identity to access cloud resources, The user only
needs to provide a random value v which is calculated by (v − cx) to obtain an r (r
is called a promise) to complete the operation of verifying the user’s identity. The
user sends a login request to CSP, and the request message includes the following
content (where vG and vH are obtained by doubling G and H points by v, and Tu is
the user-generated timestamp):

User→ CSP: Request_Verify(IDu, Username, r, vG, vH, Tu)

(8) After receiving the login request from the user, the CSP checks if the user with IDu is
registered. If the user is not registered, the CSP returns a message m1 indicating that
the user does not exist. Otherwise, the CSP sends IDu, r, vG, and vH to the CDC.

CSP→ CDC: Message (IDu, r, vG, vH)

(9) After receiving the message from CSP, CDC uses the doubling method to multiply
the G and H points by r to obtain rG and rH. Then, CDC queries the corresponding
information of the user in the local ledger using IDu to obtain (xG, xH) and E(Kcdc, c),
and decrypts E(Kcdc, c) using Kcdc to obtain c. Next, CDC multiplies the xG and xH
points by c using the doubling method to obtain cxG and cxH, and sets a = rG + c(xG)
and b = rH + c(xH). Finally, CDC verifies if a equals vG and b equals vH as sent by
the user and returns the verification result m2 to CSP. The reason why the equality of
the two sides can prove that the user owns s is as follows:

vG = rG + c(xG) = (v − cx)G + cxG = vG
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Figure 5. Specific protocol of identity authentication.

6. Security Analysis

The proposed HIDA authentication model in this paper involves three entities
U ∈ P = (U∪ S∪C), which are cloud users (to be authenticated), cloud service providers,
and cloud data centers. We assume that U ∈ P has long-term asymmetric keys (sku, pku).
During the operation of an entire system, let us assume the existence of adversary A who
tries to disrupt the system in polynomial time. The possible ways of disruption mainly
include attacks on the three-party entities and eavesdropping on the communication be-
tween the two parties to obtain sensitive data transmitted over the channel, thereby causing
user identity leakage. We will analyze and prove the infeasibility of various types of
attacks below.

6.1. Security Analysis

Claim 1: The CDC in this model has a high level of security protection and can
effectively prevent system crashes caused by single-point attacks.

Analysis: The system model constructed in this article is based on a secure consortium
chain using Fabric as a permission-granted blockchain. This means that only authorized
entities can participate in the chain and access and process sensitive data and business logic.
At the same time, permission-granted consortium chains have higher transaction processing
speeds and scalability because only a small number of authorized nodes participate in
verifying and adding new blocks, rather than all nodes needing to participate in the
process. As shown in Figure 6, when an attacker is in a complex environment and wants to
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perform access attacks on the CDC, the likelihood of a successful attack is negligible due to
being unauthorized.

Figure 6. Safety model under HIDA.

6.2. Privacy Analysis

Claim 2: User data can be securely transmitted in the proposed model.
Analysis: This paper cleverly combines asymmetric encryption and symmetric encryp-

tion techniques to protect sensitive user data and uses zero-knowledge proof technology
and blockchain technology to achieve secure authentication and storage of user identities.
Therefore, unauthorized attackers find it difficult to eavesdrop on the channel. Secondly,
assuming the difficulty of the RSA problem and the relatedness of GenRSA, selecting H as
a random oracle [25] and using Π to represent the construction method in Algorithm 1, it
can be proved that Π has indistinguishable encryption in the presence of eavesdropping by
an adversary A. Define ε(n) = Pr[PubKeav

A,Π(n) = 1] and use the random oracle model to
prove its security.

6.3. Formal Analysis

BAN logic is a logical system for analyzing the security of communication protocols,
proposed by computer scientists Michael Burrows, Martín Abadi, and Roger Needham
in 1989 [26]. Its main purpose is to analyze and prove the security of communication
protocols, which are sets of rules used to exchange information between two parties. BAN
logic defines a set of logical formulas and rules to analyze the security of these protocols.
These formulas and rules describe the processes of sending, receiving, and processing
information, and allow for the derivation of properties such as non-attackability and
confidentiality of the protocol.

• BAN logical reasoning rule:

(1) Rules of message meaning:

(1.1) P|≡Q K↔P,P�{X}K
P|≡Q∼X

(1.2)
P|≡ K→Q,P�{X}K−1

P|≡Q∼X

(1.3)
P|≡Q↔

Y
P,P�{X}Y

P|≡Q∼X

(2) Temporary value verification rules:

P|≡ #(X), P|≡ Q | ∼ X
P|≡ Q|≡ X
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(3) Arbitration rules:
P|≡ Q|⇒ X, P|≡ Q|≡ X

P |≡ X

(4) Faith rules:

P|≡ X, P|≡ Y
P |≡ (X, Y)

P |≡ (X, Y)
P |≡ X

P|≡ Q|≡ (X, Y)
P|≡ Q|≡ X

(5) Send rules:

s
P|≡ Q| ∼ (X, Y)

P|≡ Q| ∼ X

(6) Receive rules:
P�(X,Y)

P�X
P�〈X〉Y

P�X
P|≡Q K↔P,P�{X}K

P�X
P|≡ K→P,P�{X}K

P�X
P|≡Q| ∼(X,Y)

P|≡Q| ∼X

(7) Fresh rules:
P |≡ #(X)

P |≡ #(X, Y)

(8) Share key rules:

P |≡ R X↔ R′

P |≡ R′ X↔ R

P
∣∣∣≡ Q

∣∣∣≡ R X↔ R′

P
∣∣∣≡ Q

∣∣∣≡ R′ X↔ R

(9) Sharing of secret rules:

P |≡ R ↔
x

R′

P |≡ R′ ↔
x

R

P
∣∣∣∣≡ Q

∣∣∣∣≡ R ↔
X

R′

P
∣∣∣≡ Q

∣∣∣≡ R′ ↔
x

R

• The agreement is idealized:

Message 1: U→S:{IDu, Username, xG, xH, Tu}Ks
Message 2: S→C:{IDu,xG, xH, Ts}Kc
Message 3: C→S:{IDu, {Ec, EKcdc}Kuc, Tc}Ks
Message 4: S→U:{ {Ec, EKcdc}Kuc, Ts}Ku

• Initialize the hypothesis:

(1) U |≡Ks→ S

(2) U |≡Kc→ C

(3) S |≡Ku→ U

(4) S |≡Kc→ C

(5) C |≡Ku→ U

(6) C |≡Ks→ S
(7) S |≡ U(|⇒ xG, xH)
(8) C |≡ S(|⇒ xG, xH)

(9) S |≡ C
(
|⇒ {Ec, EKcdc}Kuc

)
(10) U |≡ S

(
|⇒ {Ec, EKcdc}Kuc

)
(11) U |≡ �(Ts)
(12) U |≡ �(Tc)
(13) S |≡ �(Tu)
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(14) S |≡ �(Tc)
(15) C |≡ �(Tu)
(16) C |≡ �(Ts)

• The purpose of certification:

(1) S |≡ {xG, xH}
(2) C |≡ {xG, xH}
(3) S

{
{Ec, EKcdc}Kuc

}
(4) U

{
{Ec, EKcdc}Kuc

}
• Logical inference:

(i)

message 1 ⇒S � {IDu, Username, xG, xH, Tu}Ks
(1a)

(1a) ∧ assumption (3) ⇒ S |≡ U ∼ {IDu, Username, xG, xH, Tu} (1b)
rule (7) ∧ assumption (12) ⇒S�{IDu, Username, xG, xH, Tu} (1c)
(1b), (1c) ∧ rule (2) ⇒S |≡ U |≡ {IDu, Username, xG, xH, Tu} (1d)
(1d) ∧ rule (4) ⇒S |≡ U |≡ {xG, xH} (1e)
(1e) ∧ assumption (7) ⇒S |≡ {xG, xH} (a)

(ii) Similarly, the above message and assumptions under the reasoning of the BAN
logic rules lead to proof (b): C |≡ {xG, xH} (b)

(iii)

message 3 ⇒S �
{

IDu, {Ec, EKcdc}Kuc
, Tc

}
Ks

(2a)

(2a) ∧ assumption (4) ⇒ S |≡ C ∼
{

IDu, {Ec, EKcdc}Kuc
, Tc

}
(2b)

rule (7) ∧ assumption (14) ⇒S�
{

IDu, {Ec, EKcdc}Kuc
, Tc

}
(2c)

(2b), (2c) ∧ rule (2) ⇒S |≡ C |≡
{

IDu, {Ec, EKcdc}Kuc
, Tc

}
(2d)

(2d) ∧ rule (4) ⇒S |≡ C |≡ {Ec, EKcdc}Kuc
(2e)

(2e) ∧ assumption (7) ⇒S |≡ {Ec, EKcdc}Kuc
(c)

(iv) Similarly, the above message and assumptions under the reasoning of the BAN
logic rules lead to proof (d): U |≡ {Ec, EKcdc}Kuc

(d)

In summary, the steps of the HIDA protocol have been proven to be secure by
means of a formal language, and to satisfy the security properties of confidentiality,
integrity, and authentication.

7. Efficiency Analysis

We conducted simulation testing on the overall model of the system in the Fabric
network and implemented the chaincode related to HIDA user identity information reg-
istration. At the same time, we compared and displayed the performance indicators and
key elements of each link. The relevant configuration of the experimental environment is
detailed in Table 2.

Table 2. The experimental environment.

Name Configure

Processor Intel(R) Core(TM) i5-2430M
Run memory 4 GB

Operating System Ubuntu 20.04
Docker 20.10.1

Docker-compose 1.25.0-rc1
Go go1.14.6 linux/amd64

Fabric 2.3.0
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7.1. Functional Testing

The HIDA functional test implemented a simple client. Firstly, xG, xH, G, and H were
generated for user registration. The user’s password was used as a parameter to call the
user proof generation interface to produce the corresponding user proof string. Secondly, r,
vG, and vH were generated for verifying the user’s identity. After registration, the user
would receive user challenge data, which, along with the password and user proof string,
were used as parameters to call the user verification generation interface, generating the
user verification string. The user proof string and the user verification string were used in
the user identity access request and verify user identity access request, respectively.

During the registration process, the user provided their ID, username, and user-proof
string to the CSP and called the user registration interface with the appropriate parameters
to complete registration. The registration result contained the user’s basic information (ID,
username, and registration status), as well as the encrypted challenge encoded in Base64.
The functionality was successfully executed and met expectations based on testing.

7.2. Performance Testing

The SIDM (Secure Identity Management) protocol is a privacy-preserving protocol
designed with a zero-knowledge proof on the basis of the CIDM protocol, which solves
the problems of the man-in-the-middle attack and user privacy leakage in traditional
identity authentication. We have conducted corresponding comparative statistics on the
data transmission of the three-party entities, and the results show that our scheme is
significantly better than the above scheme in terms of data volume on both the user and
authentication sides. Table 3 shows the relevant comparison data.

Table 3. The relevant comparison data.

SIDM HIDA

User Idms Csp User Cdc Csp

Send
(bytes) 106 50 110 100 8 113

Receive
(bytes) 80 116 70 16 97 108

Total
(bytes) 186 166 180 116 105 221

The authentication time of the designed HIDA scheme for different numbers of users
was calculated using a Shell script. The authentication for each user count was statistically
measured ten times, and the longest and shortest times were excluded before calculating
the average. The results are shown in Figure 7. It can be observed from the results that the
HIDA scheme performs significantly faster than the EIDM scheme for different numbers
of users.

 
(a) (b) 

Figure 7. (a,b) performance comparison.
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7.3. Experimental Summary

The experimental results show that the HIDA protocol has the smallest byte-wise
overhead in each step of the verification process. In addition, we compared the HIDA
protocol with CIDM and EIDM protocols, and found that the HIDA protocol has a higher
value in terms of privacy protection for users. Furthermore, we studied the time overhead
of user verification between HIDA and EIDM. The experimental results demonstrate that
the time overhead of the HIDA protocol for user verification is much lower than that of
EIDM. This finding further confirms the innovation and value of the HIDA protocol in
the field of privacy protection. Therefore, we believe that the HIDA protocol has broad
application prospects, and future research can further explore its application in other fields.

8. Conclusions

The popularization of cloud computing has made our lives more convenient, but it has
also brought many challenges to traditional identity authentication. To solve the problems
of single point of failure, privacy security, efficiency, and transparency in traditional identity
authentication in a cloud environment, this paper designs and implements the HIDA
identity authentication scheme based on the Hyperledger Fabric platform, with the main
work as follows:

This paper mainly introduces the HIDA identity authentication scheme designed
based on the Hyperledger Fabric platform. First, we introduce the challenges faced by
traditional identity authentication in cloud computing environments, including single
points of failure, privacy security, efficiency, and transparency issues. Then, we elaborate
on the design ideas and implementation of the HIDA scheme, including key technologies
such as user identity information registration, user identity verification, and user access
control. Finally, we conduct experimental simulations and performance tests to verify the
security and efficiency advantages of the scheme.

Through the research in this paper, we have drawn the following conclusions: First, the
HIDA scheme can effectively solve the privacy and security problems of traditional identity
authentication in a cloud environment, ensuring the security and controllability of user
data. Second, the HIDA scheme adopts modern cryptography technologies such as zero-
knowledge proof, which can effectively avoid security threats such as man-in-the-middle
attacks, ensuring the security of the system. Third, through experimental simulations and
performance tests, we have verified the efficiency and superiority of the HIDA scheme
under different numbers of users, demonstrating its practicality and feasibility. Overall, the
HIDA identity authentication scheme designed and implemented in this paper is a feasible,
secure, and efficient solution that can provide strong support and guarantees for identity
authentication in the field of cloud computing. In the future, we will continue to optimize
the scheme to improve its security and efficiency, better meeting user and market needs.

Since the birth of blockchain technology, its special underlying architecture and secu-
rity model have been widely sought after. It has been widely used not only in the field of
cryptocurrency but also in various work scenarios. In recent years, research combining
blockchain technology with cloud computing has also increased. This combination is
expected to bring better data security, higher efficiency, and lower costs. In the future,
we hope to see more excellent solutions being borrowed and cited to better promote the
development of this field.
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Abstract: The world has become increasingly dependent on large-scale and distributed information
and communication technology (ICT) infrastructures and systems in sectors such as energy, transport,
banking, healthcare, water supply, and digital services, while their protection is considered of
paramount importance and has already drawn remarkable attention from governments and key
industry players. Establishing common approaches by leveraging existing frameworks and cyber
security practices for improving the security postures of those systems is one of the major objectives
for ensuring an adequate level of protection and avoiding the detrimental effects of disruptions
on society and citizens. Configuration management (CM) is one of those common practices for
establishing and maintaining the integrity and consistency of a system and its elements with regard
to the function, performance, and status of technical and physical attributes, and it contributes to a
desirable security posture throughout the lifecycle of a system. This study addresses the importance of
CM, and while considering the corresponding frameworks, standards, and best practices, it proposes
a permissioned blockchain-based approach, that inherits the benefits of the blockchain technology
and ensures the integrity of the systems’ configuration across the complete lifecycle management
of its products and services as an underlying model for mapping and integrating CM functions.
Furthermore, this study briefly presents the benefits and challenges of the application of permissioned
blockchain models and proposes a smart-contract-based role-based access control mechanism, in
addition to presenting an operating concept based on brief but real-life lifecycle requirements of
organizational configuration management.

Keywords: configuration management; change management; blockchain; critical infrastructure;
distributed and large-scale ICT

1. Introduction

The cyber landscape is under constant changes as malicious actors exploit known
cyber security gaps and discover new ones. Over recent years, cyber attacks on critical ICT
systems have increased [1], and they have become more sophisticated and effective than
before. The consequences of cyber attacks on a large-scale and distributed ICT infrastructure
for financial, political, or military gain could include service degradation or disruption,
environmental damage, financial loss and/or human injuries, or threats to human lives on
a large scale, thus causing serious problems.

A fundamental understanding of how malware actors target critical systems and
infrastructures can help organizations and key stakeholders comprehend how to conduct
cyber security defense operations, respond to incidents, embed security in systems’ design,
understand risks and business impacts, implement strategic, operational, and tactical
changes, and protect themselves from possible harm.

Collaboration between states and public or private entities facilitates the development
of policies, frameworks, and guidelines for raising awareness, establishing best practices,
leveraging and combining strengths, developing skills, identifying gaps, and increasing
preparedness. These interactions also help teams work together more efficiently to deter,
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detect, and apply effective responses to cyber attacks, especially across distributed ICT
infrastructure components, which, in many cases, deal with geographically dispersed
legacy systems.

As cyber threats continue to evolve, organizations still have limited resources for
minimizing their attack surfaces and improving their security postures. Security has
become a risk-based activity, where the operational and economic costs define the appetite
and tolerance thresholds of risk, and they are fully integrated to balance the needs of an
organization’s mission and business processes against cyber threats. In today’s digital
world, resources are scoped and tailored to fulfill this balance, and the practice of a risk
management approach is fundamental to cyber security programs.

Information technology (IT) and operational technology (OT) systems are under a
constant state of change, which spans technological, physical, business, and even human
elements. Such changes could be hardware or software changes, incoming personnel with
different skills, changes in system architectures, changes in the supply chain, changes in
physical and technical access control measures, and many more. A disciplined and struc-
tured approach to monitoring, controlling, and documenting such changes is essential for
the support of the security of IT and OT systems [2]. Such activities fall under configuration
management (CM), the absence of which can have a significant impact on the security and
privacy postures of these systems.

According to the National Institute of Standards and Technology (NIST) [3], Configu-
ration Management is an umbrella definition that covers a collection of activities that are
focused on establishing and maintaining the integrity of information technology products
and information systems through the control of processes for initializing, changing, and
monitoring the configurations of those products and systems throughout the system devel-
opment lifecycle. Change management—despite being frequently shown as a standalone
function—is a specific functional element of configuration management that is responsible
for managing changes during the lifespan of a system. Its interactions with the rest of the
configuration management functions will be shown and described below.

The concepts, principles, and processes described in existing publications set the
overarching high-level framework of security configuration management (SCM) [3–5]
with the objective of managing and monitoring the configurations of information and
operational systems to achieve adequate security and minimize organizational risks while
supporting the desired business outcomes and services.

Furthermore, during the rapid development and wide application of distributed ICT
systems, the interest in blockchain technology has dramatically increased and has made it a
widely accepted solution due to the efficiency, applicability, and essentials of its features [6].
Blockchain technology can be used to cryptographically sign the “who”, “what”, “where”,
“when”, and “why” for the status of and changes in all critical cyber assets throughout the
chain of custody. Traceability, auditability, decentralization, immutability, transparency,
and peer communications are features of distributed ledger technology that are enablers
in supporting the management and security of information technology products and
information systems more effectively [7].

Focusing on the principles of security configuration management, this study proposes
a blockchain-based model as the foundation of configuration management and change
control applications; this model inherits all of the benefits and advantages of the integrity,
tamper-resistance, trust, and scalability of distributed ledgers. Placing an emphasis on the
protection of distributed ICT infrastructure and its complex nature, this study addresses
the requirements of CM by proposing a permissioned ledger as a closed ecosystem with a
defined governance structure, private transactions, and strict authentication access in order
to maintain the security requirements of the critical components of IT/OT infrastructures.

The aim of this study is two-fold. The first objective is to present a high-level overview
of the existing frameworks, publications, handbooks, and guidelines that underpin the CM
process in IT/OT systems, especially in the domain of large-scale and distributed systems.
The second objective, which is of equal importance, is to map the fundamental processes,
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practices, and phases of CM and demonstrate how those can be applied in a blockchain
model to support real-life technical requirements by benefiting from the advantages and
features inherited from distributed ledger technology.

The rest of this paper is structured as follows. Section 2 presents the existing set
of publications, frameworks, handbooks, and guidelines that define CM, as well as the
existing background research related to the scope. Section 3 presents the motivations
and challenges that triggered the proposal of a blockchain-based CM model, since the
existing research was found to be limited. Section 4 briefly presents the CM process and
the phases that it comprises, as well as related definitions. Section 5 presents the proposed
blockchain-based model and a related mapping of the functions of CM. Section 6 describes
the operating concept using a practical application of a complete lifecycle of the CM
process, while Section 7 summarizes the paper’s proposals and depicts our objectives for
future work.

2. Background and Research Review

Configuration management is a strong requirement in many cyber security frame-
works and standards. It is used to enable the functional and physical attributes of IT/OT
platforms, products, and their environments to determine the appropriate security features
and assurances that are used to measure a system configuration state. It is also used to
control modifications to hardware, firmware, software, and documentation in order to
ensure that ICT systems are protected against unauthorized modifications prior to, during,
and after system implementation by establishing baseline controls via policies, practices,
and procedures.

The following publications are used to define the set of requirements, starting from
risk management, ending with the implementation of configuration management, and
spanning across various governmental and institutional entities:

1. ANSI/EIA-649C, Configuration Management Standard
2. Cloud Security Alliance (CSA) Cloud Controls Matrix (CCM)
3. EIA-836B, Standard for Configuration Management Data Exchange and Interoperability
4. ENISA Risk Management/Risk Assessment Framework
5. European Council Directive 2008/114/EC
6. IEC62443-Security for industrial automation and control systems-Parts 2-4, 4-1 and 4-2
7. ISO/IEC 27001, Information Security Management
8. ISO/IEC 20000:2018, IT Service Management System Requirements [8]
9. NIST Special Publication (SP) 800-37 Revision 2: Risk Management Framework for

Information Systems and Organizations [2]
10. NIST SP 800-53 Revision 5: Security and Privacy Controls for Information Systems

and Organizations [4]
11. NIST SP 800-82 Revision 2: Guide to Industrial Control Systems (ICS) Security [5]
12. NIST SP 800-128: Guide for Security-Focused Configuration Management of Informa-

tion Systems [3]
13. NIST SP 800-160: Systems Security Engineering: Considerations for a Multidisci-

plinary Approach in the Engineering of Trustworthy Secure Systems [9]
14. NIST Cybersecurity Framework: Framework for Improving Critical Infrastructure

Cybersecurity [10]
15. US DoD Protected Critical Infrastructure Information (PCII) Program

Alongside the above-mentioned frameworks, there are several other libraries of frame-
works, standards, and best practices [11] that are focused on IT service management
activities for service providers, enterprises, and military organizations. These publications
play a significant role in the overall definition of CM and the set of requirements, processes,
procedures, and business outcomes. These can be listed as follows:

1. ENISA Guidelines on Security Measures under the European Electronic Communica-
tions Code (EECC)
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2. COBIT 2019, Management and Governance of Enterprise IT [12]
3. ISO 10007:2017, Quality management—Guidelines for configuration management
4. ITIL v4, IT Infrastructure Library
5. Mil-HDBK-61B, Configuration Management guidance [13]
6. TM Forum Business Process Framework (eTOM)

In the scope of the aforementioned publications that set the high-level frameworks
and procedural guidelines, there are plenty of works found in the literature that address
implementation proposals that follow the requirements of configuration management, but
the research activity on blockchain-based solutions for supporting CM implementations is
very limited.

Kinkelin et al. [14] proposed an abstract Byzantine fault-tolerant (BFT) configuration
management system (CMS) based on the Hyperledger Fabric environment with the objective
of managing configuration requests in an operational environment. Their proposal acts as
an intermediate authority between administrators and managed devices, and it is able to
conduct multi-party authorization for critical configurations to prevent individual malicious
administrators from performing undesired actions; changes are applied only after a con-
figuration has been validated and authorized by multiple experts. One of the drawbacks
of the proposed system was found to be the potentially low number of validators, which
would weaken the protection of this CMS. Kostal et al. [15] proposed a private blockchain
approach for storing and loading configurations of Internet of Things (IoT) devices to man-
age and monitor network devices, and they highlighted the tamper-proof functionalities
of the proposed method, which was also supported by off-chain databases. Furthermore,
authorized network administrators used digital certificates to authenticate themselves, while
they could modify the configuration of devices if they were authorized to do so for a given
device or group/domain of devices. Alvarenga et al. [16] proposed a blockchain-based
architecture for secure management, configuration, and migration of virtualized network
functions, which ensured the immutability, non-repudiation, and auditability of the configu-
ration update history and the anonymity of tenants and configuration information while
guaranteeing the secure update and migration of configurations at the core of the network
and being resilient to collusion attacks from up to one-third of the blockchain modules.
Mylrea et al. [17] examined how blockchain technology can enable critical infrastructure
protection compliance and aid in the security of software supply chains, patch management,
and configuration management through an immutable cryptographically signed distributed
ledger that enabled improved data security, provenance, and auditability while describing
the challenges in applying blockchain technology due to the lack of existing policies and
governance. Han [18] proposed a very abstract blockchain configuration management
system that could protect the copyrights of software development projects and systems’
configurations. Samaniego et al. [19] proposed a limited-scope virtualization of IoT compo-
nents with the objective of supporting configuration management and provision across an
IoT network, and they achieved efficiency in terms of latency and bandwidth. The solution
was based on a permissioned blockchain with encrypted blocks for additional security.

The aforementioned research touched some elements of the overarching CM pro-
cess, but did so in isolation—without a contextualized approach—and, most importantly,
without identifying which function of CM they were addressing and how the proposed
work might interact with the rest of the functions of CM. The present study covers this
gap by addressing the challenges and opportunities of an efficient implementation of a
CM process and presents an end-to-end blockchain-based model that enables all of the
different functions of CM. Furthermore, it demonstrates how the benefits of blockchain
technology can be leveraged in the CM lifecycle in alignment with existing frameworks,
policies, recommendations, guidelines, and best practices.

3. Motivation and Challenges

Industries, enterprises, and governmental organizations use a plethora of tools that
cover areas of the requirements of configuration management [20]. These tools have a
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certain overlapping coverage area. This is the reason for why more than one tool is required
to cover the whole scope. Furthermore, there is no indication that these tools currently
utilize blockchain technology in their production environments, especially for configuration
management purposes.

We identified that even though there is a very mature framework addressing the
requirements of that stem from the frameworks, policies, guidelines, and best practices
of CM that were presented before, there is not a mature implementation showing how
these requirements can be applied in a blockchain infrastructure by utilizing the value and
benefits of this technology. In addition, the majority of the existing research covered CM
topics in an abstract manner and did not address a holistic proposal or solution or how this
may interact with the rest of the functions of CM.

It was found that the need for the development and application of blockchain tech-
nology to underpin the requirements of configuration management is evolving, and it is
expected to expand and grow; when used, this technology will bring additional value
and boost the business outcomes and overall security of large-scale and distributed ICT
systems [17].

4. Configuration Management

4.1. Definitions and Value of Configuration Management

Information systems are discrete sets of information resources that are organized
for the collection, processing, maintenance, use, sharing, dissemination, or disposition of
information, and they are composed of several components, the configuration of which has
a direct impact on the security posture and the operational functionality of the system [4].
A configuration item (CI) is a single component or set of components of an information
system that is subject to configuration management and is considered as a single entity
throughout the practice of configuration management [3,13]. Each CI should be properly
identified, labeled, and tracked during its lifecycle, its interactions, and its contributions to
an overall system’s function. A CI could be a network element, a server, an application, a
documentation, a security compliance checklist, a service, or even the information system
as a whole, which when defined correctly, provides an organization with the means to
apply the desired lifecycle management for security and operational requirements. Each CI
has a baseline configuration.

A baseline configuration is a set of specifications for a CI or a set of CIs within a system
that have been formally presented, reviewed, and approved at a given point in time. The
baseline configuration can only be changed through a change control procedure triggered
by a change request. The baseline configuration is used as a basis for future builds, releases,
or changes and evolves over time depending on the stage and progress of the system
development lifecycle (SDLC) requirements, such as development, testing, production and
retirement. Early in the SDLC, when a system is being initiated and acquired, the baseline
may be a set of functional requirements. As the system is developed and implemented,
the baseline may expand to include additional configuration elements to fulfill the end-
state objectives of production. When a new baseline configuration is established, all of
the changes from the last baseline are approved. Older versions of approved baseline
configurations are maintained and made available for review or rollback as required. There
are also different types of baselines, such as functional baselines, product baselines, service
baselines, etc., the differences of which, will be left out of this study.

CI records contain all information related to each CI, including the baseline config-
uration, unique identifiers, description, version, location, type, relationships with other
CIs, status, etc. Practically, this information may include as many attributes/properties
that can uniquely and unambiguously describe a CI, depending on the data model used by
the system.

The way the configuration of the CIs is implemented, maintained, and managed
requires a disciplined approach to providing adequate security and functionality and
fulfilling the organizational outcomes and objectives. Changes in the CIs are often required
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to fulfill business requirements, adopt IT architectural changes, react to incidents and
known IT problems, and be up to date on security needs. These changes can heavily
and negatively impact the previously established security posture and/or operational
requirements. This is the reason why a controlled, documented, and effective configuration
management process is critical for the maintenance and improvement of the security
posture, functional outcomes, and business objectives of an organization.

Security-focused configuration management (SecCM) is the management and control
of secure configurations for an information system to enable security and facilitate the
management of risk [3,21], which is still a subset of the overall configuration management
process. The security-focused configuration management process is vital in maintaining
a secure state during organizational operational management, ensuring that risks are
properly assessed and changes are authorized to proceed, and managing a reliable and
updated change record that is always available for auditing and accounting purposes.

A configuration management database (CMDB) is used to store configuration records
throughout their lifecycle and maintain the relationships among them. It also helps an
organization understand the relationships between the components of a system and track
their configurations.

A configuration management system (CMS) comprises a minimum of one CMDB,
while multiple CMDBs can be used by an organization to store and manage CI records
from different domains. In addition, a CMS contains information related to incidents,
problems, and known errors, which are functions that fall outside the scope of this study.
The immutability of a CMS is considered vital, as it constitutes the overall IT baseline of
the whole organization.

In practical terms, a CMS is part of a larger system called a service knowledge manage-
ment system (SKMS). The SKMS consolidates and analyzes configuration item (CI) records
to facilitate the design, development, delivery, operation, and improvement of services.
The SKMS is based on a number of best practices and industry standards [8,12], and it
fulfills organizational service management, security, and business intelligence objectives
and requirements.

Finally, the SKMS also includes a definitive media library (DML), which is a secure
repository in which an organization stores definitive and authorized versions of software,
media, and data. When there is a requirement for the deployment of a new release, only
available releases existing in the definitive media library can be used to build the new
release. The entries in the DML can be considered as separate CIs, the records of which can
be stored in the aforementioned CMDBs.

4.2. Configuration Management Functions

In general terms, the aforementioned configuration management (CM) standards,
handbooks, and publications define the configuration management process with
five key functions/disciplines [3,9,13] (shown in Figure 1):

• Management and planning;
• Configuration identification;
• Configuration control or change management (ChM);
• Configuration status accounting;
• Configuration verification, evaluation, and auditing.

Management and planning deal with defining the strategic aspects that are required
to be in place in order to underpin the next stages. These aspects include the definition of
roles, responsibilities, tools, interfacing processes, organizational criteria, and priorities, the
definition of configuration items (CIs) and baselines, security considerations, conditions,
and constraints, the development of documents such as directives, operational procedures,
and guidelines, and the establishment of organizational boards that will enforce and oversee
the configuration management process.
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Figure 1. Configuration management functions (Mil-HDBK-61B [13]).

Configuration identification addresses the aspects of the proper identification, baseline,
labeling, hierarchy, structure, and dependencies of CIs, which are subject to formal reviews
and configuration audits. Via this function, all CIs should be uniquely and unambiguously
identified, while the status of the configuration should be traceable for every past, present,
or future (planned) configuration state.

Configuration control or change management (ChM) enforces the required security
and control measures to maintain the secure, approved baseline of the system, minimize
unauthorized and/or undocumented changes, further manage, document, and coordinate
among all stakeholders, evaluate the quality, benefits, and costs, and assess the risk of all
requested changes during the lifecycle management of all CIs by applying a broad range
of procedures and criteria in order to finally deny or approve all change requests via the
organizational regulatory boards, which are normally called configuration control boards
(CCBs) or change advisory boards (CABs).

The configuration status accounting function captures, stores, maintains, and pro-
cesses configuration management status information for CIs with respect to their baselines,
approved changes, and releases in order to preserve, protect, and ensure the integrity,
confidentiality, and availability of the CIs by supporting the planning and decision mak-
ing for certification, accreditation, authorization, and reporting activities. By preserving
current, accurate, and retrievable information on the status and configuration of CIs, an
organization can ensure the effective and efficient lifecycle management of its systems,
starting from the design phase, testing, and production and ending with full retirement.

The configuration verification, evaluation, and auditing function includes all necessary
technical and non-technical capabilities for addressing security and operational concerns.
These capabilities include security compliance checks, configuration gap analysis, and the
difference between the “as-certified” and “as-maintained” status of CIs. Via these audit
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control mechanisms, an organization is able to assess whether a system conforms to the
security aspects of the operational requirements against the defined baselines and is capable
of assessing security-relevant discrepancies, variances, and deficiencies.

5. Proposed Model

This study consolidates the principles of configuration management and proposes a
blockchain-based design that inherits all of the benefits and advantages of the integrity and
immunity of distributed ledgers.

As mentioned before, the configuration management system is considered the overall
baseline of a whole organization; thus, its confidentiality, integrity, and availability (CIA
triad) are meant to be vital for the security posture and fulfillment of the operational
objectives, especially when the organization underpins distributed ICT systems. The high-
level components of the functions of CM and their proposed interrelationships with other
functions and processes are shown in Figure 2, where the elements in green are enabled by
blockchain technology.

Figure 2. High-level components of CM.

A blockchain solution can be classified as public/permissionless or private/permis-
sioned. Each one has differences in the nature of stakeholders’ membership and au-
thorization, which is required for participating in a blockchain network. In a public
blockchain, anyone can register and interact without permission, while a permissioned
network requires additional levels of access restriction policies, which narrow down the
access, privileges, and rights of the participants.

Considering the increased security requirements and the nature of large-scale and
distributed ICT systems, we propose the implementation of a permissioned distributed
ledger with a well-defined governance structure, private transactions, and strict authen-
tication for access in order to preserve and ensure the security requirements of critical
IT/OT components. A permissioned ledger is proposed in order to allow only selected and
verified participants of the organization to interact with the system by applying a role-based
access control mechanism for giving specific privileges and access rights according to the
roles and responsibilities in the CM process. Furthermore, the proposed blockchain-based
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system acts as a secure repository to ensure that all of the outputs of the configuration
management process have not been tampered with.

This section will present the high-level architecture of the model by depicting all of
the interfacing components and elements of the CM process, as well as the dependencies of
the CIs of an IT system, while following an agnostic data model approach.

5.1. “As-Certified” vs. “As-Maintained”

Figure 2 depicts a helicopter view of the elements underpinning the concept of con-
figuration management. The left part depicts the SKMS, which was defined earlier and
represents the holistic configuration baseline of an organization, while the right part depicts
the real-life status of the deployed IT/OT elements that serve the operational objectives of
the enterprise.

An organization should maintain the status of its CIs, including the information on
the stages of the whole lifecycle of those CIs, such as their design, planning, and status
of being delivered/implemented, by utilizing various tools. These tools provide not
only the capability of maintaining the baseline (golden data) of the organization, but also
provide various levels of functionalities in order to model, map, reconcile, synchronize,
analyze, report, and present the status of those CI records in a combined and controlled
manner via either detailed or even executive-level views/dashboards. In our proposal,
the core elements of the SKMS that hold the critical information of the organizational
baseline are stored on a blockchain (green color) and benefit from its inherited advantages,
while the rest of the depicted functions can be supported by conventional and existing
methodologies/toolsets.

As mentioned before, the CIs of an organization are considered the building blocks of
that organization’s ICT infrastructure, and they consist of hardware, software, documenta-
tion, and many other components, which are either tangible or not. Proper management
of CIs is critical for ensuring the availability, reliability, and security of ICT systems and
services. Product lifecycle management (PLM) is a comprehensive approach that enables
organizations to manage CIs throughout their lifecycle. Figure 3 depicts the lifecycle of
a product from “cradle to grave”, starting from the requirements and development of
operational capabilities and ending with retirement and decommission [22]. Among all
of the intermediate stages of a product lifecycle, in this study, we chose the “As-Certified”
and the “As-Maintained” stages, which represent the “latest approved” baseline and the
“As-Is” status of a CI, respectively, while in [13], these statuses were reflected as the “as-
designed configuration” and “as-built configuration”, respectively. These concepts can
also be conceptually borrowed from product information modeling, building information
modeling, and product lifecycle management [23–25], in conjunction with the digital thread
and digital twin approaches [26–28].

On one hand, the set of information that constitutes the “As-Certified” status of
the CIs of an ICT system of systems (SoS) includes the configuration status of the final
approved design (latest approved baseline), including all changes authorized so far during
the lifecycle of each CI. On the other hand, the real-life or actual configuration status of the
deployed CIs constitutes the “As-Maintained” status of the SoS.

There are many ways to obtain the “As-Maintained” (or As-Is) status of the CIs, either
by technical means (SNMP polling, network telemetry subscription, compliance checks,
etc.) by utilizing specific IT management system tools, by physical means (inventory checks,
site surveys, etc.), or even a combination of the above.

In theory, the “As-Certified” and “As-Maintained” status of each CI must be exactly the
same, which means that everything that is implemented under the operational SoS should
strictly follow the designed, planned, and authorized requirements. In reality, the situation
is slightly different, as there is a mismatch between statuses, and organizations strive to
keep this gap as short as possible. There are many reasons for having differences between
the As-Certified and As-Maintained statuses, and some examples are provided below:

• Unauthorized changes;
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• Emergency change implementations (e.g., responding to a major incident) with no
post-documentation/CMS integration;

• Lack of change control/change management processes;
• Deviation from processes and guidelines;
• Malicious activities by insiders/outsiders;
• Malware that impacts the CI configuration;
• Wrongly or partially implemented changes;
• Failed changes without roll-back;
• Deficiencies during hand-over or take-over activities from project deliveries.

Figure 3. Product lifecycle [22].

5.2. Description, Benefits, and Limitations of the Blockchain CM Model

The type of blockchain proposed in this study is a permissioned ledger in order to
provide increased security, transparency, and efficiency and allow for a more controlled
and regulated environment for participants, thus enabling higher levels of trust and col-
laboration. Permissioned blockchains are increasingly used in the industry and their
applicability is constantly benchmarked and evaluated. Depending on the application do-
main, blockchain technology has benefits and drawbacks compared to traditional databases
and approaches [29–31], but there is continuous effort being made to identify gaps and
challenges in terms of performance (execution time, latency, and throughput), scalability,
and applicability [32–34] in order to meet the evolving technological requirements by
indicating suitable strategies that can be deployed in blockchain systems [35–40].

The present model takes advantage of the existing features and benefits of distributed
ledger technology and uses them as a vehicle for a new application area in the domain of
configuration management. In essence, the main benefits of using blockchain technology—
and, in particular, a permissioned blockchain—in support of security configuration man-
agement are as follows:

1. Tamper-proof CI records that enable integrity and constitute an immutable inventory
baseline of an entire organization.

2. Historical records that enable traceability, verification, validation, auditability, restora-
tion, and data recovery.

3. Transparency, which underpins the configuration status and accountability of actions
and changes.
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4. A shared ledger that enables the secure distribution of baseline configurations in
the community.

5. Increased privacy and confidentiality via access control (AC) mechanisms by using
smart contracts.

All of the above can further underpin real-time, near-real-time, or ad hoc/planned
security compliance checks in order to detect malware or unauthorized changes/activities.

In addition, access control is a critical aspect of permissioned blockchain systems,
which require the robust management of privileges and rights to ensure the integrity of
the ledger and the security of the information stored on it. The application of CM requires
a clear definition of specific roles and responsibilities for their functions to be performed
inside an organization, such as in planning, submitting, and approving changes in CIs, as
well as releasing and deploying changes and accessing data in the ledger. Hence, role-based
access control (RBAC) is deemed necessary as a control mechanism to enable the imple-
mentation of a more scalable and manageable access control system by grouping users with
similar roles together and then assigning them the appropriate permissions. Smart contracts
can be used to enforce these access control policies [41] to provide an embedded, robust,
flexible, and transparent mechanism for managing such permissions [42–46]. On the other
hand, the effective implementation of RBAC requires careful planning, documentation, and
continuous monitoring to ensure that access privileges remain appropriate and up to date.

The main stages of the configuration management process are shown in Figure 4,
along with the interacting elements of the proposed blockchain-based model. The CM
process is mainly a feedback-based cyclic model and conceptually starts with configuration
management planning, where the governance, strategy, roles, responsibilities, and mod-
eling are given a place on the organizational level, followed by the identification of the
configuration items and their structure, relationships, and dependencies inside the system.
These first two stages of the CM process do not interact with the blockchain model that we
propose but are critical enablers for the following actions.

As mentioned before, the configuration control stage deals with the control of the
changes in all configuration items of a system. In our proposal, it is clearly shown that
the configuration management system (CMS) is completely based on the blockchain (high-
lighted in green), which leads to the conclusion that the overall baseline of all CIs of an
organization benefits from the features of the immutable ledger. This design further leads
to the outcome that the “As-Certified” status of the organization’s critical elements or assets
is stored in such a way that it grants full control and complete tracking of all lifecycle
changes; it is also leveraged by the blockchain features that underpin the configuration
status accounting stage of the CM process. In parallel, the “As-Maintained” status of
an organization’s ICT system is retrieved and made available via the applied technical
monitoring and management solutions to show the current status of the CIs.

The combination of the above can lead to the detailed identification of the difference
(delta) between the two statuses (“As-Certified” vs “As-Maintained”) at a level of granular-
ity that fulfills the expectations of an organization’s auditing requirements. This delta is one
of the fundamental benefits of the overall configuration management process; it provides
a clear picture of the “As-Should-Be” vs. “As-Is” status of the CIs in the configuration,
verification, and auditing stage of the CM process.
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Figure 4. Configuration management process.

The identification of such differences can be applied in quantitative and qualitative
analyses and is considered critical because an organization can assess the level of deviation
of its configuration baselines, which can lead to more effective performance and more
efficient compliance checks.

These compliance checks are not only applicable from the perspective of security, but
also from many other perspectives that are linked together by the overall organizational re-
quirements, such as asset management, release and deployment management, vulnerability
assessments, financial management, and overall risk management activities.

6. Operating Concept

This section presents an operating concept of the proposed model, and a use case in
a configuration management scenario is presented. For this use case, four entities with
high-level roles and responsibilities are represented as follows:

• The change requestor’s role is to plan, find the resources for, develop, test, and support
the proposed changes in one or more configuration items of the system, as well as to
present them to the configuration control board;

• The configuration control board (CCB) has the role of establishing and chartering a
group of qualified people with responsibility for the process of assessing, controlling,
approving, and recording changes throughout the development and operational
lifecycle of the system;

• The implementation team has the role of releasing and deploying the approved changes;
• The security auditor has the duties of performing security compliance checks, con-

figuration gap analyses, and post-implementation checks and comparing differences
between the “As-Certified” and “As-Maintained” statuses of the system’s CIs.

Figure 5 shows a flowchart of the actions performed by the defined actors when
executing the roles mentioned above. More specifically, the change requestor defines the
scope of the change, justifies its necessity, identifies and assesses the impacts on other
configuration items, develops the test and coordination plan, and includes all of the other
necessary documentation, such as the deployment, support, roll-back plan, etc., as required
by the internal procedures of the organization. The change proposal is submitted as a
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technical package to the configuration control board (CCB) for the change evaluation by
using existing IT service management tools.

The CCB reviews the change proposal, assesses the risk to the organization, and
performs compliance checks as set by the organization, and it approves the change, rejects
it, or escalates it to a higher-level CCB. If the change is escalated to a higher-level CCB, the
next-level CCB performs the review and assessment of the change against a wider audience
and additional criteria with two output options: change approval and change rejection.

Figure 5. Flowchart of the operating concept.

If the change proposal is rejected for any reason, it is returned to the change requestor
with full justification for further adjustments and further re-submission if deemed necessary.
If the change proposal is approved, then the full details of the change are stored in the
blockchain as a separate block, while, in the meantime, it is pipelined to the implementation
team to streamline the change’s implementation.

It is clear that any changes that are approved to be applied in the operational system
can take place only after a change is approved by the configuration control board. Similarly,
the same applies for adding blocks to the blockchain-based configuration management
system (CMS). This implies that the “As-Certified” status of the system is under full control
by using the features of the blockchain; moreover, a digital signature mechanism is applied
for additional non-repudiation and accountability purposes [47]. On the other hand, the
accountability and the non-repudiation in the operational ICT system are expected to be
based on equivalent technical functions built on the system’s management tools, such as
AAA (authentication–authorization–accounting) mechanisms, which fall outside the scope
of this study.

A digital signature is applied to the hash of the block that is planned to be added to
the blockchain and further stored as separate data on the block itself. The digital signature
ensures the identification of the change approval entity by utilizing the private keys of
the involved CCBs that are authorized to approve changes. The use of a digital signature
functionality requires an external public key infrastructure (PKI) to be in place in order
to support the certificate’s chain of trust. The establishment of a PKI is not covered in
this study.
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Block-0 represents the genesis block of the blockchain and contains the initial status
and information of all configuration items in the system, thus representing the initial
baseline; it is digitally signed by the highest-level CCB of the organization. The following
blocks hold the information of the configuration items, which are the subjects of each change
and are digitally signed by the authority that approved each change, thus progressively
building the final/current approved (“As-Certified”) baseline of the system.

As explained above, the output of the configuration, verification, and auditing process
is based on the comparison between the “As-Certified” and “As-Maintained” statuses of
the system being audited. The auditor verifies the digital signature of the blockchain blocks
whose configuration items’ records are within the scope of the audit, by using the public
keys of the CCBs.

In essence, the proposed model underpins and enables the functions of the con-
figuration management process, takes advantage of the existing benefits of blockchain
technology, and ensures that all changes are securely recorded and added only after their
approval and only by the authorized organizational elements. Furthermore, the immutable
ledger can be used for configuration auditing purposes and for technical comparisons
of the “As-Certified” and “As-Maintained” statuses of the system in order to identify
unauthorized changes, security configuration gaps, lacking security compliance, wrong
post-implementation changes, or potentially malware-impacted configuration items. All of
the above are supported by a digital signature function that adds an additional security
element of a non-repudiation feature to the ledger.

Finally, in support of the RBAC mechanism that was mentioned before, we present
a brief code example of a smart contract in Listing 1 that implements just one simple
feature. In this case, the smart contract owner can specify the authorized entities that can
make changes in the ledger and add a configuration item into the ledger with the required
information.

Listing 1. Smart Contract Code Example.
1 pragma solidity ^0.8.19;

2
3 contract ConfigurationItemRegistry {

4 address public owner;

5 mapping(address => bool) authorized;

6 uint public authorizedCount;

7
8 struct ConfigurationItem {

9 uint uniqueId;

10 uint configurationItemId;

11 string description;

12 string itemType;

13 string configuration;

14 uint timestamp;

15 uint userId;

16 }

17
18 mapping(uint => ConfigurationItem) public configurationItems;

19
20 constructor () {

21 owner = msg.sender;

22 authorized[msg.sender] = true;

23 authorizedCount ++;

24 }

25
26 modifier onlyOwner () {

27 require(msg.sender == owner , "Only owners can perform this action

");

28 _;

29 }

30
31 modifier onlyAuthorized () {

32 require(authorized[msg.sender], "Only authorized parties can

perform this action");
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33 _;

34 }

35
36 function addAuthorized(address account) public onlyOwner {

37 authorized[account] = true;

38 authorizedCount ++;

39 }

40
41 function removeAuthorized(address account) public onlyOwner {

42 authorized[account] = false;

43 authorizedCount --;

44 }

45
46 function addConfigurationItem(uint uniqueId , uint configurationItemId

, string description , string itemType , string configuration , uint

timestamp , uint userId) public onlyAuthorized {

47 ConfigurationItem memory newItem = ConfigurationItem(uniqueId ,

configurationItemId , description , itemType , configuration ,

timestamp , userId);

48 configurationItems[uniqueId] = newItem;

49 }

50 }

7. Conclusions and Future Work

This study proposed a blockchain-based system for security configuration manage-
ment, which is an enabler of the complete lifecycle management of IT/OT systems, espe-
cially in the domain of distributed and large-scale ICT systems. The existing standards,
policies, handbooks, guidelines, and best practices were presented, which set the base-
line for a robust framework for keeping such systems secure, especially in the context of
tracking changes or baseline mismatches in operational environments.

However, although security configuration management is technically well embedded
and exercised in current ICT operational environments, according to our research, current
IT service management tools are not based on blockchain implementations; moreover,
the existing academic research on this topic is very limited. Our approach intends to
cover this identified gap, which could potentially underpin the efficiency of configuration
management by using the proposed permissioned blockchain model. The proposal of a
permissioned model was based on the fact that security and asset management information
in such critical systems can only be shared inside a restrictive environment, where controlled
access, confidentiality, and need-to-know principles play a critical role. By using such
a blockchain model, configuration management can be exercised more effectively and
efficiently by inheriting the advantages of distributed ledger technology, such as data
integrity, confidentiality, fault tolerance, traceability, transparency, auditability, consistency,
and controlled access management, thus supporting the security objectives of organizations.

On the other hand, while the application of blockchain-based models—and especially
permissioned ones—grows, it is essential to evaluate the key performance properties of each
platform before applying it in real use cases. This gap creates a challenging area of research
that requires conducting more technical analyses of blockchain platforms regarding their
performance, scalability, and applicability while taking blockchains’ inherent limitations
into consideration.

The focus of this study is on presenting a theoretical blockchain-based model of a
service knowledge management system (SKMS) with a configuration management system
(CMS) as a sub-element and on showing how the functions of those elements can benefit
from the advantages of a permissioned ledger while interacting with the rest of the system
management tools to underpin the objectives of the configuration management process.
The end goal is to accurately identify gaps between the “As-Certified” (“As-Should-Be”)
status and the “As-Maintained” (“As-Is”) status of the configuration items of the system
(or system of systems) and further facilitate change control, accounting, verification, and
auditing, which constitute the main functions of the CM process. This gap analysis is very
critical for the security posture of an organization, since via this process, security risks can
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be easily identified, which could span across many activities, such as malicious activities,
unauthorized changes, misconfigurations, incorrect baselining, etc. In addition, the pro-
posed model is enabled by a role-based access control mechanism for smart contracts, as
well as by a digital signature function that enables the non-repudiation of system changes.

Our proposal takes place on a theoretical basis, while the future intention is to build
the proposed model in a proof-of-concept environment for performance testing, analysis,
benchmarking, and evaluation of the operational utility.

Further research can be conducted to integrate deep learning and forecasting algo-
rithms into the blockchain-based system to more accurately identify and prioritize the most
important security gaps, as well as to assess how these findings can be integrated into
existing risk management and analysis tools for informed decision-making processes.
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Abstract: Closed-circuit television (CCTV) cameras and black boxes are indispensable for road safety
and accident management. Visible highway surveillance cameras can promote safe driving habits
while discouraging moving violations. According to CCTV laws, footage captured by roadside
cameras must be securely stored, and authorized persons can access it. Footages collected by CCTV
and Blackbox are usually saved to the camera’s microSD card, the cloud, or hard drives locally but
there are concerns about security and data integrity. These issues may be addressed by blockchain
technology. The cost of storing data on the blockchain, on the other hand, is prohibitively expensive.
We can have decentralized and cost-effective storage with the interplanetary file system (IPFS) project.
It is a file-sharing protocol that stores and distributes data in a distributed file system. We propose
a decentralized IPFS and blockchain-based application for distributed file storage. It is possible to
upload various types of files into our decentralized application (DApp), and hashes of the uploaded
files are permanently saved on the Ethereum blockchain with the help of smart contracts. Because
it cannot be removed, it is immutable. By clicking on the file description, we can also view the file.
DApp also includes a keyword search feature to assist us in quickly locating sensitive information.
We used Ethers.js’ smart contract event listener and contract.queryFilter to filter and read data from
the blockchain. The smart contract events are then written to a text file for our DApp’s keyword
search functionality. Our experiment demonstrates that our DApp is resilient to system failure while
preserving the transparency and integrity of data due to the immutability of blockchain.

Keywords: blockchain; Ethereum blockchain; decentralized application (DApp); interplanetary file
system (IPFS); smart contracts

1. Introduction and Background

CCTV camera images are a valuable source of traffic surveillance that supplements
other traffic control measures. CCTV is aimed at helping in the detection and prevention of
criminal activity. It can be helpful in protecting the citizens in the community. It is placed in
public areas to provide evidence to appropriate law enforcement agencies. CCTV cameras
can be found on busy roads, atop traffic lights, and at highway intersections. Operators
detect and monitor traffic incidents using images from CCTV cameras. It may be possible
to predict the duration of a traffic incident based on prior experience and traffic modeling
techniques. Cameras are used to observe and monitor traffic, as well as to record traffic
pattern data. Moving violation tickets are even issued using cameras.

The vehicle’s event data recorder is constantly recording information in a loop while
we are driving, at least until a collision occurs. Black boxes save data collected at the time
of impact, as well as 5 s before and after the event. The black boxes will record all human
contact with the vehicle. The data collected helps us understand the reasons for collisions
and prevent them from happening again.
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CCTV footage is being used in crime investigations by police officers and insurance
companies [1] all over the world. Recorded footage is typically used by investigators to
locate or confirm the identity of a suspect. Real-time surveillance systems allow employees
or law enforcement officials to detect and monitor any threat in real time. Then, there’s the
archival footage record, which can be reviewed later if a crime or other issue is discovered.
In these cases, the recorded footage must be securely deposited and kept for future use,
making video storage a critical component of any video camera security system.

The vast majority of information collected by surveillance cameras and dashboard
cameras is securely kept on hard drives as well as memory cards. The amount of storage on
the MicroSD card of our security camera, on the other hand, is determined by the amount
of activity recorded by our camera. This type of storage necessitates a large amount of
storage space and exposes our data to risk if the device’s hard drive fails or is damaged. It
is critical to securely store CCTV and black box footage in order for it to be available and
unaltered at all times. In many cases, the introduction and popularity of IP camera cloud
storage have reduced the importance of local storage to a secondary option.

Cloud systems are an extremely good tool that offers us many advantages and func-
tionalities. Cloud storage systems, on the other hand, have flaws such as problems with
data safety [2,3], centralized data storage, and the requirement for trusted third parties.
Owners are reassured of the burden of maintaining local data storage, but they end up
losing direct control over storage reliability and protection. Every year, large database
hacks cost millions of dollars. Furthermore, because the data is kept on an external device,
the owners have no power over it; if the service provider disconnects or limits access, they
will not be able to access it.

Due to the centralized nature of cloud storage data, an intruder to servers is able to
view and alter it. Cloud data is untrustworthy and can be altered or removed at any time.
As a result, making sure data security [4] and safeguarding users’ privacy [5] are critical.
Users are usually needed to cover the cost of any storage plan they select, even if they only
use a portion of it.

Even the finest cloud service providers can face such a challenging problem while retaining
strong maintenance standards. Centralized storage service providers occasionally fail to deliver
the security service as agreed. For example, a hack on Dropbox [6] which is among the world’s
largest online storage companies, did result in the leak of 68 million usernames and passwords
on the dark web. Well-known cloud services have started experiencing blackouts and security
breaches. The mass email deletion event of Gmail [7], Amazon S3’s latest shutdown [8], and the
post-launch interruption of Apple MobileMe’s [9] are other examples.

Blockchain technology may be able to address these issues. A blockchain is made up
of a cryptographic algorithm, a timestamp, and transaction information that connects it to
the preceding block. As a result, every block links to the next, forming a “chain” of blocks
and producing safe and immutable records. In comparison, the blockchain is not designed
for the purpose of file storage. The cost of keeping data on the blockchain is exorbitantly
high. We can have decentralized as well as low-cost storage with the IPFS project [10].
Peer-to-peer networks provide greater security than centralized networks. As an outcome,
they are ideal for protecting sensitive information from malicious actors.

We propose an IPFS-based distributed and decentralized storage application that
offers more storage space compared to solely blockchain-based systems in this paper. Using
distributed storage, information is kept on different nodes or servers on the Internet. To
upload files, we use the Geth [11] software client to operate an Ethereum node and an IPFS
Daemon server to operate our own IPFS node. Users will link to the DApp through the
use of one‘s web browser as well as a blockchain wallet, Metamask [12], to connect to a
blockchain in our proposed scheme. Since it is powered by Ethereum smart contracts, the
decentralized application will interact with the blockchain, which will keep all the code
of the application in addition to the data. The smart contracts keep track of all sources of
information in IPFS files. A DApp can receive any kind of information. The hash value of
the uploaded file is permanently saved on the Ethereum blockchain via smart contracts and
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it cannot be changed or deleted. Whenever a file is uploaded, the DApp hears the event
“File Upload” and updates the DApp’s user interface. We retrieve all of the smart contract
events and reveal them on our DApp, which is called the “smart contract event log”. The
smart contract event log contains data such as the file name, file summary (including the
event and location of the file), file type, size of the file, time and date of upload, Ethereum
account information of the user, and the hash value of the file once it has been uploaded to
IPFS. Users can also view the file by clicking on its description. The user does not need to
remember and save the hash value independently, which could be dangerous if another
individual has access to it. Our DApp also includes a keyword search feature to assist you
in quickly locating sensitive information. Figure 1 shows an example scenario where our
proposed system can be applied. When an accident occurs, our proposed system might be
used to save the video taken by the dashboard camera on IPFS and the hash value of the
video on the blockchain to prevent the manipulation of the video using the immutability
property of blockchain.

Figure 1. Example scenario to illustrate the application of the proposed system in the presence of
accidents on the road.

The key contributions of our paper can be summarized as follows:

• Our proposed distributed storage application supports the storage of various file
types since uploaded files are stored on IPFS and their hash values are stored in smart
contracts on the Ethereum blockchain. Users need not remember the hash values since
they can be retrieved from the blockchain later.

• DApp provides a keyword search feature to help users quickly find the necessary files
based on Ethers.js’s smart contract event listener and contract.queryFilter.

• Our experiment shows that our DApp is resilient to system failure, and our system
provides better transparency than is possible with centrally managed applications.

The rest of our paper is structured as follows: Section 2 contains related work. Section 3
contains preliminary information. The proposed scheme is described in Section 4. Section 5
goes over implementation. The performance evaluation results are described in Section 6.
Finally, Section 7 brings the paper to a close.
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2. Related Work

Hao, J. et al. [13] studied a blockchain and IPFS-based storage scheme for agricultural
product tracking. During the manufacturing, processing, and logistics processes, sensors
collect real-time data on product quality as well as video and picture data, according to
this study. The server parses and encapsulates the data before writing it to IPFS, and the
hash address is then stored in the blockchain to complete the data storage. The collected
data is not directly written to an IPFS. The authors employ a private data server, and data
collected by sensors is first stored on the private data server before being directly stored
on the IPFS. If the server experiences problems, such as server failure, the collected data is
lost, and the server is unable to write data to IPFS. There is no keyword search function for
quickly finding agricultural product information.

Rajalakshmi et al. [14] proposed a framework for access control methods in research
records that manages to combine blockchain, IPFS, as well as other traditional encryption meth-
ods. The system stores the verification metadata information acquired from the IPFS on the
blockchain network using Ethereum smart contracts, resulting in tamper-proof record-keeping
for further auditing. There is no keyword search functionality for searching information re-
lated to research records in this proposed scheme, which only stores PDF files.

Vimal, S. et al. [15] proposed a method to improve the efficiency of the P2P file-sharing
system by incorporating trustworthiness and proximity awareness during file transfer
using IPFS and blockchain. Any of these hashed files can be retrieved by simply calling the
hash of the file. Miners who collaborate to ensure the successful transfer of resources are
compensated. This study discusses the file transfer service, as well as the security strength
and some of the IPFS-based incentives.

This system is built around IPFS and Blockchain. Yongle Chen et al. [16] proposed
a more efficient P2P file system scheme. The authors pointed out the high-throughput
problem for individual IPFS users by incorporating the responsibility of content service
providers. A novel zigzag-based storage model is utilized to improve the IPFS block storage
model by taking data reliability and availability, storage overhead, and other issues for
service providers into account.

Rong Wang et al. proposed a video surveillance system relying on permissioned
blockchains (BCs) and edge computing in their paper [17]. Convolutional neural networks
(CNN), edge computing, and permissioned BCs, as well as IPFS technology, were used in
this system. Edge computing was utilized to collect and process large amounts of wireless
sensor data, while the IPFS storage solution was utilized to enable huge video data storage.
CNN technology was applied to real-time monitoring, and Edge computing was utilized to
gather and analyze large amounts of wireless sensor data.

Sun, J. et al. [18] proposed a blockchain-based secure storage and access scheme for
electronic medical records in IPFS, which ensures necessary access to electronic medical data
while preserving retrieval efficiency. IPFS is a file system used in order to store encrypted
electronic medical data. After receiving the hash value and encrypted hash address, the
physician needs to be encrypted using the hash value and encoded hash address with a random
number, hash the health information and index with the SHA256 hash function, and broadcast
the hash value and encoded hash address to the blockchain. Furthermore, the system offers
targeted defense against relevant keyword attacks. Medical data is not directly stored on IPFS,
and electronic health data is encrypted before being stored on IPFS. It also takes time for the
IPFS value to be encrypted before even being kept on the blockchain.

Most of the previous works lack a keyword search functionality for quickly locat-
ing relevant information. They do not mention how to retrieve the metadata from the
blockchain. It is not possible to retrieve data from IPFS without the hash value of the file.
Table 1 compares our proposed system with existing approaches.
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Table 1. Comparison of existing approaches with the proposed scheme.

Constraints Hao, J. et al. [13] Rajalakshmi A. [14] Sun, J. et al. [18] Our Proposed Scheme

Delay
High delay Collected

data is not directly
written to an IPFS

Low delay High delay Encryption
of medical data

Low delay in
uploading files to IPFS

and file hash is
automatically stored on
BC with help of Smart

contract

Tampering on the
stored data

Possibilities of data
tampering No tampering No tampering

No tampering of data
as data is stored on
IPFS and hash on

Blockchain

Storage capacity Less Storage capacity
Stored on data server More storage capacity

More storage capacity
as the data stored on

IPFS

More storage capacity
as the data stored on

IPFS

Heterogeneous data Uploading only video
and images on IPFS Uploading only PDF’s Only electronic medical

record
Heterogeneous data

upload

Keyword Search
function

No Keyword search
function

No Keyword search
function

No Keyword search
function

Supports Keyword
search function

3. Preliminaries

3.1. IPFS

The interplanetary file system is a distributed file system protocol developed by Joan
Bennett in 2015 and managed by Protocol Labs. The IPFS network consists of computers
running the IPFS client software. Anyone can join the IPFS network, either as an IPFS node
running the IPFS client or as a network user storing and retrieving files. Any type of file can
be stored, including text, music, video, and images, which is especially useful for non-fungible
tokens (NFTs). In contrast to HTTP, data in IPFS is identified by content rather than location.
When we upload a file to IPFS, a hash of the content is generated. This hash identifies the
content uniquely and can be used to retrieve the file. If we upload a different file, the hash
will be completely different, but we can always recompute the file’s hash locally to ensure
it matches the original IPFS hash. We selected the IPFS protocol in our proposed scheme
because it is a well-known and working decentralized file storage protocol.

3.2. Ethereum

Ethereum [19] is, at its core, a decentralized global software platform that utilizes
blockchain technology. It is most well-known for its native cryptocurrency, ether, abbrevi-
ated as ETH. Anyone can use Ethereum to start creating any protected digital technology. It
has a token intended to be utilized by the blockchain network, but it may also be employed
to pay participants for blockchain work. It is a platform for various DApps that can be
deployed through smart contracts. An Ethereum Private Network is a blockchain that is
completely separate from the main Ethereum network. The Ethereum Private Network is
primarily used by organizations to limit blockchain read permissions.

3.3. Web3.js

Web3.js [20] is a set of libraries that allows developers to communicate with a remote
or local Ethereum node via HTTP, IPC, or WebSocket. You can use this library to create
websites or clients that communicate with the blockchain.

3.4. Ethers.js

Ethers.js [21] connects to Ethereum nodes using Alchemy, JSON-RPC, Etherscan,
Infura, Metamask, or Cloudflare. Developers can use ethers. js to take advantage of full
functionality for their various Ethereum needs.
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3.5. Smart Contract

Smart contracts are programs that are implemented and stored on a blockchain when
certain requirements are fulfilled. They are frequently used to automate agreement execu-
tion so that all groups have instant surety of the results even without the involvement of an
additional party. They also can automate a workflow by automatically performing the next
action if certain requirements are fulfilled.

3.6. Smart Contract Events

When a transaction is mined, smart contracts could also emit events and logs to the
blockchain, which the front end can then process. Events are essential on any blockchain
because they make connections between smart contracts, which are self-executing software
programs that have the terms of the buyer’s and seller’s agreement straight integrated into
lines of code for response with user interfaces. To use a smart contract, a user must first
manually sign a transaction and interact with the blockchain. This is where automation
can help users by simplifying things. Event-driven automation initiates processes without
requiring human intervention. An automation tool can start a predefined process or
workflow of smart contracts after detecting an event.

3.7. Decentralized Applications (DApp)

A decentralized application [22] is an application that can run autonomously, typically
using smart contracts and running on a decentralized computing, blockchain, or other
distributed ledger system. DApps, like traditional applications, provide some function or
utility to their users.

3.8. React.js

React.js [23], also known as simply React, is a free and open-source JavaScript library. It is
best to create user interfaces by combining code sections (components) into complete websites.
We can use React as much or as little as we want. React enables developers to use separate
software components across the client and server sides, which also speeds up development.

3.9. Dependencies
3.9.1. Node Package Manager (NPM)

The node package manager (NPM) is a command-line tool for installing, updating,
and removing Node.js packages from our application. It also serves as a repository for
open-source Node.js packages. A package manager is essentially a set of software tools
that can be used by a developer to automate and standardize package management.

3.9.2. Node.js

Node.js is a simple programming language that can be used for prototyping and agile
development, as well as to create extremely fast and scalable services.

3.9.3. MetaMask

MetaMask is a non-custodial Ethereum-based decentralized wallet that also lets users
save, buy, send, transform, and swap crypto tokens, as well as sign transactions. Using
Metamask in conjunction with Web3.js in a web interface simplifies communication with
the Ethereum network.

3.9.4. Truffle Framework

Truffle is a set of tools that allows us to create smart contracts, write tests against
them, and deploy them to blockchains. It also provides a development console and allows
us to create client-side applications within our project. Truffle is the most widely used
framework for creating smart contracts. It supports Solidity and Viper as smart contract
languages. Truffle has three main functions: it compiles, deploys, and tests smart contracts.
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4. Proposed Data Storing Scheme

Our proposed scheme divides data storage, retrieval, and searching into four steps.
The system uploads a file, file hash is stored on the blockchain, monitors smart contract
events, and searches for relevant information.

4.1. File Uploading

The main concept of the file uploading process is depicted in Figure 2. The file is
selected from the DApp (browser) (1), and when the DApp form’s submit button is clicked,
the uploaded file is stored on IPFS (2). The hash of the file uploaded is returned to the
DApp (3); this hash is the file’s location. The file’s hash is saved to a smart contract (4),
which is subsequently kept on the blockchain (5), and the hash and other information of
the uploaded file were also listed on the DApp (6), from which we can obtain all of the files
we have uploaded to IPFS.

Figure 2. File Upload.

To connect to an Ethereum wallet Metamask, we used a web browser as a front end
which will communicate with the blockchain and store the smart contract on it.

We will upload the file directly to an IPFS, and then IPFS will return to us a hash. We
will then store this hash on the smart contract, and it will store that hash on the blockchain,
allowing us to access all of the files we have created when we list them on the DApp.

A smart contract stores the hash value on the blockchain, and another smart contract
lists the uploaded files on the DApp. The smart contract handles file uploading, file storage,
and file listing.

Figures 3 and 4 show our smart contract. Our project’s smart contract is responsible for
four tasks. Define a data structure for file management, upload the files, store the file hash
in the blockchain, and display the uploaded files on the DApp. We use a struct to manage
the files inside Solidity. Solidity structs allow us to create more complex data types with
multiple properties. By creating a struct, we can define our own type. They are useful for
organizing related data. Structures can be declared outside of one contract and imported
into another.

109



Electronics 2023, 12, 1545

Figure 3. Solidity code for creation of a blockchain register and events to facilitate interoperability (1/2).

Figure 4. Solidity code for creation of a blockchain register and events to facilitate interoperability (2/2).

The following steps show the tasks of a smart contract:

(i) Define data structure for the management of files:

Figure 3 shows step one in modeling the file (6). We created a file object, and inside we
defined a unit id, which will be the unique identifier for the file inside our smart contract.
The string will be the hash of the file, and this will be its location on IPFS, and a description
of the file, which contains the location of the file and events related to the uploaded file.
The address-payable uploader is the person who uploads the file, and it is the Ethereum
address of that person’s wallet address as they are connected to the blockchain; it is like
their username on the blockchain.

(ii) Store and list the files:

Step two is to store the file on IPFS, and step three is to list the event logs on the DApp.
We used mapping inside of Solidity to store the files, as shown in Figure 3. Mapping is
another data structure. It can be utilized to store data as key-value pairs, with the key
being any of the built-in data types but just not reference types, as well as the value being
any type. We created mapping (5) as shown in Figure 3. A mapping inside of Solidity is
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just a key-value store. We can give it a key and a value. The data type of the key in our
smart contract is an unsigned integer, and the return value is file struct (6), as shown in
Figure 2. When we place a file with an id within this mapping, it will write and store it on
the blockchain. Mapping is also going to give us the ability to list the files because mapping
is public, and thus it gives us a function called “files” (5) that we can call, pass in the id,
and fetch out each individual file. We can get back a file with all the data, such as the id,
hash, file name, description, and uploader.

(iii) Upload File:

The solidity code has a function called fileUpload (8). “fileUpload” takes the following
arguments: fileHash, fileSize, fileType, fileName, fileDescription. Whenever we upload a new
file, we will just add a new file to the mapping. We created a new file (6) and put it inside the
file’s mapping (5). We are going to store the file based on the id inside the mapping, as shown
in (5). We stored the file onto the blockchain as shown in (11).

Inside the smart contract, Solidity has a global variable called “msg” or “message”
that has many different attributes, one of which is the person calling the function, “message
sender” is the Ethereum address of the person uploading the file. We created a video struct
and saved it inside the “files mapping”, which we simply say “files”, pass in the id, and it
will be equal to a new file (11).

fileCount (4) is a variable that stores the number of files that have been created.
Whenever we create the smart contract, the counter value will be zero, but we can change
this value inside the function (11) as fileCount anytime the function is called. We could
write fileCount ++ (10) and then pass in fileCount in (11). fileCount keeps track of all the
files; it is basically our ID management system, and we save it inside the file mapping,
which acts like our database.

(iv) Creating an Event:

The event allows us to know when the file was uploaded. We can create events
from the Solidity code. We define an event called “fileUpload” and we pass in the same
arguments as the struct (7); this is going to allow us to subscribe to the event whenever it
is triggered from our application. We can trigger the upload event (12). We use the emit
keyword, then FileUploaded which has the same name as the event (7) and we pass in
the arguments file count, fileHash, fileSize, fileType, filename, file description, and now,
msg.sender.

Next, we added some requirements to the function to make it robust. We can use Solidity’s
require function (9). The require function checks that a set of parameters is true before the rest
of the function executes. Table 2 shows the list of variables used in our smart contract.

Table 2. Smart Contract variables.

Variables Why It Is Used

fileCount Keeps track of how many files have been
added to the current smart contract.

mapping File key value store and lists the files
struct Manage the files

event FileUploaded Allows us to know when the file was uploaded
function fileUpload Uploads new file
emit FileUploaded Trigger an event

Recently, diverse types of formal methods are investigated to enhance the security
of smart contracts, since the compromise of smart contracts can lead to a catastrophic
monetary loss [24]. However, our smart contract codes have not been analyzed using those
formal methods yet, and we will verify our codes in our future work.

Our first project element is a private Ethereum blockchain that will act as the back end
for our DApp. Ethereum nodes maintain an archive of the blockchain’s code. The informa-
tion is dispersed throughout the network. The Geth is utilized to run an Ethereum node.
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By running a node on the Ethereum network, we could also perform transactions as well
as communicate with smart contracts. The uploaded file’s hash is saved in a smart contract,
and then immutably stored also on the Ethereum blockchain.

The next component is IPFS, which enables us to keep files in a distributed fashion.
Because files are large, storing megabytes and gigabytes of files on the blockchain may not
be feasible. This is where IPFS comes into play. It has nodes, just like Ethereum, and we
distribute files that cannot be tampered with across the network. IPFS uses hashes. When
you upload a file to IPFS, it will be stored somewhere and identified by its hash. We run
our own IPFS node, which supports an IPFS gateway for file retrieval and storage and runs
the IPFS Daemon server. We cannot store or retrieve data unless the Daemon server is up
and running, or unless we link to public gateways such as Infura [25].

When a user uploads CCTV footage to our DApp, they can specify the location as well
as event details such as whether it was an accident or a traffic violation. This information is
fed into the DApp as a file description. This information is critical when uploading a video
to the DApp because users can quickly search for location and event information using the
DApp’s keyword search function.

We first must import and link our Ethereum blockchain account to Metamask before
we can use the DApp. Our web browser now supports blockchain networks, and we can
upload files to IPFS using our custom-designed DApp user interface (UI). First, we must
select the file, enter its description (such as file event and location), and then click the
submit button. When we click the submit button, the file is sent to IPFS and we receive
the IPFS result, which contains the hash value and path of the file. Metamask directs us to
accept the transaction, save the hash in a smart contract, and store the smart contract on
the blockchain via a confirmation pop-up. To store the hash on the blockchain, we should
pay some gas in the manner of ethers. When we confirm the Metamask transaction, the
hash of the uploaded file is preserved on the Ethereum blockchain.

The DApp monitors the “file upload” event and updates the DApp’s User interface
automatically. The event log of the smart contract is generated by retrieving and displaying
all events from the smart contract within our DApp. The smart contract event log includes
the file no, file description, type of file, file size, timestamp, Ethereum information of the
uploaded person, and the hash value of the file after it has been stored in IPFS. By clicking
on the file description, individuals may view the uploaded files in their web browser. The
hash value does not need to be remembered or stored separately by the user.

4.2. Keyword Searching

Users of the blockchain network can view transaction details but cannot identify the
individuals who made the transactions. On our DApp, we can see the transactions and use
the data for keyword searching.

(i) Read information from the blockchain:

When events occur in the smart contract, the smart contract emits events in order to
communicate with DApps and other smart contracts. When we invoke a smart contract
function, it has the ability to generate an event. It is critical for us to be able to listen to
these events in real time when developing DApps.

To listen for smart contract events, we used Ethers.js smart contract event listener. To
communicate with a smart contract using Ethers.js, we must first create a new contract
object with Ethers as shown in step (1) of Figure 5.
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Figure 5. Ethers.js filter to read events from blockchain.

As shown in steps (2), (3), and (4) of Figure 5, we need the blockchain address for
the smart contract, the ABI of the smart contract, and the signer or provider (4). The ABI
is a JSON object that describes how the smart contract works; it describes the interface,
which essentially means what functions the smart contract has, what function arguments it
accepts, and what it responds to when we try to read data from it. Ether.js allows us to store
ABIs as an array and only pull in the parts we want when we are setting up a smart contract
object. We require file upload information for our project, so we included ABI, which is
related to the file upload event. Then, we need a provider or a signer; in our project, we
have a provider. A provider is an abstraction of an Ethereum network connection that
provides a concise, consistent interface to standard Ethereum node functionality. We take
our smart contract ABI and create a new contract address ABI, and then we provide all of
the required information as shown in step (5) of Figure 5.

We used contract.queryFilter to filter the information, as shown in step (6) of Figure 5.
Using this command, we will examine every single FileUploaded event that has ever
occurred on our blockchain. We include this filter to reduce the search space inside the
Ethereum blockchain. Ethers.js allows us to examine the FileUploaded events and specify
which blocks we want to examine as shown in step (7) of Figure 5.

(ii) Keyword search text file creation:

We can create a text file for keyword searches once the events are retrieved from
the blockchain. The smart contract events are written into a text file. We store only
necessary information in the text file, e.g., information such as file name, event type,
location, Ethereum account number, and smart contract.

Figure 6 shows how to retrieve data from the blockchain and conduct keyword
searches. To listen to smart contract events, we used a command prompt to send re-
quests to the blockchain (1). Blockchain responded with a filtered smart contract event
log containing all of the information about the uploaded file, including the smart contract
address, file name, file hash and description, Ethereum address of the uploaded file, and so
on (2). When we received a smart contract event log, we saved some of the event logs in a
text file (3). We wrote code in react.js to filter the results and search for keywords on the
DApp. When a user searches for a keyword on the DApp, the request is sent to a text file
containing smart contract events, which is then filtered, and the result is returned to the
DApp (4). Users can look up a word or an alphabet.
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Figure 6. Keyword Search Function of the proposed DApp.

5. Implementation

On the Windows 10 operating system, we used a private Ethereum blockchain to imple-
ment a proposed scheme. The Ethereum core network is not connected to a private Ethereum
network. Organizations primarily use it to limit blockchain read permissions. Installing
geth/parity allows the current node to join the Ethereum network and download the blockchain
to local storage. We used Go Ethereum to create our Ethereum blockchain (Geth).

5.1. Steps to Create Private Ethereum Network

The following steps show how we built our private Ethereum network:

5.1.1. Download “Geth”

Go Ethereum (Geth) can be directly downloaded and installed from geth.ethereum.

org, accessed on 16 February 2023. Because Geth is a command line interface, we execute
all commands from the command line. After installing Geth on our system, we typed geth
and pressed enter in a command prompt and obtained the output as shown in Figure 7.

Figure 7. Geth command.

We used the geth command to connect to a blockchain, and the geth command will
run in fast sync mode. Fast sync is Geth’s current default sync mode. Fast Sync nodes
download the headers of each block and retrieve all the nodes beneath them until they
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reach the leaves. Instead of reprocessing all transactions that have ever taken place, fast
sync downloads the blocks but only validates the affiliated proof-of-works (which could
take weeks). When we stop and restart the geth, it will operate in full sync mode. Full sync
needs to download all blocks and incrementally generate the blockchain state by running
each block since genesis. The data size of the Ethereum blockchain is currently around
800–1000 gigabytes, and we do not need to download the entire Ethereum blockchain on
our system.

5.1.2. Make a Folder for Our Private Ethereum Network

For the private Ethereum network, we created a separate folder called “Private Ethereum”.
This folder separates the Ethereum private network files from the public files.

5.1.3. Construct a Genesis Block

In blockchain, all transactions are recorded in the form of blocks in sequential order.
There are an infinite number of blocks, but there is always one distinct block that gives rise
to the entire chain, known as the genesis.

The genesis block, also known as Block 0 or Block 1, is the first block ever recorded
on its respective blockchain network. There are no transactions. The genesis block is used
to initialize the blockchain, as shown in Figure 8. A genesis block is required to create a
private blockchain. The genesis block can be created with any text editor and saved with
the JSON extension in the Private Ethereum folder. Figure 9 shows the genesis block file.

Figure 8. Genesis block in a blockchain.

Figure 9. Genesis block file.

5.1.4. Run the Genesis File

To extract the genesis file, we open the Private Ethereum folder in Visual Studio Code
and run the command geth init ./genesis.json -datadir eth. Eth is the name of a folder.
Geth is connected to the genesis file after running the above command.
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5.1.5. Set Up the Private Network

We created a private network in which multiple nodes can add new blocks. We must
use the command geth –datadir ./eth/ –nodiscover to accomplish this. When–nodiscover

is used to start a geth node, it prevents the node from being discovered by the network’s
bootnode. Every time the private network chain is needed, commands in the console must
be executed to connect to the genesis file and the private network. A private Ethereum
network and a personal blockchain are now available. Figure 10 shows the running status
of a private Ethereum network.

Figure 10. Private Ethereum network.

5.1.6. Make Externally Owned Account (EOA)

EOAs are controlled by users who have access to the account’s private keys. These
accounts, which can both send transactions and trigger contract accounts, are typically used
in conjunction with a wallet. To manage the blockchain network, EOA is required. To make
it, we launched Geth in two windows. One terminal to run Geth as shown in Figure 10 and
another terminal to create EOA. We entered the command geth attach \\.\pipe\geth.ipc in
the second terminal (console window). This will connect the second terminal to the private
Ethereum network established in Figure 10. We used the command personal.newAccount()

to create a new account. After executing this command, we entered our password to obtain
our account number and saved it for future use as shown in Figure 11.

Figure 11. Externally owned account, Mining Start and Stop.

5.1.7. Ethereum Mining on Our Private Chain

If we mine on the Ethereum main chain, we will need expensive equipment with
powerful graphics processors. ASICs are typically used for this but high performance is not
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required in our private network, and we can begin mining with the command miner.start ()

as shown in Figure 11.
After a few seconds, some ether was found in the default account if the balance

status is checked as shown in Figure 11. To check the balance, we used the command
eth.getBalance(eth.accounts[0]). Figure 12 shows the mining process. We used the com-
mand miner.stop() to stop mining as shown in Figure 11.

Figure 12. Mining Process.

5.1.8. Connecting the Private Ethereum Network to Metamask

We closed the terminal in which our private network was running and opened a new
terminal and typed the command geth –datadir ./eth/ –nodiscover –http –http.addr “local-

host” –http.port “8545” –http.corsdomain=“*” –http.api web3,eth,debug,personal,net –

ws.api web3,eth,debug,personal,net –networkid 7777 –allow-insecure-unlock, as shown
in the Figure 13 and now our private Ethereum is connected to Metamask.

Explanation of the used commands as follows:

– http.addr value:
Listening interface for HTTP-RPC servers (default: “localhost”).

– http.port value:
Listening port for HTTP-RPC server (default: 8545).

– http.corsdomain value:
A list of domains separated by commas that will accept cross-origin queries (browser
enforced). Because the HTTP server can be accessed from any local application, the
server includes additional safeguards to prevent API abuse from web pages. The
server must be configured to accept Cross-Origin requests in order to allow API
access from a web page. The —http.corsdomain flag is used to accomplish this. The
—http.corsdomain command accepts wildcards, allowing access to the RPC from any
location: —corsdomain ’*’.

– http.api value:
APIs accessible via the HTTP-RPC protocol.

– ws.api value: APIs accessible via the WS-RPC interface.
– nodiscover:

The peer discovery mechanism is disabled.
– networkid value:

Sets network id explicitly.
– allow-insecure-unlock:

When account-related RPCs are exposed via http, this allows for insecure account unlocking.
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Figure 13. Importing Ethereum account in Metamask.

We launched Metamask and added the Network “Local Host 8545” with the Chain
ID “2022”. It is the chain ID we specified in our private Ethereum network’s genesis
block. By importing a JSON file from our private Ethereum folder, we imported a private
Ethereum account. The JSON file can be found in the keystore’s Private Network folder.
Figure 13 depicts how to add a Private Ethereum account to Metamask.

5.2. Running Our Own IPFS Node

To store information on IPFS, we must run an IPFS Daemon server on our own IPFS
node. To use IPFS, we must first download and install the Go language from the golang
website, then go to the IPFS command line install page and download “install go-ipfs”. We
navigate to the download path, extract the files to C drive, and then run ipfs.exe to start the
Daemon server, as shown in Figure 14.

Figure 14. IPFS Execution and Daemon server.

5.3. Deploying Smart Contract

A smart contract stores the hash of the uploaded file. To make smart contracts in
the Solidity programming language, the Truffle framework is used. The Truffle Suite is a
collection of tools specifically designed for Ethereum blockchain development. The suite
includes three pieces of software. Truffle is capable of helping compile and deploy smart
contracts in addition to injecting them into web apps and building DApp front ends. Truffle
is now a popular Ethereum Blockchain IDE.

118



Electronics 2023, 12, 1545

5.4. File Uploading and Retrieving

After writing the smart contract, deploying, and publishing it to our Ethereum
blockchain, we then utilize Metamask to connect our DApp to the Ethereum blockchain.
A Metamask is required to communicate with the blockchain. The client-side application,
which is also going to communicate with IPFS, was built with React.

Figures 15 and 16 show how we initially deployed the smart contract to Ethereum,
then launched the DApp with the command npm run start, imported an Ethereum account
into Metamask, and linked Metamask to our DApp. Figures 17 and 18 show how to submit
a file to IPFS, deposit the file’s hash in a smart contract, record the smart contract on the
Ethereum blockchain, and successfully retrieve the file using our DApp.

Figure 15. Smart contract deploy.

Figure 16. Connecting Metamask to the DApp.

We chose the file and entered the location as well as the location of the file in the
user interface of DApp after logging into Metamask, then clicked the submit button also
confirmed the transaction of Metamask, as shown in Figure 17. To deploy the smart contract,
upload files, and store hash values on the blockchain, we start and maintain mining.
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Figure 17. Choosing a file and confirming Metamask transaction.

As the transaction is confirmed, the DApp listens for the event “File Upload” and
updates the DApp’s user interface automatically. Whenever a transaction has been mined,
smart contracts generate events and logs to the blockchain, which can then be processed by
the front end. Our DApp retrieves and displays all smart contract events. It is referred to as
a “smart contract event log”. The event log of the smart contract contains the file number,
file description (which includes an event and location of the file), type of the file, file size,
date and time, the uploader’s Ethereum account details, and the hash of the file. By having
to click on the file’s file details, users are able to view the uploaded files through their web
browser. Figure 18 depicts a smart contract event log and various file types retrieved.

Figure 18. Event log and file retrieve.

5.5. Keyword Searching

Our DApp supports the keyword search method. In order to conduct keyword
searches, we obtain event information from Blockchain. Smart contracts could even emit
logs as well as events to the blockchain whenever an Ethereum transaction is mined, which
the front end can then process. An event broadcasts information about a file upload, and
we could have access to all of the events so that we could listen to them in real time, or we
could just use them to obtain all of the most recent file uploads on the blockchain.

We can read smart contract events outside of the DApp’s user interface by using
Web3.js or Ethers.js. In our implementation, Ethers.js is used to read smart contract events.
We only have one event in our smart contract, so we use a filter to retrieve information
from that event, which is File Upload. A smart contract event log is shown in Figure 19.
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Figure 19. Smart contract events.

The smart contract events are then written to a text file, allowing our DApp to conduct
keyword searches. We store only necessary information in the text file, e.g., information
such as file name, event type, location, Ethereum account number, and smart contract.
When looking for sensitive information on the DApp, keyword searching is essential.
Entering an alphabet or a keyword into keyword searching will filter the results to show
only the keyword we entered. In the case of an alphabet search, the DApp will display all
events that include the letter we typed into the search box. This method makes navigating
an event easier and more efficient. Keyword searching is shown in Figure 20.

Figure 20. Keyword Searching.

6. Performance Evaluation

The majority of applications we use today are centralized, which means they are
managed by a single authority. Google [26] and Facebook [27], for example, retain complete
ownership of their respective products, running their apps and storing user data on private
servers and databases. While this gives Google and Facebook control over their applications
and user experiences, it can also be discouraging to users. Users of centralized apps have
little control over their data or experience within the app. They must have faith in the
app’s developer to listen to their feedback, provide product services, and treat them and
their data with dignity. However, with other centralized applications facing backlash over
privacy and the monetization of user data, many users are wary of relying on them.

Centralized applications run programs and store critical user information on central-
ized servers. The entire application may fail if a single, central server is compromised.
DApps enable users to complete transactions, verify claims, and collaborate in real time
without relying on a centralized intermediary.

Our DApp operates on a peer-to-peer network, similar to a distributed ledger, with each
network member contributing to the program. Each of the roles that a central server would
normally provide, from computing power to storage, is distributed across the network. We
do not need to keep and secure a central server, and users can directly participate in the app’s
operation. Our system is robust to system failure. There is no single point of failure in our DApp
and is distributed across a network of public nodes, with copies of critical information distributed
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among them. The application is unaffected if one or more IPFS nodes are compromised. Even if
there is a virus attack, a hardware failure, or the system is turned off, the user can still retrieve
the uploaded files and perform keyword searches.

When a user uploads data to IPFS, it is chopped into smaller chunks, hashed, and
assigned a unique content identifier (CID), which serves as a fingerprint. This makes it
faster and easier to store small amounts of data on the network. A cryptographic hash
(CID) is generated for each piece of data, making each upload to the network unique and
resistant to security breaches or tampering.

The experiment we conducted demonstrates that our DApp is resistant to system
failure, robust, and transparent.

The experiments we carried out are listed below.

Scenario 1:

In Scenario 1, the system unexpectedly shuts down, and when it is restarted, the
DApp’s event log vanishes, as illustrated in Figure 21. We can retrieve the event log outside
of the DApp using smart contract event listeners. In Figure 19, we used Ethers.js to retrieve
the event log. The data associated with the uploaded file is included in the event log. As a
result, system failure has no effect on the uploaded data.

Figure 21. No event log listed on the DApp.

Scenario 2:

The information in the keyword search text file was accidentally deleted in Scenario 2
as shown in Figure 22, and we were unable to perform the keyword search on the DApp.
As demonstrated in Scenario 1, we recreated the keyword search text file using information
retrieved from the smart contract event log and performed a keyword search as illustrated
in Figure 23. Table 3 summarizes the scenarios of performance evaluation.

Table 3. Performance Evaluation Scenario Summarization.

Scenario # Description

1 The system unexpectedly shuts down. When the system restarted, the DApp’s
event log vanished. We used ether.js to retrieve the event log.

2
The information in the keyword search text file was accidentally deleted. We

recreated the keyword search text file by using information retrieved from the smart
contract event log and performed a keyword search.
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Figure 22. Text file with no data.

Figure 23. Keyword Search.

If a malicious actor manages to compromise the blockchain network, any changes
are visible on a public network, allowing both users and developers to respond quickly.
Our DApp operates on a public ledger, which means that anyone with internet access can
participate in the application and network. As a result, anyone can view the transaction
record and any changes made to those records. Therefore, this system can provide better
transparency than centralized applications can provide. On a publicly distributed ledger,
no central entity can revoke transparency, limit viewership, or censor participation.

7. Conclusions

In this paper, we present the design and implementation of a decentralized application
that uses Ethereum blockchain and IPFS to store CCTV and black box footage securely and
efficiently. The DApp allows users to easily manage their storage. For scalability, only hashes
of the files are stored on the blockchain via smart contracts. Our proposed scheme works in
a decentralized manner. When a file is uploaded, the DApp listens for the event File Upload
and automatically updates the DApp’s user interface. All smart contract events are fetched and
displayed on our DApp. The extracted information is called a smart contract event log, and it
includes information about the file, timestamp, the uploader’s account information, and the
hash of the IPFS file returned. By clicking on the file’s description, users can gain access to it.
The selected file is then displayed in the web browser. DApp also includes a keyword search
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feature to help us find any information quickly. To filter and read data from the blockchain,
we used ether.js’ smart contract event listener and contract.queryFilter. We used the smart
contract address as well as the smart contract’s ABI. The smart contract events are then written
into a text file. The text file only contained necessary information, such as the file name, event
type, location, Ethereum account number, and smart contract. Our experiment shows that our
DApp is not affected by system failure. We can secure an application by managing the data in a
decentralized manner. Because our DApp runs on a public ledger, anyone with internet access
can participate in the application and network. As a result, anyone can view and modify the
transaction record. As a result, unlike centrally managed applications, this system provides
greater transparency. We anticipate that our DApp can be used in a variety of fields, such as for
keeping records of student research securely at universities, the medical information of patients
at hospitals, and customer information at banks due to its ability to store various file types.

In our current system, the access control function is not included in the smart contract
yet, and thus, the hash values of one’s files can be exposed to anyone who knows his or her
smart contract address. We will investigate the access control scheme for the smart contract
to resolve this issue in our future work. In addition, we will also verify the source code of
our smart contract using well-known formal methods.

Recently, Ethereum has been upgraded by changing its consensus mechanism from
proof-of-work (PoW) to proof of stake (PoW), and this new version is also known as
Ethereum 2.0. However, this new consensus mechanism has not been verified intensively
compared to the PoW mechanism, and thus, we used an old version of Ethereum and
its corresponding Ethereum Virtual Machine (EVM) environment in this paper. We will
implement and investigate our proposed system on the new version of Ethereum in our
future work.
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Abstract: A democratic election is a crucial event in any country. Therefore, the government of the
country is concerned with creating more competitive and fairer elections. This paper discusses the
survey and scope of Blockchain technology adoptions in conducting elections. A distributed digital
ledger is used in the Blockchain technology that is utilized for recording transactions happening
between two parties. Ledger conducts this processing in an efficient and effective manner with latest
secure mechanism of encryption algorithms. Therefore, the data stored in several blocks in each
transaction is secure, transparent, and tamper-proof, which ultimately improves the transparency
and voter confidentiality. This paper demonstrates how the benefits of the Blockchain technology
such as immutability, transparency and end-to-end verifiability can be utilized by the national
governments around the world to ensure fair democratic elections. In short, we aim to present a
rigorous mechanism of a Blockchain based e-voting system, its efficiency based on different consensus
algorithms and the overall progress and analysis based on some critical parameters to anticipate the
feasibility of the successful implementation of the proposed e-voting system.

Keywords: Blockchain technology; e-voting system; smart contract; distributed ledger; transparency
and confidentiality

1. Introduction

The most common means of vote casting is through ballot papers. This method
has been widely criticized because of fraudulent voting and booth capturing witnessed
across various countries worldwide. Thus, manually casting the vote has been replaced
with electronic machines to record the vote for individual citizens of the country. The
machines saved paper costs and reduced time and replaced the manual exercise involved
in conventional counting and resulted in dumping of fake votes. Such voting machines
introduced more transparency and verifiability to its voters [1].

Even after all these replacements, several concerns still remain for voters. The Dis-
tributed Ledger Technology (DLT) can be combined with such voting machines to make the
electoral process more robust and error-free. DLT is secured and immutable through the use
of complex encryption algorithms. In simple terms, Blockchain is defined as a distributed
database whose copy is issued to everyone involved in the transaction process [2]. One
can add records in the database but cannot alter them. Therefore, data stored inside the
Blockchain is secure, transparent, and tamper-proof.

A distributed digital ledger is used in Blockchain technology that is utilised for record-
ing transactions happening between two parties. This task is achieved by the ledger in
a very efficient manner. In creating chain of blocks, each block comprises of data and its
associated hash value of previously created block in such a chain [3]. The data stored
inside such blocks may depend on the type of Blockchain, especially its version. “Hash”
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is the second element that is always unique, very similar to a human fingerprint that can
be identified amongst trillions of hands. Hash is calculated just after the creation of a
block and the Hash identifies the block along with its contents. Any manipulations in the
block will automatically cause changes in its associated hash value [4]. Thus, the role of
hash is very significant in identification of any block, if it is modified. This gives unique
characteristic for Blockchain, and each block is linked or chained in sequence to one another.
The first block is an initial block, and thus it does not have any hash value and is also
known as the genesis block. When anyone tries to modify or alter the data in any block, the
hash value associated with the blocks also gets modified which helps in identification of
such block and make it as “invalid”. This scenario makes a chain of blocks as more secure
and immutable.

The conceptualization of Blockchain Technology is creating a number of records,
namely blocks, that hold data and its associated generated hash value (always unique). It
creates a distributed ledger that keeps a record of all data for every transaction [5]. Three
major pillars of the Blockchain are immutability, decentralized and transparency. Such
a technique is also known as Distributed Ledger Technology (DLT) as demonstrated in
Figure 1.

Figure 1. Blockchain based Traceable Certificates in a Distributed Ledger.

1.1. Three Pillars of Blockchain Technology
1.1.1. Decentralization

The need of the decentralized system can only be understood when we are aware
about the vulnerabilities of a centralized system that is used in a traditional fund transfer
system. Banks and client-server model are examples of the centralized system in which
bank as a central authority controls the entire transaction process [6].

To address such limitations, the idea of a decentralized system is introduced in which
data has been utilized to store, record and synchronize transactions at different nodes. In
decentralization, every node can make transaction associated with the data. Blockchain
Technology has been established with the aid of distributed networks, digital signature and
encryption/decryption techniques from the security domain. A decentralized system uses
peer-to-peer (P2P) networks in which every node can own the copy of the complete data in
the chain of blocks [7].
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1.1.2. Transparency

Generally, Blockchain transactions are not encrypted. Current block stores the hash
of the previous block. The encryption technique is used in Blockchain which ultimately
secures the data. Thus, this characteristic enables Blockchain technology to maintain
transparency and privacy in the entire network nodes of peer connection. The identity
of an individual node is kept hidden through the use of complex cryptographic unique
alphanumeric characters and usually symbolized only by its public identifier/address [8].

1.1.3. Immutability

This term is used to depict something that has entered into the chain of blocks and
can never be modified or altered in anyway. Even though the data can be added to the
chain, but already existing blocks of data cannot be altered. Due to cryptographic hash
function, such property is exhibited by Blockchain Technology. Moreover, hashing is a
methodology or technique in which the input data length is a variable quantity whereas
the output length is fixed [9].

2. Role of Blockchain in Overall Governance

Blockchain can not only be utilized in elections but can also be used to improve overall
governance by incorporating it in property registry systems [10], public sector banking [11],
healthcare [12] and building smart cities [13]. All the sectors which are prone to cyber-
crimes can be made secure with the help of Blockchain. Thus, the novelty of the proposed
research lies in developing theoretical approach for sustainable development of the society
on the basis of the Blockchain-based Traceable Certificates. The major benefits of Blockchain
adoption specifically into an e-Election can be listed below [14]:

• The first benefit that Blockchain can bring about is transparency. Decentralized ledger
of Blockchain records result—in accuracy and safety thus ensuring trust at every stage
of the voting process;

• Immutable public ledger enables the tracking and counting of votes while being visible
to everyone. This feature of Blockchain provides legitimacy of the voting;

• Blockchain and its distributed ledger provides an unhackable system as there is no
involvement of fallible or corruptible central body;

• Blockchain allows for anonymity during voting by providing private keys to the voters.
These applications of such private keys keep the votes polled by the voters anonymous;

• Processing time is reduced in Blockchain because results can be gathered and processed
quickly soon after the completion of the voting phase.

• Blockchain as an Ultimate Solution for Securing Elections

This idea of Blockchain in conducting secure election has previously been implemented
by companies such as Agora and Polys but the former was not able to justify its presence
and had a controversy with the Sierra Leone government while the latter never achieved
scalability in any state election. There have been several challenges which need to be kept
in mind while designing system for e-Election conduction [14,15]:

• Difficulty in integration with legacy systems;
• Complexity and lack of Blockchain talented personnel;
• Lack of scalability;
• Lack of interoperability;
• Lack of good governance;
• Lack of user experience and education.

Several noteworthy attempts have been made recently, but none of them have achieved
the scalability which is required for Blockchain based voting to be successful as depicted in
Table 1 [16,17].
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Table 1. Adoption of Blockchain Technology in e-Election and the reported vulnerabilities.

Year Country Consequences

August, 2018 Tsukuba, Japan Tested only for social purposes but not for
elections. (State Sponsored)

November, 2018 West Virginia, USA All vulnerabilities are not covered.
(Boston based Voatz named app)

March, 2018 Sierra Leone Officially not accepted.
(Switzerland based company name Agora)

June, 2019 Russia Moscow City election conducted

June 2020 African Nations Flexibility and adequate security to the
election procedure.

Due to the presence of the above-mentioned properties and after looking at the frauds
that occurred in digital electoral systems as discussed in Table 2, it is recommended that the
Blockchain technology is used in Electronic Voting Machines to make them more intelligent
and secure [18,19].

Table 2. Consequences of electoral frauds in various countries.

Country Issue

India Booth capturing and rigging

United States of America Rigging via hacking

Russia Ballot stuffing

United Kingdom Proxy voting

Nigeria, South Africa Voter impersonation and booth capturing

Germany EVMs have been prone to hacking

Netherlands EVMs lack of transparency

Ireland EVMs lack of transparency and trust

The perception associated with the casting of a vote by authorized voters can be visu-
alized in Figure 2, that justifies the usage of Blockchain technology in such a system [20,21].
When a fraud voter penetrates the system through fake credentials it can immediately
be reported at the zonal office by authorities. Such malicious activities can easily be
determined through Blockchain technology [22]. The first block called genesis block is cre-
ated with legitimate data associated with transaction identity, source/destination address,
voter/candidate details, etc.
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Figure 2. Casting of Electronic Vote through Blockchain based Traceable Certificates.

3. Material & Methods

Before studying the working of Blockchain technology in electronic voting, it is im-
portant to know the vulnerabilities in today’s election in detail. Several parameters may
influence any e-voting processes that are as follows [23,24]:

Hacked voter registration databases: Cyber-attack on voter’s registration database can
also threaten people’s ability to vote. A registration database consists of information such
as voter’s name, phone number, address, etc. Such information is known as Personally
Identifiable Information (PII). Hackers can exploit the stored information by selling it on
the dark web and use it to target potential voters with disinformation and to gain benefits.

Hacked voting hardware: Any type of electronic device or software used in the ma-
chine is subject to cyber-attacks. Results stored in these devices can be vulnerable to
hacking. Hackers need only one single point to breach an entire model of the voting ma-
chine. Attackers may also inject malware into machines developed by reputed companies
to cause a dangerous effect on the votes of millions of voters [25,26].

Compromised election reporting systems: Reporting systems could be manipulated to
announce false results. If automated data streams are used to inform the results to news
organizations, then attackers may manipulate data streams and trick news organizations
to announce the wrong winner. In this context, highly realistic fake videos can be created
announcing bogus winners using Generative Adversarial Networks (GANs). It is a type
of Neural Network used to carry out unsupervised learning. GANs can be utilized by
attackers to fabricate audio, video, and image content, which seem realistic and plausible.

Post-election audits: The procedure used to count the votes and the equipment are
checked for their correctness. If any bug or error is found during the audit, election officials
are informed, and they can act as a deterrent against fraud. However, experts believe
that voting machines that only record votes electronically are not suitable for ensuring
election integrity.
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A glimpse of Election Security: There are three stages in an election process: pre-
election, election, and post-election. There are several steps that are followed in an election
process, as shown in Figure 3. The process also contains several vulnerabilities which need
to be identified to prevent future attacks.

 

Figure 3. Election process and its vulnerabilities.

Sept.1 Voter forms a political opinion;
Sept.2 Disinformation campaign against the voter;
Sept.3 Voter enters their name in a voter registration database;
Sept.4 Hackers attack the voter registration database and alter the records;
Sept.5 Voter is unable to find their record because of altered voter record;
Sept.6 If a voter casts a vote, their vote could be changed by a hacked voting machine;
Sept.7 Voter’s vote could be miscounted due to tampering caused in the machine;
Sept.8 A winner is declared;
Sept.9 Reporting systems are compromised to spread alternative results;
Sept.10 Mismatch in the results causes dispute over election’s integrity which prompts a

post-election audit that can be vulnerable to inaccuracies.

Steps shown in Figure 3 as highlighted into red color rectangular depicts the vulnera-
bilities and possible breach into security [27].

3.1. Consensus Protocol for a Common Understanding in Generating Certificates

There is a need for a common point of understanding in a decentralized consensus
mechanism. This can be termed as Proof of Work (PoW) in which a certain procedure
is used to validate the transaction in a given peer-network and creates a new block for
consortium Blockchain [28,29]. Consensus is a kind of agreement that must be taken up
by each participating node in consortium. There can be major algorithms for consensus
protocol for different features as depicted in Table 3.
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Table 3. Various Consensus Algorithms with Major Features.

Feature Proof of Work (PoW) Byzantine Fault Tolerance (BFT) Proof of Capacity (PoC) Proof of Burn (PoB) Proof of Stake (PoS)

Consistency Y Y Y Y N

Scalability Y Y Y Y Y

Partition Tolerance N Y N N N

Efficient N Y N Y Y

3.2. Algorithms for Voting & Publishing Schemes

During the processing of each block after the casting of the vote by the authorized
voter using Blockchain based election, the data associated with the elected candidate and
voter itself is stored within the block. Such block is published and attached to the next
block that creates a chain in series [30,31]. The smart contract is created by the chief election
commissioner (administrator) in respective blocks.

If a voter wishes to REGISTER for casting their vote, then the voter must ensure
to SETUP for predefined system software possessed by Chief Election Commissioner ed
authority) [32]. The voter should use CREDENTIALS to cast their vote through e-ballot.
This can be recorded with a digital signature with mentioned VALIDITY. The job of a
legitimate voter is specified in Algorithm 1.

Algorithm 1: Voting Scheme for individual voters

Voting Scheme for individual voters
Initially, SETUP the device as per the requirement of system software
If the Voter is not REGISTERED then
Use CREDENTIALS to REGISTER with verification
Cast a Vote with DIGITAL SIGNATURE
VALIDITY of the e-ballot for particular session END

After casting a vote by the authorized voter, it is the duty of the election commissioner
(administrator) to PUBLISH the vote [33]. This should be verified first by VALIDATE and
then APPEND it to the next block in the series. This process is depicted in Algorithm 2.

Algorithm 2: Publish Scheme for Vote by Election Commissioner

Publish Scheme for Vote by Election Commissioner
Firstly, CHECK the VALIDITY for the e-ballot
If VALIDITY is FALSE then
e-ballot can be CANCELLED
Otherwise,
e-ballot can be PUBLISHED and APPENDED to the next block

3.3. Blockchain as the Solution to Vulnerabilities

Let us understand how Blockchain affects the voting process as shown in Figure 4 [34,35].

 

Figure 4. Securing Election Process through Blockchain based Traceable Certificate.

132



Electronics 2022, 11, 3359

• Cryptographic Media Verification: Cryptographic techniques would help to determine
the trusted and accountable sources of information. Voters would only consume the
information that is stamped with a unique cryptographic identifier. In this work, the
practice of “Cryptographic media verification” is based on previous existing unique
cryptographic identifier created by authorized persons (in the government).

• Mobile Apps for Blockchain Voting: Voting through mobile apps would increase
voter’s participation in an election process and adding Blockchain to the application
would help in securing mobile internet voting.

• Digital Identity and Blockchain Voting: Biometric identity such as iris and face data
has been used to match a voter’s identity with his/her identity stored in the voter’s
registration database at the time of his or her registration. This technique has been
adopted to verify the identity of the person.

• Post-Election Audit on the Blockchain: Each voter would be allowed to examine
each ballot to confirm the accuracy of the counted votes without revealing his or
her identity.

4. Use of Blockchain in Electronic Voting for Certificates

Indian electoral arrangements currently utilize the EVM (Electronic Voting Machine),
wherein the person casting his vote presses a button corresponding to the candidate they
wish to vote. However, there have been recent modifications after the emergence of VVPAT
(Voter Verified Paper Audit Trail) through which the voter can also verify whether his vote
has been received by the candidate to whom he has casted his vote to [36]. The addition
of VVPAT to EVM has simplified the process but added some serious issues regarding
security. To remove these bottlenecks, Blockchain would prove to be an effective solution.
Once Blockchain is induced in this electoral process, the threats of booth capturing would
no longer exist, and the results would be full of trust [37].

To reform the electoral process in the biggest democracy is not easy, but in the long run
it would be beneficial. To begin with, the Chief Election Commission of India should devise
a Blockchain-based electronic voting system. All eligible voters must be allowed to vote
only after their biometric verification is successful. Once verified, voters must select the
candidate to whom they want to vote for, and this vote would be converted to a block [38].
This block will then be verified and will contain all the information necessary such as the
candidate who received the vote, identity of the voter (into hidden format such as ****),
timestamp, etc. This would then become an indispensable part of the Blockchain. Similarly,
all the voters would then follow the same process and create such blocks. The duty of the
Chief Election Commission would then be to verify the identity and display it for everyone
to see. Since blocks are connected via the hash of the previous block, changing any one
block would lead to tampering of the complete information which is not possible.

The process of casting vote and counting the votes of a particular candidate into peer
of network, there must be a set of specific functions (RANGE) as mentioned in Algorithm 3.
These functions can rely on a particular smart contract generated between e-voter and the
corresponding candidate as discusses in Algorithm 3.

Algorithm 3: Smart Contract for e-Voters and Candidate Function

Add Candidate into the Peer Network
ADD Candidate as per the requirement of system software
IF CONFIRM e-voter COUNT does not exceed the RANGE
CREATE or APPEND the COUNT
END IF
CHECK the VALIDITY for the e-Voter
If VALIDITY is FALSE then
e-voter can be CANCELLED
Otherwise,
CAST the vote and APPENDED it to the next block
Increment the vote COUNT

133



Electronics 2022, 11, 3359

Case Study: Indian Electoral System

India has a vibrant electoral democracy governed by the Constitution of India through
which fundamental rights and the country’s citizen duties can be configured. Such elections
are conducted by distinct roles from the election commission of India [38]. As such con-
ducting elections in India is a tedious and cumbersome process because the country holds
the position of the world’s most populated democracy. Indian states have been subjected to
allegations from various political and non-political organizations regarding malfunctioning
of the currently used system for elections i.e., VVPAT (Voter Verified Paper Audit Trail) and
EVM (Electronic Voting Machine) [39,40].

These systems have been upgraded and made better than the ballot paper system to
reduce paper wastage and time; however, it has also brought some severe issues with it
such as being prone to electronic faults, hacking, etc [41,42]. Moreover, transportation of
these machines from a central control unit to polling stations has led to wear and tear. Thus,
to avoid all these added issues security personnel trained Election Commission officials,
etc. are appointed to take care of the machine. However, with the emergence of Blockchain
technology, expenditure on such avoidable factors would decline. This will improve the
overall governance and the electoral process of the country. The Indian government spent
about 3426 crore INR for conducting elections in 2014 [43] which witnessed a 131% rise in
the costs as compared to the 2009 elections.

For any voting system, there can be a number of parameters that need to be considered
while designing an automated, secure and trusted e-voting system [44]. Firstly, it should
majorly focus on events such as register (create), poll, validity, verify and publish. This can
be well-conceptualized from three-point of views, i.e., voter’s view, candidate’s view and
chief election commissioner’s view as depicted in Figure 5 [45].

 

Figure 5. Use case for e-Electoral Voting System.
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5. Results & Discussions

Decentralization with security and privacy-preserving features can be of primordial
importance for its application in activities of mass participation as a general election [46,47].
The statistical analysis of different parameters of any public Blockchain should be consid-
ered in order to facilitate the process more efficiently. One of the key challenges which is
ubiquitous to such public Blockchain is the cost of deployment. However, in this case the
principal aim is to achieve optimized security and reliability. In Ethereum Blockchain, all
the programmable transactions require some charges for ensuring safety in the networks
and to overcome computational challenges. All operations such as computations, smart
contract deployment and storage on the EVM require fees to complete the tasks. In our case
with some initial fluctuations, we have observed throughout consistency in the chain length
and the transaction energy dissipation. However, the charges are expected to increase with
the deployment of more complex smart contracts, which in turn would result in making
the entire process comparatively expensive, as shown in Figure 6.

Figure 6. Comparison of transaction energy dissipation and block number.

Block time is the length of time it takes to create a new block in a Blockchain. In
an election process block time could be one of the decisive factors for the successful
implementation and adoption of such a system. We have observed that the block time is
expected to increase exponentially with the chain length by measuring it at an interval of
one block, as shown in Figure 7. One of the main factors which influences the block time is
the difficulty level of the network. In Ethereum homestead released Blockchain the level of
difficulty is calculated using the following procedure: where//denotes integer division
and 2** denotes the two to the power operation. The int function returns the largest integer
less than or equal to a given number:

block_time =current_block_timestamp− parent_block_timestamp (1)

current_block_di f f iculty = parent_block_di f f iculty + (parent_block_di f f iculty/2048)
∗max(1− (block_time/10),−99)

+int(2 ∗ ∗((current_block_number/100000)− 2))
(2)
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Figure 7. Comparison of block time and chain length.

The proposed mechanism can be deployed to any other Blockchain with lower gas
fees to make the process more cost effective, provided it is open-source, reliable and meets
the protocol and security standards for the execution of a general election. We have also
made an attempt to estimate the variation of throughput (transactions per second, tps) and
average latency of the Blockchain with the send rate (tps). Transaction throughput may
be defined as the measure of how fast a Blockchain can process a particular transaction.
Blockchain network latency is the time between submitting a transaction to a network and
the first confirmation of acceptance by the network. An analysis of such parameters can
be a decisive factor, particularly when the chain length is very large. In our case we have
found a strong correlation in the variation of throughput and average latency with the
send rate (tps) of the chain. We evaluated the performance of the system over different
transaction sending rates (10–130 tps). Although the average latency showed a steady
increase with the increase in the transaction send rate, the throughput increased till the
transaction send rate increased to 100 tps and then the growth rate slowed down, as shown
in Figure 8.

Figure 8. Variation of throughput and average latency with the send rate.

So, the analysis of the system over the aforementioned parameters reveals that adop-
tion of decentralization for an event of mass participation such as an election process is a
viable option. As from the point of feasibility of cost, it is clear that although the process
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has dependency on gas fees, the cost is economical and governments and organizations
would find it affordable.

Overall, the system performed as per our expectations. The accuracy over varying
transaction send rates (tps) over the network has been found to be considerably better in
comparison to the existing centralized voting system, as shown in Figure 9. The analysis
shows strong correlation with the desired outcomes in terms of cost and security, and we
conclude that the adoption of Blockchain based traceable certificates in democratic elections
would ensure transparency, confidentiality and security of the process.

Figure 9. Measure of accuracy with the send rate.

Analyzing the Feasibility of Proposed Mechanism for Achieving ESG-Goals in the Context of a
Democratic Society

The proposed mechanism is dependent on factors such as the block processing time
(for syncing with other nodes) and transactions processing time of the network used. The
following chart represents the gas used for the network transactions in the proposed
system. A and V represents the operations dependent on the administrator and the
voters, respectively.

Table 4 discusses the parameters that affects the public blockchain networks over cost
of development of the system. The total cost of implementing the system would be attained
by adding the costs for deploying, maintaining and monitoring the system across public or
enterprise blockchains.

Table 4. Cost comparison for different blockchain networks over consensus algorithms.

Networks Affecting Parameters for Cost Issues Consensus Algorithms

Ethereum high gas fee PoW or PoS

Hyperledger Fabric data storage in private database, reliance on
authorized organizations CFT or BFT

Stellar small circulation, risks of volatility BFT

Quorum low scalability Practical BFT

Hedera Hashgraph not open-source, partially decentralized Asynchronous BFT

However, the system can be made more efficient through the use of more low-cost
networks. The possibility of the development of more energy efficient and scalable private
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networks and protocols in future would further enhance the feasibility of the usage of
the system. Further, a second layer can be used on top of a main network with high gas
cost networks, for faster response and low gas cost. Transaction verification mechanisms
such as the Proof-of-Work consensus protocol require high processing power and hence are
energy consuming which might negatively impact the climate change mitigation efforts
since a considerable proportion of electricity is obtained from combustible fossil fuels
worldwide [48–50].

6. Conclusions

This article presents the need for a secured voting system based on the Blockchain
technology. Such a technology has a bright future and would capture the market in the
coming years through its security features such as immutability, transparency, distributed
nature and end-to-end connection through smart contracts. For events such as elections,
voter’s confidentiality and transparency are the major characteristics in a democratic
country. To conduct such an election through online or digital means, Blockchain technology
plays a vital and prominent role in securing this event. Our observations reveal that the
implementation of the Blockchain technology in elections would not only be feasible but
also will be very effective in terms of both cost and security. The government should
ensure the choice of consensus algorithms, parameters such as block size, difficulty of
the chain etc. based on the number of voters and available time. The smart contract is
a legal event or action which would get automatically executed whenever it is intended
to be included by its developers. Such contract binds the integrity of the voter with the
created block and would then append it to the next processing block to form the sequence
or chain which would be immutable. This guarantees confidentiality and transparency
for voter’s rights. Strong network connectivity and reliable hardware infrastructure and
software services for mining, security, processing power and memory would be required
to maintain the constant throughput in the Blockchain during the entire electoral process.
There is a strong possibility of an exponential rise in block time with the increase in
the difficulty of the chain if power consuming consensus algorithms such as Proof-of-
work are used. In this regard, it should be noted that the consensus algorithm goes
towards achieving enhanced security, transparency and scalability. In ‘Proof-of-work’,
the primary intention is to mine the coin whereas in ‘Proof-of-stake’, the intention is to
validate the transaction. For more energy efficient mechanisms, such as the ‘Proof-of-stake’
can be also used, however, in case of ‘Proof-of-stake’ mechanism, inconsistencies in the
governance issues remain such as excessive influence of validators with maximum holdings
on transaction verification, possibilities of induced centralization in the process through
double spending etc. Additionally, certain security challenges such as advanced spear
phishing attacks on the voters by cybercriminals, threat of natural disasters which might
bring in severe interruptions in the process, hardware vulnerabilities etc., continue to exist.
We conclude that the proposed Blockchain based e-voting system would, however, be
effective in achieving integrity and security in any democratic election around the world.

Our future work would comprise of a more comparative evaluation of the system over
various private networks and thorough an analysis of performance through its implemen-
tation using different consensus algorithms. Based on our findings from this paper, we also
aim to investigate the possibility of a dedicated Blockchain which would meet the criteria
for the low consumption of energy and security standards to become more relevant for its
implementation in a real national election.
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Abstract: The employment of blockchain technology in electronic voting (e-voting) systems is attract-
ing significant attention due to its ability to enhance transparency, security, and integrity in digital
voting. This study presents an extensive review of the existing research on e-voting systems that rely
on blockchain technology. The study investigates a range of key research concerns, including the
benefits, challenges, and impacts of such systems, together with technologies and implementations,
and an identification of future directions of research in this domain. We use a hybrid review approach,
applying systematic literature review principles to select and categorize scientific papers and review-
ing the technology used in these in terms of the above key concerns. In the 252 selected papers, aspects
such as security, transparency, and decentralization are frequently emphasized as the main benefits.
In contrast, although aspects like privacy, verifiability, efficiency, trustworthiness, and auditability
receive significant attention, they are not the primary focus. We observed a relative lack of emphasis
on aspects such as accessibility, compatibility, availability, and usability in the reviewed literature.
These aspects, although acknowledged, are not as thoroughly discussed as the aforementioned key
benefits in the proposed solutions for blockchain-based e-voting systems, whereas the considered
studies have proposed well-structured solutions for blockchain-based e-voting systems focusing on
how blockchain can strengthen security, transparency, and privacy, in particular, the crucial aspect of
scalability needs attention.

Keywords: blockchain; digital transformation; e-voting systems; security; scalability; systematic
review

1. Introduction

Blockchain technology has been recognized as a potential solution for secure and trans-
parent e-voting systems. By leveraging the decentralization, immutability, and transparency
of blockchain technology, e-voting systems can prevent fraud and manipulation, improve
voter anonymity, and increase trust in the electoral process. Moreover, blockchain-based
e-voting systems can reduce the cost and time associated with traditional voting systems.

Traditional voting mechanisms commonly rely on centralized entities, which can give
the opportunity for vulnerabilities such as the tampering of results or electoral fraud. The
decentralized and immutable features inherent in blockchain technology offer a promis-
ing solution to the vulnerabilities related to traditional and other e-voting approaches.
Blockchain technology has the ability to create a tamper-proof and transparent platform
for conducting e-voting. Blockchain-based e-voting systems provide secure, verifiable,
and auditable voting procedures through the integration of cryptographic techniques and
consensus protocols.

The growing interest in blockchain-based e-voting systems indicates the importance
of a comprehensive and systematic evaluation of the current knowledge in this domain.
One of the aims of this review is to identify the main benefits of e-voting systems based on
blockchain technology through an in-depth review of the previous research. These benefits
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include heightened security, transparency, decentralization, and privacy. Additionally,
we intend to identify the challenges and limitations that come with these systems, which
include privacy and security concerns, scalability issues, and technical limitations.

Moreover, a comprehensive understanding of the technologies and implementations
involved in blockchain-based e-voting platforms is imperative in order to evaluate their
feasibility and functionality. Furthermore, this systematic review provides technical insight
into common blockchain frameworks, consensus algorithms, and security and privacy-
enhancing techniques used in these systems. In addition, we aim to conduct an examination
of the impacts of proposed blockchain-based e-voting systems in the literature on various
aspects of the voting process, including security, privacy, efficiency, and scalability.

Overall, the purpose of this review is to conduct an extensive review of the current
state of the literature related to blockchain-based e-voting systems. We look into the benefits,
challenges, technological aspects, impacts, and potential research and development areas
in the context of e-voting systems using blockchain technology. We conduct a combined
review method, employing the principles of systematic literature review to choose and
classify scientific papers. Additionally, we examine the technology implemented in these
with respect to the already mentioned key concerns. The evaluation follows the PRISMA
guidelines [1], which guarantee a rigorous and transparent methodology for the synthesis
of available research data. The PRISMA protocol (Preferred Reporting Items for Systematic
Review and Meta-Analysis Protocols) is a reporting guideline designed to aid researchers
in the preparation and documentation of systematic review and meta-analysis protocols.

2. Voting System Types and Requirements

We first categorize the types of voting systems before defining relevant requirements
for them.

2.1. Voting Systems

Voting systems have been combined with advancements in information technology,
making them increasingly efficient and accessible. There are a number of voting system
types that can be differentiated from a technical standpoint.

1. Traditional voting: the conventional method where voters either mark paper ballots
manually or use mechanical lever machines. The ballots, whether marked remotely or
at a polling station, are collected and counted by election officials. Within traditional
voting, there are two main categories:

• Paper-based voting: In this method, voters typically mark their choices on the
ballot paper by hand next to the candidate or option they wish to vote for, and
then the ballots are counted manually [2]. It can be further categorized into
remote and on-site voting. Remote paper-based voting refers to the process of
casting a vote by mail or other means of delivery, whereas on-site paper-based
voting refers to the process of casting a vote in person at a polling station [3].

• Mechanical lever machines: They were first used in the 1890s and are operated
by the voter indicating their choice by pressing a lever next to the preferred
candidate. Once the voter is finished, the voter pulls the large lever again, which
causes the counters associated with their choice to be incremented by one and
the machine prepared for the next voter [4].

2. E-Voting: A voting method that uses electronic devices to record, cast, or count votes.
In general, e-voting systems can be divided into four subcategories, as follows:

• Punch-card: Developed in the 1960s, utilized modified Hollerith cards where
voters used a stylus to punch out chads corresponding to their candidate choices.
After voting, the punched card was deposited in a ballot box. These cards were
later counted using a card reader [2].

• Direct Recording Electronic (DRE): An electronic system that presents ballots
and records voter selections directly into computer memory. Voters interact
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with DREs using push-buttons, touchscreens, or dials. Some DREs feature
Voter Verified Paper Audit Trail (VVPAT) printers, allowing voters to confirm
their choices on a paper record, which can be used for post-election audits or
recounts [5].

• Optical scanning systems: Specialized computer hardware and software are
used to read and interpret votes. Voters mark their choices on machine-readable
ballots by filling in symbols next to their preferred candidates. Once marked,
these ballots can either be scanned directly at the polling place or collected and
scanned at a central location [6].

• Ballot-Marking Devices (BMDs): Presents ballots electronically, lets voters make
selections, and then produces a human-readable paper ballot without storing
the vote electronically. Introduced after the Help America Vote Act of 2002 to
aid voters with disabilities, BMDs can either mark pre-existing ballots or print
summaries, sometimes with barcodes or QR codes. From 2016 onwards, some
areas expanded BMD usage to all voters, becoming more common in 2020 [7].

• I-voting: Internet voting denotes a subset of e-voting methodologies wherein
ballots are transmitted and registered via the Internet [8,9]. Terms such as “remote
e-voting”, “mobile voting”, and “online voting” are often used in the literature
to describe these systems. All of the terms outlined above are, however, grouped
under the broader conceptual framework of i-voting systems, which is itself
an instance of an e-voting paradigm. Furthermore, Blockchain-based e-voting
systems are a type of i-voting that relies on the internet by using a peer-to-peer
computer network that employs blockchain technology to cast and count votes
in an election [10–12].

2.2. Voting Systems Requirements

A requirement is a need or constraint on the software or system to be developed.
We can distinguish the properties of these systems into functional requirements (FR) and
non-functional requirements (NFR). According to [13–20], an e-voting system is required
to comply with a number of requirements if considered as an alternative to traditional
voting systems.

Based on the above references, we propose here a division of requirements into
different categories, namely functional and non-functional non-security requirements on
the one hand and security as a functional and non-functional requirement type on the other
hand. Our categorization forms a structured base set of properties that we will refer to in
the discussion of benefits, challenges, impacts, and future research directions later.

2.2.1. Non-Security Requirements

• Functional Requirements

– User-Centric Voting Design: The concept that a voting system should be easy for
all people to use. This means that it should have a user-friendly interface and
show choices without giving any candidate an advantage.

– Flexibility: It refers to the ability of the system to adapt to a variety of formats,
languages, and voting ballots, making it compatible with different platforms and
technologies. To provide a flexible and adaptable electronic voting experience,
this phrase emphasizes adapting to changes, complying with deadlines, and
permitting numerous ballot question types, including open-ended questions.

• Non-Functional Requirements

– Equality: It assigns priority to equitable and consistent voter access, ensuring
that regardless of the process of voting, all voters have equal voting rights and
opportunities and receive the same information and opportunities.

– Accessibility: This term highlights the importance of providing individuals with
functional limitations or disabilities with the necessary access to vote, ensuring
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voters have undiscriminating access to the voting infrastructure, and enabling
entities to have logical and/or physical access to the voting system.

– Openness: For an e-voting system, the functioning of the system (hardware and
software) should be transparent to citizens, and the people should be able to
understand and verify how the voting system works.

– Auditability: It refers to the necessity of being able to verify that all votes in the
final election tally are precisely accounted for, along with having reliable and
authentic election records with a (possibly) physical but always permanent audit
trail that ensures voter secrecy.

– Cost-effectiveness: It addresses the need for essentially affordable and reusable
systems with implementation and maintenance costs that are acceptable and
competitive with traditional voting methods.

– Interoperability: In order to ensure smooth integration and compatibility with
different components and technologies, it makes sure that voting system data are
imported, exported, or reported in an interoperable format using widely accepted,
openly available interfaces and communications protocols.

2.2.2. Security Requirements

• Functional Requirements

– Authentication and eligibility:

* Voter authenticity: requires voter identification based on the voter registra-
tion database and ensures that only eligible voters cast their votes.

* Uniqueness: the voter can only submit a vote once, and the final result of
that vote can never be altered.

* Eligibility: guarantees that only legitimate voters are able to vote and that
their identities are confirmed precisely.

– Anonymity and secrecy:

* Anonymity: the voter’s identity remains unlinked to their vote, and personal
information or identity should remain concealed.

* Secrecy: ensuring that no one involved in the voting process can link a
specific ballot to a particular voter, preserving voter anonymity; in addition,
the content of their vote remains confidential.

– Uncoercible ballot assurance:

* Uncoercibility: the fundamental principle of an e-voting system is to prevent
any external influence, coercion, or vote-selling, ensuring that voters cannot
prove or reveal their voting decisions, thereby safeguarding the integrity of
the voting process and obstructing attempts at manipulating or pressuring
voters for electoral gain.

* Non-valid voting capability: voters should be able to cast ballots that they
know are invalid if they so desire without compromising the integrity of the
election in any way.

• Non-functional Requirements

– Integrity and reliability:

* Data protection: guarantee that each vote is reliably recorded and remains
tamper-proof, while also applying rigorous data protection measures to
prevent unauthorized access to or manipulation of voting data.

* System integrity: ensure resistance against security failures or vulnerabil-
ities, the voting system needs to maintain its functionality by preventing
reconfiguration during operation and using multiple levels of controls.

* Reliability: ensure the system functions robustly without losing any votes,
even in the presence of multiple failures, including those related to voting
machines and network communication, and prevent malicious code or bugs,
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thus providing voters with the utmost confidence in its secure and efficient
operation under anticipated physical conditions.

– Detection and monitoring:

* Testing: The principle that electoral authorities, political parties, and social
organizations should have the ability to put the voting systems to the test
to ensure they meet the established criteria. This testing process should be
thorough and conducted by experts to evaluate and verify that the systems
meet the required security standards.

* Monitoring: record important activities through event logging mechanisms
in a format suitable for automated processing while also generating, storing,
and reporting error messages in real time as they occur during the voting
process.

– Fairness: the importance of maintaining a fair voting environment by avoiding
biased or misleading information, ensuring that the voting system does not
provide evidence about any voter’s intention before the end of the voting phase,
and remaining neutral so that the system does not influence the eligible voter’s
intention during the voting process.

– Verifiability and accuracy: allowing voters and election officials, parties, and in-
dependent observers to verify that the votes are accurately recorded and counted,
ensuring the system can securely record votes, enabling them to use control mech-
anisms accurately with direct control of ballot changes and selections, providing
voters the ability to verify their intentions in the vote without alterations, and
offering sound and independently verifiable evidence that each authentic vote is
accurately reflected in the election results.

– Availability: the system’s ability to remain consistently available to all eligible vot-
ers, protect against denial of service attacks, establish redundant communication
paths, ensure continuous availability during the election, have alternative sup-
port and election sites ready in case of failures, maintain a minimum Mean Time
Between Failures (MTBF), have updated backups readily available for disaster
recovery, and protect sensitive information.

Integrating blockchain technology into e-voting can satisfy some of these requirements.
However, we will see that multiple challenges remain to be addressed to establish a reliable
and trustworthy voting system.

3. Background, Related Work, and Objectives

We introduce blockchain basics before summarizing related work on blockchain for
e-voting. From this, we will identify gaps and define objectives for this review.

3.1. Blockchain Technology

A blockchain is a decentralized and distributed ledger made of a sequence of blocks
linked to each other. Each block contains a list of transactions, and each transaction is a
record of an event or action. The block header, which includes the previous block hash,
timestamp, nonce, and Merkle root, identifies each block. The previous block hash links the
current block to the previous one. The timestamp verifies the data in the block and assigns
a time or date of creation for digital documents. The nonce, a number used only once, is
a central part of the proof of work in the block. The Merkle root, a type of data structure
frame for different blocks of data, stores all the transactions in a block by producing a
digital fingerprint of the entire set of transactions. This structure provides assurance that
once data are recorded in a block, they cannot be altered in the future without modifying
all subsequently recorded blocks, making blockchain transactions immutable and secure.
Figure 1 represents an overview of the blockchain structure with the chain of blocks that
encapsulate the transactions and secure them with hashes and other data. These blocks
are broadcasted and replicated across a network of peers. This method is characterized by
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its robust security measures through cryptographic principles, which effectively mitigate
the risks of manipulation and fraudulent activities. The decentralized nature of blockchain
enables universal accessibility of the distributed database to all participants in the network,
which is governed by a consensus algorithm. Therefore, blockchain data are immutable; it
additionally traces and validates transactions based on their origins. This technique makes
digital transactions transparent, secure, and tamper-proof. Considering these unique char-
acteristics, blockchain is an appropriate mechanism for integration with e-voting systems.

Figure 1. The blockchain structure.

3.2. Blockchain Applications Across Domains

Blockchain technology has emerged as a revolutionary trend across various domains,
and whereas blockchain technology application in e-voting systems attracts interest in
enhancing electoral integrity and transparency, it is equally valuable in other domains,
each with distinct requirements and objectives. This section aims to provide a comparison
and analysis of blockchain applications in different domains such as healthcare, financial
services, supply chain management, cloud computing, education, and IoT (Internet of
Things) [21], highlighting their parallels and contrasts with their use in e-voting systems.

• Blockchain in healthcare: In healthcare, blockchain is employed for secure data sharing,
patient privacy, and interoperability among different healthcare systems [22]. Its
application in healthcare shares some aspects of e-voting, such as the emphasis on
data security and privacy. However, whereas blockchain in healthcare deals with
continuous data flow and personal health records, in e-voting, it addresses the singular
event of casting and recording votes.

• Blockchain in financial services: In financial services, blockchain technology revolu-
tionizes transactions and trust mechanisms. Similar to e-voting, where blockchain
brings transparency and verifiability to the voting process, in financial services, it
introduces a new concept of trust and efficiency in transactions [23]. The key difference
lies in blockchain’s role in handling continuous financial transactions as opposed to
the discrete event of voting.

• Blockchain in supply chain management: blockchain technology in supply chain
management focuses on improving transparency, reducing fraud, and enhancing
efficiency [24], whereas both supply chain management and e-voting systems benefit
from blockchain’s immutability and transparency, supply chain management uniquely
utilizes blockchain for continuous tracking of goods and transactions, in contrast to
the periodic nature of elections.
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• Blockchain in cloud computing: In cloud computing, blockchain enhances security,
data provenance, and creates new service models like Blockchain-as-a-Service (BaaS).
The integration of blockchain in cloud computing shares similarities with e-voting in
terms of improving security and reliability. However, the use cases in cloud computing
are more varied and continuous, focusing on service enhancement and data integrity
across diverse cloud-based applications [25].

• Blockchain in education: Blockchain technology in education mainly focuses on en-
hancing data security, credential verification, traceability, and record management.
Through its immutable feature, blockchain technology not only ensures the integrity
of educational records and certificates, consequently creating trust in academic creden-
tials, additionally, it effectively secures and tracks the progress of academic patents,
copyrights, and research innovations, significantly enhancing the management and
protection of property within the educational domain [26–28]. Compared to its ap-
plication in e-voting, where blockchain ensures vote integrity and transparency, in
education, it serves to preserve academic achievements and automate administra-
tive processes.

• Blockchain in IoT: Blockchain technology in IoT includes enhancing security, scalability,
and trustworthiness in diverse applications like smart cities. The decentralized nature
of blockchain in IoT addresses issues similar to those in e-voting, like ensuring security
and scalability [29]. However, IoT applications deal with a broader range of data types
and greater scalability challenges than electronic voting systems.

3.3. Related Work

Studies exploring potential applications of blockchain technology in the domain of
e-voting aim to evaluate its feasibility, security, and efficiency in enhancing the transparency
and integrity of the election process.

Taş and Tanrıöver [30] reviewed in 2020 the state of blockchain-based voting research,
identifying potential challenges and forecasting future directions. They presented a con-
ceptual description of the desired blockchain-based e-voting application and conducted
a review of 63 research papers. The articles that were examined were categorized into
five main categories: general, integrity, coin-based, privacy, and consensus. They con-
cluded that, whereas blockchain-based voting systems can prevent data manipulation and
integrity issues, the most frequently highlighted issues are scalability, cost-effectiveness,
authentication, privacy, and security in blockchain-based e-voting systems.

Jafar et al. [31] presented a conceptual description of a blockchain-based e-voting
application in addition to an introduction to the blockchain’s fundamental structure and
characteristics in relation to e-voting. They mentioned that whereas blockchain systems
could help solve some of the issues that currently affect election systems, the authors con-
clude that the most frequently mentioned issues in blockchain applications are scalability,
user identity, transactional privacy, energy efficiency, immatureness, acceptableness, and
political leaders’ resistance.

In [32], Pawlak et al. indicated the remaining problems like security attacks, coercion,
cost efficiency, and privacy that still need to be solved. The paper serves as a valuable
resource for understanding the current trends and challenges in blockchain-based electronic
voting systems.

Huang et al. [33] in 2021 provided a comprehensive review of blockchain-based voting
systems, discussing their advantages, challenges, and technical innovations. They also
provide a taxonomy of blockchain and identify key challenges in blockchain-based voting
systems such as authentication, anonymity, coercion-freeness, and auditability.

Jafar and Ab Aziz in [34] emphasized the benefits and challenges of blockchain-based
e-voting systems, providing useful details on probable future applications of this technology
with regard to democratic processes. They demonstrated how blockchain technology offers
security, transparency, and a reduced risk of fraud. However, they brought up issues with
scalability, transactional privacy, and immaturity for these systems.
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Devi and Bansal [35] provided a comprehensive review of the security requirements
and potential threats in e-voting systems. They discuss various cryptographic techniques
that can be used to secure these systems.

Benabdallah et al. [36] presented a comprehensive analysis of blockchain solutions for
e-voting. They discussed the challenges faced by e-voting systems and how blockchain
technology can address these issues. They also provide a comparison of several blockchain-
based e-voting solutions, identifying their strengths and weaknesses. The paper also
addressed the limitations and issues raised by this technology, such as scalability, unpre-
dictable attacks, weakness of the identification system, new issues raised using blockchain
technology, efficiency and decentralization, the digital divide, and vulnerabilities in
smart contracts.

Jafar et al. in their systematic literature review [37] discussed the challenges and
solutions for scalable blockchain-based electronic voting systems, in addition to anticipating
future developments. To evaluate cost and time, they identified well-known proposals, their
implementations, verification methods, and various cryptographic solutions in previous
research. They analyzed performance parameters, the primary benefits and limitations of
different systems, and the most common approaches to blockchain scalability.

In [38], Vladucu et al. provided a thorough overview of blockchain-based e-voting
systems currently in use by various countries and companies, as well as those proposed for
academic research. The authors discussed the challenges that blockchain e-voting systems
face and identified areas for future research to improve their trustworthiness. Furthermore,
they included a detailed explanation of the terminology used in blockchain-based e-voting
systems, such as consensus algorithms, cryptography, and system characteristics.

Despite this number of reviews, a comprehensive and comparative analysis is still
required, as we will justify below.

3.4. Implementations of Blockchain-Based E-Voting Systems

In the following, we present several projects that are currently being developed or
have already implemented e-voting on blockchain.

• Luxoft: Luxoft Holding Inc., a global IT service provider of technology solutions, is
developing an e-voting infrastructure that will enable the world’s first consultative
vote on blockchain in Zug, Switzerland. Hyperledger Fabric was used to create an
authorized blockchain that included a network, applications, and algorithms. In
order to allow voters to cast their ballots, Zug’s digital ID registration app based on
Ethereum was authorized through uPort. Luxoft announces its intention to open
source this technology and creates a Government Alliance Blockchain to encourage
blockchain use in public institutions [39].

• Votem: A company specializing in election management, its main product is the
CastIron platform. This platform is built on blockchain technology and offers several
distinctive features, including a distributed database, immutability, permission-based
access, and an audit trail. Votem has successfully handled over 13 million voters,
serving both government elections and various associations in the United States
and around the world. Notably, their track record boasts zero instances of fraud,
compromise, attacks, or hacking, highlighting the security and reliability of their
system [40].

• Voatz: A blockchain-based mobile voting tool that was launched in 2018 in West
Virginia for overseas military voters participating in the 2018 midterm elections in
the United States. Voatz includes biometric validation, such as fingerprints or retinal
scans, so that voters validate their applicants and themselves on the application. A
recent study found Voatz has major security flaws that allow attackers to monitor
votes and edit or block ballots in large amounts [41].

• POLYAS: In the summer of 1996, Finland held the first POLYAS online election, with
30,000 voters participating in three languages. The company uses blockchain technol-
ogy to offer an electronic voting system to the public and private sectors. Germany’s
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Federal Office for Information Security granted the first online election certification in
2016. The online voting system satisfies anonymity, accuracy, singularity, verifiabil-
ity, and auditability. In Europe and the USA, several important companies employ
POLYAS to manage their electronic voting systems [42].

• Polys: An online voting system that increases confidence in the voting process and
results. Because it is based on blockchain technology, it is secure and transparent.
Both the voting procedure and the results are immutable. Transparent cryptographic
techniques are employed on the top of the blockchain to protect voter anonymity.
Voters can check at any moment to ensure that their vote is valid and unmodified [43].

• DecentraVote: A blockchain-based solution for virtual meetings was originally devel-
oped by a team at the iteratec location in Vienna. DecentraVote uses a public Ethereum
network based on Proof of Authority consensus with permissioned validator nodes.
The smart contract constructed a Merkle tree of all voting rights on-chain, and the
Zero-Knowledge Succinct Non-Interactive Argument of Knowledge (zk-SNARK) gen-
erated a proof for every voting right off-chain. DecentraVote does not address national
political elections [44].

3.5. Research Gap and Objectives

Our systematic analysis of blockchain-based e-voting systems is guided by identified
gaps in the current literature and specific objectives we aim to achieve. Despite ongoing
research in this domain, existing studies often focus on the limitations of blockchain-based e-
voting, lacking a comprehensive comparison with traditional and electronic voting systems
in terms of benefits and challenges. The primary objectives of this systematic analysis
are therefore:

1. To conduct a comprehensive comparison of blockchain-based e-voting systems against
traditional and e-voting systems, focusing on understanding their relative benefits
and challenges.

2. To review and analyze the concrete implementation techniques of blockchain in
e-voting systems, identifying how they address existing challenges.

3. To provide the potential implications of blockchain-based e-voting systems for ad-
dressing existing challenges in the blockchain-based e-voting systems.

4. To establish an up-to-date roadmap for future research, emphasizing areas that require
further investigation in the rapidly evolving landscape of blockchain-based e-voting.

This study aims to fill these gaps by offering a comprehensive and holistic review
of blockchain-based e-voting systems. This involves an in-depth exploration of current
challenges and potential areas for future research, thereby contributing to a more thorough
understanding of blockchain technology’s role in enhancing the integrity and efficiency of
voting processes.

3.6. Contribution of the Review

To address the research gaps, this review conducts a comprehensive analysis of the
existing literature on blockchain-based e-voting systems by, firstly, selecting papers using
systematic literature review principles and, secondly, analyzing their technology aspects
systematically. Specifically, the research aims to achieve the following objectives:

• Identify and analyze the benefits and challenges of blockchain-based e-voting systems
in comparison to traditional voting and other e-voting systems, identifying the impact
of blockchain-based e-voting systems on various aspects of the voting process.

• Explore the implementation technologies utilized in blockchain-based e-voting systems.
• Provide summarizing observations and recommendations for future research and

development in this field.

In order to address the aforementioned objectives, the following research questions
guide this systematic review:
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• Benefits: What are the benefits of using blockchain technology in e-voting systems over
other implementation approaches? The benefits are expressed in terms of requirements
met by blockchain-based e-voting systems but not by other voting and e-voting types.

• Challenges: What are the challenges faced in implementing blockchain-based e-voting
systems? These are expressed in terms of requirements that are already satisfied by
other types of voting and e-voting systems but generally not yet met by blockchain-
based e-voting systems.

• Impact: What are the impacts of proposed blockchain-based e-voting systems on
different qualities? Impacts are expressed in terms of requirements that have been
shown as satisfied (becoming a benefit of these) or not satisfied (becoming a challenge
for blockchain-based e-voting systems).

• Technologies: what are the common technologies and implementations used in
blockchain-based e-voting systems, including popular blockchain frameworks, con-
sensus algorithms, security and privacy enhancing techniques?

• Future Research: based on the challenges identified and technologies reviewed, what
future research and development directions should be explored in blockchain-based
e-voting systems to enhance their functionality and quality?

Our results and observations aim to provide insights to legislators, researchers, and
practitioners regarding the essential technical challenges that need to be tackled to establish
widespread and secure blockchain-based e-voting systems. In addition, this study aims to
provide guidance for future research by recognizing areas where research is lacking and
indicating potential possibilities for future studies. Finally, this review shall provide insights
into the potential solutions for implementing secure and ubiquitous blockchain-based e-
voting systems, which can contribute to the practical implementation of such systems.

4. Methodology

This review follows the PRISMA protocol to ensure a transparent and rigorous review
process and applies systematic literature review principles to selected papers. This system-
atic approach includes a structured review of the current literature on blockchain-based
e-voting systems. The objective of this review is to provide a fair analysis of the available
information using a systematic approach designed to minimize bias by following common
selection, analysis, and validation procedures.

The hypothesis of this study is that by applying the distinct features of blockchain
technology, such as decentralization, immutability, and transparency, it is possible to
address the weaknesses and constraints related to traditional voting systems. This idea
suggests integrating blockchain technology, and this hypothesis implies that this leads
toward enhanced democratic procedures.

A search technique is used to discover relevant research, which includes utilizing
precise keywords and concepts that relate to electronic voting, such as e-voting, i-voting,
evoting, ivoting, electronic voting, internet voting, and election. Furthermore, the search
approach encompasses blockchain-related terms such as blockchain, distributed ledger,
and DLT. Boolean operators, in particular ("OR", "AND") are used to combine keywords
and filter search results, ensuring that only papers that address both subjects are retrieved.

• Search query: (evoting OR ivoting OR e-voting OR i-voting OR ((electronic OR internet)
AND (voting OR vote OR election))) AND (blockchain OR "distributed ledger" OR DLT)

The literature search was conducted using reputable databases (ACM, IEEE, Elsevier,
Springer, and Scopus). The process of searching for relevant studies involves initially
screening titles to identify potentially relevant ones. This is followed by a thorough review
of the full text of the articles to determine whether they answer any of the research questions.

A number of exclusion and inclusion criteria can be established. Inclusion criteria are:

• Papers that are directly related to or contribute to the comprehension of blockchain-
based e-voting systems are relevant to the title.

• Papers should be available in English to ensure accessibility and comprehension.
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• Papers with an available full-text version, which allows for a comprehensive analysis
and extraction of data.

Exclusion criteria are:

• To avoid repetition and ensure a unique set of papers, it is necessary to remove any
duplicate titles.

• Exclude papers that are not written in English, as they can hamper comprehension
and analysis.

• Exclude book chapters and focus on research articles and conference papers.
• To ensure the inclusion of valid and reliable research, papers that are officially retracted

are excluded.
• Exclude papers if their topic does not align with the blockchain-based e-voting systems.

Figure 2 indicates the approach employed to conduct database analysis and, afterward,
the inclusion and exclusion of publications for the purpose of our study.

Start

Explore Each Database
ACM, IEEE, Springer

Elsevier, Scopus

Store Total Papers
Years 2017-2023

Proper Title

Duplicate

English

Book Chapter

Retracted

Full-Text AvailableStore Valid Papers

Included Papers
(N=252)

Excluded

Yes

No

Yes

No

No

Yes

No

Yes

No

Yes

Yes

No

Figure 2. Procedure for database examination and paper inclusion.

The process of certainty assessment includes the evaluation of the level of certainty
in the research outcomes. That confidence depends on the quality of the included studies
and the cohesiveness of their results. High certainty indicates strong and reliable evidence,
whereas low certainty indicates the need for further investigation or the existence of
significant limitations in the currently available set of data. In order to ensure an efficient
and rigorous assessment, separate reviewers are responsible for conducting an accurate
assessment for each study that was randomly chosen. In cases where disagreements occur
between the reviewers, these disagreements are resolved through broad consideration or, if
determined essential, by requesting the perspective of an additional reviewer in order to
attain a consensus.
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5. Results—Benefits, Challenges, and Impacts

In this section, we present results derived from the selection process indicated earlier.
Through the analysis of the data collected, our objective is to explore the research questions
and construct findings from the outcomes of the systematic review. We identified the final
number of publications from each database that should be included in the systematic review
by applying these criteria to the corresponding databases. The results of this procedure are
presented in Table 1.

Table 1. Overview of paper categories across databases.

Category ACM IEEE Elsevier Springer Scopus Total

Total 34 187 20 142 250 633

Inappropriate Title 18 80 0 30 2 130

Duplicate 0 1 9 42 176 228

Not English 0 2 0 0 2 4

Book Chapter 0 0 2 0 0 2

Retracted 0 0 0 0 1 1

Not Available 0 1 0 1 14 16

Included Papers 16 103 9 69 55 252

Figure 3 illustrates the publication trend of academic research literature that passed
the inclusion and exclusion criteria, showing an increasing academic interest within this
domain over time.

Figure 3. Publication trend in blockchain-based e-voting research.

We present the results for each of the research questions as follows:

• We address benefits, challenges, and impacts before looking at implementation tech-
nologies and summarizing future research in the following sections.

• For each, we comment on all properties mentioned in relation to the specific blockchain
perspective.
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• We also list the properties in the order of their frequency for the specific concern across
the selected study papers, summarizing total occurrences and normalized numbers
for better comparison.

5.1. Results—Benefits of Blockchain-Based E-Voting Systems

Various studies recommend blockchain-based e-voting systems due to their benefits.
We compare here the benefits associated with blockchain-based e-voting systems with those
of traditional (e-)voting systems, in terms of the requirements listed above for e-voting.

We categorize these benefits into major requirement categories, each further decom-
posed into several more detailed specific properties, if needed. In order to extract these
benefit properties, we employed a hybrid strategy that includes both syntactic and semantic
selection methods. We extracted the properties from relevant sections (Abstract, Introduc-
tion, and Related Work), thereby ensuring a targeted assessment of the content. These
properties were identified as general benefits of blockchain technology and advantages
offered by proposed blockchain-based e-voting systems, as discussed in the related work
sections of the respective literature in comparison to conventional election systems.

We now list properties identified as benefits in the literature over traditional voting
system types. We provide further comments on sources and explanations on each indicating
how blockchains can achieve the benefits. Note that we order the benefits based on their
frequency of occurrence across the selected study papers.

1. Security: a major benefit of blockchain-based e-voting systems, where subcategories
highlight a unique perspective:

• Integrity: holistic assurance of security aligned with the design [45].
• Immutability: once a vote is recorded, it cannot be altered, ensuring the voting

process’s finality [46].
• Durability: robust against data loss and ensures the permanency of stored data.
• Stability: Resistance to disruptions or manipulations like hacking. Stability is en-

hanced by strong encryption systems, often inherent in blockchain technology [47].
• Non-repudiation: a voter cannot dispute the validity of their cast vote [48].

2. Transparency: The blockchain-based e-voting system’s inherent design encourages
open voting, recording, management, and counting procedures. It facilitates indepen-
dent audits [49] and ensures that all transactions (votes) on the blockchain are visible
to all participants and can be independently verified.

3. Privacy: the ability of blockchain-based e-voting systems to protect voters’ personal
information and the confidentiality of their voting choices.

• Anonymity: protecting a voter’s identity [50].
• Confidentiality (secrecy): the voters’ choices are private, and outcomes are not

presented ahead of time [51].
• Untraceability: prevent the tracing of a vote back to its individual voter [50].
• Pseudoanonymity: voters’ actual identities are masked, but their voting activities

are linked to unique identifiers similar to pseudonyms or addresses [52,53].

4. Verifiability: the ability to confirm that votes have been cast as intended, stored,
and counted.

• Public verifiability: the ability of all to verify the entire election process [54].
• Individual verifiability: the ability for every voter to verify that their vote was

precisely recorded and counted [54].

5. Auditability: ensure the voting process accuracy and truthfulness [55].
6. Accessibility: provide every eligible voter with an equal opportunity to participate in

the voting process.

• Availability: blockchains generally ensure that voters are able to cast their votes
anytime within the stipulated period without facing any issue.

• Broad turnout: technology allows substantial participation of eligible voters.
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• Universal access: the ability of the system to be used effectively by all eligible vot-
ers.

7. Decentralization: Refers to the distribution of voting system authority, responsibility,
and operations across a network compared to a central entity. This property is
fundamental to blockchain technology and is essential for enhancing confidence
among citizens by minimizing control of a potentially corrupt third party [36].

8. Usability: facilitate an extensive number of voters casting votes in accordance with
their choices in an effective way while being satisfied with the process [56].

• Simplicity: how simple and straightforward the system is to operate.
• Understandability: clarity in system operation ensures that voters cast their votes

as intended.

9. Efficiency: ability of an e-voting system to allow voters to cast votes in a swift and
inexpensive manner.

• Cost efficiency: The system’s capacity to carry out voting operations at a cost
that is affordable. This can involve a lower-cost setup and maintenance, material
distribution, and human expenses.

• Time efficiency: the system’s ability to speed up voting and vote tallying.
• Performance efficiency: the ability to handle massive amounts of data (votes),

process, and count votes accurately, securely, and swiftly.

10. Trustworthiness: Secure, transparent, and fair system that ensures the accurate track-
ing and integrity of each vote. It is a balance of rigorous security measures, prompt
results, and scalability, all of which are critical to preserving trust in the voting pro-
cess [57].

• Eligibility: only eligible voters can participate [58].
• Fairness: election results are not exposed before the voting process finalizes [58].
• Accountability: ability to determine whether or not the official vote record is

inaccurate is facilitated by the blockchain [59].
• Uniqueness: each eligible voter merits one and only one vote.
• Accuracy: each vote is precisely accounted for, ensuring there is no modification,

omission, or unauthorized inclusion [14].
• Credibility: how much voters, politicians, and the general public trust and

believe in the e-voting system.
• Reliability: the system’s consistency in performance through time ensures accu-

rate, error-free function and availability [60].

11. Compatibility: ability of the e-voting system to operate in conjunction with various
types of hardware, software, protocols, and legislation.

• Adaptability: ability of an e-voting system to alter or adjust in order to accom-
modate various circumstances or necessities that may emerge [61,62].

• Flexibility: ability to adapt to different frameworks, election types, voting meth-
ods, and voter interfaces.

12. Resistance to coercion: capacity of an e-voting system to shield voters from potential
manipulations or coercions [36,63].

We enumerate in Table 2 the papers that mention the above properties as benefits of
blockchain-based systems, ordered by the number of occurrences within the 252 selected
papers. These properties are referred to as benefits either in the abstract, the introduction,
or the related works sections of these papers.
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Table 2. Distribution of papers mentioning the benefits of blockchain-based e-voting systems.

Benefit Category No. of Papers Normalized (%)

Security 224 88.89

Transparency 180 71.43

Decentralization 139 55.16

Privacy 96 38.10

Verifiability 85 33.73

Efficiency 67 26.19

Trustworthiness 63 25.00

Auditability 58 23.02

Accessibility 44 17.46

Usability 7 2.78

Compatibility 5 1.98

Resistance to Coercion 3 1.19

Normalized Percentage = Number of Papers in a Category
Total Number of Papers × 100.

Blockchain-based e-voting systems offer first and foremost security, transparency,
and decentralization, as mentioned in 224, 180, and 139 papers, respectively. Moreover,
96, 85, and 67 papers mention privacy, verifiability, and efficiency as significant benefits.
Although less frequently discussed, trustworthiness, auditability, and accessibility also have
significant advantages. The least frequently discussed factors are usability, compatibility,
and resistance to coercion.

5.2. Results—Challenges in Blockchain-Based E-Voting Systems

Despite the properties of blockchain technology and the benefits it offers, these systems
are not inherently applicable across all voting contexts due to some barriers. Our objective
is an understanding of the obstacles and challenges associated with using blockchain
technology for e-voting systems, specifically identifying properties that traditional e-voting
systems have but blockchain-based ones do not.

As before, we arranged them into groups, ordered according to their frequency.

1. Privacy: It encompasses efforts to protect the secrecy of everyone who casts a vote,
keep sensitive voter information from leaking out, and minimize the risk of tracking
individual voters. However, ensuring privacy in e-voting causes challenges due to
the conflicting objectives of auditability and transparency with privacy [64,65].

2. Security: It is a crucial aspect of blockchain-based e-voting systems, as it encompasses
various measures to maintain the voting process’s integrity, and availability. Defensive
measures against cyber-attacks, Zero-Day exploits, and smart contract vulnerabilities
are challenges for the blockchain security fundamental qualities. In [66], several types
of attacks on blockchain such as hash-based attack, centralization attack, traffic attack,
network level attack, injection attack, integrity attack, and private key leakage attack
are discussed. It is necessary to mitigate such threats and prevent fraudulent use or
disclosure of sensitive voter data without authorization [67,68].

3. Scalability: As the number of participants and transactions increases, it becomes
crucial to maintain high performance and throughput. The inherent characteristics of
blockchain, such as the need for consensus among distributed nodes and the necessity
of storing every transaction on the blockchain, present scalability challenges. The
decentralized nature of blockchain can lead to slow transaction processing times
and increased resource requirements. In order to reach scalability in blockchain-
based e-voting systems, it is necessary to address transaction throughput, network
bandwidth, and data storage capacity. To ensure that blockchain-based e-voting
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systems can accommodate an increasing number of participants and transactions
while maintaining the security and decentralization nature of blockchain, scalability
concerns need to be dealt with [36,69].

4. Technical aspects: various implementation challenges for blockchain-based e-voting
systems arise, encompassing algorithm restrictions, technical complexity of consensus
algorithms, hardware platform compatibility, integration with existing systems, com-
plexity of technology, interoperability (including protocol interoperability), technical
limitations, transparency in certain implementations, implementation challenges, com-
plexity of implementation, complex design requirements, automating configuration,
and limitations of authentication schemes [70–73].

5. Efficiency and feasibility: This encompasses various factors, including computation
resource efficiency, energy consumption, performance efficiency, cost efficiency, and
feasibility. Computation resource efficiency includes minimizing computational over-
head associated with the consensus protocol and effectively allocating resources to
handle the increasing workload. For minimizing the operational costs of blockchain-
based e-voting systems, energy efficiency is crucial. The development of energy-
efficient protocols, algorithms, and hardware can help reduce energy consump-
tion [31,74–76].

6. Acceptability and immaturity: It refers to the level of trust and confidence stakeholders
have in blockchain-based e-voting systems. To address this, it is necessary to achieve
security, privacy, transparency, and reliability, thus building an environment that
encourages the acceptance of blockchain-based e-voting systems. The immaturity of
blockchain technology in e-voting leads to a lack of real-world experiments, extensive
testing, stakeholder engagement, and comprehensive evaluation [11,34,38,77,78].

7. Usability: it is necessary to achieve a balance between a user-friendly interface and
the security and integrity of the voting process [38,79].

8. Coercion freeness: it refers to challenges to protect voters from external pressures or
coercive influences that could compromise their right to vote freely [33,64,80].

9. Accuracy and reliability: Ensuring accuracy is paramount to guaranteeing that each
vote is recorded and counted correctly, without any errors or omissions. Blockchain
technology has the potential to enhance accuracy by creating a transparent and tamper-
proof record of all voting transactions. However, to achieve a reliable and credible e-
voting system, it is crucial to design a protocol that is fair, prevents double-voting, and
avoids reliance on a central authority [81,82]. By developing and implementing robust
cryptographic techniques, secure consensus algorithms, and comprehensive auditing
mechanisms, blockchain-based e-voting systems can enhance accuracy, reliability, and
credibility, ensuring the integrity and fairness of the electoral process [83,84].

10. Accessibility: Access to voting opportunities is a fundamental principle. Limited
internet access in certain locations presents a significant challenge to accessibility in
blockchain-based e-voting systems. Providing a method such as offline voting that is
consistent with the overall system is complex [85–87].

11. Regulatory and governance: Implementing blockchain-based e-voting systems re-
quires adherence to legislation as well as adjusting to a constantly evolving legal
landscape. Addressing regulatory and legal difficulties entails managing jurisdic-
tional requirements, data privacy legislation, and electoral laws, and ensuring legal
standards are challenging.
Furthermore, ensuring interoperability and compatibility across different e-voting sys-
tems and platforms needs to establish common standards and protocols for blockchain-
based e-voting, as it can provide seamless integration and collaboration among vari-
ous stakeholders. Addressing regulatory and governance challenges, including the
establishment of standards, is a significant challenge for blockchain-based e-voting
systems [88–90].

12. Decentralization and consensus mechanisms: The distribution of authority, control,
and decision-making power throughout the e-voting process, from registration to
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result calculation, is referred to as decentralization at all stages. Achieving the ap-
propriate level of decentralization is a challenge for ensuring transparency, avoiding
central points of failure, and increasing system trustworthiness. Furthermore, for
reaching a proper level of decentralization, selecting a suitable consensus mecha-
nism to securely and quickly validate and confirm transactions is a related issue [91].
Consensus techniques are crucial for assuring network participant agreement and
defending against fraudulent operations. Choosing the best consensus mechanism
necessitates careful consideration of variables such as scalability, security, energy
efficiency, and the specific needs of the e-voting system [92,93].

In Table 3, we provide a summary of papers that identify the above features as
challenges of blockchain-based e-voting systems. These items are selected from various
sections, primarily the Abstract, Introduction, and Related Works, applying a hybrid
technique combining syntactic and semantic selection techniques. This approach signifies
that these features are acknowledged either as inherent challenges to blockchain technology
or as specific issues introduced by proposed blockchain-based e-voting systems.

Table 3. Distribution of papers mentioning the challenges of blockchain-based e-voting systems.

Challenge Category No. of Papers Normalized (%)

Privacy 108 42.86

Security 104 41.27

Scalability 87 34.52

Technical Aspects 40 15.87

Efficiency and Feasibility 36 14.29

Acceptableness and Immaturity 32 12.70

Coercion Freeness 21 8.33

Usability 18 7.14

Accuracy and Reliability 16 6.35

Accessibility 8 3.17

Regulatory and Governance 8 3.17

Decentralization and
Consensus Mechanisms 3 1.19

Normalized Percentage = Number of Papers in a Category
Total Number of Papers × 100.

Some advancements addressing the challenges in blockchain-based e-voting systems
can be observed.

1. Enhanced privacy: Recent advances in cryptographic techniques, such as zero-
knowledge proofs and homomorphic encryption, blind signatures, ring signatures,
and mix networks, have significantly enhanced the privacy aspect of blockchain-based
e-voting systems. These methods enable the verification of votes without revealing
the voter’s private information, simultaneously balancing privacy with the necessary
transparency and auditability.

2. Enhanced security: In response to security challenges, there have been significant
developments in both blockchain architecture and cryptographic defenses. In addition,
enhanced consensus algorithms, like Proof of Stake (PoS) and Practical Byzantine Fault
Tolerance (PBFT), have been implemented to counteract various blockchain-specific
attacks. Additionally, the integration of advanced security protocols and mechanisms
could become standard methods, improving these systems against cyber threats.

3. Scalability improvement: To address scalability issues, innovative solutions such as
off-chain transactions, sharding, optimized consensus protocols, and layer-2 scaling
solutions like Lightning Networks have been introduced. These technologies have
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proven effective in increasing transaction throughput, allowing for more scalable
e-voting systems.

4. Technical improvement: to address the technical complexities, approaches for optimiz-
ing the chosen consensus algorithm for efficiency, simplifying technical complexities,
ensuring hardware platform compatibility, ensuring interoperability with existing
systems and protocols, implementing automation for configuration, and constantly
seeking feedback for refinement are some of the steps taken or that need further
research to evolve the system.

5. Energy and cost efficiency: The shift towards more energy-efficient consensus mech-
anisms, like Delegated Proof of Stake (DPoS), has notably reduced the operational
costs and energy consumption of blockchain networks. Further, ongoing research into
optimizing blockchain infrastructure and in other layers (on-chain and non-chain) can
lead to the economic feasibility of blockchain-based e-voting systems.

6. Increasing acceptability: Experimental projects and real-world evaluations can play an
important role in building trust and demonstrating the viability of blockchain-based
e-voting systems. By developing educational resources and engaging stakeholders,
this technology can be accepted and understood by a broader audience.

7. User-friendly interfaces: Significant efforts can be made to develop interfaces that are
both simple for voters and secure. These interfaces often include guiding instructions
and reliable verification mechanisms to ensure a seamless and secure voting experience.

8. Provide coercion-resistant: To achieve this aim in a blockchain-based e-voting sys-
tem, there are several methods in the literature: implementing strong end-to-end
encryption, utilizing zero-knowledge proofs, enforcing receipt-freeness, using blind
signatures, employing multi-step authentication, securing physical components, main-
taining a transparent blockchain, implementing auditing and monitoring, and en-
suring user-friendly interfaces. Together, these strategies ensure the integrity of the
voting process, prevent coercion, and enable voters to participate freely and without
fear of repercussions.

9. Accuracy and reliability enhancements: By adopting robust cryptographic techniques
and providing a decentralized ledger with transparent, auditable transactions, ac-
curacy and reliability can be enhanced. By using identity verification mechanisms
and smart contracts to ensure fairness, double voting can be prevented, whereas
decentralized oracles and on-chain storage of critical data can reduce reliance on
centralized sources. Consensus mechanisms and regular security testing are key to
overall reliability. In all these cases, blockchain-based e-voting systems become more
accurate and reliable.

10. Improved accessibility: Efforts to expand accessibility include developing offline
voting mechanisms and protocols in mobile voting apps and establishing remote
voting centers in areas with limited internet access. These centers can be equipped
with the necessary technology to ensure that mobile voting applications are accessible
to voters. Provide features for people with disabilities, such as screen readers, voice-
guided interfaces, etc. Consider having backup plans in place in case of technical
failures or disruptions in areas with limited internet access.

11. Regulatory compliance and governance: establishing legal frameworks and standards
is a key focus, ensuring that these systems comply with the regulatory challenges
associated with blockchain-based e-voting.

12. Decentralization and consensus mechanism optimization: customized consensus
mechanisms that adjust to the unique requirements of e-voting systems can enable
achieving a balance between speed, security, and decentralization.

5.3. Results—Impacts of Blockchain-Based E-Voting Systems

In this section, we discuss the identified impacts of different proposed systems. This
extraction process involves retrieving the data from various sections of the studies, includ-
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ing evaluation and results, discussion, and conclusion. The impact categories follow those
for benefits and challenges stated in the preceding sections.

Table 4 presents a quantitative description of the impacts of proposed systems across
various categories.

The attributes that have the most notable relative impacts are security (41.67%), effi-
ciency (34.52), and privacy (18.65%). These three attributes play a key role in maintaining
the integrity, performance, and secrecy of the e-voting procedure.

Table 4. Impacts of proposed systems in various categories.

Impact Category No. of Papers Normalized (%)

Security 105 41.67

Efficiency 87 34.52

Privacy 47 18.65

Reliability 35 13.89

Scalability 27 10.71

Verifiability 22 8.73

Usability 16 6.35

Transparency 14 5.56

Accessibility 13 5.16

Resistance to Coercion 10 3.97

Auditability 8 3.17

Acceptableness 3 1.19

Normalized Percentage = Number of Papers in a Category
Total Number of Papers × 100.

5.4. In-Depth Analysis of Results

The analysis, particularly focused on the data presented in Sections 5.1 and 5.2 and
their respective tables, revealed insights. Section 5.1, as indicated by its table, shows broad
agreement on blockchain’s role in enhancing security and integrity, with a majority of the
papers emphasizing these advantages. This trend emphasizes blockchain’s potential to
increase trust and participation in electoral processes. Furthermore, Section 5.2 indicates
scalability and voter privacy as leading concerns, with a significant percentage of studies
highlighting these issues. This suggests an urgent need for developing scalable blockchain
architectures and integrating advanced privacy-preserving techniques in e-voting systems.

Section 5.3, supported by its respective table, further enriches our understanding. A
notable percentage of studies in the impacts section report significant improvements in
the efficiency and speed of voting processes facilitated by blockchain technology. This
highlights blockchain’s role not just in security, but also in optimizing and automating
electoral procedures.

6. Results—Technologies and Implementation of Blockchain-Based E-Voting Systems

E-voting systems based on blockchains use a variety of concepts and technologies
to enable secure and trustworthy elections. Blockchain frameworks like Ethereum and
Hyperledger Fabric, consensus algorithms like Proof of Work, Proof of Stake, and Practical
Byzantine Fault Tolerance, and privacy-enhancing techniques like homomorphic encryption
and zero-knowledge proofs are among these technologies. Furthermore, authentication
mechanisms such as biometric verification and identity management systems are critical in
confirming voter legitimacy and maintaining the voting system’s integrity.

In this section, we present a technology summary in five broader categories:

• Blockchain platforms;
• Consensus algorithms;
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• Security and privacy techniques;
• Authentication and identity verification techniques;
• Other techniques (cryptography, development, testing).

6.1. Blockchain Platforms

The blockchain frameworks and technologies domain includes a variety of platforms
and tools used in the design and implementation of blockchain-based systems. Blockchain
frameworks such as Ethereum, Hyperledger Fabric, Bitcoin, and Multichain provide the
foundation required for developers to create decentralized apps.

Figure 4 includes a range of widely used blockchain frameworks, including the pro-
posed blockchain e-voting systems context. In all of the frameworks mentioned, Ethereum
is the most popular choice, as evidenced by the 34.91% portion of utilized frameworks.
Although particular papers mentioned specific frameworks, there are further studies, and
no specific blockchain framework is explicitly stated. Instead, they proposed customized
systems that are based on the general concept of blockchain technology.

Figure 4. Blockchain frameworks distribution of proposed blockchain-based e-voting systems.

6.2. Consensus Algorithms

The consensus algorithms that were mentioned are illustrated in Table 5. Although a
substantial number of papers do not explicitly mention the consensus algorithm used, it is
reasonable to assume that for most proposed systems that use Ethereum as their framework,
the consensus algorithm can be considered as Proof of Work (PoW). The following and most
substantial protocol is referred to as “Proof of Work (PoW)”, resulting in approximately
5.2% portion of used consensus algorithms. In the following, we provide a brief definition
for each of these consensus algorithms:
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Table 5. Adoption of consensus algorithms in blockchain-based e-voting systems (if mentioned).

Consensus Algorithm No. of Papers Normalized (%)

Proof of Work (PoW) 11 100

Proof of Stake (PoS) 6 54.55

Proof of Authority (PoA) 6 54.55

Byzantine Fault Tolerance (BFT) 6 54.55

Practical Byzantine Fault
Tolerance (PBFT) 4 36.36

Raft consensus algorithm 3 27.27

Delegated Proof of Stake (DPoS) 2 18.18

Crash Fault Tolerant (CFT) 1 9.09

Stellar consensus protocol (SCP) 1 9.09

Hybrid (PoC combined with PoS) 1 9.09

Normalized Percentage = Number of Papers in a Category
Max Number of Papers in any Category × 100.

1. Proof of Work (PoW): Commonly used consensus algorithm, including Bitcoin. It
is a technique that requires members, known as miners, to solve computationally
demanding puzzles in order to secure the network and validate transactions [94].

2. Proof of Stake (PoS): a consensus process in which block creators (validators) are
selected depending on their wealth or stake in the network, and their possessions act
as a guarantee, inciting honesty and network security [95].

3. Proof of Authority (PoA): A consensus approach used with authorized entities or
individuals as block validators. Unlike other consensus methods, PoA is based
on a predetermined set of reliable validators who proved their credibility in the
network [96].

4. Byzantine Fault Tolerance (BFT): A technique that obtains agreement among partic-
ipants even in the presence of malfunctioning or malicious nodes. BFT consensus
algorithms are designed for dealing with Byzantine failures, in which nodes behave
unexpectedly and inconsistently [97].

5. Practical Byzantine Fault Tolerance (PBFT): A specific algorithm that provides BFT
in distributed systems. A leader node is selected to propose a block of transactions,
which the other nodes, called replicas, validate and agree on [98].

6. Raft consensus algorithm: Developed for fault-tolerant log management to handle
replicated logs. The Raft algorithm elects a leader to replicate logs across all nodes.
The leader logs client requests and replicates them to cluster nodes. After a major-
ity of nodes acknowledge log entries, the leader commits them and informs the
followers [99,100].

7. Delegated Proof of Stake (DPoS): A PoS consensus algorithm variant. DPoS relies
on the PoS concept by delegating block creation and validation commitments to a
selected number of trusted delegates elected through vote [101].

8. Crash Fault Tolerant (CFT): A type of consensus method established for distributed
systems that can endure crash failures, in which nodes in the system stop responding
or crash. In it, a simple majority voting method is frequently used, in which nodes
vote on the proposed state or decision. The system considers a value or decision to be
acceptable if a majority of nodes agree on it [102].

9. Stellar consensus protocol (SCP): It combines the principles of federated agreement
and Byzantine agreement to offer the Stellar network with a decentralized and fault-
tolerant consensus mechanism. It enables nodes to agree on the state of the blockchain
and keep the security and integrity of system transactions [103].

10. Hybrid (Proof of Credibility (PoC) combined with Proof of Stake (PoS): The weight of
each vote in the consensus process is determined by the value of the tokens staked by

162



Electronics 2024, 13, 17

validators through the Proof of Stake (PoS) mechanism. The method brings Proof of
Credibility (PoC) to address the issue of coin collapse in the PoS consensus mechanism.
This combination of PoS and PoC is a safe hybrid structure that ensures full security
when deployed in e-voting systems [104].

6.3. Security and Privacy Techniques

The use of blockchain-based e-voting systems needs to take security and privacy into
consideration. Since it is decentralized and transparent, blockchain offers the possibility
to boost the trustworthiness and credibility of e-voting systems. The use of security and
privacy techniques in blockchain-based e-voting systems could assist in alleviating concerns
about vote tampering, manipulation, and privacy violations.

Table 6 shows the number of studies that deploy security and privacy techniques.
Data collection covers a broad spectrum of concepts and techniques. We list the number
of publications and a normalized value in order to indicate the magnitude relative to
other techniques.

The acronyms for each technique are explained in the listed discussion below. The
zero-knowledge proofs (ZKPs) technique was referenced in a majority of studies. In
addition, homomorphic encryption, blind signature, and ring signatures have been subject
to a moderate degree of exploration. Several techniques, such as mix networks, time-lock
encryption, machine learning, circle shuffle, and multi-signature schemes, were briefly
discussed in a few publications.

Table 6. Distribution of security and privacy techniques in blockchain-based e-voting papers (if men-
tioned).

Technique No. of Papers Normalized (%)

ZKP 24 100

HE 24 100

BS 16 66.67

RS 13 54.17

SS 3 12.50

QKD 2 8.33

MN 2 8.33

TLE 2 8.33

ML 2 8.33

CS 1 4.17

RoPO 1 4.17

PMS 1 4.17

BC 1 4.17

DP 1 4.17

PB 1 4.17

Normalized Percentage = Number of Papers in a Category
Max Number of Papers in any Category × 100.

As for the consensus protocols, we provide an overview of each of the techniques.

1. Zero-Knowledge Proofs (ZKPs): a cryptographic technique that enables one party to
prove to another party the truthfulness of a statement or claim without disclosing any
extra information [33,105].

2. Homomorphic Encryption (HE): a cryptographic technique that facilitates computa-
tions to be executed on encrypted data without the need for decryption [106–108].

3. Blind Signature (BS): a cryptographic method that enables a party to receive a valid
signature on a message without disclosing the message’s contents to the signer [109].
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4. Ring Signatures: A cryptographic technique that offers anonymity and unlinkability
to the signer within a group (ring) of potential signers. In the context of cryptographic
protocols, a ring signature allows the signer to generate a signature on a specific
message, thus convincing the verifier that the message was signed by an entity within
a specific group while at the same time obscuring the true identity of the singer [110].

5. Shamir’s Secret Sharing Scheme (SS): a cryptographic method that enables the division
of a secret into multiple shares that are distributed among participants [92].

6. Quantum Key Distribution (QKD): a method of establishing secure cryptographic
keys between two parties that makes use of the concepts of quantum physics [111,112].

7. Mix Network (MN): This technique is used to protect the privacy of voters and the
secrecy of votes. Through serving as a channel between voters and the authority
responsible for counting the votes [113,114].

8. Time-lock encryption (TLE): in this technique, a time-based delay is added to the
encoding of encrypted data [114].

9. Machine Learning (ML): By integrating machine learning and blockchain technology,
along with deep learning algorithms, significant enhancements can be achieved in
biometric ID authentication. This involves utilizing machine learning methods to
analyze facial features and verify the identities of users [84,115].

10. Circle Shuffle (CS): this method relies on a circular arrangement of votes, wherein
each vote is assigned to a particular place in the circular structure [92].

11. Reputation-Based PayOff algorithm (RoPO): an incentive mechanism that is used
in different decentralized systems to motivate players based on their reputation or
performance history [116].

12. Proxy Multi-Signature Scheme (PMS): a variant of the common multi-signature
method that includes the idea of a proxy or delegate to make signing on behalf
of multiple individuals [117].

13. Bit Commitment (BC): a cryptographic technique in which one party (the committer)
makes a commitment to another (the verifier) about a value without initially disclosing
that value to the verifiers until the committer decides to reveal the committed value
at a later time [118].

14. Differential Privacy (DP): It intends to maintain voters’ sensitive data private while
still allowing effective aggregate voting data analysis. It provides a structure for
protecting voters’ anonymity by adding random noise or perturbations to the data in
a controlled manner [119].

15. Provenance-Based solution (PB): this solution involves tracking the origin and trans-
formations of data (provenance) within the blockchain [120].

6.4. Authentication and Identity Verification Techniques

In blockchain-based e-voting systems, reliable authentication and identity verification
is important to protect the integrity and security of the voting process. Authentication
and identity verification in blockchain-based e-voting systems play an essential duty in
satisfying various important objectives, such as ensuring voter eligibility, preventing fraud,
and maintaining vote secrecy [121,122].

1. Biometric authentication: This method uses an individual’s unique characteristics to
validate their authenticity. These qualities can include fingerprints, facial recognition,
iris or retina patterns, and even voice.

2. OTP (One-Time Password): a password that can only be used for one login session or
transaction, often used to give a higher level of protection to sensitive transactions or
systems [123,124] .

3. Aadhaar ID verification: the Unique Identification Authority of India (UIDAI) issues
Indian residents a 12-digit Aadhaar number based on the resident’s self-portrait, ten
fingerprints, and two iris scans [125,126].
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4. Multifactor authentication: this is the safety mechanism that requires multiple authen-
tication methods from different categories to validate a user’s identity for a login or
other transaction.

5. Multi-step authentication: a security procedure that requires a user to provide extra
evidence of identification when an additional level of assurance is required.

6. PKI-based X.509: PKI-based X.509 is a widely adopted standard that outlines how
public key certificates are structured [127,128].

7. Unique IDs based on hash values: this method entails creating a unique identifier
by applying a hash function to the biometric data, name, and date of birth of the
voters [129].

Table 7 summarizes the distribution of authentication approaches utilized in differ-
ent research papers. According to the results, the biometric authentication approach is
frequently addressed across different studies.

Table 7. Distribution of authentication and identity verification techniques in blockchain-based
e-voting papers (if mentioned).

Technique No. of Papers Normalized (%)

Biometric Authentication 27 100

Aadhaar ID Verification 7 25.93

OTP (One-Time Password) 6 22.22

Multifactor Authentication 3 11.11

Multi-Step Authentication 3 11.11

PKI-based X.509 2 7.41

Unique Hash IDs 1 3.70

Normalized Percentage = Number of Papers in a Category
Max Number of Papers in any Category × 100.

6.5. Other Concepts

We identified several key concepts that deserve further consideration during the
development and implementation of blockchain-based e-voting systems. These concepts
address areas such as

• Cryptography techniques;
• Choice of development environments for smart contracts;
• Utilization of testing and benchmarking tools.

Table 8 categorizes them and provides relevant tools, environments, and techniques.
This table serves as guidance for future research and facilitates exploration in the advance-
ment of blockchain-based e-voting systems.

Table 8. Key concepts in blockchain-based e-voting systems.

Category Tool Description

Smart
Contract

Development
and Execution

Solidity Programming language for writing smart contracts on
various blockchain platforms.

Remix

A popular web-based development environment and
IDE (Integrated Development Environment) specifically

designed for writing, testing, and deploying smart
contracts on the Ethereum blockchain.

RIDE language A specific language used for developing decentralized
applications (DApps) on the Waves blockchain.
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Table 8. Cont.

Category Tool Description

Smart
Contract

Development
and Execution

Chaincode Smart contract code written in Hyperledger Fabric for
executing transactions.

Truffle Development framework for Ethereum smart contracts,
providing testing and deployment.

Hyperledger
Composer

Framework for building blockchain applications and
smart contracts on Hyperledger.

Blockchain
Development
and Testing

Tools

Ganache Personal Ethereum blockchain for local development and
testing of smart contracts.

Hyperledger
Caliper

Benchmarking tool for measuring the performance of
blockchain systems.

Performance
Testing

Gatling
Performance

tool

A load testing tool used to simulate and measure the
performance of systems, including

blockchain-based applications.

Monitoring
and

Visualization

Grafana
Monitoring

tool

A tool used for monitoring and visualizing various
metrics and data from systems, including

blockchain networks.

Blockchain
Interaction

Metamask
A browser extension that allows users to interact with the

Ethereum blockchain, manage wallets, and
execute transactions.

Cryptography

SHA A family of cryptographic hash functions used for data
integrity verification and password hashing.

Chameleon hash
A type of hash function that allows for the creation of

“trapdoor” information, enabling efficient
collision generation.

Advanced
Encryption
Standard

(AES)

A widely-used symmetric encryption algorithm. It
operates on fixed-size blocks of data and supports key

lengths of 128, 192, and 256 bits.

ElGamal
cryptosystem

An asymmetric encryption algorithm based on the
discrete logarithm problem.

Paillier
cryptosystem

An asymmetric encryption algorithm that allows for
homomorphic operations, such as encrypted data

manipulation.

Cryptography
over an

elliptic curve

Encryption schemes based on elliptic curve mathematics,
offering efficient and secure asymmetric encryption.

RSA-based
Public Key

A reference to the RSA encryption algorithm and key
generation, which involves the use of a public key and a

private key pair.

RSA
digital

signature

A signature algorithm that utilizes the RSA encryption
scheme for signing and verifying digital signatures.

ECDSA
(Elliptic Curve

Digital
Signature

Algorithm)

A widely-used digital signature algorithm based on
elliptic curve cryptography.
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Table 8. Cont.

Category Tool Description

Cryptography

Schnorr
signature

A digital signature algorithm known for its simplicity
and security, offering efficient signature generation and

verification.

Lattice
A mathematical structure used in lattice-based

cryptography, which relies on the hardness of certain
lattice problems for security.

SM2

The Chinese national standard introduced the SM2
algorithm, which utilizes a specific 256-bit elliptic curve

for Elliptic Curve Diffie–Hellman key agreement and
signature. This version incorporates functionalities for

both signature generation and verification [130].

SM9

It was issued by the Chinese State Cryptographic
Authority and utilized for identity-based cryptography. It
includes three components: a digital signature algorithm,
an identity encryption algorithm, and a key agreement

protocol [131].

6.6. Analysis of Results

This study reviewed a variety of blockchain platforms in Section 6.1, including
Ethereum, Hyperledger Fabric, Bitcoin, and Multichain, each offering unique capabili-
ties crucial for e-voting systems. Platforms like Ethereum are notable due to their smart
contract functionality, which allows the creation of complex voting protocols, thus enhanc-
ing security and transparency. The choice of platform plays a critical role in determining
the scalability, security, and flexibility of the e-voting system [132].

In Section 6.2, we analyzed the consensus mechanisms employed in the blockchain
platforms, which are fundamental to the integrity and reliability of e-voting systems.
Algorithms such as Proof of Work and Proof of Stake each bring different strengths and
trade-offs in terms of security, energy efficiency, and processing speed. For e-voting systems,
particularly on a national scale, selecting an appropriate consensus algorithm is critical, as
it directly influences the system’s ability to handle plenty of votes securely and efficiently
while also preserving voter privacy.

The findings in Section 6.3 indicated the importance of incorporating advanced security
and privacy techniques in e-voting systems. Techniques like homomorphic encryption and
zero-knowledge proofs play a major role in ensuring that a voter’s anonymity is maintained
without compromising the transparency and verifiability of their vote. Implementing these
techniques is essential for improving public trust in the electoral process. Furthermore, in
Section 6.4, this study indicated the significance of methods such as biometric verification
and identity management systems in maintaining the integrity of the voting process. These
methods are crucial for preventing unauthorized access to the voting system, ensuring
that each vote cast is legitimate, and preserving the principle of only one vote for one
eligible person.

Lastly, in Section 6.5, the role of additional concepts like cryptographic development
and thorough testing methods and tools cannot be neglected. As blockchain technology
and cybersecurity threats continue to develop, continuously advancing cryptographic
techniques and meticulous monitoring and testing tools are essential for ensuring the
security and reliability of e-voting systems.

7. Discussion and Outlook

Many papers provide a discussion of current limitations and suggestions for future
research. We summarize both non-functional and functional properties directly extracted
from the selected studies, but we also take into account the technology concerns from the
previous section.
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In the second part of this section, we provide some observations on the different
aspects—benefits, challenges, impact, and also identified future research—that we gained
by comparing the answers across those aspects, checking them for consistency, and emerg-
ing patterns and trends.

7.1. Results—Suggested Roadmap for Blockchain-based E-Voting Systems

Table 9 provides an overview of the importance of suggested study areas for future
exploration. Each category is accompanied by the number of research papers related to it
as well as the normalized frequency associated with it. We summarize the areas in terms of
two categories. The first refers to the properties (P) that e-voting systems need to maintain.
The second focuses on the features or functions (F) that such systems should offer.

Properties singled out for further investigation are the following, again in order
of frequency:

1. Scalability and Performance Improvements (Scal&Perf): Future work in this matter
concentrates on developing more efficient consensus algorithms and investigating
how to integrate blockchain technology into large-scale e-voting systems. The primary
goal is to improve transaction processing rates, block generation rates, and block sizes
while maintaining privacy, security, and energy efficiency [32,133–135].

2. Security and Privacy (Sec&Priv): This requires the development and implementa-
tion of advanced cryptographic techniques, such as zero-knowledge proofs, secure
multiparty computation, blind signatures, ring signatures, and homomorphic encryp-
tion, to safeguard the identities and voting preferences of voters. To ensure a robust,
anonymous, and trustworthy e-voting system, research concentrates on enhancing
transparency and mitigating various types of attacks, like scalability attacks and
transaction malleability [136–138].

3. Implementation, Evaluation, and Testing (Impl&Eval): This involves implementing,
evaluating, and testing blockchain-based e-voting systems on a larger scale to measure
their performance, scalability, and usability in real-world scenarios. Additionally,
efforts will be made to address security evaluations, incorporate privacy-by-design
features, explore different blockchain protocols, and conduct user acceptance testing
with real voters to validate the system’s effectiveness and feasibility for large-scale
elections [113,133,139–141].

4. Authentication and Identity Verification (Auth&ID): Future work involves creating a
comprehensive and secure authentication system for applications in e-voting using
biometric measures and blockchain technology. This should focus on enhancing
biometric algorithm accuracy and efficiency, investigating decentralized identifiers,
incorporating several biometric recognition technologies, and addressing issues re-
lated to user eligibility and trust assumptions throughout the voting process. These
schemes intend to improve the overall security and convenience of user authentication
and verification in blockchain-based e-voting systems [125,142–144].

5. Coercion-Resistance (Coerc-Res): Future research should examine techniques that
allow voters to make choices without the influence of coercers. This can be achieved
by enabling voters to modify their votes multiple times, incorporating randomized
tokens, leveraging face expression analysis, and employing facial tracking to enhance
coercion detection. Additionally, ensuring receipt-free voting can be accomplished
using various techniques, including ring signatures, while safeguarding voter privacy
and security. The focus should remain on the proper design and execution of these
tools to protect the integrity and privacy of the voting process [104,145–147].

6. Accessibility (Access): This involves deploying a voting module on mobile devices
that supports offline voting and provides accessibility options for disabled voters.
Proper mobility, enhanced design, and increased system availability seek to pro-
vide all eligible voters with a user-friendly, accessible, and effective voting experi-
ence, with potential solutions proposed for locations where remote voting is not
feasible [115,148,149].
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7. Legal and Governance Aspects (Leg&Gov): Future work refers to the establishment of
regulations and standards for the deployment of blockchain technology, particularly in
the context of electoral integrity. It comprises researching the influence of blockchain-
based systems on election processes, developing a privacy-compliant framework,
and exploring the sociological and psychological variables influencing online voter
behavior in order to make blockchain technology more adaptable and suitable in more
countries [89,150].

Features or functions that should be developed better in order of frequency:

1. Integration and Interoperability (Int&Inter): The creation and testing of blockchain-
based e-voting systems that effectively interact with current voting infrastructures
while maintaining compatibility with various legacy systems. The aim is to investigate
the growth of blockchain-based voting solutions beyond elections, including agent-
based methods and smart city services, as well as support adjusting in other industries
like healthcare and auctions [151–153].

2. Consensus Algorithms and Smart Contracts (Cons&SC): Future work for e-voting
systems aims to develop self-administering blockchain systems that do not require
central authorities while improving scalability and privacy using new consensus
algorithms and privacy-preserving approaches such as homomorphic encryption and
zero-knowledge proofs. The investigation looks at the use of various consensus tech-
niques, such as PBFT, BFT, and PoW, as well as smart contracts, to automate electoral
processes, integrate complex voting rules, and increase security in e-voting systems.
Furthermore, improving consensus techniques can also contribute to scalability and
energy efficiency [154–157].

3. Usability and User Interface (Usab&UI): future work includes User Interface Enhance-
ment, integrating it with a mobile app [156,158].

4. Machine Learning (ML): future work in Machine Learning for e-voting systems
consists of detecting fraudulent behavior and fake voters, predicting voting patterns
and identifying anomalies for enhanced security and transparency, and investigating
the use of deep learning mechanisms to optimize sidechain parameters [84,159,160].

5. Acceptance (Accept): it involves conducting User Acceptance Testing (UAT) with a
diverse group of stakeholders in order to improve system quality, reduce failures, and
promise voter satisfaction [161–163].

6. General Concept (Gen): future research includes studying a variety of electoral sys-
tems employing blockchain technology.

7. Hybrid Systems (HS): future work should address the integration of paper ballots
with electronic or blockchain-based voting mechanisms, studying the possibility of
combining online and offline voting methods in different scenarios such as quadratic
voting [125,164].

8. Blockchain and IoT (BC&IoT): The future should involve integrating blockchain and
IoT technologies in e-voting systems to improve voting process security, transparency,
and verifiability. The focus of the research is on developing IoT-based applications to
ensure easy data exchange between devices and the blockchain network, checking
user authentication through biometrics and other secure methods, and examining the
integration of blockchain to revolutionize different industries [38,70,165].

Future work indications were extracted from the evaluation and results, discussion,
future work, and conclusion sections of the papers, where 88 of the studies analyzed lacked
clear statements regarding future work.
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Table 9. Prominence of topics for future research (if mentioned).

Category Type No. of Papers Normalized (%)

Scal&Perf P 74 100.00

Sec&Priv P 70 94.59

Impl&Eval P 59 79.73

Int&Inter F 34 45.95

Cons&SC F 24 32.43

Auth&ID P 23 31.08

Coerc-Res P 15 20.27

Usab&UI F 13 17.57

Accept F 10 13.51

ML F 7 9.46

Gen F 7 9.46

Leg&Gov P 6 8.11

Access P 5 6.76

HS F 4 5.41

BC-IoT F 4 5.41

Normalized Percentage = Number of Papers in a Category
Max Number of Papers in any Category × 100.

The “Scalability and Performance” research field emerged as the most prominent,
showing its crucial importance. Furthermore, the areas “Security and Privacy”, “Implemen-
tation, Evaluation, and Testing” and “Interaction and Interoperability” received attention.
Figure 5 highlights these critical directions for future study.

Figure 5. Prospective of research topics for future investigation
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7.2. Final Observations

We have defined a number of research questions covering benefits, challenges, impacts,
and future research as four perspectives based on system properties related to a list of
requirements. A further technology review has helped to make the demonstrated solutions
described in the studies, as well as concrete implementation gaps, more clear.

Based on the definitions of the different perspectives, we would expect that the
suggested benefits have been demonstrated and shown to positively impact the field and
that the challenges have been reiterated as areas for future work.

In order to detect inconsistencies and clarify possible conflicts between, for instance,
assumed and demonstrated benefits, we note some observations on these concerns. For
this, we mainly refer to the frequency position of a respective property in the frequency
lists of the tables above.

• Security: This is the most frequently named property in relation to e-voting systems
in general and blockchain-based systems in particular. An initial discrepancy emerges
in that security appears at rank 1 or 2 in all lists, showing it as a demonstrated
benefit as well as an open challenge. A closer investigation, however, shows that some
principle blockchain properties such as integrity, immutability, and durability are
acknowledged, but specific concerns relating to attacks on keys or smart contracts still
exist, and possible remediation techniques such as zero-knowledge proofs, signature
schemes, and homomorphic encryption are proposed.

• Privacy: As a property specifically relevant to the voter and their votes, this is sepa-
rated from security. Here the picture is consistent by being ranked higher on challenges
and future research (ranks 1 and 2, compared to 3 and 4 for benefits and impact), thus
clearly showing this as a concern to be better addressed.

• Scalability: not even listed in the benefits, with positions 3 and 1 in challenges and
future work, it is clearly seen as a serious open problem of blockchain solutions on a
par with security and privacy.

• Usability: Although not a core property associated with blockchain platforms, it is
mentioned in the context of a wider e-voting system with front end being integrated.
As for privacy, it is consistently discussed across the factors. The ranks (between 8
and 10) are slightly lower, probably showing this as important but not being a core
concern of blockchains but of a wider e-voting system.

• Coercion-freeness: this is similar to usability consistently ranked, with ranks 10 and 12
for benefits and impacts and 7 and 10 for impact and future also seen as a property still
to be demonstrated, though with potential to improve via blockchains as a transparent
and secure ledger mechanism.

• Technical concerns: these appear in the challenges and future work at a relatively high
rank (between positions 3 and 4), referring to general implementation and evaluation
methods, but also more specifically to interoperability and integration with other
platforms and concrete blockchain-specific research needed on consensus protocols
and smart contracts.

• Transparency and auditability: these are the only ones that are undisputed as demon-
strated benefits of blockchain-based e-voting systems, with no concerns or open
problems noted.

• Other properties: properties such as verifiability, accessibility, accuracy/reliability,
and acceptability are also consistently referred to as properties of relevance, but not as
critical ones.

7.3. Insights and Implications from the Observations

Through this study, convincing evidence for supporting the benefits of blockchain in
enhancing security, transparency, decentralization, and privacy suggests that election orga-
nizations and governments should consider adopting blockchain technology in their voting
systems. The improvement of the mentioned features of blockchain-based systems can
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increase voter confidence in the voting process and by clearly demonstrating these features
to the public, electoral authorities can achieve a more trusting relationship with voters.

Observations of this research indicates the applicability of blockchain technology in e-
voting systems. However, it is important to address the challenges highlighted in Section 5.2.
These challenges indicate critical areas requiring further investigation and development.

Future research should focus on the challenge areas to enhance the understanding and
application of blockchain in e-voting. In addition, the benefits of blockchain, as evidenced
in e-voting, can inspire its application in other areas requiring similar levels of security,
efficiency, and privacy, including but not limited to digital identity management, healthcare,
financial service, supply chain, and education. As well, the success of blockchain in e-voting
systems should encourage collaborative efforts between researchers to explore innovative
applications of blockchain in public service.

8. Conclusions

We presented a systematic review of the state of research into blockchain-based e-
voting systems. This study is motivated by the need to comparatively assess benefits,
challenges, and impacts and open future research in comparison to other types of voting
systems. Furthermore, a discussion of technology aspects to address the required properties
was lacking.

The evolution of blockchain-based e-voting systems from 2017 to 2023 has been
marked by significant advancements, as evidenced by research papers from this period.
Significant studies emerged, proposing a novel approach to utilizing blockchain technology
for recording votes for different voting scenarios. These systems aimed to address com-
mon limitations in existing voting systems and involved a critical evaluation of popular
blockchain frameworks suitable for e-voting applications. During the years, the primary re-
search emphasis shifted towards enhancing security and developing robust frameworks for
blockchain-based e-voting systems. In recent years, the other aspects of e-voting systems,
scalability and cost efficiency, have received more attention. Moreover, the importance of
privacy-preserving protocols grew significantly, prompting the development of coercion-
resistant and privacy-preserving e-voting protocols.

This study followed the PRISMA protocol, resulting in a selection of 252 papers. Five
research questions centered on benefits, challenges, impacts, and open future research,
as well as technology aspects, guided this study. To provide context, we supplemented
this study of the literature with a comprehensive definition of voting system types as a
framework, but also technology definitions, also extracted from the literature, in order to
make the concerns better understood from an implementation perspective.

The results show that blockchain technology has the potential to successfully imple-
ment e-voting systems. Transparency and auditability are seen as undisputed benefits.
Security and privacy are, as would be expected for voting processes, the central properties.
Here, the potential is seen in blockchain technology over other platform technologies, but
whereas some specific aspects are acknowledged, both remain serious open problems,
which their top rankings in the frequency lists for challenges and future directions show.

An undisputed limitation of blockchains is their lack of scalability, which is the most
serious non-security concern. Beyond core platform concerns, usability, verifiability, accessi-
bility, reliability, and acceptability are properties of concern that in the wider voting systems
implementation require more attention. Where evident from the studies considered, we
supplemented these observations with concrete solution techniques.

Therefore, this study effectively clarifies both the potential and the limitations of
blockchain-based e-voting systems. It achieves this by jointly integrating an analysis of
fundamental properties with practical technological implementations and exploring a
future roadmap, concluding in a comprehensive discussion that offers a holistic view of
the topic.
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Abstract: A mobile ad hoc network (MANET) is an infrastructure-less network where mobile nodes
can share information through wireless links without dedicated hardware that handles the network
routing. MANETs’ nodes create on-the-fly connections with each other to share information, and they
frequently join and leave MANET during run time. Therefore, flexibility in MANETs is needed to
be able to handle variations in the number of existing network nodes. An effective routing protocol
should be used to be able to route data packets within this dynamic network. Lacking centralized
infrastructure in MANETs makes it harder to secure communication between network nodes, and this
lack of infrastructure makes network nodes vulnerable to harmful attacks. Testbeds might be used
to test MANETs under specific conditions, but researchers prefer to use simulators to obtain more
flexibility and less cost during MANETs’ environment setup and testing. A MANET’s environment
is dependent on the required scenario, and an appropriate choice of the used simulator that fulfills
the researcher’s needs is very important. Furthermore, researchers need to define the simulation
parameters and the other parameters required by the used routing protocol. In addition, if the
MANET’s environment handles some conditions where malicious nodes perform network attacks,
the parameters affecting the MANET from the attack perspective need to be understood. This paper
collects environmental parameters that might be needed to be able to set up the required environment.
To be able to evaluate the network’s performance under attack, different environmental parameters
that evaluate the overall performance are also collected. A survey of the literature contribution is
performed based on 50 recent papers. Comparison tables and statistical charts are created to show
the literature contribution and the used parameters within the scope of the collected papers of our
survey. Results show that the NS-2 simulator is the most popular simulator used in MANETs.

Keywords: AODV; DSR; MANET attacks; MANET configuration parameters; MANET evaluation;
MANET simulators; NS-2; OLSR

1. Introduction

MANETs’ nodes create on-the-fly connections with other network nodes without a
need for existing infrastructure. These established connections allow all nodes to exchange
information and forward packets between each other [1]. Each node contributes to the
network by acting as a router that forwards data packets between the source node and the
destination node [2].

Before researchers proceed with the setup and testing of a MANET environment, they
should be able to select a suitable simulator. Researchers need to know the simulator’s key
features, and the points of strength and weakness of each simulator to select the simulator
which fits the required MANET environment. In this paper, a comparison between the
universally used simulators in the MANET is covered.
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After selecting the simulation tool, researchers need to understand the different param-
eters that affect the behavior of MANETs. The efficiency of the network’s performance is
dependent on the defined environment parameter sets. In this paper, three main categories
of parameter sets are defined as follows: (1) simulation parameters are the list of parameters
related to the simulation tool where these parameters control the overall network definition,
for example, simulation area, simulation time, and the mobility speed of nodes; (2) routing
parameters control the routing protocol mechanism; and (3) attack parameters control the
effect of malicious nodes on network performance. The performance measurements of a
MANET are achieved using evaluation metrics used to evaluate the network’s efficiency.
In this paper, evaluation metric terms are also described. Figure 1 depicts the MANET
simulation environment.

Figure 1. MANETs’ simulation environment.

An abundance of the literature covered the effect of changing different environmental
parameters on MANETs’ performance. In this paper, a survey of 50 recent papers that
cover the literature contribution is collected. The main contributions of this paper are
summarized as follows:

1. The commonly used simulation tools in a MANET are described, covering the advan-
tages and disadvantages of each. Additionally, statistics on the percentage of usage of
these simulation tools are collected against 50 recent papers.

2. The list of routing protocol parameters that control the routing behavior is provided for
three routing protocols. Comprehensive flowcharts for the covered routing protocols
are provided. Additionally, the routing parameters’ usage statistics against 50 recent
papers are presented.

3. The simulation parameters used to define a MANET environment are collected,
illustrating the usage of each, and statistics on the literature usage percentage of
the simulation parameters are covered. The literature range of values used for each
simulation parameter is also provided.

4. The main parameters that influence the MANET performance under attack are covered,
a list of common attack types on a MANET is collected, and the percentage of usage
is shown.

5. The evaluation metric terms used for a performance analysis of MANETs are described.
Additionally, statistical tables are collected to show the used environment parameters
in our survey papers.

The remainder of the paper is organized as follows. Section 2 is an introduction to
different routing protocols in MANETs and their related routing parameters. In Section 3,
the list of simulation tools that support MANETs is covered, as well as the simulation
parameters and attack parameters that affect MANETs’ performance when under attack.
Section 4 covers different evaluation metrics used to analyze the network’s performance.
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In Section 5, the literature contribution is presented. Finally, conclusions and future work
suggestions are presented in Section 6.

Table 1 summarizes the abbreviations of terminologies used in this paper.

Table 1. The list of abbreviations.

Notation Meaning

MANETs Mobile ad hoc networks
AODV Ad hoc on-demand distance vector

DSR Dynamic source routing
OLSR Optimized link state routing protocol
RREQ Route request
RREP Route reply
DPC Delete period constant

RERR Route error
TC Topology control

MPR Multipoint relays
mph Mile per hour
DB Decibel

DDoS Distributed denial of service
THPT Average throughput

AETED Average end-to-end delay time
PDR Packet delivery ratio
PLR Packet loss ratio
ROR Routing overhead ratio
NRL Normalized routing load
NL Network load

2. Routing in MANETs

In MANETs, each node is responsible for packet forwarding on behalf of the source
node, and it also initiates routing discovery mechanisms to discover its neighbors in the
network, then find the best route to reach a destination node [3]. When a new node joins
the network, it announces itself by broadcasting a hello message to all neighbors and starts
learning about the network [4]. In addition, each node holds a routing table database to
maintain a record of the current network nodes as well as the number of hops to reach
each node inside the network [5]. There are a multitude of routing protocols related to
MANETs’ discovery and data forwarding. The three main categories for routing protocols
in MANETs are as follows:

• Proactive routing protocols: For example, OLSR, each node maintains its routing table
by periodically updating its information [6]; this increases network overhead. On the
other hand, routes will always be available with a minimum delay. Proactive protocols
provide better performance than reactive protocols as each node continuously updates
its awareness of network changes. When a request is received, the packet forwarding
procedure is directly handled.

• Reactive routing protocols: For example, AODV and DSR, when a source node tries
to perform a packet transmission, it initiates a route discovery mechanism to know
how to reach the destination. After the route is determined and updated in the routing
table, the packet is forwarded [7]. Reactive protocols have minimal network overhead,
but there is a delay time consumed in the route discovery.

• Hybrid routing protocols: For example, ZRP, the close local neighbors to a node
are periodically updated, and the global nodes that are not direct neighbors will be
updated on demand such as in reactive routing protocols [8].

This paper describes the AODV, DSR, and OLSR routing protocols and the related routing
parameters for each. Figure 2 shows a simple classification of the MANETs’ routing protocols.
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Figure 2. MANETs’ routing protocols classification.

2.1. AODV Routing Protocol

AODV is a reactive routing protocol used for MANETs where mobile hosts provide a
packet forwarding service acting as an intermediate node between source and destination.
In AODV, each node acts as a router and their local routing tables are updated on demand
when a request to forward a packet is received or the node is the packet originator [9].

To maintain connectivity between a node and its neighbors, a discovery mechanism is
used. AODV discovery mechanism is used to increase the response time for new requests.
The route discovery mechanism is initiated by transmitting a RREQ packet to neighbors,
asking them to search for the shortest path to the destination. This mechanism increases
node awareness with the smallest number of hops needed to reach the destination node.
When an intermediate node receives a RREQ, it rebroadcasts the RREQ to all neighbor
nodes only in case it does not have a direct connectivity link with the destination node [10].

When an intermediate node has a fresh route to the destination node and the RREQ
conditions are fulfilled, the intermediate node sends a RREP in the backward direction to
the source. During the forward and reverse path of RREQ and RREP packet forwarding, all
intermediate nodes update their local routing table with the latest information contained in
the forwarded packet [11].

Each routing table entry contains the following information fields [12]:

1. Destination node address;
2. Number of hop counts to reach the destination;
3. Intermediate nodes address;
4. Route entry expiry time;
5. Destination node sequence number.

When the source node receives the RREP packet, it can begin sending the data needed.
If the source node is out of a MANET’s range during the active route request, it can initiate
another route discovery request with a different request identification.

To ensure that connectivity is present between neighbors, each node periodically
sends a hello message. A hello message is a type of RREP packet that is used to announce
the node’s existence inside the network. If a node has not participated in any packet
forwarding or has not sent a hello message for a specific period, the link toward this node
will be considered broken. The broken node neighbors send RERR packets to their active
neighbors in the network to invalidate any existing route that uses this broken node ‘as
an intermediate node’ in data forwarding [13]. The AODV routing protocol flow chart is
illustrated in Figure 3.
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Figure 3. The AODV routing protocol flowchart.

A mobile node holds AODV configuration parameters with default values to control
routing protocol operations. The main configuration parameters that affect the AODV
protocol are as follows [14]:

• Network diameter: The network diameter value sets the maximum number of hop
counts between two nodes in MANETs. The network diameter default value is up to
thirty-five hops at most as per RFC 3561 standard.

• Node transversal time: The node transversal time is the estimation of packet transver-
sal time between two neighbor nodes; this estimation should consider the network,
processing, and transfer delay time. The default configuration time is 40 ms.

• Network transversal time: The network transversal time is the expected time between
sending the RREQ packet and the reception of the RREP packet as per the equation [14]:

NetworkTransversalTime = 2 × NetworkDiameter × NodeTransversalTime (1)

• Route request retry: If a route reply is not received by the source node within the
maximum network transversal time, the source node can retry to request the route
discovery again for a maximum route request retry times. If the route discovery exceeds
the route request retry times, the destination node should be considered unreachable.
The default value for the route request retry parameter is equal to 2 retries.

• Blacklist timeout: When the RREP transmission from node A to node B fails, node A
records node B in its blacklist buffer. During this blocking time, node A discards any
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RREQ from neighbor node B until the blacklist timeout is reached. After the blacklist
timeout expires, node B is removed from the blacklist [14].

BlackListTimeout = RouteRequestRetry × NetworkTransversalTime (2)

• Route request rate limits: The route request rate limit is the maximum number of
RREQ packets for the source node to originate per second. The route request rate
limit’s default value is ten packets per second.

• Active route timeout: The neighbor node is recorded in the routing table and consid-
ered an active node when the active route timeout is not exceeded. When a neighbor
node is active, the recorded route to this neighbor should be used [15]. The active
route timeout default value is 3000 ms.

• Hello interval: All MANET nodes should reveal their existence in the network within
a hello interval time [16]. If a node does not contribute to the routing activities for a
hello interval time, it should broadcast a hello message with TTL = 1. Hello interval
default value is set to be 1000 ms.

• Allowed hello loss: If a node does not receive any contribution to routing activities
from its direct neighbor node for more than (HelloInterval × AllowedHelloLoss), the
node should assume a link failure to this neighbor [17]. The allowed hello loss default
value is two link failures.

• DPC: After the delete period constant time is expired, the expired route will be deleted
from the routing table [18]. The default value for DPC is 5 s.

Table 2 summarizes all AODV configuration parameters and their default values.

Table 2. AODV parameters’ default values.

AODV Parameter Default Value

NetworkDiameter 35 hops
NodeTransversalTime 40 ms

NetworkTransversalTime 1400 ms
RouteRequestRetry 2 retries
BlackListTimeout 2800 ms

RouteRequestRateLimits 10 packets/s
ActiveRouteTimeout 3000 ms

HelloInterval 1000 ms
AllowedHelloLoss 2 times

Delete Period Constant 5 s

2.2. DSR Routing Protocol

DSR is an efficient reactive routing protocol for MANETs. Each data packet contains a
header that carries the IP address of all intermediate nodes between a source node and a
destination node. The DSR header holds the sequence of hops to reach the destination [19].

In DSR, each node holds a cache memory to store the routing information needed for
all MANET nodes; a source node can also cache multiple routes to the same destination.
This mechanism allows the routing of data packets to be much more rapid in comparison to
other MANETs’ routing protocols. There is no need for periodic packets in DSR to minimize
network overhead [20]. The DSR protocol is divided into two mechanisms: route discovery
and route maintenance [21].

The route discovery mechanism is initiated when a source node does not hold the
needed routing information to reach the destination node. The source node broadcasts
a RREQ message to all neighbors within the source’s wireless range to initiate a route
discovery. The RREQ message contains the following information:

1. source node identifier;
2. destination node identifier;
3. route request identifier;
4. record listing the address of all intermediate nodes.
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A route maintenance mechanism is issued when the cached route to a destination is no
longer valid. When a link to the destination node is broken, the source node can try using
another cached route to this destination or it can initiate a route discovery mechanism to
find new routes and update the cache. Figure 4 depicts the DSR routing protocol flowchart.

Figure 4. The DSR routing protocol flowchart.

When the destination node receives a RREQ, it examines the route back again to
the source node, then it returns a RREP message that holds the accumulated record list
back again to the initiator. If the examination of the reverse path to reach the source node
fails, the destination node should broadcast a route discovery and then send the RREP
message after updating the cached route. The DSR protocol contains a set of configuration
parameters that could affect routing in MANETs as follows [22]:

• Discovery hop limit: The discovery hop limit value is defined as the limit to the route
request re-broadcast. If the first attempt of RREQ does not reach the destination node,
the default value of the discovery hop limit is 255 hops, and the minimum value is
one hop.

• Broadcast jitter: The destination node should delay the RREP message by a random
value that does not exceed the broadcast jitter’s maximum delay time. The broadcast
jitter default value is ten milliseconds.

• Route cache timeout: The route cache timeout is associated with each route entry in
the cache [23]. When the timeout is reached, this means that the related route is not
used and needs to be deleted from the node’s cache. Route cache timeout default
value is three hundred milliseconds.
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• Send buffer timeout: When a packet cannot be transmitted to the next-hop node, this
packet is queued inside a buffer to try sending it when possible. Send buffer timeout
is the maximum time associated with a packet to be sent before being removed from
the send buffer. The default value for send buffer timeout is 30 s.

• Max request period: After a route discovery attempt fails to find a route to the des-
tination node, the time between successive route discovery attempts doubles until
the maximum request period is reached. The default value for the maximum request
period time is 10 s.

• Re-transmit buffer size: Re-transmit buffer holds the maximum number of packets
waiting for the next-hop reachability confirmation. If the buffer is not sufficient to
keep the new packet, this packet is discarded without notification. The re-transmit
buffer size defines the buffer size with a default value of 50 packets.

• Max maintenance re-transmission: The maximum number of re-transmissions for
a packet waiting for a confirmation from the next hop should be limited by the
configuration value of the max maintenance re-transmission parameter. The default
value is only two transmissions.

Table 3 summarizes the DSR configuration parameters with their default values.

Table 3. DSR parameters’ default values.

DSR Parameter Default Value

DiscoveryHopLimit 1 hop
BroadcastJitter 10 ms

RouteCacheTimeout 300 ms
SendBufferTimeout 30 s
MaxRequestPeriod 10 s

RetransmitBufferSize 50 packet
MaxMaintenanceRetransmit 2 times

2.3. OLSR Routing Protocol

OLSR is a proactive routing protocol that is based on the periodic exchange of control
packages to maintain the network topology [24]. Routes to neighbor nodes should be
available when needed. OLSR reduces the control packet data rate by only declaring
a subset of the neighbors [25]. MPR nodes in most cases are neighbor nodes that are
only two hops away with bidirectional links. Multipoint relays can only re-transmit the
received broadcast messages, and this technique reduces the useless broadcast messages’
re-transmission. Nodes that are not MPR normally process the received messages but do
not re-transmit the broadcast messages in MANETs.

In OLSR, a node periodically broadcasts a hello message with all information about the
node’s neighbors. This hello message allows the neighbors to know the one-hop neighbors
and their link state to create the neighbor’s table [26]. Additionally, using the information
contained in the hello messages, they learn the two hops’ neighbors to form the MPR
selector table.

To be able to identify the whole network topology and have better scalability, each node
periodically transmits another control message (TC) along with the periodic hello messages.
A TC message contains the MPR selector list of the transmitter, and this allows network nodes
to create their topology table. TC messages are only sent when a node senses a change in its
MPR table that needs to be advertised to other nodes with constraints on time between two
consecutive TC message transmissions. After receiving a TC message, the receiver should
maintain its topology table, either by creating a new entry record or by maintaining an existing
node record. Figure 5 covers the OLSR routing protocol mechanism.
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Figure 5. The OLSR routing protocol flowchart.

To be able to control the OLSR performance, some configuration parameters are used
below [27]:

• Willingness: Willingness is a configuration parameter that specifies the node’s willingness
to forward traffic packets to other network nodes [28]. A node may change the willingness
during run-time based on conditions such as resource constraints and power limitations.
Willingness is an integer value with a range between 0 and 7. ‘WILL_NEVER = 0’ is the
lowest willingness value where this node must not be selected as a MPR for any node.
‘WILL_ALWAYS = 7’ is the highest willingness for a node to advertise its willingness to
forward traffic on behalf of other network nodes. The default willingness value for a
node is ‘WILL_DEFAULT = 3’.

• Hello interval: Hello interval is the set periodic time between two consecutive hello
messages in seconds. The default value is 2 s.
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• TC interval: This is the interval time in seconds between two consecutive topology
control messages that carry the connectivity information. The TC interval default
value is 5 s.

• Refresh interval: Each node must cooperate in the network by sending a periodic hello
message before the refresh interval period reaches a timeout. A hello interval must be
smaller than or equal to the refresh interval. The default value for the refresh interval
parameter is 2 s.

• Neighbor hold time: Defines the link expiry time before declaring it as a broken
link [29]. The neighbor hold time default value is 6 s.

• Topology hold time: This is the timeout for the entries in the topology table before
being deleted [29]. The topology hold time default value is 15 s.

Table 4 summarizes the default values of OLSR configuration parameters.

Table 4. OLSR parameters’ default values.

OLSR Parameter Default Value

Willingness WILL_DEFAULT (3)
TCInterval 5 s

RefreshInterval 2 s
NeighbHoldTime 6 s

TopHoldTime 15 s
HelloInterval 2 s

3. Simulation in MANETs

MANET technology is rapidly changing, and new protocols and mechanisms are contin-
uously proposed by researchers. Evaluating a network’s performance under different attacks
is important to be able to propose protection mechanisms. Therefore, a cost-effective method
that empowers researchers to set up and test MANETs plays an important role in research.

3.1. MANETs Simulators

Simulators are software tools used to create a virtual environment that supports re-
searchers to set up and test a network’s performance under different conditions. Simulators
are GUI-driven tools used to set up a network environment and then perform different
attacks on the defined network, or make comparisons between a standard routing protocol
and a newly proposed protocol. Using the defined evaluation metrics, a simulator is also
capable of collecting the network’s results and evaluating the overall performance [30].

There is another method for developers to define and test MANETs using testbeds.
Testbeds are experimentation in-lab networks that researchers can set up using dedicated
hardware sets for this purpose. Testbeds lack the flexibility to define a MANET network,
as MANETs are dynamic networks where nodes continuously join and leave the network.
Additionally, the cost is much higher than software simulations to define a MANET using
testbeds.

To be able to select a suitable simulator, the researchers need to know the simulator’s
key features [31]. Table 5 is a comparison between the widely used simulators in MANETs.

Table 5. Comparison between simulation tools in MANETs.

Simulator

Name

Languages

Supported
Platform Support License Advantages Disadvantages

OPNET C, C++
Windows, Sun Solaris,

RedHat Linux

Commercial, Free
Educational

License

- User-friendly and easy to
use.

- Provides additional
supportive tools.

- Limited wireless mobility.
- Not open source and

supported protocols are
limited.

- Expensive.
- Lack of energy model.
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Table 5. Cont.

Simulator

Name

Languages

Supported
Platform Support License Advantages Disadvantages

OMNeT++ C++, NED
Windows, MacOS, and
any Unix-like systems

Open source

- Used by a wide number
of users.

- Extensive GUI interface.
- Intelligence support.
- Rich C++ libraries.
- Parallelly distributed

simulation is supported.

- Documentation is poor.
- Performance measures

are weak.
- Does not cover all protocols.

NS-2 C++, OTCL

Windows, MacOS,
Ubuntu, Sun Solaris,

Fedora Linux, and any
Unix-like systems

Open source

- The most used simulator
for research.

- Good with complex
systems’ evaluation.

- Provides energy model.
- Supports wired and

wireless networks.

- Documentation is poor.
- Simulation is not real-time.
- Lack of supporting tools.
- Not suitable for large systems.
- Difficult to use and poor GUI.
- High computational overhead

and memory usage.

NS-3 C++, Python MacOS, FreeBSD, Linux Open source

- Very fast simulator where
parallel simulation is
supported with real-time
scheduling.

- Supports emulation.
- Provides debugging traces.
- Organized source code with

low-level abstraction.
- Good documentation.

- Lacks backward compatibility
with NS-2.

- Virtualization support
is limited.

- Difficult to use.

GloMoSim C, PERSEC
Windows XP/7,

FreeBSD, Sun Solaris,
Fedora Linux

Free

- Scalable and can handle very
large systems with
thousands of nodes.

- Parallel simulation
environment.

- Scalable simulation library.

- Documentation is poor.
- The simulator is outdated.
- Does not support end devices

such as simulators.

QualNet and
EXATA/cyber

JAVA

Windows
NT/2000/XP/Professional,
macOS, Sun Solaris, and
most Unix-like systems

Commercial

- Provides animation tools.
- Scalable and can handle very

large systems with
thousands of nodes.

- Support wired and
wireless networks.

- Realtime simulator

- Slow interfaces.
- Difficult to install.
- Expensive.

JIST/SWANS JAVA, Tcl
Windows, macOS, Sun

Solaris Linux
Commercial

- Powerful simulator and
suitable for simulating
real-world systems.

- Less memory usage.

- Features not competing with
other simulators.

J-SIM JAVA
Windows, Sun Solaris

Linux
Open source

- Supports wired and wireless
networks.

- Reusable models with good
flexibility.

- Worst execution time.

3.2. Attacks on MANETs’ Routing Protocols

The MANET’s environment is dynamic and nodes continuously join and leave. An
attacker could easily take a critical location in the network to block data packets from being
delivered to the destination node. Moreover, a malicious node might produce a high-power
signal that covers a wide range of network nodes to introduce itself as the best routing
path to forward the packet between the source node and the destination node [32]. This
malicious node would then block the data packets from being forwarded to the destination
node. Such malicious activity leads to increasing the loss of important data packets, and it
is reducing the network’s overall throughput.

MANETs suffer from malicious activities where malicious nodes tend to impact the
routing protocol mechanism. The direct impact of the attacks on routing protocols is to
degrade the MANET’s performance. To disrupt the MANET routing protocol, attackers
tend to use several techniques such as follows:

1. Routing table overflow attack: In this attack, the attacking node tends to crowd the
network by advertising several non-existing nodes to overflow the routing table [33].
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This prevents legitimate nodes from being aware of network nodes and routing their
packets normally.

2. Flooding attack: In a flooding attack, malicious nodes tend to waste network resources
such as memory, bandwidth, and battery by flooding the network with bogus packets [34].
For example, flooding RREQ packets prevents the MANET from functioning normally.

3. DDoS attack: In a DDoS attack, attackers tend to keep the targeted legitimate node
busy by continuously requesting RREQ messages from collaborative attackers at the
same time without respecting the TTL time [35].

4. False removal of working route: In this attack, the malicious node advertises a false
state of the link with the destination node as if the link is broken. This enforces
the source node to re-initiate route discovery protocol to find another path to reach
the destination. Additionally, it slows down packet transmission. False removal of
working route attack could be used with another collaborative attack to isolate the
targeted legitimate node from MANET.

5. Node isolation attack: Attackers isolate an innocent node by blocking routing informa-
tion about this targeted node from the entire network [36]. This leads to an ignorance
of the presence of this innocent node.

6. Routing table poisoning: In this attack, the attacker sends false RREQ packets with
a higher sequence number to force all nodes to delete the old genuine route to a
destination and update this route with a corrupted one.

7. Blackhole attack: The attacker tends to change the routing protocol packets to be the
best route known for a targeted destination, and when it is requested to forward data
packets to the destination node, it starts discarding the received packets to slow down
the network performance [37].

8. Grayhole attack: Grayhole attack is an instance of a blackhole attack where an attacker
selectively drops some data packets and normally forwards others [38], or drops all
packets but only at a certain time. This makes the attack difficult to detect.

9. Wormhole attack: In a wormhole attack, two attacking nodes cooperate where one
attacker at a specific location encapsulates some packets and tunnels them to the second
attacker, bypassing all intermediate nodes to introduce itself as the fastest route to a
destination and then drop the data packets later [39]. It can also be used to replay the
received data packets in the other side of the network to disrupt the routing protocol.

10. Rushing attack: In a rushing attack, the malicious node sends RREQ messages with
high-power transmission to introduce itself as the shortest path to any destination
with only one hop count [40], this manipulates all network nodes to use this routing
path. The rushing attack is most likely used alongside another attack such as dropping
the network packets that need forwarding.

3.3. Simulation and Attack Parameters

Researchers need to understand the different parameters used to control the MANET
simulation environment, as well as the parameters that affect the network’s behavior under
attack. The list of simulation and attack parameters is described as follows:

• Maximum simulation time (s): While running any simulator, a simulation time param-
eter is set to stop the simulation after this timeout is reached [41]; for more accurate
results it is preferred to increase the simulation time.

• Medium packet rate (packet/s): To avoid interference and packet loss between nodes
due to the wireless medium limitation, a packet rate ratio should be pre-set between all
MANET nodes. This parameter depends on the road capacity (number of nodes/mile),
the available frequency used for packet transfer, and the used wireless protocol (ex. IEEE
802.11) [42].

• Mobility speed of nodes (m/s): MANET nodes do not have a fixed location, which
means that they are moving from one place to another at varying speeds. The speed
of nodes affects the result of the simulation.
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• Nodes’ mobility movement pattern: The mobility pattern of mobile nodes in a MANET
comprises one of the following patterns: (1) random way mobility, (2) linear mobility
in a straight line, (3) circle mobility, and (4) stationary mobility for fixed nodes across
the network.

• Number of intermediate nodes: Increasing the number of intermediate nodes that forward
packets between source nodes and destination decreases the routing protocol performance.

• Number of source nodes: In MANETs, source nodes initiate packet transmission
procedures; increasing the number of source nodes in MANET will overload the
channel with more packets overhead.

• Number of malicious nodes: Increasing the number of malicious nodes in MANETs
decreases overall network performance.

• Position of intermediate nodes: The position of intermediate nodes inside MANETs
affects the performance. As the number of intermediate nodes between the source
node and the destination node increases, network performance increases.

• Position of malicious nodes: Attackers tend to take a good physical position between
source and destination nodes to be able to perform the planned attack and drop the
network packets.

• Data packet payload (byte/packet): Data packet payload is the percentage of real data
bytes (excluding the control and header data bytes) divided by the overall packet size in
bytes. The data packet payload is an indication of the actual gain from packet transmission.

• Simulation area: Simulates the MANETs’ network coverage area in m2. The simulation
area reflects on the density of nodes inside the network, which impacts the routing
protocol mechanisms.

• Antenna type: The following are the antenna types and properties used for wireless
communication: (1) the isotropic antenna transmits equal signal power in all directions;
(2) the omnidirectional antenna transmits equal power in all horizontal directions,
decreasing to zero along the vertical axis; and (3) the directional antenna transmits
only in one direction at a specified angle.

• Transportation protocol type: Transport protocol is based on two types: (1) the TCP
protocol is a connection-oriented protocol that requires a connection establishment
between the sender and the receiver first before sending data packets. This leads to
a more secure and guaranteed delivery of data packets. On the other hand, the TCP
protocol slows down packet delivery due to the needed overhead of handshaking.
(2) UDP is a connectionless protocol that needs no connection establishment, which is
faster but less reliable for packet delivery.

• Transmission power: Each node needs to configure the transmission power that defines
the range that this node could reach in one hop. Increasing transmission power leads
to more coverage, but also means more energy consumption and quick battery drain.

• Mobility speed of malicious nodes: MANETs have a dynamic network structure,
which means that at certain times the network consists of some nodes that could leave
the network after a while. Malicious node mobility speed is a key factor in affecting
network performance. The attacker could use its speed to target an innocent node and
isolate it from the network by simply taking a position between this innocent node
and the destination node while traveling.

• Transmission power of malicious nodes: The power of transmission for a malicious
node could be valuable when the attacker aims to introduce itself as the shortest path
between source and destination nodes. This malicious node can then drop the network
packets later.

Figure 6 summarizes the different types of MANETs’ parameters.
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Figure 6. The different types of MANETs’ parameters.

4. Evaluation Metrics and Performance Analysis in MANETs

Different evaluation metrics are used to define the characteristics of the MANET
performance under certain conditions. After researchers set up the simulation environment
and define the parameters needed to control the MANET environment, the results of the
simulation tool need to be evaluated. To analyze the network performance, some metrics
are used as follows:

• THPT: Throughput is the rate of successfully delivered packets that reached the
receiver node per time slot [43]. Throughput is affected by topology changes, noise
on communication links, the power of transmission from the source node, and the
existence of malicious nodes affecting the throughput ratio.

• AETED: Average end-to-end delay is the average time taken to send a packet to the
destination node [44]. This delay is due to many reasons such as route discovery
queuing and process latency, delays caused by wireless links, and processing delays at
both the sender and the receiver sides.
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• PDR: Packet delivery ratio is the ratio of packets that are received by the destination
across the overall transmitted packets from the source node [45]. The packet delivery
ratio represents the maximum throughput that can be achieved by the MANET network.

• PLR: Packet loss ratio is the opposite of PDR; PLR measures the total lost packets that
did not reach the destination node across the overall transmitted packets [46].

• ROR: Routing overhead ratio is the size of control and header packets needed by the
protocol for route discovery and maintenance over the total data packets received by
the destination node [47].

• NRL: Normalized routing load is the ratio between the total number of control packets
sent by a source node over the total number of data packets received by a destination
node [48]. An increase in normalized routing load metric indicates the efficiency of
the used routing protocol.

• NL: The network load is the average amount of data packets that are being carried
by the entire network over time [49]. Increasing the network load ratio increases the
possibility of data collision in the wireless medium.

Figure 7 is a conclusion of the evaluation metric terms used in MANETs.

Figure 7. The different evaluation metrics used in MANETs.

5. Related Work

An abundance of the literature covered the effect of changing different environmental
parameters on MANETs’ performance. Statistical analyses regarding the topics covered
by the researchers and the areas which require more attention in the future are performed.
All selected references share in common the AODV routing protocol. AODV protocol
is one of the widely used routing protocols in MANETs [49] as it has a wide range of
advantages compared with other protocols. AODV is loop-free and scales to a large
number of nodes, is adaptable to topology changes and responds to changes quickly,
supports both unicast and multicast transmissions, has a minimal routing overhead, and
has lower setup delay [50]. Some researchers conduct a performance analysis comparison
between the AODV routing protocol and other routing protocols such as OLSR and DSR
protocols, while other researchers focus on the performance of the AODV protocol under
attack. A part of the literature contribution focuses on analyzing the effect of changing
some parameters, such as mobility speed or network density, to analyze the effect of
changing such parameters on the AODV protocol. Furthermore, other researchers propose
enhancements to existing protocols while others propose new mechanisms for routing.

The current survey is based on 50 recent papers that share in common the AODV
routing protocol. Table 6 summarizes the used routing protocol parameters within the
scope of collected papers.

Out of 50 papers, only five references covered the effect of changing routing protocol
parameters on the overall performance. As shown in Table 7, the percentage of the usage
of routing protocols in MANETs does not exceed 6% of the literature contribution. Other
routing parameters that are not mentioned in Table 6 were not used in the current survey
papers. More focus and contributions are needed from the literature to address the effect of
changing the routing parameters.
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Table 6. Survey on routing parameter usage in MANETs.

Reference Name
Routing
Protocol

Network
Diameter

Node
Transversal Time

RREQ
Retries

Max RREQ
Timeout

Active Route
Timeout

Delete Period
Timeout

Observation of AODV Routing
Protocol’s Performance at
Variation in ART Value for

Various Node’s Mobility [15]

AODV x x x - x x

Impact of Active Route Time Out
and Delete Period Constant on

AODV Performance [18]
AODV, DSR - - - - x x

Comparative Performance
Analysis of AODV for CBR and
VBR Traffic under Influence of

ART and DPC [23]

AODV - - - - x x

Performance Optimization of
MANET Networks through

Routing Protocol Analysis [51]
AODV, OLSR - - x x - -

(x) parameter is used, (-) parameter is not used.

Table 7. Percentage of routing parameter usage in MANETs.

Routing Parameter Papers Percentage of Usage

Network diameter 1 of 50 2%

Node transversal time 1 of 50 2%

RREQ retries 2 of 50 4%

Max RREQ timeout 1 of 50 2%

Active route timeout 3 of 50 6%

Delete period 3 of 50 6%

Other parameters 0 of 50 0%

Some researchers analyzed the effect of attacking the MANET routing protocol under
different environments and attack scenarios. As shown in Table 8, the literature has placed
more focus on blackhole and grayhole attacks. Based on a study of the most common
attacks on the MANET network layer [52], the study shows that blackhole and grayhole
attacks are globally introduced to affect MANETs and they also have a high impact on
MANET performance. Table 8 compares the simulation and attack parameters used in the
collected papers.

Table 8. Survey on simulation and attack parameters usage in MANETs.

Reference Name Simulator Network Area
Simulation

Time

Mobility
Speed
(m/s)

Number of
Network

Nodes

Number of
Malicious

Nodes

Attack
Type

Packet Rate
(Packet/s)

Mobility
Model

Performance Analysis of
MANET under Grayhole

Attack Using AODV
Protocol [1]

NS-2 1000 m × 850 m 1200 s - 10 1 Grayhole -
Random
waypoint

A Comparative Study of
Reactive, Proactive, and

Hybrid Routing Protocol in
Wireless Sensor Network

Under Wormhole Attack [7]

QualNet
5.0

400 m × 400 m 17 min 10 50 1, 8 Wormhole -
Random
waypoint

Securing Blackhole Attacks
in MANETs using Modified
Sequence Number in AODV

Routing Protocol [10]

NS-2 500 m × 500 m 100 s - [10–50] [1–10] Blackhole -
Random
waypoint

Simulation-Based Study of
Blackhole Attack under

AODV Protocol [12]
NS-2 500 m × 500 m [20–100] s 0, 50 [20–100] 0–1 Blackhole [5–25]

Random
waypoint
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Table 8. Cont.

Reference Name Simulator Network Area
Simulation

Time

Mobility
Speed
(m/s)

Number of
Network

Nodes

Number of
Malicious

Nodes

Attack
Type

Packet Rate
(Packet/s)

Mobility
Model

Blackhole Attack Detection
in Vehicular Ad Hoc

Network Using Secure
AODV Routing
Algorithm [32]

NS-2 650 m × 1000 m 100 s - 100 1 Blackhole - -

Identifying the Impacts of
Active and Passive Attacks

on Network Layer in a
Mobile Ad Hoc Network: A
Simulation Perspective [33]

NS-2 - 5 s -
10, 15, 20,

25, 30
1, 2

Blackhole,
Wormhole,
Grayhole

- -

An Effective Approach to
Detect and Prevent

Collaborative Grayhole
Attack by Malicious Node in

MANET [38]

NS-3 300 m × 1500 m 200 s - 50 0, 10 Grayhole -
Random
waypoint

Comparative Analysis of
Blackhole and Rushing
Attack in MANET [40]

NS-2 1000 m × 1000 m 200 s - 50 5, 10, 15, 20
Blackhole,
Rushing

- -

VRA-AODV: Routing
Protocol Detects Blackhole
and Grayhole Attacks in

Mobile Ad Hoc Network [43]

NS-2 3200 m × 1000 m 200 s - 100 1
Blackhole,
Grayhole

2 packets/s
Random
waypoint

A Dynamic Threshold-based
Algorithm for Improving

Security and Performance of
AODV Under Black-hole

Attack in MANET [45]

NS-2 750 m × 750 m 500 s 20 10, 60 0, 1
Blackhole,
Grayhole

-
Random
waypoint

Defending Against Smart
Grayhole Attack Within
MANETs: A Reputation

Based Ant Colony
Optimization Approach for
Secure Route Discovery in

DSR Protocol [46]

NS-2 200 m × 200 m 300 s - - 1 Grayhole -
Random
waypoint

A Novel Approach for
Mitigating Gray hole Attack

in MANET [47]
NS-2 750 m × 750 m 500 s

5, 15, 25,
35

48 0, 1, 2 Grayhole -
Random
waypoint

Evaluation of Blackhole
Attack with Avoidance
Scheme using AODV

Protocol in VANET [53]

NS-2 650 m × 650 m 1000 s - 20 0, 1 Blackhole -

Random
waypoint,
Highway,

City

Entity-Centric Combined
Trust (ECT) Algorithm to
Detect Packet Dropping

Attack in Vehicular Ad Hoc
Networks (VANETs) [54]

NS-2 3000 m × 3000 m 500 s 30 [100–600]
10, 20, 30, 40,

50, 60
Blackhole - Highway

Blackhole Attack Prevention
in MANET Using Enhanced

AODV Protocol [55]

GloMoSim
2.03

1600 m × 1600 m 1 h
1, 5, 10,
20, 50

20 1 Blackhole
1, 2, 4, 6, 8
packet/s

Random
waypoint

Design and Analysis of an
Improved AODV Protocol

for Black hole and Flooding
Attack in Vehicular Ad Hoc

Network (VANET) [56]

NS-2 - - - 3, 5, 10 1
Blackhole,
Flooding

- -

Detection and Prevention of
Black Hole Attacks in Mobile

Ad Hoc Networks [57]
NS-2 1000 m × 1000 m 500 s [0–20] 50 0, 1, 2 Blackhole -

Random
waypoint

Gray Hole Attack Analysis
in AODV Based Mobile
Adhoc Network with
Reliability Metric [58]

NS-2 7000 m × 500 m 100 s
5, 10, 15,

20, 25
50, 100, 150,

500
0, 5, 10 Grayhole -

Random
waypoint

Effect of Wormhole Attacks
on MANET [59]

NS-2 1000 m × 850 m 1200 s 5, 30 0, 2 Wormhole -
Random
waypoint

An Approach to Detect
Wormhole Attack in AODV

based MANET [60]
NS-2 750 m × 750 m - - 10, 20, 50 0,1 Wormhole -

Random
waypoint

An Approach to Prevent
Gray-hole Attacks on Mobile

Ad Hoc Networks [61]
NS-2 750 m × 550 m 500 s - 20, 30, 40 - Grayhole - -
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Table 8. Cont.

Reference Name Simulator Network Area
Simulation

Time

Mobility
Speed
(m/s)

Number of
Network

Nodes

Number of
Malicious

Nodes

Attack
Type

Packet Rate
(Packet/s)

Mobility
Model

A Novel Solution for
Grayhole Attack in AODV

Based MANETs [62]
NS-2 800 m × 800 m 50 s 20 5, 30 1, 7 Grayhole - -

BP-AODV: Blackhole
Protected AODV Routing

Protocol for MANETs Based
on Chaotic Map [63]

NS-2 1000 m × 500 m 200 s 20, 25 25 1 Blackhole - -

Intelligent Detection of Black
Hole Attacks for Secure

Communication in
Autonomous and Connected

Vehicles [64]

NS-2 1000 m × 1000 m 500 s 30
50, 60, 70,

80
0, 4 Blackhole - -

Impact Analysis of
Blackhole, Flooding, and

Grayhole Attacks and
Security Enhancements in
Mobile Ad Hoc Networks

Using SHA3 Algorithm [65]

NS-2 1200 m × 1200 m - 30 10, 100 1, 5
Blackhole,
Grayhole,
Flooding

- -

Comparative Performance
Analysis of AODV and DSR

Routing Protocols under
Wormhole Attack in Mobile

Ad Hoc Network on
Different Node’s Speeds [66]

QualNet
5.0

1500 m × 1500 m 300 s
10, 15,

20, 25, 30
20 2 Wormhole -

Random
waypoint

Performance Evaluation of
AODV and AOMDV

Routing Protocols under
Collaborative Blackhole and

Wormhole Attacks [67]

NS-2 1200 m × 800 m - -
50, 80, 100,

120
0, 1, 2

Blackhole,
Wormhole

- -

Black Hole Attacks Analysis
for AODV and AOMDV
Routing Performance in

VANETs [68]

NS-2 1000 m × 1000 m 100 s 11, 16, 22 10 1 Blackhole - -

Performance Analysis of
AODV and DSR Routing

Protocols of MANET under
Wormhole Attack and a
Suggested Trust-Based
Routing Algorithm for

DSR [69]

EXata/Cyber
1.2

2500 m × 2500 m 300 s -

20, 40, 60,
80, 100, 120,

140, 160,
180, 200

2, 3, 4 Wormhole -
Random
waypoint

(-) parameter is not used.

Table 8 shows a wide variety in the simulation and attack parameters used to set up the
MANET environment. All research papers share in common the random waypoint mobility
model. The network area for small networks was found to be 200 m × 200 m, while for
extensive networks, the network area does not exceed 2500 m × 2500 m. The range of
simulation time was found to be from 5 s up to 1 h, and the mobility speed range is between
0 for static nodes up to 50 m per second. Additionally, from Table 8, the number of network
nodes for small networks is between 3 and 50 nodes, and for very large networks, the
number of nodes reaches 600 nodes with a varying number of malicious nodes inside—the
number of malicious nodes varies between 0 and 60 malicious nodes. Table 9 presents a
conclusion of the ranges used in the literature for simulation and attack parameters.

Table 9. Simulation and attack parameters’ range of used values in MANETs.

Parameter Range of Used Values

Network area (m2) [200 × 200, 2500 × 2500]

Simulation time (s) [5, 3600]

Mobility speed (m/s) [0, 50]

Number of network nodes [3, 600]

Number of malicious nodes [0, 60]

Packet rate (packet/s) [1, 25]
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In Table 8, only 29 papers out of the 50 collected papers cover scenarios where MANETs
are under attack where each researcher uses a different simulation tool and parameters
to deploy the MANET environment. From Table 8, the NS-2 simulation tool is the most
used tool, followed by both NS-3 and OPNET simulators. Figure 8 shows the percentage of
simulation tool usage in MANETs.

Figure 8. Percentage of simulation tool usage in MANETs.

Table 10 shows the use of evaluation metrics according to the collected papers of
this survey.

Table 10. Survey on evaluation metrics use in MANETs.

Reference Name Throughput
Average

End-to-End
Delay

Packet Delivery
Ratio

Packet
Loss
Ratio

Routing
Overhead

Ratio

Normalized
Routing Load

Network Load

Performance Analysis of MANET
under Grayhole Attack Using

AODV Protocol [1]
x - - - - - -

Performance Evaluation of
AODV, OLSR, and GRP for

Transmitting Video Conferencing
over MANETs [2]

x x x - - - x

Performance Analysis of Routing
Protocols AODV, OLSR, and

DSDV on MANET using NS3 [3]
x x x x - - -

Performance Evaluation and
Analysis of Proactive and

Reactive MANET Protocols at
Varied Speeds [4]

- x x - - - -

A Comparative Study of
Reactive, Proactive, and Hybrid

Routing Protocol in Wireless
Sensor Network Under
Wormhole Attack [6]

x x - - - - -

Performance Comparison and
Evaluation of the Proactive and
Reactive Routing Protocols for

MANETs [7]

x x x - - - -

Securing Blackhole Attacks in
MANETs using Modified

Sequence Number in AODV
Routing Protocol [10]

x - x - - - -
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Table 10. Cont.

Reference Name Throughput
Average

End-to-End
Delay

Packet Delivery
Ratio

Packet
Loss
Ratio

Routing
Overhead

Ratio

Normalized
Routing Load

Network Load

Simulation-Based Study of
Blackhole Attack under AODV

Protocol [12]
x x x x x - -

Observation of AODV Routing
Protocol’s Performance at
Variation in ART Value for

Various Node’s Mobility [15]

x x - - - - -

Impact of Active Route Time Out
and Delete Period Constant on

AODV Performance [18]
x x x - - - -

Survey on Performance Analysis
of AODV, DSR, and DSDV in

MANET [19]
x x x x - - -

Analysis of Routing Protocols for
Ad Hoc Networks [20] x x x - x - -

Comparative Performance
Analysis of AODV for CBR and
VBR Traffic under Influence of

ART and DPC [23]

x x - - - - -

Performance Evaluation of OLSR
and AODV Routing Protocols

over Mobile Ad Hoc
Networks [24]

x x x x x - -

Investigating the Impact of
Mobility Models on MANET

Routing Protocols [25]
x x - - - - x

Blackhole Attack Detection in
Vehicular Ad Hoc Network

Using Secure AODV Routing
Algorithm [32]

x - x - - - -

Identifying the Impacts of Active
and Passive Attacks on Network

Layer in a Mobile Ad Hoc
Network: A Simulation

Perspective [33]

x x x x - - -

Performance Analysis of Black
Hole Attack and Flooding Attack

AODV Routing Protocol on
VANET (Vehicular Ad Hoc

Network) [34]

x x - - - - -

An Effective Approach to Detect
and Prevent Collaborative

Grayhole Attack by Malicious
Node in MANET [38]

x - x x x - -

Comparative Analysis of
Blackhole and Rushing Attack in

MANET [40]
x x x x - - -

VRA-AODV: Routing Protocol
Detects Blackhole and Grayhole

Attacks in Mobile Ad Hoc
Network [43]

x - x - x - -

A Dynamic Threshold-based
Algorithm for Improving

Security and Performance of
AODV Under Black-hole Attack

in MANET [45]

x - x x x x -

Defending Against Smart
Grayhole Attack Within

MANETs: A Reputation Based
Ant Colony Optimization

Approach for Secure Route
Discovery in DSR Protocol [46]

x x x x - - -

A Novel Approach for Mitigating
Grayhole Attack in MANET [47] x x x x x x -

Comparative Study of Routing
Protocols for Mobile Ad Hoc

Networks [49]
x x x x x x -
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Table 10. Cont.

Reference Name Throughput
Average

End-to-End
Delay

Packet Delivery
Ratio

Packet
Loss
Ratio

Routing
Overhead

Ratio

Normalized
Routing Load

Network Load

Performance Optimization of
MANET Networks through

Routing Protocol Analysis [51]
x x x x x - -

Evaluation of Black Hole Attack
with Avoidance Scheme Using
AODV Protocol in VANET [53]

x x x x - - -

Entity-Centric Combined Trust
(ECT) Algorithm to Detect Packet
Dropping Attack in Vehicular Ad

Hoc Networks (VANETs) [54]

x x x x x - -

Blackhole Attack Prevention in
MANET Using Enhanced AODV

Protocol [55]
- x x - x - -

Design and Analysis of an
Improved AODV Protocol for

Black Hole and Flooding Attack
in Vehicular Ad Hoc Network

(VANET) [56]

- x x x x - -

Detection and Prevention of
Black Hole Attacks in Mobile Ad

Hoc Networks [57]
x - - x x - -

Grayhole Attack Analysis in
AODV Based Mobile Adhoc

Network with Reliability
Metric [58]

x - - - - - -

Effect of Wormhole Attacks on
MANET [59] x - - - - - -

An Approach to Detect
Wormhole Attack in AODV

based MANET [60]
- - x - - - -

An Approach to Prevent
Gray-hole Attacks on Mobile Ad

Hoc Networks [61]
x x x - - - -

A Novel Solution for Grayhole
Attack in AODV Based

MANETs [62]
- x x - - x -

BP-AODV: Blackhole Protected
AODV Routing Protocol for
MANETs Based on Chaotic

Map [63]

x x x - - - -

Intelligent Detection of Black
Hole Attacks for Secure

Communication in Autonomous
and Connected Vehicles [64]

x x x x x - -

Impact Analysis of Blackhole,
Flooding, and Grayhole Attacks
and Security Enhancements in

Mobile Ad Hoc Networks Using
SHA3 Algorithm [65]

x x x - - - -

Comparative Performance
Analysis of AODV and DSR

Routing Protocols under
Wormhole Attack in Mobile Ad

Hoc Network on Different
Node’s Speeds [66]

x x - - - - -

Performance Evaluation of
AODV and AOMDV Routing
Protocols under Collaborative

Blackhole and Wormhole
Attacks [67]

x x x - - - -

Black Hole Attacks Analysis for
AODV and AOMDV Routing
Performance in VANETs [68]

x - - x - - -

Performance Analysis of AODV
and DSR Routing Protocols of

MANET Under Wormhole Attack
and a Suggested Trust-Based

Routing Algorithm for DSR [69]

x x - - - - -
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Table 10. Cont.

Reference Name Throughput
Average

End-to-End
Delay

Packet Delivery
Ratio

Packet
Loss
Ratio

Routing
Overhead

Ratio

Normalized
Routing Load

Network Load

Analyzing the Impact of the
Number of Nodes on the

Performance of the Routing
Protocols in a MANET

Environment [70]

x x x - - - -

A Performance Study of Various
Mobility Speed on AODV

Routing Protocol in
Homogeneous and

Heterogeneous MANET [71]

x - x - - - -

Logistic Regression Based
Reliability Analysis for Mobile
Ad Hoc Network with Fixed

Maximum Speed and Varying
Pause Times [72]

x - - - - - -

A Performance Review of Intra
and Inter-Group MANET

Routing Protocols under Varying
Speed of Nodes [73]

x x x - x - -

Energy Analysis of AODV
Routing Protocol in MANET [74] x - x - - - -

Performance Comparison of
Modified AODV-ETX with

AODV and AODV-ETX Routing
Protocol in a MANET [75]

x x x - - - -

(x) parameter is used, (-) parameter is not used.

For the 50 surveyed references, throughput is the most used evaluation metric, and
average end-to-end delay and packet delivery ratio are also widely used in the evaluation.
Figure 9 shows the usage statistics of evaluation metrics.

Figure 9. Percentage of evaluation metrics usage in MANETs.

Based on Table 11, a comparison is performed to show the progress made in the
current survey compared to another recent survey paper [76]. After reviewing the literature
contribution, in [76] is the only paper we found that covers the area of interest of the
current paper. Another one of the literature contribution was found to be either outdated
or partially covered the current area of interest.
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Table 11. Comparison of current contribution with the literature.

Our Survey Paper
A Review on Parameters of Internet
Gateway Discovery in MANETS [76]

Number of papers used in the survey 50 72

Covered simulation tools

Provide simulation tool key features +
Cover statistics of the following
simulators:

- NS-2
- NS-3
- OMNET++
- OPNET
- GloMoSim
- QualNet and EXATA/cyber
- JIST/SWANS
- J-SIM

Cover statistics of the following
simulators:

- NS-2
- MATLAB
- OMNET++
- OPNET

Covered simulation parameters

Cover statistics of the following
simulation parameters:

- Simulation time
- Packet rate
- Mobility speed
- Movement pattern/model
- Number of intermediate nodes
- Number of source nodes
- Position of nodes
- Packet payload/size
- Simulation area
- Antenna type
- Transport protocol
- Transmission power

Cover statistics of the following
simulation parameters:

- Mobility model
- Speed of the nodes
- Pause time
- Packet size
- Packet rate
- Topology size
- Number of nodes
- Transmission range
- Simulation time
- Traffic type

Covered routing parameters

Cover the following routing protocols +
All related routing parameters:

- AODV
- DSR
- OLSR

-

Covered attack parameters

Cover attack types in MANETs + Cover
the following attack parameters:

- Number of malicious nodes
- Position of malicious nodes
- Speed of malicious nodes
- Transmission power of malicious

nodes

-

Covered evaluation metrics

Cover statistics of the following
evaluation metrics:

- THPT
- PDR
- PLR
- AE2ED
- ROR
- NRL
- NL

Cover statistics of the following
evaluation metrics:

- THPT
- PDR
- PDF
- AE2ED
- ROR
- NRL

(-) parameter is not covered.
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6. Conclusions and Future Work

The efficiency of packet forwarding between nodes depends on the network environ-
ment. To set up the MANET environment, researchers need to select a suitable simulator
that fits the needed environment. Researchers use MANET simulation tools for different
purposes, some of them conduct a performance analysis comparison between different
routing protocols, whereas others check the performance of specific protocols under at-
tack. Moreover, a part of the literature contribution analyzes the effect of changing the
environment parameters on performance, and others use simulation tools to evaluate
the performance of a newly introduced protocol. To be able to control MANET behavior
and set up the needed environment for evaluation, researchers should be familiar with
different parameters that affect the MANET environment. The efficiency of the MANET’s
performance is controlled by different parameters that are clustered into three group sets:
(1) simulation parameters, (2) routing parameters, and (3) attack parameters.

In this paper, the key features of different simulation tools in MANETs are provided. A
survey is performed against 50 recent papers to summarize the literature contribution. The
list of simulation parameter values used in the surveyed papers is mentioned. Additionally,
the performed statistics show that NS-2 is the most popular simulator used in the MANET.
In addition, the results of this survey show that the minimum defined network area for small
networks was found to be 200 m × 200 m, and for extensive networks, the network area
does not exceed 2500 m × 2500 m. The range of simulation time was found to be from 5 s
up to 1 h, and the mobility speed range is between 0 for static nodes up to 50 m per second.
Furthermore, the number of network nodes for small networks is between 3 and 50 nodes,
and for extremely large networks, the number of nodes reaches 600 nodes with a varying
number of malicious nodes inside. Additionally, the statistics show that the number of
malicious nodes varies between 0 and 60 malicious nodes. All parameters that control the
MANET behavior are described along with a list of commonly used evaluation metrics
that are used to evaluate network performance. Furthermore, the literature contribution
is collected for all parameters. It is noticed that checking the effect of changing routing
parameters on the network’s performance is not particularly focused on in the literature.

Future work is recommended to focus on evaluating the effect of changing routing
parameters on a MANET’s performance. Additionally, an analysis of malicious activities
on MANETs under different environments is needed. Finally, the detection and prevention
of MANET attacks is an active research area of great interest to many researchers that
warrants further exploration.
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Abstract: The role of blockchain in new business model development requires greater focus because
the technology is still in its infancy. Thus, there has been little research on the effects of the various
blockchain networks (such as public, private, and consortium). This finding prompted a thorough
investigation of new blockchain-based business models created between 2012 and 2022 to close
this gap. This review’s focus is on journals, and duplicate articles have been removed. Works
based on interviews, articles in press, non-English articles, reviews, conferences, book chapters,
dissertations, and monographs are also not included. Seventy-five papers from the past ten years
are included in this evaluation. This study examines the current state of new blockchain-based
business models. Additionally, the implications and applications in the related literature have
been investigated. These findings highlight numerous open research questions and promising new
directions for investigation, which will likely be helpful to academics and professionals. The business
strategies built on blockchain are currently on a path with a rapid upward trajectory. Blockchain
technology offers businesses numerous chances to modify and develop new company models. By
changing the conventional framework, blockchain innovation leads to the development of new
methods for developing company models. The supportive potential of blockchain technologies such
as NFT and P2E is increasingly being coupled with the development of new corporate projects and
the modification of current business models. Since this field of study is still fairly new, researchers
will have fresh opportunities to analyze its characteristics.

Keywords: blockchain; business; business models; business development; new business models

1. Introduction

Blockchain is a disruptive technology that can transform businesses and have a wide
range of applications [1–4]. Blockchain is a peer-to-peer transaction ledger system that is
trusted, immutable, transparent, permanent, decentralized [5,6], and supported by algorith-
mic trust and distributed consensus mechanisms. It allows for secure information sharing,
the long-term preservation of digital records, and the validation and verification of digital
transactions. Numerous industries, including insurance, the supply chain industry, bank-
ing, real estate, renewable energy, and healthcare, have initiated blockchain initiatives [7].
Since blockchain is decentralized and eliminates intermediaries, commercial transactions
can occur anywhere. Blockchain is an excellent means to (a) prove ownership; (b) trade;
(c) establish peer-to-peer trust for real-time transactions; (d) increase dependability; and
(e) withstand external attacks [6].

A business model constitutes a company’s way of conducting business and the mea-
sures it takes to gain a competitive edge and improve its goods and services [8]. Firms
digitalize their business models to increase their competitiveness in a world characterized
by a fluctuating market, new technology, and diverse client demands [9,10]. Blockchain
has changed the way business is conducted [11,12]. Initially used in the banking industry,
today, blockchain is employed to transfer digital data across businesses. By altering how
participants engage in digital transactions, a blockchain may provide new capabilities for
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businesses [13]. When employed in corporate operations, blockchains have far-reaching
implications. For instance, transactions may be validated, disintermediation can be facili-
tated, and the efficiency and trust among members of an organization’s ecosystem can be
enhanced [14–16]. These advantages may dramatically transform a company’s operations.
However, the technology is still in its infancy, and research studies have expressed concern
regarding the technological obstacles, ethical difficulties, and implementation security
hazards with which it is threatened [17–19].

The current amount of research on business model innovation and blockchains is
insufficient. Most research has been conducted from a technical standpoint [20–22]. Such
studies have provided conceptual models of blockchain-based information systems and dis-
cussed the technological architecture that enables value creation. Scholars have examined
the technology from a design perspective and concentrated on the various ways in which
blockchain may be applied in business processes such as supply chain management [23].
Focusing on technical aspects complicates the determination of the commercial use of an
invention. Several studies [24,25] have investigated the impact of blockchains on the devel-
opment of strategic skills. In addition, they have examined how technology influences the
introduction of new activities and how it impacts the governance and structure of current
activities [25]. However, the studies have not examined the significance of technological fea-
tures in developing, delivering, and collecting value across various types of companies [24].
To determine how blockchain technology produces, distributes, and collects value, as well
as how technical circumstances may alter business models, an investigation is required.

Aside from the fact that theorists have not paid sufficient attention to how blockchain
technology impacts business models, blockchain startups also fail to provide their promised
commercial benefits. Companies do not comprehend how blockchain technology may
enhance their corporate practices [19]. In addition, it is yet unclear whether business model
patterns have performed effectively with this new technology base. Using these issues as a
launch point, the following research topics will be the subject of this paper.

Blockchain can significantly contribute to disruptive developments in management
and business. The lack of knowledge and comprehension of blockchain technologies
prevents academic study and real-world use. To obtain and maintain a competitive edge,
business managers must comprehend the potential effects and threats of blockchain applica-
tions. Applications based on blockchain seem to have significant prospects for performance
enhancement and revenue generation [4]. The three main ways in which blockchain might
influence and disrupt business models are through the disintermediation of middlemen, re-
ducing transaction costs, and the authentication of traded commodities [26]. Earlier studies
investigated the connections between business models and blockchain [26–30]. Yet, some
of them alter the current conventional business models, while others develop a model for a
particular industry or simply concentrate on digital transformation in general. A dynamic
capabilities framework with blockchain properties and an awareness of business models
was conceived in the research conducted by Aydiner [31]. By exploring the technological
factors that can affect business models and probing the function of technological advantages
in boosting company value, Marikyan et al. [32] presented a conceptual insight into the use
of blockchain in organizations with varied value configurations. Lee [33] examined how
various business models are used to create a token economy as a result of how blockchain
and cryptocurrencies are still developing and interconnected. Chen and Bellavitis [34]
evaluated the advantages of decentralized finance, listed current business models, and
considered potential drawbacks and restrictions. The state-of-the-art practices are outlined
in an article by Viriyasitavat et al. [35] to pinpoint new areas of study, difficulties, and
potentially useful applications when incorporating blockchain into the growth of business
process management. The purpose of the paper written by Bürer et al. [36] is to identify
key topics to be further researched by focusing on applications for blockchain systems.
To comprehend the challenges and opportunities precipitated by blockchain in different
business operations, Kimani et al. [37] undertook a literature review.
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The objective of this paper is to review the current status of the literature on blockchain-
based new business models in a way that will help emerging researchers catch up on the
development of the field and provide recommendations for improving the caliber of
subsequent studies. To be more precise, this study conducts a thorough literature review
of earlier research on new business models based on blockchain. In addition, this paper
aims to pinpoint knowledge gaps and promising research directions. The specifics of the
research questions (RQs) are as follows:

RQ1 : What is the present state of research in this field?
1. RQ2: What implications will blockchain have for new business models?
2. RQ3: What are the applications of blockchain-based business models?
3. RQ4: What new business models based on blockchain will emerge in the

coming years?

The structure of this study is as follows: The research methodology used to find, screen,
and select the included studies is comprehensively addressed in the second section. The
third section examines the literature on blockchain-based new business models, showcasing
the most popular papers, examining their applicability, and highlighting some of the most
challenging problems in this field. Future developments are discussed as the section comes
to a close. The final section of the report discusses the conclusions.

2. Background of the Study

The development of the internet in the 1990s prompted the serious study of company
strategies regarding the frameworks of business models [38,39]. The reason for this new in-
terest was that during this period, businesses were prompted to reevaluate their operations
due to the impact of market globalization and the introduction of new communication
technologies [40]. This shift hastened the hunt for novel organizational structures, thereby
paving the way for the replacement of traditional business models with e-commerce-based
ones that maximally exploit the possibilities provided by the Internet Age [41]. In this view,
the business models were initially classified as methods for reforming company operations
in association with environmental analyses, as stated in the study by Simmons et al. [42].
Given the frequency with which new opportunities and challenges appear in the market, it
is clear that business models are crucial for determining how organizational structures can
be optimally shaped [43,44].

2.1. Business Models

A business model is a conceptual instrument that aids strategic decision making
and directs managers through the implementation process. It emphasizes a system-level,
comprehensive explanation of how organizations operate [45,46]. Chesbrough [47] found
that all companies operating in a competitive setting have a business model, regardless of
what it has been termed.

The conventional business model is centralized and consists of shareholders or owners,
an organization, its staff, and its customers. In this approach, the company profits by selling
things or services. It expects consumers to buy their services or products at a certain price
after they have been produced. The rate will have been determined so that it addresses
crucial details such as wages and any other expenses required by the company to deliver
the goods or services. Companies that adopt this model use centralized models, which
vary by industry but often include franchisees, retailers, distributors, and manufacturers.
During the last two decades, studies on business models have increased [46] and taken
varied directions [48], with many academics and managers focusing on innovation in
business models [42]. This focus on new business models is a direct response to increased
competitiveness and the ongoing changes in consumer and market needs [21]. In this
regard, market success in recent years has not been reflected in the launch of new services
or products on their own but rather in the reinvention of business models [48].
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2.2. How Does Blockchain Transform Business Models?

A new type of business strategy needs to be created due to changing consumer stan-
dards, needs, technologies, and laws. Additionally, not all components incorporated in
the current models are compatible with the various available technologies and blockchain
characteristics. Model-based methods help people comprehend general business strategies
by directing them toward relevant elements that have an impact on how people conduct
business across a range of industries. One of the traits of business-model-based thinking
is the ability to recognize and address operational problems. The way in which values
are produced and captured for consumers determines business logic, and there are var-
ious models for various reasons [49]. Business models are theoretical viewpoints that
outline the structure of corporate operations to capture values and demonstrate how these
values can be turned into profits [50]. A business model uses a system-level perspec-
tive to describe how businesses operate. There are established techniques for defining
business strategies for organizations. Digital tools, on the other hand, are changing the
current practices governing business structures into new kinds of strategies. Blockchain
will disrupt established business strategies as well as value streams that are collected
and produced [29].

Osterwalder and Pigneur presented the well-known traditional business model
CANVAS, which has nine principles and incorporates the idea of straightforward, perti-
nent, and comprehensible methods of describing businesses’ features [51]. When building
a model with factors, the firm level of the business idea is taken into account and the
query “what of doing business” is posed [52]. These nine components—cost structures; key
partnerships, activities, and resources; income streams; customer relationships; channels;
value offerings; and customer groups—analyze capacities for effectiveness and value for
stakeholders [29,53]. This model is deficient in that it does not include data and confidence
as components of its worth [53].

The literature on business models lacks a collection of universal elements that specify
how the models ought to be. Therefore, the St. Gallen Business model navigator created
the questions required to be able to describe a business model. To understand the value of
a business, the model poses the following questions: “Who is the customer?” “why is the
business model financially viable?” “How to build and disseminate the value proposition?”,
and “What is offered to the target customer?” [53,54]. The value design model, one of
the other models that have been proposed, consists of extracts, exchanges, nodes, and
value drivers that work together equally. The ecosystem is the primary force behind the
value design approach, which uses building blocks to create an integrated view to find
values [53]. The business DNA (design, needs, and aspirations) paradigm operates within
three value-based structural components that engage with specific system components.
Defining each of the DNA segments through “How?”, “What?”, and “Why?” queries
leads to interaction. The D blocks are made up of important collaborators, assets, and
tasks. Channels, client connections, and parts are contained in the N block. The value
offer, income, and expenses are all covered in the A block [55]. These models always view
the value through extra intermediaries to clarify the business model when defining the
building block components. However, the blockchain pledges to eliminate the middlemen
in commercial arrangements. Due to their static methods, these frequently used business
models appear to be unable to describe blockchain-based business properties and values.

2.3. Blockchain

In today’s world, as nearly every action, service, or communication involves some
sort of data transfer, information has risen to prominence as the most valuable asset in
every exchange. Information quality and availability must be guaranteed while working
with large data sets. For data-driven decisions to be trusted by stakeholders, data must be
transparent, accountable, and verifiable. The agri-food industry is one of many physical
and service-providing markets [56] that could benefit from the deployment of blockchain
technology, which is now popular in financial applications and transactions [57]. Numerous
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industries have been affected by blockchain, which has altered how organizations create,
function, and interact with customers. Blockchain-based business models have aided
businesses in modifying their strategies and identifying new methods by which to thrive in
the digital age.

A blockchain-based business model is characterized by the three primary properties of
blockchain technology: transparency, immutability, and decentralization [58]. The essence
of commerce consists of peer-to-peer interactions within a dependable and trustworthy
network. Decentralization profoundly impacts how businesses function. Profit produc-
tion and the flow of entities and transactions are designed to maximize the benefits for
end-users and businesses. The current paradigm comprises decentralized applications
that can conduct peer-to-peer transactions without requiring intermediaries or a central
authority [59]. Incorporating decentralized applications into this paradigm eliminates the
need for shareholders and employees. Even though blockchain technology drastically
modifies the impacts and responsibilities of users, a business model that incorporates its
use is viable since users become both owners and employees. Eliminating intermediaries
reduces the costs and time associated with third parties, thereby enhancing the ecosystem,
boosting returns for investors, and lowering prices for consumers [60].

The blockchain business model offers genuine benefits that any organization can
exploit. With this business model, both firm owners and end consumers benefit from the
value provided. In addition to removing intermediaries and other security investments that
unnecessarily raise the price of their products and services, business owners can benefit
from recruiting investors or receiving payments from across the globe. On the other hand,
consumers may rely on trustworthy agreements brought about by self-executing smart
contracts and feel confident knowing that their personal information is secure. Although
the blockchain sector is still in its infancy, it continues to demonstrate its immense potential
that is still untapped.

3. Research Methodology

3.1. Planning the Review

This study sought to evaluate the current state of new business models based on
blockchain technology. With the utmost seriousness, this investigation reviews all the recent,
pertinent literature. The review approach applied herein uses organized RQs, databases,
and methods for locating and assessing material. To provide a precise, quantitative, and
in-depth evaluation of blockchain-based new business models, specific components of the
specified reporting items for systematic reviews were chosen. The entire strategy includes
the following crucial actions [61]:

I. Examining the current state of the field.
II. Recognizing the study’s evolutional trends.
III. Analyzing the field’s challenges and potential future directions
IV. Providing a breakdown of the investigation’s findings.

3.2. Research Strategy

An inclusive viewpoint is necessary for a comprehensive review of the literature.
Several databases were chosen before the search was conducted to increase the chance of
finding highly relevant articles. This study uses sources from Scopus.

3.3. Search Criteria

For various reasons, not all outstanding studies have been included in the search
criteria. A total of 553 Scopus results have been analyzed (8 December 2022). A total of
75 studies have been included in this review (Figure 1). The search strings’ development
was influenced by the study domain and research topics. Relevant information was found
and gathered through searches for “Blockchain” AND “Business Model”; OR “Blockchain”
AND “Business Development”; OR “Blockchain” AND “Business Management”; OR
“Blockchain” AND “Business Framework”; OR “Blockchain” AND “Digital Business”; OR
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“Blockchain” AND “Online Business”; OR “Blockchain” AND “Electronic Business”; OR
“Blockchain” AND “E-Business”; OR “Blockchain” AND “Business”.

Figure 1. PRISMA flowchart showing how studies were chosen for systematic reviews.

I. Inclusion criteria (IC):

1. The research could be published at any time between the years 2012 and 2022.
2. The study is constrained to journals.
3. The study corresponds to the following type of document: “article”.

II. Exclusion criteria (EC):

1. Studies could not be in-press articles.
2. Studies could not be duplicated articles.
3. Studies could not be written work in languages other than English.

4. Results and Discussion

The following is a list of responses to the RQs from the systematic review. The use of
new business models based on blockchain appears to have significantly advanced thanks
to this study. New business models built on blockchains are described in this section.
The future sections will detail the importance of using new business models based on
blockchain technology.

4.1. Selection Results

A total of 553 items were obtained in this search, of which 478 were screened. There
are 75 articles included in this systematic review. The selected works are listed below, along
with an explanation of the general classification results. The review process is constrained
by the review database used, which was primarily Scopus.
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RQ1: What is the present state of research in this field?
This systematic review examines research papers on blockchain-based new business

models published between 2012 and 2022. This systematic review examines descriptive
data on annually published papers, topic areas, author nationality, top keywords, and
most-cited publications.

Figure 2 displays the number of articles created in each subject area from 2012 to
2022. Business, management, and accounting (35 articles) and computer science (34 articles)
are the main topics. Other subject areas covered in the collection include engineering
(twenty articles); economics, econometrics, and finance (nine articles); decision sciences
(eight articles); energy (eight articles); environmental science (eight articles); social sciences
(eight articles); mathematics (five articles); psychology (three articles); materials science
(two articles); pharmacology, toxicology, and pharmaceutics (two articles); biochemistry,
genetics, and molecular biology (one article); chemistry (one article); medicine (one article);
and multidisciplinary studies (one article).
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Figure 2. The number of papers published between 2012 and 2022 on the subject.

Figure 3 depicts the number of articles published each year between 2012 and 2022.
The first paper was published in 2016, demonstrating how recently blockchain has emerged
as a research topic in the literature on new business models. The distribution of publication
dates over time is as follows: one paper (nearly 1.33%) was published in 2016, four papers
(nearly 5.33%) were published in 2018, eight papers (nearly 10.67%) were published in
2019, fifteen (20%) were published in 2020, nineteen (nearly 25.33%) were published in
2021, and twenty-five papers (nearly 33.33%) were published in 2022. Given the lag-time of
academic research and publishing with respect to a compelling new technology that was
only presented publicly in 2009, this rapid, upward trajectory is an expected trend.

214



Electronics 2023, 12, 1479

2012
2013

2014
2015

2016
2017

2018
2019

2020
2021

2022

0
0

0
0

1

3

4

8

15

19

25

Q
ua

nt
ity

Year

Figure 3. The number of publications published each year between 2012 and 2022.

Figure 4 depicts the relationship between the keywords of the studies chosen from the
systematic literature review. Blockchain, business models, and similar terms are the most
frequently used keywords. According to the analysis, the following words were frequently
used: business process, innovation, business development, the Internet of Things, smart
contract, supply chain management, sustainability, and many more.

 

Figure 4. The primary keywords used in the articles.

Figure 5 depicts the included studies ordered by nationality and ranked according to
the number of writers from each included nation. It is linked to population and develop-
ment. China (both highly populated and developed) has the most writers (14), followed
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by India (highly populated), the United States (highly populated and developed), and
Germany (developed), among others. Blockchain projects are being developed all over the
world, with many of them focusing on new business models.

 

Figure 5. The distribution of authors by country.

Table 1 displays the most-cited articles, including the type of study conducted, on
business models and their outcomes from 2012 to 2022. In short, a business model describes
a company’s plan or strategy for selling a product or service and profiting from it. Each
company will develop its own business practices. There is, however, a centralized model
that includes the owners or shareholders, the employees, the customers, and the organi-
zation. A blockchain business model possesses all three of blockchain technology’s main
characteristics: it is decentralized, based on peer-to-peer transactions, and operates within
a trusted and reliable network.

Table 1. The most-cited articles (2012–2022) on business models and their outcomes.

Type of Study on Business Models Year Cited by Outcome Reference

Internet-of-Things (IoT) electric
business model 2017 362 Design and implementation of IoT-based E-business

models using a strong framework. [62]

Impact of blockchain on the analyzed
business model 2019 243 Business gains a competitive advantage, whether new or

old, through business model innovation and blockchain. [63]

Disruption of existing business
models by blockchain 2017 136

Blockchain technology can affect and disrupt business
models in three key ways: by authenticating traded
goods, through disintermediation, and by lowering
transaction costs.

[26]
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Table 1. Cont.

Type of Study on Business Models Year Cited by Outcome Reference

The development of decentralized
business models 2020 131

Decentralized finance may alter the way that modern
finance is organized and open new opportunities for
innovation and entrepreneurship while highlighting
the benefits and drawbacks of decentralized
business models.

[34]

Framework for blockchain-based
business process management in
industry 4.0 service environment

2020 111

To demonstrate how blockchain can be integrated to
support quick, accurate, and reasonably priced
evaluation and transfer of Quality of Services in the
workflow’s structure and management, a business
process management framework can be used.

[64]

Online business fraud detection 2016 105

Blockchain technology is very effective for stopping
objective information fraud, such as the falsification of
loan application information. However, with respect to
subjective information fraud, such as rating fraud, where
the ground truth is difficult to verify, its effectiveness is
constrained.

[65]

Blockchain’s future applications in
business and management 2017 93

To gain and maintain a competitive edge, business
managers should comprehend the possible impacts of,
and threats posed by, blockchain applications.

[4]

A decentralized token economy 2019 86
It is anticipated that future token economies will be
established using new protocols enabled by blockchain
technology, thereby creating a new economic framework.

[33]

Use of blockchain and IoT to develop
new business processes in the
digital economy

2019 71

To identify new areas of study, difficulties, and
potentially useful applications when incorporating
blockchain into strategies for the growth of business
process management, the state of the art was presented.

[35]

Using digital innovations to transform
business: data analytics, AI, cloud,
and blockchain

2022 61
Wide-reaching and diversified applications across a
range of vertical areas were addressed, providing
exploratory study options for further inquiry.

[66]

Blockchain’s universal technology may be used by numerous disciplines and presented
to diverse audiences. The companies Banks and Fintech have embraced it. This explains
why applications and new business models are constantly being developed.

4.2. Implications

RQ2: What implications will blockchain have for new business models?
Using blockchain technology, business models may be modified in several ways. Ad-

ditionally, blockchain restricts the development of new business models. As a positive
implication, blockchains provide clients with a variety of reasons to adopt blockchain-based
business models [67,68]. Depending on how a blockchain is implemented, the benefits can
include significant cost savings due to faster transaction times [69], disintermediation [70,71],
less record-keeping with respect to customers due to distributed ledger technology, and
improved data traceability and verification.

4.2.1. Theoretical Implications

With the rise of blockchain, the digital revolution, whose origins lie in the growth of
the internet, is now approaching a new stage of development. A new, blockchain-based
internet will usher in a period of the internet of value, which will reshape current business
models through the increased reliability and transparency of information, whereas the pre-
blockchain internet was dedicated to its role as the internet of information, which merely
connects information providers with the consumers who use it [72]. In this paradigm, users
assess goods by exchanging data they have generated as buyers rather than solely relying
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on data provided by service suppliers. Through a decentralized procedure that stops one
organization from monopolizing information, the development of blockchain will support
the achievement of a more objective and equitable consensus.

Blockchain’s rules are among its most crucial and significant aspects. There are a
variety of protocols with a set of conditions that are being applied to various industrial
areas and objectives. These protocols’ crucial components are the algorithms that create
reliable tools and auxiliary technologies. These algorithms create confidence services that
fall into different evidence-type categories. These three kinds of proof are as follows:
evidence in an agreement, evidence as a service, and evidence in a service [73]. One of the
most well-known protocols is proof of work (PoW), a cryptocurrency-specific method that
is based on the proof-of-state agreement protocol. To use the PoW method, multiple miners
work together to solve an issue. Although it uses a great deal of energy resources, it ensures
stability and offers security from forgery in the absence of reliable intermediaries [74]. PoW
guarantees that every transaction is replicated exactly in every network. Everyone can
participate in the ecosystem and decide whether each transaction should be evaluated
using the PoW consensus algorithm, especially in a public database. Although the enablers
are anonymous, all interactions are visible [75]. The crucial aspect of PoW, however, is
the steadily increasing cost and time per block and transaction [76]. Proof of stake, a
suggested substitute for the PoW consensus algorithm, is cheaper and consumes less
computing power. Each stake receives compensation or a penalty based on the success or
failure of the deal [77]. A proof-of-value (PoV) procedure is another method of reaching
an agreement. The worth of each node’s input is established by this kind of consensus. In
addition, the system assesses each input and its reputation in the system; then, it ascribes
the impact appropriately. The proof-of-a-majority type also includes evidence of the power
and preexisting procedures.

4.2.2. Practical Implications

Blockchain verifies assets in a manner distinct from centralized transaction systems,
which depend on a single entity [26]. Blockchains replace centralized transaction systems
to establish trust between parties. Specifically, blockchain technology enables tiny, scattered
parties to manage transactions and conceal their identities [78]. All transactions are secure
because of their encryption. Blockchains maintain a system’s security and promote individ-
ual confidence when paired with decentralization and complex validation techniques [79].
Blockchains contribute to business models and organizational concept of a distributed
autonomous organization (DAO) by lowering expenses, facilitating item tracking, and
enhancing security [80–82].

A blockchain’s assets affect a company’s business model and how its practices are
conducted [83]. Real, digital, monetary, or user-unique assets may be transferred over
blockchain [83,84]. Using blockchain technology for a variety of assets creates several
opportunities for altering and enhancing a company’s interactions with its customers,
rivals, and suppliers.

When blockchain is utilized to eliminate middlemen and provide consumers with
access to, and the traceability of, their data, new business models are established by restruc-
turing the status quo [27,85]. Therefore, this form of business model is often used by value
networks [27]. When using public and consortium blockchains, which provide rigorous
data validation and network access, one may collaborate with confidence. When individu-
als have mutual trust, data exchange among stakeholders is more effective. For instance, the
democratization of access to financial resources minimizes consumer anxiety and preserves
the privacy of transactions in the financial sector that lack dependable third-party guaran-
tors [86]. These connections also provide supplementary services to clients by rendering
transaction data transparent [87,88]. When you purchase an item, the ability to trace its ori-
gin increases your trust in the product’s origins and manufacturing standards [87]. Service
delivery is an advantage that is compatible with all blockchain network types. There are
three ramifications of delivering services through digitally intermediated networks with
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robust data validation methods. It increases the efficacy of transactions between parties,
who may freely exchange resources and data in an environment facilitated by blockchain
technology. It also keeps users on the network, thereby reducing switching expenses [29,89].
Parties may collaborate to create new services, such as online-learning and on-demand
services, using a blockchain-based peer-to-peer network [90]. By using blockchain tech-
nologies, transaction costs will decrease, security and financial fraud will be mitigated, and
energy consumption will decrease. This will precipitate cost-effectiveness [91]. When a
public blockchain makes business models conceivable, network effects occur. This kind
of technology simplifies the socialization process between individuals without requiring
them to exercise authority over one another. Network effects may improve efficiency by
expanding the number of participants and dramatically increasing sales [92].

Finally, a blockchain-based business model enables the application of tokenization
and cryptography. Cryptography can significantly alter the value proposition of a company
model since it ensures that all network interactions are genuine [93]. Tokenization often
refers to replacing a secret data component with a non-confidential data component [94].
The value of the business model may increase if tokens are distributed to stakeholders or
if third-party tokens are accepted [78]. Tokens on the blockchain ledger may also serve
as proof that a firm and its stakeholders are the legitimate owners of certain assets [83].
Various requirements, such as platform openness; the integration of numerous character-
istics, such as identification, privacy [95], and interoperability; stability; scalability; and
performance, pose challenges for blockchain technology [69]. In conclusion, blockchain
technologies provide firms with several opportunities to alter and create new business
models. However, there is insufficient research demonstrating how blockchain technology
influences business models.

RQ3: What are the applications of blockchain-based business models?
The scope of the data is greater than ever, and the physical bounds are expanding.

The platforms that have been developed are also communicating with outside parties.
An ecosystem is created by the relationships between the systems, which resemble a
symbiotic sort of dependence between external and internal companies. With these new
technological foundations, lean and agile types of structures open new possibilities for
enterprises to capture and generate new distributed and decentralized values [96]. To create
a value-driven dynamic model, the entire system and its contributors should be considered.
A structure with a more dynamic network is replacing traditional and linear business
models as a result of recent technological advancements that enable hypoconnectivity.
The creation of backup plans to incorporate corporate strategies with dynamic business
models that account for digitalization is simplified by developing dynamic capabilities.
To create digital models, new business model innovation employs sensing, seizing, and
transformation skills. New approaches to business planning and design will be developed
using digital business models with these dynamic characteristics as well as by employing
clear business models that effectively capture a competitive edge. The capacity for sensing
enables the discovery of opportunities within the external ecosystem to create value for
digital business models [97].

Blockchain’s capabilities have the potential to change established business models [98].
Blockchain innovation is creating a new approach to business model innovation by altering
the traditional framework. There are case studies [27,30] that outline existing business
models and anticipated blockchain business models in various industries, but they do not
all share a methodology that examines the model holistically.

4.3. E-Business

In a corporate setting, the integration of IoT and blockchain with business process
management will be crucial, especially in the context of intra/inter-organizational data
systems and their various design possibilities [99]. The rapid advancement of Internet tech-
nology has improved the global economy’s integration. The rapid growth of international
e-commerce has been facilitated by the constant improvement of technology and business

219



Electronics 2023, 12, 1479

structures for international trade (CBE) [100]. Hu and Xu [100] explored the causes of
the aforementioned issues in the development of CBE and addressed the creation of CBE
business models based on blockchains developed according to research on the state of CBE
development. The aim of such models was to research the big data and blockchain-based
CBE business model. Additionally, they employed blockchain to address issues regarding
cross-border trust, cross-border logistics, cross-border payment, and cross-border data flow.

The reputation framework has been developed as a powerful tool to help clients
reduce the risks involved in online shopping; however, it is susceptible to rating fraud [65].
The study by Cai and Zhu [65] examined rating fraud by distinguishing objective from
subjective fraud. Then, the efficacy of blockchain in preventing objective fraud and its
shortcomings in preventing subjective fraud, particularly rating fraud, were covered.
Finally, the study systematically examined how robust blockchain-based reputation systems
are against various forms of rating fraud. As they might act strategically to conceal
themselves, it is difficult to catch fake raters. They also studied the possible benefits and
drawbacks of blockchain-based reputation frameworks under the two attack guises of “bad-
mouthing” and “vote-stuffing”, as well as several attack models, such as a “Sybil attack”, a
“whitewash attack”, a “camouflage attack”, and a “continuous attack”. Vote-stuffing fraud
is more resistant to badmouthing than blockchain-based reputation frameworks. The IoT
e-business model presented by Zhang and Wen [62] reimagined many classic e-business
model components, enabled P2P trade based on the blockchain and smart contracts, and
realized the transaction of smart property and paid data on the IoT. Rane and Narvel [101]
sensorized and IoTized an industrial pump to enable real-time operation monitoring and
the use of predictive maintenance to manage these assets more quickly. The well-known
properties of blockchain, such as boosting decentralization potential; enabling secure,
trust-free transactions; and providing autonomous device coordination, together with the
advantages of IoT, will aid in achieving Industry 4.0’s stated goal of enhancing agility.

4.4. Digital Business

Digital transformation in the corporate world refers to the incorporation of digital
technologies across all functional divisions, from product development to customer service.
This idea is crucial for a company’s and its economy’s overall sustainable growth [102]. The
study by Bhatti et al. [102] was carried out based on this reality, wherein the main objective
was to investigate the significance of digital transformation within an organization through
big data, the IoT, and blockchain-based abilities for strategic performance within the Chi-
nese telecom industry. The findings showed a significant correlation between strategic
performance and technical competence and between data quality and strategic performance.
Moreover, the IoT and big data analytics played a crucial mediating role between the de-
pendent and independent variables. Using the lenses of four emergent technology fields,
namely, artificial intelligence, blockchain, cloud computing, and data analytics (ABCD),
Akter et al. [66] investigated digital business transformation. The study specifically exam-
ined the workings and value propositions of these various but progressively convergent
technologies. The potential of ABCD hybridization, integration, recombination, and con-
vergence has not yet been considered due to the dynamic nature of innovation. The study’s
results, which were obtained via a multidisciplinary approach, demonstrated extensive
and varied applications across a range of vertical sectors, thus opening potential areas for
further research. The paper also emphasized how these new technologies have real-world
applications. To improve business processes and preserve secure client interactions, Wang
et al. [103] presented a business innovation strategy based on blockchain and artificial intel-
ligence. There were only a few primary respondents from which the qualitative empirical
data were collected, and they stemmed from two different business sectors. By comparing
and contrasting how digitalization has affected value development, proposals, and business
capture, blockchain and artificial intelligence were analyzed. Moreover, blockchain can
help address problems regarding employee interaction and organizational capabilities.
The outcome of the experiment reveals that digital transformation is typically viewed as
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crucial and enhances business innovation efforts. The numerical outcome suggested by the
business innovation strategy based on blockchain and artificial intelligence enhances the
demand forecast ratio (97.1%), business development ratio (98.9%), product quality ratio
(98.3%), customer satisfaction ratio (97.2%), and customer behavior analysis ratio (96.3%).

In the article by Kifokeris and Koch [104], a brand-new digital business model for
independent logistics consultants in the construction industry was proposed. It included
the design of a socio-material blockchain solution for coordinated information, material,
and financial flows. A permissioned and private proof-of-authority blockchain system
integrating the supply chain flowing in a general socio-material environment was con-
ceptualized by fusing academic research and empirical findings. The value proposition
of a digital business strategy for an independent construction logistics consultant then
incorporates this solution. The proposal calls for, among other things, increased output
and better process management, while also supporting the consultants’ ability to innovate
and gain a competitive edge. While some business model sections, such as channels, are
not considerably impacted, others, such as essential resources, are updated via blockchain.
Issues such as the lack of knowledge about blockchain and the power imbalances within
socio-material constellations should be resolved to prevent obstacles from obstructing the
implementation of this digital business model.

Gimerská and Šoltés [105] minutely explained how blockchain may be used to digitize
a purchasing group’s processes. The analyzed company’s core business, a financial service
called central regulation, and other services were the key areas of focus. Following a review
of the literature, the most well-known blockchain projects in big businesses over the past
few years were examined to identify successful adoptions. The new blockchain extension
was used to explain the purchasing group’s processes. The findings may prove useful
for the administration of purchasing groups because they indicate a rise in supply chain
transparency and, concurrently, an improvement in payment-processing efficiency. For
buying clubs that use a centralized payment system, the combination of permissionless
and permissioned blockchains might be a workable approach.

The use of blockchain technology and the efficiency of supply chains were investigated
in the study by Elrefae and Nuseir [106] regarding digital business strategy, information
sharing, and trading partner pressure. A cross-sectional study design was used. The
study’s conclusions showed that the adoption of blockchain technology is significantly
influenced by digital business strategy, information sharing, and trade partner pressure.
In addition, implementing blockchain technology is essential for enhancing supply chain
efficiency. The effectiveness of blockchain as a mediating factor was ultimately proven via
the conducted analysis. Ivaninskiy and Ivashkovskaya [107] demonstrated that agency
conflict is generally mitigated by digitization. Even while shareholders were not more
hostile toward management, they did become more engaged. The authors determined
that industries such as healthcare, banking, communications, and information technology
have the most influence. These are the industries that ecosystem-based business model
innovation has the largest impact on. The authors concluded that ecosystem-based business
models and digitalization work in tandem to reduce principal–agent conflict.

4.5. Adoption and Industries

Blockchain implementation offers an organization many advantages that can lead to
changes in its business model. However, it can be difficult to pinpoint how a blockchain
contributes to the innovation of company models [108]. The research by Purusottama
et al. [108] identified the use of blockchain as a new technology sub-element with respect
to business model improvements precipitated by value creation. This form of technological
adoption impacts value capture and value proposition in varying ways. Additionally, using
the developed model, this study categorized the complexity of blockchain adoption and
the degree of business model innovation to classify the adoption of blockchain in business
model innovation. The results demonstrated that the cases in this study are scattered over
the conceptual model’s four quadrants.
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Three new decentralized platform archetypes—hosted, shared, and federated platform
models—were discovered through the use of cluster analysis [109]. The study by Lage
et al. [109] advanced the understanding of newly emerging decentralized business systems.
The results showed that shared and federated archetypes, which make up two-thirds
of the platforms under study, do not adhere to conventional paradigms. Instead, they
sought to forge new connections inside the community and in business. Moreover, the
shared platform archetype is the most disruptive because it exhibits a greater degree of
business-model-related and decentralization shift.

Blockchain’s adoption in and application to the hospitality and tourism industries
were identified by Kizildag et al. [110]. These areas include smart tourism, due diligence,
the creation of loyalty programs, collaborative initiatives, integrated property management
systems, verified review and rating systems, smart contracts, the de-intermediation of
hospitality and tourism, tracking and service customization, and payments and cryptocur-
rencies. The adoption of blockchain-based systems may encourage the emergence of a
weak intermediary (such as loyalty programs and/or review and rating systems) and
multi-center (such as guest operations and customer service) business sectors in this sector.
Table 2 summarizes some industries where blockchain-based business models play a role.
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4.6. Perspectives

RQ4: What new business models based on blockchain will emerge in the coming years?
The creation of new company initiatives and the alteration of existing business models

are increasingly being combined with the enabling potential of blockchain. The study area
is still relatively fresh, which provides researchers with new opportunities to observe.

Although managers are aware of and use blockchain to enhance the value of all busi-
ness operations, further efforts are required for successful company management. The
sophisticated aspects of distributed ledger technology are being tested and used, with
industry professionals and developers introducing and experimenting with methods of
integrating blockchain into regular corporate operations. Globally, researchers and aca-
demics are analyzing the costs and benefits of businesses employing blockchain technology.
In the future, blockchain technology will be crucial in all areas, including the placing and
hiring of staff, the management and organization of financial and accounting tasks, the
implementation of marketing plans, and improvement of the cash or production cycle. The
blockchain community is educating staff and managers about integrating technology into
their daily operations. In the coming years, start-ups and small businesses will profit from
blockchain’s cheap cost. Businesses will be able to handle all the crucial data of company
operations thanks to blockchain’s simple method for tracing records that are permanent
and irrevocable. Using a permissioned or private blockchain, this may be distributed to
key parties such as suppliers, clients, investors, and staff members. The network’s data
will become more trustworthy and secure for all participants as more genuine transactions
are added using encryption. The removal of middlemen will improve lead times for firms
and shorten their operational and cash cycles. The business community’s confidence will
increase when internal and external company transactions are more transparent.

Due to the relative speed of developments in the private sector, it is even possible that
enterprises’ use of blockchain technology may become widespread and accepted before
cryptocurrencies are more generally utilized by the general public and governments. Most
people today may not even be aware of how blockchain technology impacts their dealings
with major corporations. Blockchains could soon become as commonplace as internet
connection. Although blockchain technology is very promising, it is still rather difficult to
implement. As technology develops, it will have an influence on businesses at their core
as opposed to solely goods and applications. In addition to merely their business models,
corporations’ modes of functioning have changed. The following sections present NFTs
and play-to-earn (P2E) as emerging technologies in this field.

4.6.1. NFT

A digital commodity based on blockchain is called a non-fungible token (NFT). Cryp-
tocurrencies and tokens can be used as blockchain-based digital commodities. Typically,
smart contracts are used on the blockchain network to generate tokens [127]. NFTs were
developed as a result of years of research and advancement regarding blockchain [128].
Digital assets known as NFTs are used to symbolize the possession of a variety of distinc-
tive, substantial, and occasionally abstract but frequently concrete digital products [129].
The data unit used to symbolize these things on a blockchain digital record is called an
NFT [130]. NFTs are non-exchangeable, unlike tradable tokens, which makes them one
of the finest methods for individually identifying a commodity [131]. A digital asset’s
uniqueness or non-interchangeability is guaranteed by an NFT [130].

An NFT, as originally described in the literature [132], enables users to purchase, own,
and exchange distinctive virtual objects that are recognized using blockchain. By utilizing
NFTs’ capabilities, businesses can expand their product offerings through virtual deals
and boost exchanges between the virtual and physical worlds. For instance, Nike recently
achieved remarkable price points for its exclusive, virtual, NFT-based goods. The value of
NFTs can reach astounding sums thanks to their unique identifiers, whereas conventional
virtual items (such as virtual clothing or virtual artwork) typically have less value than
their physical equivalents [133].
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Even in crowded and competitive marketplaces, NFTs provide businesses and creators
with a way to accentuate themselves and offer distinctive experiences that can help them
forge deeper bonds with their audiences. NFTs may serve as digital assets used to create
special experiences for viewers by granting them exclusive access to information, products,
and other items and services. Fans may feel more invested in and linked to a company or
artist as a result, thereby helping to foster a feeling of exclusivity and community. The same
can be said for NFT initiatives. Early users of social media platforms were able to develop
larger followings and acquire more influence as the platforms increased in prominence
than their competitors who were slower to engage in such platforms. Early adopters
of NFT initiatives, such as companies and creators, stand to gain from the technology’s
development and adoption as more people join the NFT environment and it becomes more
widely used.

4.6.2. P2E

Concerns about the rising price of games are not the only ones shared by the gam-
ing community; in fact, according to certain studies, generally, playing games is not a
rewarding activity [134]. The majority of people who participate in intense (and frequently
competitive) gaming typically have little to show for all their effort, despite the emergence
of a burgeoning, multi-billion-dollar esports business that benefits a small, elite propor-
tion of players. Although they may spend 30 h per week playing games, such gamers
rarely receive any real money for their efforts. Thus, interest in the possible benefits of
so-called “Play-to-Earn” or P2E games, which may pay players for their gaming activity,
has increased [135]. The concept behind this is that players may obtain both in-game
tokens or incentives for their participation as well as tangible assets that they can change
into fiat money. In other words, this model transcends the currently dominant in-game
currencies, point systems, and assets and progresses towards one that more closely mimics
an open trading market wherein in-game success can be converted into real-world financial
results. The idea of P2E games has been around for a while in the form of virtual in-game
currencies (such as those used in the Diablo series) and the trading of in-game assets for
real money [136], which consists of skin trading, wherein players can sell and buy cosmetic
features offered in games through trading systems or other third-party websites. Recently,
this technology has advanced such that it incorporates blockchain.

The P2E business strategy enables players to gather and cultivate cryptocurrencies
and NFTs, which may be exchanged for cash. In the “crypto gaming industry”, where
blockchain-based games allow token economics to thrive as a rewards system at scale for
users to play and be involved in, this model has already established itself as a standard.
There are three major kinds of agents in the gaming business, which is a subset of the
entertainment industry. Such agents range from game system companies, which support
the creation of games by creators, to those who produce games and video game devices.
While offering the console at cost and making money from games has been the standard
business strategy for decades, the advent of digital games has altered how games are
promoted and sold, thus paving the way for free-to-play business methods. The P2E
business strategy enables players to gather and cultivate cryptocurrencies and NFTs, which
may be exchanged for cash. This strategy represents a new approach in the gaming world
because players are monetarily rewarded for playing games. Figure 6 depicts various kinds
of gaming company models.

225



Electronics 2023, 12, 1479

Figure 6. Various kinds of gaming business models.

5. Conclusions

In conclusion, a business model is a plan or strategy used by a company to provide
goods or services and profit from them. Each company will develop its own way of conduct-
ing business. However, there is a centralized model that consists of the business, its clients,
its employees, and its owners or shareholders. A blockchain-based business model is de-
centralized, runs on a secure network, and relies on peer-to-peer transactions, which are the
three main characteristics of blockchain technology. Adopting blockchain-based technology
may cause businesses to reevaluate their current business models, which could boost their
profitability, productivity, and efficiency. By using blockchain, forecasting, optimization,
scheduling, planning, management, and resource allocation can all be improved.

Since the technology is still in its infancy and there has been little research on the
effects of the various blockchain networks, their role in new business model creation
needs to be given more attention (such as consortium, private, and public). A thorough
investigation of potential blockchain-based business models developed between 2012 and
2022 was sparked by this discovery. This study examined the state of blockchain-based
new business models, their applications, and the revolutionary potential of their distinctive
features. A total of 75 distinct publications on this topic were considered for this evaluation.
As with any other business model, there is no predetermined blueprint for how every
blockchain company model must operate. Thus, the objectives and business model of the
company will determine which strategy is best. Business managers need to be aware of the
risks and potential effects of blockchain applications to gain and maintain a competitive
edge. Blockchain-based applications appear to have great potential in terms of improving
performance and generating income. Thus far, the corresponding business models consist of
decentralized apps that enable peer-to-peer interactions without the use of central authority
or middlemen.

The present status of blockchain-based business strategies is characterized by a rapid
upward rise. Blockchain technologies offer businesses numerous opportunities to change
and create new business models. Blockchain technology can disrupt established company
structures. By altering the conventional framework, blockchain innovation is developing
a new method of business model innovation. New business endeavors and changes to
established business models are increasingly being coupled with the facilitating potential
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of blockchain technologies such as NFT and P2E. Since this field is still relatively new,
academics will have novel opportunities to analyze this field.
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