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Péter Kórus 1,* and Juan Eduardo Nápoles Valdés 2,*

1 Institute of Applied Pedagogy, Juhász Gyula Faculty of Education, University of Szeged,
H-6725 Szeged, Hungary
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1. Introduction

This Special Issue of the scientific journal Axioms, entitled “Recent Advances in Frac-
tional Calculus”, is dedicated to one of the most dynamic areas of mathematical sciences
today. For 50 years, the number of researchers and scientific productions dealing with this
topic has been increasing day by day, which clearly demonstrates the growing interest in
fractional calculus, both from a practical and a theoretical point of view.

Fractional calculus is important because it expands the scope of classical calculus,
enabling the modeling and analysis of a wide range of complex phenomena in fields such
as physics, engineering, biology, economics, and others. Its flexibility and explanatory
power make it an invaluable tool in scientific research and practical application.

The diversity of fractional calculus, and thus of this Special Issue, is well illustrated
by the various types of fractional operators considered in the published contributions,
such as Caputo-type, Hilfer-type, and Riemann–Liouville-type, and the various types of
inequalities presented, such as Bullen-type, Jensen–Mercer-type, and Hermite–Hadamard-
type, in addition to the examined fractional-order differential equations and boundary
value problems.

2. Overview of the Published Papers

This Special Issue contains 10 articles that were accepted for publication after a rigorous
review process.

Ogbu F. Imaga, Samuel A. Iyase, and Peter O. Ogunniyi (Contribution 1) consider the
existence of solutions for a mixed fractional-order boundary value problem at resonance
on the half line, in which Caputo and Riemann–Liouville fractional derivatives appear.
Conditions for the existence of solutions to the problem are given using Mawhin’s coinci-
dence degree theory when the dimensions of the kernel of the linear fractional differential
operator are two. At the end of the paper, the main result is applied to an example boundary
value problem.

Sheza M. El-Deeb and Luminiţa-Ioana Cotîrlă (Contribution 2) introduce and investi-
gate the properties of some new subclasses of the class of meromorphic p-valent functions in
the punctured open unit disk. To define these subclasses, a new linear differential operator
is presented by using the combination of q-derivative and convolution. Various properties
are studied, and results are given for coefficient estimation, distortion bounds, convex
family, and the concept of neighborhoods and partial sums of analytic functions for the
class in question.

Ayub Samadi, Sotiris K. Ntouyas, Bashir Ahmad, and Jessada Tariboon (Contribu-
tion 3) investigate a non-linear, non-local, and fully coupled boundary value problem
containing a generalized Hilfer fractional derivative and generalized Riemann–Liouville
fractional integral operators. Existence and uniqueness results are established by trans-
forming the given problem into a fixed-point problem, which facilitates the application of
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fixed-point theorems. The main results are accompanied by three examples. The paper
concludes with some new results arising from the findings as special cases.

Ahmed Salem and Kholoud N. Alharbi (Contribution 4) analyze an infinitely delaying
system of Caputo fractional evolution equations with an infinitesimal generator operator.
The authors examine a moderate controllability solution based on two different arguments,
one using compactness technology and the other using non-compactness. The first argu-
ment is based on Krasnoselskii’s theorem, while the second one is rooted in the Kuratowski
measure of non-compactness and the Sadovskii fixed-point theorem. They achieve the
mild solution by assuming that the generator is an infinitesimal generator of a strongly
continuous cosine family of uniformly bounded linear operators. Finally, the results are
illustrated with a numerical example.

Isa A. Baba, Usa W. Humphries, Fathalla A. Rihan, and Juan E. Nápoles Valdés (Con-
tribution 5) construct a fractional-order COVID-19 model consisting of six compartments in
Caputo sense. The model integrates the indirect mode of transmission of the virus, which
a result of the shedding effect. The main achievement of the article is the mathematical
demonstration of the fact that an uninfected population can become infected via both direct
and indirect methods by the exposed or infected class. In addition to the analysis of model’s
mathematical properties (positivity and boundedness, computation of equilibria, basic
reproduction number, existence and uniqueness analysis of the solution of the model, local
stability analysis), optimal control analysis and numerical simulations are provided.

Constantin Fetecău and Costică Moroşanu (Contribution 6) address two main topics
in their paper. The first topic is a rigorous qualitative study of a second-order reaction–
diffusion problem with non-linear diffusion and cubic-type reactions, as well as inho-
mogeneous dynamic boundary conditions. They extend previously known results by
enabling new mathematical models to be more suitable to describe the complexity of a
wide class of different physical phenomena in life sciences, including moving interface
problems, material sciences, digital image processing, and others. The second topic is the
development of an iterative fractional step-type scheme which approximates the non-linear
second-order reaction–diffusion problem. Convergence and error estimates are established
for the proposed numerical scheme, and a conceptual numerical algorithm is formulated.

Bahtiyar Bayraktar, Péter Kórus, and Juan Eduardo Nápoles Valdés (Contribution 7)
consider convex functions, general convex functions, and differentiable functions whose
derivatives, in absolute value, are generally convex. They obtain various relevant Hermite–
Hadamard-type fractional inequalities via non-conformable fractional integrals, using the
classical Jensen–Mercer inequality and its variants for general convex functions. In addition
to showing that the main results extend previously known results from the literature, their
three examples illustrate the scope and strength of their results.

Mohammad Faisal Khan, Suha B. Al-Shaikh, Ahmad A. Abubaker, and Khaled
Matarneh (Contribution 8), starting from the known theory of q-calculus, define a differin-
tegral operator for m-fold symmetric functions and obtain a new class of close-to-convex
bi-univalent functions. The authors estimate the general Taylor–Maclaurin coefficient
bounds, the initial coefficients, and the Fekete–Szegö functional for this class of func-
tions using the Faber polynomial expansion method. The results obtained are novel and
consistent with previous research, which is highlighted by some of the obtained corollaries.

Asfand Fahad, Saad Ihsaan Butt, Bahtiyar Bayraktar, Mehran Anwar, and Yuan-
heng Wang (Contribution 9) establish a new fractional Bullen-type identity for twice-
differentiable functions in terms of fractional integral operators. Using convexity properties,
the authors obtain some generalized Bullen-type inequalities, which are supplemented
with concrete examples with graphical representations. They provide an analysis of the
estimates of boundaries and show that the improved Hölder and power mean inequalities
give better results in the upper limit than classical inequalities. Some applications with re-
spect to quadrature rules, modified Bessel functions, and digamma functions are provided
at the end of the article.
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Muhammad Aamir Ali, Thanin Sitthiwirattham, Elisabeth Köbis, and Asma Hanif
(Contribution 10) present an integral identity that incorporates a twice-differentiable func-
tion. After presenting this equality, some new Hermite–Hadamard–Mercer-type inequali-
ties are given for twice-differentiable convex functions. Furthermore, it is demonstrated
that the newly introduced inequalities serve as generalizations of certain inequalities previ-
ously established in the literature. Finally, the authors provide some applications which
illustrate the scope and usefulness of their results.

Acknowledgments: The Guest Editors of this Special Issue would like to thank all the authors who
contributed their high-quality research papers to this publication. Furthermore, thanks are due to the
reviewers and editors, who, through their tireless work, helped make this publication a success.

Conflicts of Interest: The authors declare no conflicts of interest.
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Article

Existence Results for an m-Point Mixed Fractional-Order
Problem at Resonance on the Half-Line
Ogbu F. Imaga *,† , Samuel A. Iyase † and Peter O. Ogunniyi †

Department of Mathematics, College of Science and Technology, Covenant University, Ota 112212, Nigeria
* Correspondence: imaga.ogbu@covenantuniversity.edu.ng
† These authors contributed equally to this work.

Abstract: This work considers the existence of solutions for a mixed fractional-order boundary value
problem at resonance on the half-line. The Mawhin’s coincidence degree theory will be used to prove
existence results when the dimension of the kernel of the linear fractional differential operator is
equal to two. An example is given to demonstrate the main result obtained.

Keywords: coincidence degree; fractional-order; half-line; m-point; resonance

MSC: 34B40; 34B15

1. Introduction

Fractional calculus has become increasingly popular lately as a result of some inter-
esting properties of the fractional derivative. For instance, the fractional derivative has a
memory property that enables its future state to be determined by the current state and all
the previous states. This makes fractional differential equations applicable in various fields
of science and engineering [1–3].

When the corresponding homogeneous equation of a fractional boundary value prob-
lem (FBVP) has a trivial solution then the FBVP is a non-resonance problem and its solution
can be obtained using fixed point theorems, see [4–7] and the references cited therein. When
the homogeneous equation of a FBVP has a non-trivial solution then the problem is a reso-
nance problem and the solution can be obtained using topological degree methods [8–15].

In [16], the authors consider a higher-order fractional boundary value problem involv-
ing mixed fractional derivatives:

(−1)mCDα
1−Dβ

1+ + f (t, u(t)) = 0, 0 ≤ t ≤ 1,

u(0) = u(i)(0) = 0, i = 1, . . . , m + n− 2, Dβ+m−1
0+ u(1) = 0,

where CDα
1− is the left Caputo fractional derivative of order α ∈ (m− 1, m) and Dβ

1+ is the
right Caputo fractional derivative of order β ∈ (n− 1, n), where m, n ≥ 2 are integers.

Guezane Lakoud et al. [17] obtained existence results for a fractional boundary value
problem at resonance on the half-line:

−CDα
0−Dβ

0+x(t) + f (t, x(t)) = 0, t ∈ [0, 1],

u(0) = u′(0) = u(1) = 0,

where −CDα
0− is the left Caputo fractional derivative of order α ∈ (0, 1], and Dβ

0+ is the
right Caputo fractional derivative of order β ∈ (1, 2].

Zhang and Liu [15] considered the following FBVP

Dα
0+x(t) = f (t, x(t), Dα−2

0+ x(t), Dα−1
0+ x(t)), t ∈ (0, 1),

4
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x(0) = 0, Dα−1
0+ x(0) =

+∞

∑
i=1

αiDα−1
0+ x(ξi), Dα−1

0+ x(1) =
+∞

∑
i=1

αiDα−1
0+ x(γi),

where 2 < α ≤ 3, Dα
0+ is the Riemann–Liouville derivative of order α, f ∈ [0, 1]×R3 → R is

a Caratheodory function, ξi, γi ∈ (0, 1) and {ξi}+∞
i=1 , {γi}+∞

i=1 are two monotonic sequences
with limi→+∞ ξi = a, limi→+∞γi = b, a, b ∈ (0, 1), αi, βi f ∈ R.

Imaga et al. [18] obtained existence results for the following fractional-order boundary
value problem at resonance on the half-line with integral boundary conditions:

Da
−φp(Db

0+u(t)) + e−tw(t, u(t), Db
0+u(t)) = 0, t ∈ (0, ∞), (1)

I1−b
0+ u(0) = 0, φp(Db

0+u(+∞)) = φp(Db
0+u(0)), (2)

where Da
− is the left Caputo fractional derivative on the half line and Db

0+ the right
Riemann–Louville fractional derivative on the half-line, 0 < a, b ≤ 1, 1 < a + b ≤ 2,
φp(r) = |r|p−2, p > 1, with φq = φ−1

p and 1/q + 1/p = 1. w : [0,+∞) × R2 → R is a
continuous function.

Chen and Tang [9] established existence of positive solutions for a FBVP at resonance
in an unbounded domain:

Dα
0+u(t) = f (t, u(t)), t ∈ [0,+∞),

u(0) = u′(0) = u′′(0) = 0, Dα−1
0+ u(0) = lim

t→+∞
Dα−1

0+ u(t),

where Dα
0+ is Riemann–Liouville fractional derivative, 3 < α < 4 and f : [0,+∞)×R→ R

is continuous.
Motivated by the results above, we will use the Mawhin coincidence degree theory [19]

to study the solvability of the following mixed fractional-order m-point boundary value
problem at resonance on the half-line:

CDa
0+Db

0+u(t) = f (t, u(t), Db−1
0+ u(t), Db

0+u(t)), t ∈ [0,+∞) (3)

I2−b
0+ u(0) = 0, Db−1

0+ u(0) =
m

∑
j=1

αjDb−1
0+ u(ξ j), Db

0+u(+∞) =
n

∑
k=1

βkDb
0+u(ηk) (4)

where f : [0,+∞) × R3 → R is a continuous function, CDa
0+ is the Caputo fractional

derivative, Db
0+ is the Riemann–Liouville fractional derivative, 0 < a ≤ 1, 1 < b ≤ 2,

0 < a + b ≤ 3, 0 < ξ1 < ξ2 < · · · < ξm < +∞, 0 < η1 < η2 < · · · < ξm < +∞, αj ∈ R,
j = 1, 2, · · · , m and βk ∈ R, k = 1, 2, · · · , n. The resonant conditions are ∑n

k=1 βk =

∑m
j=1 αj = 1 and ∑n

k=1 βkη−1
k = ∑m

j=1 αjξ
−1
j = 0.

In Section 2 of this work the required lemmas, theorem, and definitions will be given,
while Section 3 is dedicated to stating and proving the main existence results. An example
will be given in Section 4.

2. Materials and Methods

In this section, we will give some definitions and lemmas that will be used in this work.
Let U, Z be normed spaces, L : dom L ⊂ U → Z a Fredholm mapping of zero index

and A : U → U, B : Z → Z projectors that are continuous, such that:

Im A = ker L, ker B = Im L, U = ker L⊕ ker A, Z = Im L⊕ Im B.

Then,

L|dom L∩ker A : dom L ∩ ker A→ Im L

5
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is invertible. The inverse of the mapping L will be denoted by KA : Im L→ dom L ∩ ker A
while the generalized inverse, KA,B : Z → dom L ∩ ker A is defined as KA,B = KA(I − B).

Definition 1. Let L : dom L ⊂ X → Z be a Fredholm mapping, E a metric space and N : E→ Z
a non-linear mapping. N is said to be L-compact on E if BN : E → Z and KA,BN : E → X are
continuous and compact on E. Additionally, N is L-completely continuous if it is L-compact on
every bounded E ⊂ U.

Theorem 1 ([19]). Let L be a Fredholm map of index zero and let N be L-compact on Ω where
Ω ⊂ U is an open and bounded. Assume that the following conditions are satisfied:

(i) Lx 6= λNx for every (x, λ) ∈ [(dom L ker L ∩ ∂Ω]× (0, 1);
(ii) Nx /∈ Im L for every x ∈ ker L ∩ ∂Ω;
(iii) deg(BN|ker L, ker L, 0) 6= 0, where B : Z → Z is a projection with Im L = ker B.

Then, the abstract equation Lu = Nu has at least one solution in dom L ∩Ω.

Definition 2 ([20]). Let α > 0, the Caputo and Riemann–Liouville fractional integral of a function
x on (0,+∞) is defined by:

Iα
0+x(t) =

1
Γ(α)

∫ t

0

x(r)
(r− t)1−α

dr, t ∈ [0, 1]

Definition 3 ([20]). Let α > 0, the Caputo (CDα
0+x(t)) and Riemann–Liouville (Dα

0+x(t))
fractional derivative of a function x on (0,+∞) is defined by:

CDα
0+x(t) = Dα

0+x(t) =
1

Γ(n− α)

dn

dtn

∫ t

0

x(r)
(t− r)α−n+1 dr, t ∈ (0,+∞)

where n = [a] + 1.

Lemma 1 ([21]). Let a ∈ (0,+∞). The general solution of the Riemman–Liouville fractional
differential equation:

Da
0+ g(t) = 0

is g(t) = b1ta−1 + b2ta−2 + · · ·+ bnta−n, where bj ∈ R, j = 1, 2 . . . , n while, the general solution
of the Caputo fractional differential equation:

Da
0+ g(t) = 0

is g(t) = d0 + d1t + · · ·+ dntn, where di ∈ R, i = 0, 1, . . . , n and n = [a] + 1 is the smallest
integer greater than or equal to a.

Lemma 2 ([21]). Let a ∈ (0,+∞) and i = 1, 2, . . . , n, n = [a] + 1 then

(Ia
0+Da

0+ g)(t) = g(t) + d1ta−1 + d2ta−2 + · · ·+ dnta−n

holds almost everywhere on [0,+∞) for some di ∈ R. Similarly,

(Ia
0+

CDa
0+ g)(t) = g(t) + d0 + d1t1 + d2t2 + · · ·+ dntn

holds almost everywhere on [0,+∞) for some di ∈ R, i = 0, 1, . . . , n.

Lemma 3 ([21]). Let a > 0, ρ > −1, t > 0, g(t) ∈ C[0,+∞), then:

(i) Ia
0+ tρ = Γ(ρ+1)

Γ(ρ+1+a) ta+ρ;

(ii) Da
0+ tρ = Γ(ρ+1)

Γ(ρ+1−a) ta−ρ, for ρ > −1, in particular for Da
0+ ta−k = 0, k = 1, 2, . . . , N, where

N is the smallest integer greater than or equal to a;

6
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(iii) Da
0+ Ia

0+g(t) = g(t), g(t) ∈ C[0,+∞);
(iv) Ia

0+ Ib
0+g(t) = Ia+b

0+ g(t).

Let

U =

{
u ∈ C[0,+∞) : lim

t→+∞

|u(t)|
1 + ta+b , lim

t→+∞

|Db−1
0+ u(t)|

1 + ta+1 and lim
t→+∞

|Db
0+u(t)|

1 + ta exists
}

with the norm ‖u‖U = max{‖u‖0, ‖Db−1
0+ u‖1, ‖Db

0+u‖2} defined on U where:

‖u‖0 = sup
t∈[0,+∞]

|u(t)|
1 + ta+b , ‖Db−1

0+ u‖1 = sup
t∈[0,+∞]

|Db−1
0+ u(t)|

1 + ta+1 and ‖Db
0+u‖2 = sup

t∈[0,+∞]

|Db
0+u(t)|
1 + ta .

Let Z = {z : C[0,+∞) : supt∈[0,+∞) |z(t)| < +∞} equipped with the norm ‖z‖Z =

supt∈[0,+∞) |z(t)|. The spaces (U, ‖ · ‖U) and (Z, ‖ · ‖Z) can be shown to be Banach Spaces.

Additionally, define Lu = CDa
0+Db

0+u(t), with domain

dom L =

{
u ∈ U : CDa

0+Db
0+u(t) ∈ Z, boundary conditions (4) is satisfied by u

}
,

and the non-linear operator N : U → Z will be defined by

(Nu)t = f (t, u(t), Db−1
0+ u(t), Db

0+u(t)), t ∈ [0,+∞),

hence, Equations (3) and (4) may be written as

Lu = Nu.

Definition 4. The set Y ⊂ U is said to be relatively compact if

Y1 =

{
u(t)

1 + ta+b : u ∈ Y
}

, Y2 =

{
Db−1

0+ u(t)
1 + ta+1 : u ∈ Y

}
, Y3 =

{
Db

0+u(t)
1 + ta : u ∈ Y

}

are uniformly bounded; equicontinuous on any compact subinterval of [0,+∞) and equiconvergent
at: +∞.

Definition 5. The set Y ⊂ U is said to be equiconvergent at +∞ if given ε > 0 there exists a
τ(ε) > 0, such that:
∣∣∣∣∣

u(t1)

1 + ta+b
1

− u(t2)

1 + ta+b
2

∣∣∣∣∣ < ε,

∣∣∣∣∣
Db−1

0+ u(t1)

1 + ta+1
1

− Db−1
0+ u(t2)

1 + ta+1
2

∣∣∣∣∣ < ε and

∣∣∣∣∣
Db

0+u(t1)

1 + ta
1
− Db

0+u(t2)

1 + ta
2

∣∣∣∣∣ < ε

where t1, t2 > τ.

Lemma 4. ker L = {c1tb + c2tb−1 : c1, c2 ∈ R, t ∈ [0,+∞)} and Im L = {z ∈ Z : B1z =
B2z = 0}
where B1z =

n

∑
k=1

βk

∫ ηk

0
(ηk − r)a−1z(r)dr and B2z =

m

∑
j=1

αj

∫ ξ j

0
(ξ j − r)az(r)dr.

Proof. Consider CDa
0+Db

0+u(t) = 0 for u ∈ ker L, then by Lemma 1

u(t) = c1tb + c2tb−1 + c3tb−2, c1, c2, c3 ∈ R.

7
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Applying the boundary condition I2−b
0+ u(0) = 0, gives c3 = 0. Thus, u(t) = c1tb +

c2tb−1. Next, consider CDa
0+Db

0+u(t) = z(t) for z(t) ∈ Im L and u ∈ dom L, then

u(t) = Ia+b
0+ z(t) + c1tb + c2tb−1 + c3tb−2.

From I2−b
0+ u(0) = 0 we obtain c3 = 0. Therefore,

Db
0+u(t) = Ia

0+z(t) + c1 + c2t−1 (5)

By boundary condition Db
0+u(+∞) = ∑n

k=1 βkDb
0+u(ηk) and the conditions ∑n

k=1 βk = 1,
∑n

k=1 βkη−1
k = 0, (5) gives

B1z =
n

∑
k=1

βk

∫ ηk

0
(ηk − r)a−1z(r)dr = 0,

Similarly,
Db−1

0+ u(t) = Ia+1
0+ z(t) + c1t + c2, (6)

by boundary condition Db−1
0+ u(0) = ∑m

j=1 αjDb−1
0+ u(ξ j) and resonant conditions ∑m

j=1 αj = 1

and ∑m
j=1 αjξ

−1
j = 0, (6) gives

B2z =
m

∑
j=1

αj

∫ ξ j

0
(ξ j − r)az(r)dr.

Let ∆ = (B1tb−1e−t · B2tbe−t)− (B2tb−1e−t · B1tbe−t) := (g11 · g22)− (g21 · g12) 6= 0.
Let the operator B : Z → Z be defined as

Bz = (∆1z) + (∆2z) · tb

where
∆1z =

1
∆
(δ11B1z + δ12B2z)e−t, ∆2z =

1
∆
(δ21B1z + δ22B2z)e−t,

and δij is the algebraic cofactor of gij.

Lemma 5. The following holds:

(i) L : dom L ⊂ U is a Fredholm operator of index zero;
(ii) the generalized inverse KA : Im L→ dom L ∩ ker A may be written as

KAz = Ia+b
0+ z(t).

Additionally,
‖KAz‖ = ‖z‖Z.

Proof. (i) For z ∈ Z, it is easily be seen that ∆1((∆1z)) = (∆1z), ∆1((∆2z)tb) = 0,
∆2((∆1z)) = 0, and ∆2((∆2z)tb) = (∆2y). Hence, B2z = Bz, thus Bz is a projector.

We now prove that ker B = Im L. Let z ∈ ker B, since Bz = 0 then z ∈ Im L.
Conversely, if z ∈ Im L, then by Bz = 0, z ∈ ker B. Therefore, ker B = Im L.

Let z ∈ Z, then z ∈ Im L and z ∈ ker B, hence, Z = Im L + ker B. Assuming
z = c1tb−1 + c2tb, then since z ∈ Im L, then from equation

{
∆1c1tb−1e−t + ∆2c2tb−1e−t = 0,
∆1c1tbe−t + ∆2c2tbe−t = 0.

(7)

8
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gives c1 = c2 = 0, since ∆ 6= 0. Therefore Im L ∩ Im B = {0} and A = Im L⊕ Im B. Thus
dim ker L = codim Im L = 2 implying L is a Fredholm mapping of index zero.
(ii) Let A : U → U a continuous projector be defined as:

Au(t) =
Db

0+u(0)
Γ(b)

tb−1 +
Db

0+u(0)
Γ(b + 1)

tb

For z ∈ Im L, we have

(LKA)z(t) = CDa
0+Db

0+(KAz) = CDa
0+Db

0+ Ib
0+ Ia

0+z(t) = z(t).

Similarly, for u ∈ dom L ∩ ker A, we have

(KAL)u(t) = (KA)
CDa

0+Db
0+u(t)

= Ib
0+ Ia

0+
CDa

0+Db
0+u(t)

= Ib
0+(Db

0+u(t) + d1)

= u(t)− Db−1
0+ u(0)
Γ(b)

tb−1 − I2−b
0+ u(0)

Γ(b− 1)
tb−2 − Db

0+u(0)
Γ(b + 1)

tb.

Since u ∈ dom L ∩ ker A, Au(t) = 0 and I2−b
0+ u(0) = 0, then (KAL)u(t) = u(t).

Therefore, KA = (L|dom L∩ker A)
−1. Furthermore,

‖KAz‖0 = sup
t∈[0,+∞)

|Ia+b
0+ z(t)|

1 + ta+b = sup
t∈[0,+∞)

1
1 + ta+b

∣∣∣∣
1

Γ(a)Γ(b)

∫ t

0
(t− r)a+b−1z(r)dr

∣∣∣∣

≤ 1
(a + b)Γ(a)Γ(b)

‖z‖Z ≤ ‖z‖Z,

‖Db−1
0+ KPz‖1 = sup

t∈[0,+∞)

|Ia+1
0+ z(t)|

1 + ta+1 = sup
t∈[0,+∞)

1
1 + ta+1

∣∣∣∣
1

Γ(a + 1)

∫ t

0
(t− r)az(r)dr

∣∣∣∣

≤ 1
(a + 1)Γ(a + 1)

‖z‖Z ≤ ‖z‖Z

and

‖Db
0+KAz‖2 = sup

t∈[0,+∞)

|Ia
0+z(t)|
1 + ta = sup

t∈[0,+∞)

ta

1 + ta
‖z‖Z

Γ(a + 1)

≤ 1
Γ(a + 1)

‖z‖Z ≤ ‖z‖Z.

Thus,

‖KAz‖ = max{‖KAz‖0, ‖Db−1
0+ KAz‖1, ‖Db

0+KAz‖2} ≤ ‖z‖Z.

Proof of Lemma 5 is complete.

Lemma 6. The operator N is L-compact on Ω, where Ω ⊂ U is open and bounded with dom
L ∩Ω 6= ∅.

Proof. Let u ∈ Ω then

‖Nu‖Z = sup
t∈[0,+∞)

| f (t, u(t), Db−1
0+ u(t), Db

0+u(t))| < +∞, t ∈ [0,+∞). (8)

9
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It follows that

|B1Nu| =
∣∣∣∣

n

∑
k=1

βk

∫ ηk

0
(ηk − r)a−1Nu(r)dr

∣∣∣∣ ≤
‖Nu‖Z

a

n

∑
k=1
|βk|ηa

k < +∞ (9)

and

|B2Nu| =
∣∣∣∣∣

m

∑
j=1

αj

∫ ξ j

0
(ξ j − r)aNu(r)drds

∣∣∣∣∣ ≤
‖Nu‖Z
(a + 1)

m

∑
j=1
|αj|ξa+1

j < +∞. (10)

Then,

‖BNu‖Z = sup
t∈[0,+∞)

|(∆1Nu(t)) + (∆2Nu(t))|

≤ ‖Nu‖Z
|∆|

[
(|δ11|+ |δ21|)

1
a

n

∑
k=1
|βk|ηa

k + (|δ12|+ |δ22|)
1

(a + 1)

m

∑
j=1
|αj|ξa+1

j

]
< +∞.

(11)

Therefore, BN(Ω) is bounded. In addition, ‖Nu‖Z + ‖BNu‖Z < +∞. In the following
steps, we show that KA(I − B)N(Ω) is compact. Let u ∈ Ω and m(t) = (I − B)Nu(t), then:

|KA(I − B)Nu(t)|
1 + ta+b =

|Ia+b
0+ m(t)|
1 + ta+b ≤ sup

t∈[0,+∞)

ta+b

1 + ta+b
‖m‖Z

(a + b)Γ(a)Γ(b)

≤ 1
(a + b)Γ(a)Γ(b)

‖m‖Z,

(12)

|Db−1
0+ KA(I − B)Nu(t)|

1 + ta+1 =
|Ia+1

0+ m(t)|
1 + ta+1 sup

t∈[0,+∞)

ta+1

1 + ta+1
‖m‖Z

(a + 1)Γ(a + 1)

≤ 1
Γ(a + 2)

‖m‖Z

(13)

and

|Db
0+KA(I − B)Nu(t)|

1 + ta =
|Ia

0+m(t)|
1 + ta ≤ sup

t∈[0,+∞)

ta

1 + ta
‖m‖Z

Γ(a + 1)

≤ 1
Γ(a + 1)

‖m‖Z.

(14)

From (8), (11)–(14), we see that KA(I − B)N(Ω) is bounded. Next, the equi-continuity
of KA(I − B)N(Ω) will be proved. For u ∈ Ω, t1, t2 ∈ [0, M] with t1 < t2 and
M ∈ (0,+∞), then:

∣∣∣∣
KA(I − B)Nu(t1)

1 + ta+b
1

− KA(I − B)Nu(t2)

1 + ta+b
2

∣∣∣∣

≤ 1
Γ(a + b)

[∣∣∣∣
∫ t1

0

(t1 − r)a+b−1

1 + ta+b
1

m(r)dr−
∫ t1

0

(t1 − r)a+b−1

1 + ta+b
1

m(r)dr
∣∣∣∣
]

≤ ‖m‖Z
Γ(a + b)

[ ∫ t1

0

∣∣∣∣∣
(t1 − r)a+b−1

1 + ta+b
1

− (t2 − r)a+b−1

1 + ta+b
2

∣∣∣∣∣dr +
1

a + b
(t2 − t1)

a+b

1 + ta+b
2

]

→ 0 as t1 → t2,

(15)

10
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∣∣∣∣
Db−1

0+ (KA(I − B)Nu)(t1)

1 + ta+1
1

− Db−1
0+ (KA(I − B)Nu)(t2)

1 + ta+1
2

∣∣∣∣

≤ ‖m‖Z
Γ(a + 1)

[ ∫ t1

0

∣∣∣∣∣
(t1 − r)a

1 + ta+1
1

− (t2 − r)a

1 + ta+1
2

∣∣∣∣∣dr +
1

a + 1
(t2 − t1)

a+1

1 + ta−1
2

]

→ 0 as t1 → t2,

(16)

and
∣∣∣∣
Db

0+(KA(I − B)Nu)(t1)

1 + ta
1

− Db
0+(KA(I − B)Nu)(t2)

1 + ta
2

∣∣∣∣

≤ ‖m‖Z
Γ(a)

[ ∫ t1

0

∣∣∣∣
(t1 − r)a−1

1 + ta
1
− (t2 − r)a−1

1 + ta
2

∣∣∣∣dr +
1
a
(t2 − t1)

a

1 + ta
2

]
→ 0 as t1 → t2.

(17)

Thus, (15)–(17) shows that KA(I − B)Nu(Ω) is equi-continuous on the compact set
[0, M]. Finally, we show equi-convergence at +∞. Let τ > 0 be a constant such that

|g(r)| = |(I − B)Nu(r)| ≤ r, u ∈ Ω.

In addition, since limt→+∞
ta+b−1

1+ta+b = limt→+∞
ta

1+ta+1 = limt→+∞
ta−1

1+ta = 0, then for
same ε > 0, there exist M > 0, such that for M < t1 < t2, we have

∣∣∣∣∣
(t1 − r)a+b−1

1 + ta+b
1

− (t2 − r)a+b−1

1 + ta+b
2

∣∣∣∣∣ ≤
ta+b−1
1

1 + ta+b
1

− ta+b−1
2

1 + ta+b
2

< ε,

∣∣∣∣∣
(t1 − r)a

1 + ta+1
1

− (t2 − r)a

1 + ta+1
2

∣∣∣∣∣ ≤
ta
1

1 + ta+1
1

− ta
2

1 + ta+1
2

< ε,

and ∣∣∣∣
(t1 − r)a−1

1 + ta
1
− (t2 − r)a−1

1 + ta
2

∣∣∣∣ ≤
ta−1
1

1 + ta
1
− ta−1

2
1 + ta

2
< ε,

Hence,
∣∣∣∣
KA(I − B)Nu(t1)

1 + ta+b
1

− KA(I − B)Nu(t2)

1 + ta+b
2

∣∣∣∣

≤ 1
Γ(a)Γ(b)

[∣∣∣∣
∫ t1

0

(t1 − r)a+b−1

1 + ta+b
1

g(r)dr−
∫ t1

0

(t1 − r)a+b−1

1 + ta+b
1

g(r)dr
∣∣∣∣
]

(18)

≤ 1
Γ(a)Γ(b)

∫ M

0

∣∣∣∣∣
(t1 − r)a+b−1

1 + ta+b
1

− (t2 − r)a+b−1

1 + ta+b
2

∣∣∣∣∣|g(r)|dr

+
1

Γ(a)Γ(b)

∫ t1

M

(t1 − r)a+b−1

1 + ta+b
1

|g(r)|dr +
1

Γ(a)Γ(b)

∫ t2

M

(t2 − r)a+b−1

1 + ta+b
2

|g(r)|dr

≤ Mτε

(a + b)Γ(a)Γ(b)
+

2τε

(a + b)Γ(a)Γ(b)
,

11
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∣∣∣∣
Db−1

0+ (KA(I − B)Nu)(t1)

1 + ta+1
1

− Db−1
0+ (KA(I − B)Nu)(t2)

1 + ta+1
2

∣∣∣∣ (19)

≤ 1
Γ(a + 1)

[ ∫ M

0

∣∣∣∣∣
(t1 − r)a

1 + ta+1
1

− (t2 − r)a

1 + ta+1
2

∣∣∣∣∣|g(r)|dr

+
1

Γ(a + 1)

[ ∫ t1

M

(t1 − r)a

1 + ta+1
1

g(r)dr +
∫ t2

M

(t2 − r)a

1 + ta+1
2

g(r)dr
]

≤ Mτε

Γ(a + 1)
+

2τε

Γ(a + 2)

and
∣∣∣∣
Db

0+(KA(I − B)Nu)(t1)

1 + ta
1

− Db
0+(KA(I − B)Nu)(t2)

1 + ta
2

∣∣∣∣ (20)

≤ 1
Γ(a)

[ ∫ M

0

∣∣∣∣
(t1 − r)a−1

1 + ta
1
− (t2 − r)a−1

1 + ta
2

∣∣∣∣|g(r)|dr

+
1

aΓ(a)

[ ∫ t1

M

(t1 − r)a−1

1 + ta
1

g(r)dr +
∫ t2

M

(t2 − r)a−1

1 + ta
2

g(r)dr
]

≤ Mτε

Γ(a)
+

2τε

Γ(a + 1)
.

Hence, KA(I − B)Nu(Ω) is equi-convergent at +∞. Therefore, by Definition 1,
KA(I − B)Nu(Ω) is compact, therefore, the non-linear operator N is L-compact on Ω.
This concludes proof of Lemma 6.

3. Results and Discussion

Here, the conditions for the existence of solutions to problem (1.1) subject to (1.2)
is proved.

Theorem 2. Let f be a continuous function. If (φ1) and (φ1) holds, then, the following conditions
also hold:

(H1) There exists functions ρ(t), µ(t), ν(t), σ ∈ C[0,+∞), such that for all (j, k, l) ∈ R3 and
t ∈ [0,+∞),

| f (t, u(t), Db−1
0+ u(t), Db

0+u(t))| ≤ ρ(t)
|j|

1 + ta+b + µ(t)
|k|

1 + ta+1 + ν(t)
|l|

1 + ta + σ(t). (21)

(H2) There exist constants M > 0, such that for u ∈ dom L if |Db
0+u(t)| > M for t ∈ [0,+∞),

then either
B1Nu(t) 6= 0 or B2Nu(t) 6= 0.

(H3) There exists a constant C > 0, such that if |c1| > C or |c2| > C, then either

B1N(c1tb−1 + c2tb) + B2N(c1tb−1 + c2tb) < 0 (22)

or
B1N(c1tb−1 + c2tb) + B2N(c1tb−1 + c2tb) > 0 (23)

where c1, c2 ∈ R satisfying c2
1 + c2

2 > 0.

Then, the boundary value problem (3) and (4) has at least one solution provided:

‖ρ‖Z + ‖µ‖Z + ‖ν‖Z <
Γ(a + 1)

Γ(a + 1) + 2
.

Proof. The proof will be completed in four stages.

12
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Stage 1. We will establish that Ω1 = {u ∈ dom L\ ker L : u = λNu, for λ ∈ [0, 1]}
is bounded. Let u ∈ Ω1 then u = (u − Au) + Au ∈ dom L\ ker L. This means that
(I − A)u ∈ dom L ∩ ker A and Au ∈ ker A, hence, LAu = 0. By Lemma 5, we have

‖(I − A)u‖ = ‖KAL(I − A)u‖ ≤ ‖L(I − A)u‖ = ‖Lu‖ = ‖Nu‖Z. (24)

Since u ∈ Ω1, then Lu = λNu. Additionally, by (H2) there exists t1 ∈ [0,+∞), such
that |Db

0+u(t1)| ≤ M, therefore

|Db
0+u(0)| ≤ |Db

0+u(t1)|+
λ

Γ(a)

∫ t1

0
(t1 − r)a−1| f (r, u(r), Db−1

0+ u(r), Db
0+u(r))|dr

≤ M +
1

Γ(a + 1)
‖Nu‖Z.

(25)

In addition,

‖Au‖0 ≤ |Db
0+u(0)|

(
1

Γ(b)
sup

t∈[0,+∞)

tb−1

1 + ta+b +
1

Γ(b + 1)
sup

t∈[0,+∞)

tb

1 + ta+b

)
≤ 2|Db

0+u(0)|,

‖Db−1
0+ Au‖1 ≤ |Db

0+u(0)|
(

1
Γ(b)

sup
t∈[0,+∞)

1
1 + ta+1 +

1
Γ(b + 1)

sup
t∈[0,+∞)

t
1 + ta+1

)
≤ 2|Db

0+u(0)|

and

‖Db
0+Au‖2 ≤ |Db

0+u(0)|
(

1
Γ(b)

sup
t∈[0,+∞)

t−1

1 + ta +
1

Γ(b + 1)
sup

t∈[0,+∞)

1
1 + ta

)
≤ 2|Db

0+u(0)|.

Therefore, from (25), we have

‖Au‖ ≤ max{‖u‖0, ‖Db−1
0+ u‖1, ‖Db

0+u‖2} ≤ 2|Db
0+u(0)| ≤ 2M +

2
Γ(a + 1)

‖Nu‖Z (26)

and from (24) and (26), we have

‖u‖U ≤ ‖Au‖U + ‖I − A‖U

≤ 2M +

(
1 +

2
Γ(a + 1)

)
‖Nu‖Z

≤ 2M +

(
1 +

2
Γ(a + 1)

)
‖u‖U(‖ρ‖Z + ‖µ‖Z + ‖ν‖Z) +

(
1 +

2
Γ(a + 1)

)
‖σ‖Z.

Hence,

‖u‖U ≤
2M +

(
1 + 2

Γ(a+1)

∥∥∥σ‖Z)

1−
(

1 + 2
Γ(a+1)

)
‖u‖U(‖ρ‖Z + ‖µ‖Z + ‖ν‖Z)

.

Thus, Ω1 is bounded.
Step 2. Let Ω2 = {u ∈ ker L : Nu ∈ Im L}. For u, Nu ∈ Ω2, then u(t) = c1tb−1 + c2tb. and
BNu = 0. Thus, from (H3), we have |c1| ≤ C and |c2| ≤ C. Hence, Ω2 is bounded.
Step 3. For c1, c2 ∈ R, t ∈ [0,+∞), the isomorphism J : ker L→ Im B is as

J(c1tb−1 + c2tb) =
1
∆

[
(δ11c1 + δ12c2) + (δ21c1 + δ22c2)t

]
e−t (27)

13
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Suppose (22) holds, let

Ω3 = {u ∈ ker L : λJu + (1− λ)BNu = 0, λ ∈ [0, 1]}.

Let u ∈ Ω3, then u(t) = c1tb−1 + c2tb. Since ∆ 6= 0, then

{
c1λ + (1− λ)B1N(c1tb−1 + c2tb) = 0,
c2λ + (1− λ)B2N(c1tb−1 + c2tb) = 0.

(28)

When λ = 1, we obtain c1 = c2 = 0. When λ = 0, B1N(c1tb−1 + c2tb) = B2N(c1tb−1 +
c2tb) = 0,which contradicts (22) and (23). Hence, from (H3), we obtain |c1| ≤ C, and
|c2| ≤ C. For λ ∈ (0, 1), if |c1| > C or |C2| > A by (22) and (28), we have

λ(c2
1 + c2

2) = −(1− λ)[B1N(c1tb−1 + c2tb) + B2N(c1tb−1 + c2tb)] < 0,

which is a contradiction. Hence, Ω3 is bounded.
Similarly, if (23) holds and Ω3 = {u ∈ ker L : λJu− (I − λ)BNu = 0, λ ∈ [0, 1]}, Ω3

can be shown to be bounded by similar argument.
Step 4. Let Ω ⊃ U3

i=1Ωi. Finally, we will show that a solution of (3) and (4) exists in
dom L ∩Ω. We have shown in Steps 1 and 2 that (i) and (ii) of Theorem 1 hold. Finally, we
show that (iii) also holds. Let H(u, λ) = ±λJu+(1−λ)BNu, then following the arguments
of Step 3, it follows that for every (u, λ) ∈ (ker L ∩ ∂Ω)× [0, 1], H(u, λ) 6= 0. Therefore, by
the homotopy property of degree

deg(BN|ker L, Ω ∩ ker L, 0) = deg(±J, Ω ∩ ker L, 0)

= ±1 6= 0.

Therefore, by Theorem 1 at least one solution of (3) and (4) exists in U.

4. Conclusions

This work considered a mixed fractional-order boundary value problem at resonance
on the half-line. The Mawhin’s coincidence degree theory was used to establish existence
of solutions when the dimension of the kernel of the linear fractional differential oper-
ator is two. The result obtained is new and an example was used to demonstrate the
result obtained.

5. Example

Example 1. Consider the following boundary value problem:

CD
1
2
0+D

3
2
0+u(t) =

e−5t sin D
1
2
0+u(t)

17(1 + t2)
+

e−tD
3
2
0+u(t)

9(1 + t
3
2 )

+
e−2t

15(1 + t
1
2 )

, t ∈ [0,+∞) (29)

I
1
2
0+u(0) = 0, D

1
2
0+u(0) =

2
3

D
1
2
0+u

(
1
4

)
− 1

3
D

1
2
0+u

(
1
2

)
,

D
3
2
0+u(+∞) =

3
4

D
1
2
0+u

(
1
5

)
+

1
4

D
1
2
0+u

(
3
5

)
, .

(30)

Here a = 1
2 , b = 3

2 α1 = 2
3 , α2 = 5

2 , ξ1 = 4, ξ2 = 2, β1 = 3
4 , β2 = 1

4 , η1 = 5, η2 = 5
3 ,

n = m = 2. ∑2
j=1 αjξ

−1
j = 0, ∑2

j=1 αj = 1, ∑2
k=1 βkη−1

k = 0, ∑2
k=1 βk = 1.

‖ρ‖Z = 1
17 supt∈[0,+∞) |e−5t| = 1

17 , ‖µ‖Z = 1
9 supt∈[0,+∞) |e−t| = 1

9 ,

14
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‖ν‖Z = 1
15 supt∈[0,+∞) |e−6t| = 1

15 . Then, ‖ρ‖Z + ‖µ‖Z + ‖ν‖Z = 1
17 + 1

9 + 1
15 = 0.2367

Γ(a + 1) = Γ( 1
2 + 1) = 1. Then, Γ( 3

2 )

Γ( 3
2 )+2

= 0.3071. Hence,

‖ρ‖Z + ‖µ‖Z + ‖ν‖Z <
Γ(a + 1)

Γ(a + 1) + 2
.

Finally, conditions (H1) - (H3) can also be shown to hold. Therefore (29) and (30) has
at least one solution.
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Abstract: In this paper, we define three subclassesMn,q
p,α(η, A, B), In

p,α(λ, µ, γ), Rn,q
p (λ, µ, γ) con-

nected with a q-analogue of linear differential operatorDn,q
α,p,G which consist of functionsF of the form

F (ζ) = ζ−p +
∞
∑

j=1−p
ajζ

j (p ∈ N) satisfying the subordination condition p− 1
η





ζ
(
Dn,q

α,p,GF (ζ)
)′

Dn,q
α,p,GF (ζ)

+ p



 ≺

p 1+Aζ
1+Bζ . Also, we study the various properties and characteristics of this subclass Mn,q,∗

p,α (η, A, B) such
as coefficients estimate, distortion bounds and convex family. Also the concept of δ neighborhoods
and partial sums of analytic functions to the classMn,q

p,α(η, A, B).

Keywords: fractional derivative; convolution; meromorphic function; q-analogue of linear differential
operator; complex order; q-starlike; q-convex; neighborhoods; partial sums

MSC: 30C50; 30C45; 11B65; 47B38

1. Introduction

LetMp is the class of p-valently meromorphic functions of the form:

F (ζ) = ζ−p +
∞

∑
j=1−p

ajζ
j (p ∈ N = {1, 2, ....}), (1)

which are analytic in the punctured open unit disk ∆∗ := {ζ ∈ C : 0 < |ζ| < 1} = ∆\{0}.
Let F and E are analytic functions in ∆, we say that F is subordinate to E if there exists an
analytic function v(ζ) with v(0) = 0 and |v(ζ)| < 1 (ζ ∈ ∆) such that F = E(v(ζ)). We
denote by F ≺ E (see [1,2]):

Let the functions F (ζ) ∈ Mp defined by (1) and G(ζ) ∈ Mp defined by

G(ζ) = ζ−p +
∞

∑
j=1−p

bjζ
j (p ∈ N). (2)

The Hadamard product or convolution of F (ζ) and G(ζ) is defined by

(F ∗ G)(ζ) = ζ−p +
∞

∑
j=1−p

ajbjζ
j = (G ∗ F )(ζ). (3)

In this paper, we define some concepts of fractional derivative, for any non-negative integer
j, the q−factorial [j]q! is defined by (see [3]):

17
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Assume that 0 < q < 1, the q-number [j]q are defined by (see [3–9]). where

[j]q :=
1− qj

1− q
= 1 +

j−1

∑
r=1

qr. (4)

El-Deeb et al. [10] defined the q-derivative operator for F ∗ G as follows (see [11])

Dq(F ∗ G)(ζ) :=

{
(F∗G)(qζ)−(F∗G)(ζ)

ζ(q−1) ζ 6= 0
F ′(0) ζ = 0.

(5)

Also, we have

lim
q→1−

Dq(F ∗ G)(ζ) := lim
q→1−

(F ∗ G)(qζ)− (F ∗ G)(ζ)
ζ(q− 1)

= ((F ∗ G)(ζ))′ .

From (1) and (5), we get

Dq(F ∗ G)(ζ) := −
[p]q
qp ζ−p−1 +

∞

∑
j=1−p

[j]qajbjζ
j−1, ζ 6= 0. (6)

Also, we define the linear differential operator Dn,q
α,p,g :Mp →Mp as follows:

D0,q
α,p,gF (ζ) = (F ∗ G)(ζ),

D1,q
α,p,GF (ζ) =

αqp

[p]q
ζ Dq

(
D0,q

α,p,gF (ζ)
)
+ (1− α)(F ∗ G)(ζ) + 2αζ−p

= ζ−p +
∞

∑
j=1−p

(
αqp [j]q+(1−α)[p]q

[p]q

)
ajbjζ

j

D2,q
α,p,GF (ζ) =

αqp

[p]q
ζ Dq

(
D1,q

α,p,gF (ζ)
)
+ (1− α)D1,q

α,p,gF (ζ) + 2αζ−p

= ζ−p +
∞

∑
j=1−p

(
αqp [j]q+(1−α)[p]q

[p]q

)2
ajbjζ

j

.

.

.

Dn,q
α,p,GF (ζ) =

αqp

[p]q
ζ Dq

(
Dn−1,q

α,p,g F (ζ)
)
+ (1− α)Dn−1,q

α,p,g F (ζ) + 2αζ−p

= ζ−p +
∞

∑
j=1−p

(
αqp [j]q+(1−α)[p]q

[p]q

)n
ajbjζ

j (7)

(p ∈ N, n ∈ N0 = N∪ {0}, 0 < q < 1, α > 0).

From (7), we obtain the following relations:

(i) Dn+1,q
α,p,G F (ζ) =

αqp

[p]q
ζ Dq

(
Dn,q

α,p,GF (ζ)
)
+ (1− α)Dn,q

α,p,GF (ζ) + 2αζ−p , ζ ∈ ∆∗; (8)

(ii) In
α,p,GF (ζ) := lim

q→1−
Dn,q

α,p,GF (ζ) = ζ−p +
∞

∑
j=1−p

(
jα+p(1−α)

p

)n
ajbjζ

j, ζ ∈ ∆∗. (9)
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Remark 1. (i) By taking G(ζ) = ζ−p

1−ζ (or bj = 1) in this operator Dn,q
α,p,G , we have the linear

differential operator Dn
α,p,q defined by El-Deeb and El-Matary ([12], With A = 1);

(ii) Put α = 1 in the operator Dn,q
α,p,G , we get the (p, q)-analogue of the operator Dn,q

p,G defined
as follows:

Dn,q
p,GF (ζ) = ζ−p +

∞

∑
j=1−p

(
qp [j]q
[p]q

)n
ajbjζ

j (p ∈ N, n ∈ N0, 0 < q < 1, ζ ∈ ∆∗); (10)

(iii) Let α = 1 and q→ 1 in the operator Dn,q
α,p,G , we have the operator Dn

p,G defined as follows:

Dn
p,GF (ζ) := lim

q→1−
Dn

1,p,qF (ζ) = ζ−p +
∞

∑
j=1−p

(
j
p

)n
ajbjζ

j, (p ∈ N, n ∈ N0, ζ ∈ ∆∗); (11)

(iv) Taking α = 1 and G(ζ) = ζ−p

1−ζ (or bj = 1) in the operator Dn,q
α,p,G , we have the (p, q)-

analogue of Salagean operator Dn
p,q defined as follows:

Dn
p,qF (ζ) := ζ−p +

∞

∑
j=1−p

(
qp [j]q
[p]q

)n
ajζ

j (p ∈ N, n ∈ N0, 0 < q < 1, ζ ∈ ∆∗); (12)

(v) Putting q → 1− and α = 1 in the operator Dn,q
α,p,G , we get the operator in meromorphic

Dn
p,G defined as follows:

Dn
p,GF (ζ) := lim

q→1−
Dn,q

1,p,GF (ζ) = ζ−p +
∞

∑
j=1−p

(
j
p

)n
ajbjζ

j, (p ∈ N, n ∈ N0, ζ ∈ ∆∗). (13)

A function F ∈ Mp is said to be in the subclassMS∗(γ) of meromorphic starlike functions
of order γ in ∆∗, if it satisfies the following condition (see [13–16]):

<
(

ζF ′(ζ)
F (ζ)

)
< −γ ( ζ ∈ ∆∗; 0 ≤ γ < 1). (14)

A function F ∈ Mp is said to be in the subclass MC(γ) of meromorphic convex functions
of order γ in ∆∗, if it satisfies the following condition (see [17]):

<
(

1 +
ζF ′′(ζ)
F ′(ζ)

)
< −γ ( ζ ∈ ∆∗; 0 ≤ γ < 1). (15)

It is easy to observe from (14) and (15) that

F ∈ MC(γ)⇔ −ζF ′ ∈ MS∗(γ). (16)

We will generalize these classes by using the new operator Dn,q
α,p,G , we define the new

classMn,q
p,α(λ, µ, γ) and study some theorems for this class.

Definition 1. Assume that F ∈ Mp be in the classMn,q
p,α(η, A, B) if

p− 1
η





ζ
(
Dn,q

α,p,GF (ζ)
)′

Dn,q
α,p,GF (ζ)

+ p




≺ p

1 + Aζ

1 + Bζ
(17)
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or, equivalently, to

∣∣∣∣∣∣∣∣∣∣∣∣∣

ζ
(
Dn,q

α,p,GF (ζ)
)

Dn,q
α,p,GF (ζ)

′

+ p

B
ζ
(
Dn,q

α,p,GF (ζ)
)′

Dn,q
α,p,GF (ζ)

+ p[(A− B)η + B]

∣∣∣∣∣∣∣∣∣∣∣∣∣

< 1 (18)

(p ∈ N, n ∈ N0, 0 < q < 1, α > 0, η ∈ C∗, −1 ≤ B < A ≤ 1, ζ ∈ ∆∗).

LetM∗
p is subclass ofMp which contains functions on the form:

F (ζ) := ζ−p +
∞

∑
j=p

ajζ
j (p ∈ N). (19)

Also, we can write
Mn,q,∗

p,α (η, A, B) =Mn,q
p,α(η, A, B) ∩M∗

p.

Remark 2. (i) Taking q→ 1−, we get lim
q→1−

Mn,q
p,α(λ, µ, γ) =: In

p,α(λ, µ, γ), where In
p,α(λ, µ, γ)

represents the function F ∈ Mp that satisfies (18) for Dn,q
α,p,G replaced with In

α,p,G given by (9);

(ii) Putting α = 1, we get the subclass Rn,q
p (λ, µ, γ) represents the function F ∈ Mp that

satisfies (18) for Dn,q
α,p,G replaced with Dn,q

p,G given by (10).

2. Basic Properties of the SubclassMn,q,∗
p,α (η, A, B)

Theorem 1. The function F defined by (19) belongs to the subclassMn,q,∗
p,α (η, A, B) if and only if

∞

∑
j=p

[(j + p)(1− B)− p|η|(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n
bj
∣∣aj
∣∣ ≤ p|η|(A− B). (20)

Proof. Let (20) holds true, we get

∣∣∣∣ζ
(
Dn,q

α,p,GF (ζ)
)′

+ pDn,q
α,p,GF (ζ)

∣∣∣∣−
∣∣∣∣Bζ
(
Dn,q

α,p,GF (ζ)
)′

+ [Bp(1− η) + Apη]Dn,q
α,p,GF (ζ)

∣∣∣∣

=

∣∣∣∣∣
∞

∑
j=p

(j + p)
(

αqp [j]q+(1−α)[p]q
[p]q

)n
ajbjζ

j+p

∣∣∣∣∣−
∣∣∣∣∣pη(A− B) +

∞

∑
j=p

[B(j + p) + pη(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n
ajbjζ

j+p

∣∣∣∣∣

≤
∞

∑
j=p

(j + p)
(

αqp [j]q+(1−α)[p]q
[p]q

)n
bj
∣∣aj
∣∣rj+p − pη(A− B)

−
∞

∑
j=p

[B(j + p) + pη(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n
bj
∣∣aj
∣∣rj+p

=
∞

∑
j=p

[(1− B)(j + p)− pη(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n
bj
∣∣aj
∣∣rj+p − pη(A− B). (21)

Since (21) holds for all r ∈ (0, 1). Letting r → 1−, we obtain

20
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∣∣∣∣ζ
(
Dn,q

α,p,GF (ζ)
)′

+ pDn,q
α,p,GF (ζ)

∣∣∣∣−
∣∣∣∣Bζ
(
Dn,q

α,p,GF (ζ)
)′

+ [Bp(1− η) + Apη]Dn,q
α,p,GF (ζ)

∣∣∣∣

≤
∞

∑
j=p

[(1− B)(j + p)− pη(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n
bj
∣∣aj
∣∣− pη(A− B)

≤ 0 (by (20)).

Hence, we get F (ζ) ∈ Mn,q
p,α(η, A, B).

Conversely, Let F (ζ) belongs toMn,q
p,α(η, A, B) with F (ζ) of the form (19), we find

from (18), that
∣∣∣∣∣∣∣

ζ
(
Dn,q

α,p,GF (ζ)
)′

+ pDn,q
α,p,GF (ζ)

Bζ
(
Dn,q

α,p,GF (ζ)
)′

+ [Bp(1− b) + Apb]Dn,q
α,p,GF (ζ)

∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣

∞
∑

j=p
(j + p)

(
αqp [j]q+(1−α)[p]q

[p]q

)n
ajbjζ

j+p

pη(A− B) +
∞
∑

j=p
[B(j + p) + pη(A− B)]

(
αqp [j]q+(1−α)[p]q

[p]q

)n
ajbjζ

j+p

∣∣∣∣∣∣∣∣∣
< 1. (22)

Using the fact that <{ζ} ≤ |ζ| for all ζ, we get

<





ζ
(
Dn,q

α,p,GF (ζ)
)′

Dn,q
α,p,GF (ζ)

+ p

Bζ
(
Dn,q

α,p,GF (ζ)
)′

Dn,q
α,p,GF (ζ)

+ [Bp(1− η) + Apη]




< 1, ζ ∈ ∆∗. (23)

If we take ζ on real axis, so that
ζ
(
Dn,q

α,p,GF (ζ)
)′

Dn,q
α,p,GF (ζ)

is real. Upon clearing the denominator in (23)

and letting ζ → 1−, we get

∞

∑
j=p

[(j + p)(1− B)− p|η|(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n
bj
∣∣aj
∣∣ ≤ p|η|(A− B), (24)

which we’ve got the assertion (20) of Theorem 1.

Corollary 1. The function F (ζ) be defined by (19) belongs toMn,q,∗
p,α (η, A, B), then

∣∣aj
∣∣ ≤ p|η|(A− B)

[(j + p)(1− B)− p|η|(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n
bj

(j ≥ p). (25)

This result is sharp for F given by

F (ζ) = ζ−p +
p|η|(A− B)

[(j + p)(1− B)− p|η|(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n
bj

ζ j (j ≥ p). (26)

Theorem 2. The function F (ζ) defined by (19) belongsMn,q,∗
p,α (η, A, B), then for |ζ| = r < 1,

we have
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{
(p + m− 1)!
(p− 1)!

− p!|η|(A− B)
[2(1− B)− |η|(A− B)](1 + α(qp − 1))n(p−m)!bp

r2p

}
r−(p+m)

≤
∣∣∣F (m)(ζ)

∣∣∣ ≤
{
(p + m− 1)!
(p− 1)!

+
p!|η|(A− B)

[2(1− B)− |η|(A− B)](1 + α(qp − 1))n(p−m)!bp
r2p

}
r−(p+m). (27)

This result is sharp for F given by

F (ζ) = ζ−p +
|η|(A− B)

[2(1− B)− |η|(A− B)](1 + α(qp − 1))nbp
ζ p. (28)

Proof. Let F (ζ) ∈ Mn,q,∗
p,α (η, A, B), then

p[2(1− B)− |η|(A− B)](1 + α(qp − 1))n(p−m)!bp

p!

∞

∑
j=p

j!
(j−m)!

∣∣aj
∣∣

≤
∞

∑
j=p

[(j + p)(1− B)− p|η|(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n
bj .
∣∣aj
∣∣ ≤ p|η|(A− B),

which yields

∞

∑
j=p

j!
(j−m)!

|aj| ≤ |η|(A− B)
[2(1− B)− |η|(A− B)](1 + α(qp − 1))nbp

p!
(p−m)!

. (29)

Differentiating both sides of (19) m times with respect to ζ, we get

F (m)(ζ) = (−1)m (p + m− 1)!
(p− 1)!

ζ−(p+m) +
∞

∑
j=p

j!
(j−m)!

∣∣aj
∣∣ζ j−m (p ∈ N, 0 ≤ m < p) (30)

and Theorem 2 follows easily from (29) and (30), and it is easy to have the bounds in (27)
are attained for F given by (28).

Theorem 3. The function F defined by (19) belings toMn,q,∗
p,α (η, A, B), then

(i) F is meromorphically p-valent q-starlike of order ρ (0 ≤ ρ < [p]q) in the disc |ζ| < r1,
that is,

<
{
− ζDqF (ζ)
F (ζ)

}
> ρ (|ζ| < r1, 0 ≤ ρ < [p]q, p ∈ N), (31)

where

r1 = inf
j≥p





[(j + p)(1− B)− p|η|(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n

p|η|(A− B)

(
[p]q
qp − ρ

)
bj

(
[j]q + ρ

)





1
j + p

, (32)

(ii) F is meromorphically p-valent q-convex of order ρ (0 ≤ ρ < [p]q) in the disc |ζ| < r2,
that is,

<
{
−
(
Dq
(
ζDqF (ζ)

)

DqF (ζ)

)}
> ρ (|ζ| < r2, 0 ≤ ρ < [p]q, p ∈ N), (33)

where
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r2 = inf
j≥p





[(j + p)(1− B)− p|η|(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n(
[p]q
qp − ρ

)
[p]qbj

pqp[j]q
(
[j]q + ρ

)
|η|(A− B)





1
j + p

. (34)

Each of these results is sharp for the function F (ζ) given by (26).

Proof. (i) From the definition (19), we easily get

∣∣∣∣∣∣∣∣

ζDqF (ζ)
F (ζ) +

[p]q
qp

ζDqF (ζ)
F (ζ) − [p]q

qp + 2ρ

∣∣∣∣∣∣∣∣
≤

∞
∑

j=p
([j]q +

[p]q
qp )
∣∣aj
∣∣|ζ|j+p

2(
[p]q
qp − ρ)−

∞
∑

j=p
([j]q −

[p]q
qp + 2ρ)

∣∣aj
∣∣|ζ|j+p

. (35)

We have the inequality

∣∣∣∣∣∣∣∣

ζDqF (ζ)
F (ζ) +

[p]q
qp

ζDqF (ζ)
F (ζ) − [p]q

qp + 2ρ

∣∣∣∣∣∣∣∣
≤ 1 (0 ≤ ρ < [p]q; p ∈ N), (36)

if
∞

∑
j=p

(
[j]q+ρ

[p]q
qp −ρ

)
∣∣aj
∣∣|ζ|j+p ≤ 1. (37)

Hence, by Theorem 1, (37) will be true

(
[j]q + ρ

)

(
[p]q
qp − ρ

) |ζ|j+p ≤
[(j + p)(1− B)− p|η|(A− B)]

(
αqp [j]q+(1−α)[p]q

[p]q

)n
bj

p|η|(A− B)

|ζ| ≤





[(j + p)(1− B)− p|η|(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n
bj

p|η|(A− B)

(
[p]q
qp − ρ

)

(
[j]q + ρ

)





1
j + p

, (38)

the inequality leads us immediately to the disc |ζ| < r1, where r1 is given by (32).
(ii) To prove the second assertion of Theorem 3, we get from the definition (19) that

∣∣∣∣∣∣∣

Dq(ζDqF (ζ))
DqF (ζ) +

[p]q
qp

Dq(ζDqF (ζ))
DqF (ζ) − [p]q

qp + 2ρ

∣∣∣∣∣∣∣
≤

∞
∑

j=p
[j]q([j]q +

[p]q
qp )
∣∣aj
∣∣|ζ|j+p

2
[p]q
qp (

[p]q
qp − ρ)−

∞
∑

j=p
[j]q([j]q −

[p]q
qp + 2ρ)

∣∣aj
∣∣|ζ|j+p

. (39)

Thus, we have the desired inequality
∣∣∣∣∣∣∣

Dq(ζDqF (ζ))
DqF (ζ) +

[p]q
qp

Dq(ζDqF (ζ))
DqF (ζ) − [p]q

qp + 2ρ

∣∣∣∣∣∣∣
≤ 1 (0 ≤ ρ < [p]q, p ∈ N), (40)
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if
∞

∑
j=p

qp[j]q
[p]q




[j]q + ρ

[p]q
qp − ρ



∣∣aj
∣∣|ζ|j+p ≤ 1. (41)

From Theorem 1, (41) will be true if

qp[j]q
[p]q




[j]q + ρ

[p]q
qp − ρ


|ζ|j+p ≤

[(j + p)(1− B)− p|η|(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n
bj

p|η|(A− B)
. (42)

The inequality (42) readily yields the disc |ζ| < r2, where r2 defined by (34), and the proof
of Theorem 3 is completed.

3. Neighborhoods and Partial Sums

By following the earlier works based upon the familiar concept of neighborhoods of
analytic functions by Goodman [15] and Ruscheweyh [18] and (more recently) by Altintas
et al. [19–21], Liu [22], Liu and Srivastava [23] and El-Ashwah et al. [24], we introduce here
the δ-neighborhoods of a function F ∈ Mp has the form (1) by means of the definition
given by:

Nδ(F ) =
{

h : h ∈ Mp, h(ζ) = ζ−p +
∞

∑
j=1−p

cjzj and

∞

∑
j=1−p

[(j + p)(1− B)− p|η|(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n
bj

p|η|(A− B)
∣∣cj − aj

∣∣ ≤ δ

( n ∈ N0, 0 < q < 1, α > 0, η ∈ C∗, −1 ≤ B < A ≤ 1)
}

. (43)

Using the definition (43), we will obtain the following theorem:

Theorem 4. The function F defined by (1) belongs to Mn,q
p,α(η, A, B). If F satisfies the condition

F (ζ) + εζ−p

1 + ε
∈ Mn,q

p,α(η, A, B) (ε ∈ C, |ε| < δ, δ > 0) (44)

then
Nδ(F ) ⊂ Mn,q

p,α(η, A, B). (45)

Proof. From (18), we obtain h ∈ Mn,q
p,α(η, A, B) if, for σ ∈ C with |σ| = 1, we have

ζ
(
Dn,q

α,p,Gh(ζ)
)′

+ pDn,q
α,p,Gh(ζ)

Bζ
(
Dn,q

α,p,Gh(ζ)
)′

+ [Bp(1− b) + Apb]Dn,q
α,p,Gh(ζ)

6= σ (ζ ∈ ∆), (46)

which is equivalent to
(h ∗ ψ)(ζ)

ζ−p 6= 0 (ζ ∈ ∆∗), (47)

where, for convenience,
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ψ(ζ) = ζ−p +
∞

∑
j=1−p

yjζ
j

= ζ−p +
∞

∑
j=1−p

[(j + p)(1− Bσ)− p|η|σ(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n
bj

pησ(A− B)
ζ j. (48)

From (48), we get

∣∣yj
∣∣ =

∣∣∣∣∣∣∣∣

[(j + p)(1− Bσ)− p|η|σ(A− B)]
(

αqp [j]q+(1−α)[p]q
[p]q

)n
bj

pησ(A− B)

∣∣∣∣∣∣∣∣

≤ [(j + p)(1 + |B|)− p|η|(A− B)]
p|η|(A− B)

(
αqp [j]q+(1−α)[p]q

[p]q

)n
bj (j ≥ p, p ∈ N). (49)

If F (ζ) = ζ−p +
∞
∑

j=1−p
ajζ

j ∈ Mp holds the condition (44), then (47) yields

∣∣∣∣
(F ∗ ψ)(ζ)

ζ−p

∣∣∣∣ > δ (ζ ∈ ∆∗, δ > 0). (50)

Let

Φ(ζ) = ζ−p +
∞

∑
j=1−p

djζ
j ∈ Nδ(F ) (51)

we have
∣∣∣∣
[Φ(ζ)−F (ζ)] ∗ ψ(ζ)

ζ−p

∣∣∣∣ =
∣∣∣∣∣

∞

∑
j=1−p

(dj − aj)yjζ
j+p

∣∣∣∣∣

≤ |ζ|
∞

∑
j=1−p

[(j+p)(1+|B|)−p|η|(A−B)]
p|η|(A−B)

(
αqp [j]q+(1−α)[p]q

[p]q

)n
bj
∣∣dj − aj

∣∣ (52)

< δ (ζ ∈ ∆, δ > 0).

We have (47), and hence also (46) for any σ, which implies that Φ ∈ Mn,q
p,α(η, A, B). This

evidently proves the assertion (45) of Theorem 4.

Theorem 5. Let F ∈ Mp defined by (1) and −1 ≤ B ≤ 0, the partial sums S1(ζ) and Sm(ζ)
are given by

S1(ζ) = ζ−p and Sm(ζ) = ζ−p +
m−1

∑
j=1−p

ajζ
j (m ∈ N\{1}). (53)

Also, suppose that

∞

∑
j=1−p

yj+p
∣∣aj
∣∣ ≤ 1

(
yj+p =

[(j + p)(1 + |B|)− p|η|(A− B)]
p|η|(A− B)

(
αqp [j]q+(1−α)[p]q

[p]q

)n
bj

)
, (54)

then

(i) F (ζ) ∈ Mn,q
p,α(η, A, B)
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(ii) Re
{ F (ζ)
Sm(ζ)

}
> 1− 1

yq
(ζ ∈ ∆, m ∈ N)

(55)
and

(iii) Re
{Sm(ζ)

F (ζ)

}
>

yq

1 + yq
(ζ ∈ ∆, m ∈ N).

(56)
The estimates in (55) and (56) are sharp.

Proof. Since
ζ−p + εζ−p

1 + ε
= ζ−p ∈ Mn,q

p,α(η, A, B), |ε| < 1, then by Theorem 4, we have

Nδ(F ) ⊂ Mn,q
p,α(η, A, B), p ∈ N. N1(ζ

−p) denoting the 1-neighbourhood). Now since

∞

∑
j=1−p

yj
∣∣aj
∣∣ ≤ 1, (57)

then F ∈ N1(ζ
−p) and F ∈ Mn,q

p,α(η, A, B). Since
{

yj
}

is an increasing sequence, we get

m−p−1

∑
j=1−p

∣∣aj
∣∣+ ym

∞

∑
j=m−p

∣∣aj
∣∣ ≤

∞

∑
j=1−p

yj+p
∣∣aj
∣∣ ≤ 1, (58)

we have used the hypothesis (54). Putting

h1(ζ) = ym

{ F (ζ)
Sm(ζ)

− (1− 1
ym

)

}
= 1 +

ym
∞
∑

j=m−p

∣∣aj
∣∣ζ j+p

1 +
m−p−1

∑
j=1−p

∣∣aj
∣∣ζ j+p

and applying (58), we find that

∣∣∣∣
h1(ζ)− 1
h1(ζ) + 1

∣∣∣∣ ≤
ym

∞
∑

j=m−p

∣∣aj
∣∣

2− 2
m−p−1

∑
j=1−p

∣∣aj
∣∣− ym

∞
∑

j=m−p

∣∣aj
∣∣
≤ 1 (ζ ∈ ∆), (59)

which readily yields the assertion (55) of Theorem 5. If we take

F (ζ) = ζ−p − ζm

ym
, (60)

then
F (ζ)
Sm(ζ)

= 1− ζ p+m

ym
→ 1− 1

ym
, as ζ → 1−,

which shows that the bound in (55) is the best possible for each m ∈ N.
If we put

h2(ζ) = (1 + ym)

{Sm(ζ)

F (ζ) −
ym

1 + ym

}
= 1−

(1 + ym)
∞
∑

j=m−p

∣∣aj
∣∣ζ j+p

1 +
∞
∑

j=1−p

∣∣aj
∣∣ζ j+p

, (61)
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and make use of (58), we can deduce that

∣∣∣∣
h2(ζ)− 1
h2(ζ) + 1

∣∣∣∣ ≤
(1 + ym)

∞
∑

j=m−p

∣∣aj
∣∣

2− 2
m−p−1

∑
j=1−p

∣∣aj
∣∣− (1− ym)

∞
∑

j=m−p

∣∣aj
∣∣
≤ 1,

leads us to the assertion (56) of Theorem 5. The bound in (56) is sharp. The proof of
Theorem 5 is completed.

4. Concluding Remarks and Observations

In our present investigation, we have introduced and studied the properties of some
new subclasses of the class of meromorphic p-valent functions in the open unit disk ∆∗ by
using the combination of q-derivative and convolution and obtain the new operator Dn,q

α,p,g.
Among other properties and results such as coefficients estimate, distortion bounds and
convex family. Also the concept of δ neighborhoods and partial sums of analytic functions
to the classMn,q

p,α(η, A, B).
Interesting results about meromorphic functions can be found in the works [25–31].
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Abstract: We investigate a nonlinear, nonlocal, and fully coupled boundary value problem containing
mixed (k, ψ̂)-Hilfer fractional derivative and (k, ψ̂)-Riemann–Liouville fractional integral operators.
Existence and uniqueness results for the given problem are proved with the aid of standard fixed
point theorems. Examples illustrating the main results are presented. The paper concludes with some
interesting findings.

Keywords: systems of (k, ψ) Hilfer fractional differential equations; fractional integrals; fractional
derivatives; coupled nonlocal boundary conditions; existence of solutions; fixed point theorems
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1. Introduction

We consider a nonlinear system of (k, ψ̂)-Hilfer fractional differential equations:
{

k,HDα̃,β̃;ψ̂ k̆(s) = Ľ(s, k̆(s), l̆(s)), s ∈ [l1, l2],
k,HD p̃,q̃;ψ̂ l̆(s) = L̆(s, k̆(s), l̆(s)), s ∈ [l1, l2],

(1)

supplemented with coupled mixed boundary conditions containing (k, ψ̂)-derivative and
integral operators

{
k̆(l1) = 0, k̆(l2) = λ̃ k,HDr̃,s̃,ψ̂ l̆(ξ̃) + µ̃ kI ṽ,ψ̂ l̆(σ̃), λ̃, µ̃ ∈ R,
l̆(l1) = 0, l̆(l2) = ν̃ k,HDz̃,w̃,ψ̂ k̆(η̃) + θ̃ kI ũ,ψ̂ k̆(τ̃), ν̃, θ̃ ∈ R,

(2)

where k,HD$,v;ψ̂ represents the (k, ψ̂)-Hilfer fractional derivative operator of order $ and pa-
rameter v with $ = {α̃, p̃, r̃, z̃} and v = {β̃, q̃, s̃, w̃}, such that 1 < α̃, p̃ < 2, 0 < r̃, z̃ < 1,
0 < v < 1, 0 ≤ l1 < l2 < ∞, Ľ, L̆ ∈ C([l1, l2] × R× R,R), and kI v̂,ψ̂, kI û,ψ̂ are (k, ψ̂)-
Riemann–Liouville fractional integrals of order v̂ > 0, û > 0, respectively, and l1 < ξ̃, σ̃, η̃,
τ̃ < l2.

The objective of the present work is to develop the existence theory for the Problem (1)
and (2) via the tools of the fixed point theory. A uniqueness result for the Problem (1) and (2)
is proved by means of a fixed point theorem due to Banach, while the Leray–Schauder
alternative and Krasnosel’skiĭ’s fixed-point theorem are applied to derive the two existence
results for the problem at hand. The results established in this paper will contribute
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significantly to the literature on coupled (k, ψ̂)-Hilfer fractional differential systems, which
is indeed scarce and needs to be enriched and extended further in several directions.

Boundary value problems involving different kinds of fractional derivative opera-
tors such as Caputo–Liouville, Riemann–Liouville, ψ̂-Riemann–Liouville [1], Hilfer [2],
k-Riemann–Liouville, (k, ψ̂)-Riemann–Liouville [3], ψ̂-Hilfer [4], etc., have been addressed
by several authors. Some recent results on nonlocal multipoint single-valued and multi-
valued boundary value problems containing Hilfer and Caputo–Hadamard type fractional
derivative operators can be found in the papers [5–7]. For preliminary concepts of fractional
calculus, for example, see the books [1,8]. Here we mention that the Hilfer fractional deriva-
tive unifies the definitions of both Riemann–Liouville and Caputo fractional derivatives.
For some applications of Hilfer fractional derivative operator, see [2,9–11].

Let us now review some recent works on fractional differential equations and systems
equipped with different boundary conditions. In [12], the authors proved the existence
and uniqueness of solutions for a boundary value problem involving (k, ψ̂)-Hilfer type
fractional derivative and integral operators of the form:

{
k,H Dα,β;ψ̂ k̆(s) = Ľ(s, k̆(s)), s ∈ [l1, l2],
k̆(l1) = 0, k̆(l2) = λ̃ k,H Dp,q;ψ̂ k̆(η̃) + µ̃ kIv,ψ̂ k̆(σ̃),

where k,H Dα,β;ψ̂ and k,H Dp,q;ψ̂ represent the (k, ψ̂)-Hilfer type fractional derivative op-
erators of orders α ∈ (1, 2), and p ∈ (0, 1) with parameters β, q ∈ [0, 1], respectively,
Ľ ∈ C([l1, l2]×R,R), kIv,ψ̂ is the (k, ψ̂)-Riemann–Liouville fractional integral of order v >
0, λ̃, µ̃ ∈ R, and l1 < ξ̃, σ̃ < l2. For some recent results on (k, ψ̂)-Hilfer fractional differential
equations, see [13].

In [14], the authors applied the standard tools of the fixed point theory to establish the
existence and uniqueness results for the coupled (k, ϕ)-Hilfer type fractional differential
system (1) equipped with nonlocal multipoint boundary conditions:

k̆(l1) = 0, l̆(l1) = 0, k̆(l2) =
m

∑
i=1

λ̃i l̆(ξ̃i), l̆(l2) =
k

∑
j=1

µ̃j k̆(η̃j),

where ˜̃λi, µ̃j ∈ R, and l1 < ξ̃i, η̃j < l2, i = 1, 2, . . . , m, j = 1, 2, . . . , k.
As far as the authors know, the paper [14] is the only work in the literature dealing with

coupled systems of (k, ψ̂)-Hilfer fractional derivative operator of the order in (1, 2]. Our goal
in the present paper is to enrich this new research area on coupled (k, ψ̂)-Hilfer fractional
systems by introducing and investigating the new boundary value Problem (1) and (2).

Concerning the importance of coupled fractional differential systems, it is well-known
that such systems appear in the mathematical models of many physical phenomena related
to bio-engineering [15], fractional dynamics [16], financial economics [17], etc. In [18,19],
some interesting results for ψ̂-Hilfer fractional differential coupled systems were obtained.

The structure of the remaining paper is designed as follows. Section 2 contains basic
definitions and an auxiliary lemma. Existence and uniqueness results for the given problem
are presented in Section 3, while illustrative examples for these results are discussed in
Section 4. In the last section, we indicate some new results arising as special cases of the
present work.

2. A Preliminary Result

Let us begin this section with the definitions involved in the Problem (1) and (2).

Definition 1 ([3]). The fractional integral of (k, ψ̂)-Riemann–Liouville type of order α̃ > 0 (α̃ ∈ R)
of a function Ľ ∈ L1([l1, l2],R) is defined by

kI
α̃;ψ̂
l1+

Ľ(s) =
1

kΓk(α̃)

∫ s

l1
ψ̂′(v)(ψ̂(s)− ψ̂(v))

α̃
k−1 Ľ(v)dv, k > 0, (3)
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where ψ̂ : [l1, l2]→ R is an increasing function with ψ̂′(s) 6= 0 for all s ∈ [l1, l2].

Definition 2 ([13]). For α̃, k ∈ R+ = (0,+∞), β̃ ∈ [0, 1], ψ̂ ∈ Cn([l1, l2],R), ψ̂′(s) 6= 0, s ∈
[l1, l2], the fractional derivative of (k, ψ̂)-Hilfer type for the function Ľ ∈ Cn([l1, l2],R) of order α̃
and type β̃ is given by

k,H Dα̃,β̃;ψ̂ Ľ(s) = kI
β(nk−α̃);ψ̂
l1+

( k
ψ̂′(s)

d
ds

)n
kI

(1−β̃)(nk−α̃);ψ̂
l1+

Ľ(s), n =
⌈ α̃

k

⌉
. (4)

We solve the linear variant of the nonlinear Problem (1) and (2) in the following lemma.

Lemma 1. Let ϑ̃k = α̃ + β̃(2k− α̃), η̃k = p̃ + q̃(2k− p̃), B 6= 0, and Ľ, L̆ ∈ C([l1, l2],R). Then
the pair (k̆, l̆) is a solution of the linear version of the Problem (1) and (2) given by





k,HDα̃,β̃;ψ̂ k̆(s) = Ľ(s), s ∈ (l1, l2],
k,HD p̃,q̃;ψ̂ l̆(s) = L̆(s), s ∈ (l1, l2],
k̆(l1) = 0, k̆(l2) = λ̃ k,HDr̃,s̃,ψ̂ l̆(ξ̃) + µ̃ kI ṽ,ψ̂ l̆(σ̃),
l̆(l1) = 0, l̆(l2) = ν̃ k,HDz̃,w̃,ψ̂ k̆(η̃) + θ̃ kI ũ,ψ̂ k̆(τ̃),

(5)

if and only if

k̆(s) = kI α̃,ψ̂ Ľ(s)

+
(ψ̂(s)− ψ̂(l1))

ϑ̃k
k −1

BΓk(ϑ̃k)

[
B4

(
µ̃ kI p̃+ṽ,ψ̂ L̆(σ̃) + λ̃ kI p̃−r̃,ψ̂ L̆(ξ̃)− kI α̃,ψ̂ Ľ(l2)

)
(6)

+B2

(
θ̃ kI α̃+ũ,ψ̂ Ľ(τ̃) + ν̃ kI α̃−z̃,ψ̂ Ľ(η̃)− kI p̃,ψ̂ L̆(l2)

)]
,

and

l̆(s) = kI p̆,ψ̂ L̆(s)

+
(ψ̂(s)− ψ̂(l1))

η̃k
k −1

BΓk(η̃k)

[
B1

(
θ̃ kI α̃+ũ,ψ̂ Ľ(τ̃) + ν̃ kI α̃−z̃,ψ̂ Ľ(η̃)− kI p̃,ψ̂ L̆(l2)

)
(7)

+B3

(
µ̃ kI p̃+ṽ,ψ̂ L̆(σ̃) + λ̃ kI p̃−r̃,ψ̂ L̆(ξ̃)− kI α̃,ψ̂ Ľ(l2)

)]
,

where
B := B1B4 −B2B3 6= 0, (8)

B1 =
(ψ̂(l2)− ψ̂(l1))

ϑ̃k
k −1

Γk(ϑ̃k)
,

B2 =
λ̃ (ψ̂(ξ̃)− ψ̂(l1))

η̃k−r̃
k −1

Γk(η̃k − r̃)
+

µ̃ (ψ̂( ˜̃σ)− ψ̂(l1))
η̃k+ṽ

k −1

Γk(η̃k + ṽ)
,

B3 =
ν̃ (ψ̂(η̃)− ψ̂(l1))

ϑ̃k−z̃
k −1

Γk(ϑ̃k − z̃)
+

θ̃(ψ̂(τ̃)− ψ̂(l1))
ϑ̃k+ũ

k −1

Γk(ϑ̃k + ũ)
, (9)

B4 =
(ψ̂(l2)− ψ̂(l1))

η̃k
k −1

Γk(η̃k)
.
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Proof. Assume that the pair (k̆, l̆) is the solution of the System (5). As argued in [12],
operating fractional integrals kI α̃,ψ̂ and kI p̂,ψ̂ on the first and second (k, ψ̂)-Hilfer fractional
differential equations in system (5), respectively, we obtain

k̆(s) = kI α̃,ψ̂ Ľ(s) + c0
(ψ̂(s)− ψ̂(a))

ϑ̃k
k −1

Γk(ϑ̃k)
+ c1

(ψ̂(s)− ψ̂(l1))
ϑk
k −2

Γk(ϑ̃k − k)
,

l̆(s) = kI p̃,ψ̂ L̆(s) + d0
(ψ̂(s)− ψ̂(l1))

η̃k
k −1

Γk(η̃k)
+ d1

(ψ̂(s)− ψ̂(l1))
η̃k
k −2

Γk(η̃k − k)
, (10)

where c0, c1, d0 and d1 are constants. Making use of the boundary conditions k̆(l1) = 0 and

l̆(l2) = 0 in Equations (10), we find that c1 = 0 and d1 = 0 since ϑ̃k
k − 2 < 0, η̃k

k − 2 < 0.
On the other hand, due to the conditions k̆(l2) = λ̃ k,HDr̃,s̃,ψ̂ l̆(ξ̃) + µ̃ kI ṽ,ψ̂ l̆(σ̃) and

l̆(l2) = ν̃ k,HDz̃,w̃,ψ̂ k̆(η̃) + θ̃ kI ũ,ψ̂ k̆(τ̃), we obtain from Equations (10) after inserting c1 = 0
and d1 = 0 that

kI α̃,ψ̂ Ľ(l2) + c0
(ψ̂(l2)− ψ̂(l1))

ϑ̃k
k −1

Γk(ϑ̃k)
= λ̃ kI p̃−r̃,ψ̂ L̆(ξ̃) + λ̃ d0

(ψ̂(ξ̃)− ψ̂(l1))
η̃k−r̃

k −1

Γk(η̃k − r̃)

+µ̃ kI p̃+v̂,ψ̂ L̆(σ̃) + µ̃ d0
(ψ̂(σ̃)− ψ̂(l1))

η̃k+ṽ
k −1

Γk(η̃k + ṽ)
, (11)

and

kI p̃,ψ̂ L̆(l2) + d0
(ψ̂(l2)− ψ̂(l1))

η̃k
k −1

Γk(η̃k)
= ν̃ kI α̃−z̃,ψ̂ Ľ(η̃) + ν̃ c0

(ψ̂(η̃)− ψ̂(l1))
ϑ̃k−z̃

k −1

Γk(ϑ̃k − z̃)

+θ̃ kI α̃+ũ,ψ̂ Ľ(τ̃) + θ̃ c0
(ψ̂(τ̃)− ψ̂(l1))

η̃k+ũ
k −1

Γk(ϑ̃k + ũ)
. (12)

In view of the Notation (9), we can rewrite Equations (11) and (12) as

B1c0 −B2d0 = µ̃ kI p̃+ṽ,ψ̂ L̆(σ̃) + λ̃ kI p̃−r̃,ψ̂ L̆(ξ̃)− kI α̃,ψ̂ Ľ(l2),

−B3c0 + B4d0 = θ̃ kI α̃+ũ,ψ̂ Ľ(τ̃) + ν̃ kI α̃−z̃,ψ̂ Ľ(η̃)− kI p̃,ψ̂ L̆(l2). (13)

Solving the System (13) for c0 and d0, we obtain

c0 =
1
B

[
B4

(
µ̃ kI p̃+ṽ,ψ̂ L̆(σ̃) + λ̃ kI p̃−r̃,ψ̂ L̆(ξ̃)− kI α̃,ψ̂ Ľ(l2)

)

+B2

(
θ̃ kI α̃+ũ,ψ̂ Ľ(τ̃) + ν̃ kI α̃−z̃,ψ̂ Ľ(η̃)− kI p̃,ψ̂ L̆(l2)

)]
,

d0 =
1
B

[
B1

(
θ̃ kI α̃+ũ,ψ̂ Ľ(τ̃) + ν̃ kI α̃−z̃,ψ̂ Ľ(η̃)− kI p̃,ψ̂ L̆(l2)

)

+B3

(
µ̃ kI p̃+ṽ,ψ̂ h̃(σ̃) + λ̃ kI p̃−r̃,ψ̂ L̆(ξ̃)− kI α̃,ψ̂ Ľ(l2)

)]
.

Replacing c0 and d0 in Equation (10) by the above values, we obtain Equations (6) and
(7). The converse is obtained by direct calculation. This ends the proof.

3. Existence and Uniqueness Results

Suppose that X = C([l1, l2],R) is the Banach space consisting of all continuous real-
valued functions on [l1, l2] to R, equipped with the norm ‖k̆‖ = max{|k̆(s)|; s ∈ [l1, l2]}.
Then (X×X, ‖(k̆, l̆)‖) is also a Banach space endowed with the norm ‖(k̆, l̆)‖ = ‖k̆‖+ ‖l̆‖.
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Using Lemma 1, an operator F : X×X −→ X×X can be defined as

F (k̆, l̆)(s) =
( F1(k̆, l̆)(s)
F2(k̆, l̆)(s)

)
, (14)

where

F1(k̆, l̆)(s)

= kI α̃,ψ̂ Ľ(s, k̆(s), l̆(s)) +
(ψ̂(s)− ψ̂(l1))

ϑ̃k
k −1

BΓk(ϑ̃k)
×

[
B4

(
µ̃ kI p̃+ṽ,ψ̂ L̆(σ̃, k̆(σ̃), l̆(σ̃)) + λ̃ kI p̃−r̃,ψ̂ L̆(ξ̃, k̆(ξ̃), l̆(ξ̃))− kI α̃,ψ̂ Ľ(l2, k̆(l2), l̆(l2))

)

+B2

(
θ̃ kI α̃+ũ,ψ̂ Ľ(τ̃, k̆(τ̃), l̆(τ̃)) + ν̃ kI α̃−z̃,ψ̂ Ľ(η̃, r̆(η̃), l̆(η̃))− kI p̃,ψ̂ L̆(l2, k̆(l2), l̆(l2)

)]
,

and

F2(k̆, l̆)(s)

= kI p̃,ψ̂ L̆k̆,l̆(s) +
(ψ̂(s)− ψ̂(l1))

η̃k
k −1

BΓk(η̃k)
×

[
B1

(
θ̃ kI α̃+ũ,ψ̂ Ľ(τ̃, k̆(τ̃), l̆(τ̃)) + ν̃ kI α̃−z̃,ψ̂ Ľ(η̃, k̆(η̃), l̆(η̃))− kI p̃,ψ̂ L̆(l2, k̆(l2), l̆(l2)

))

+B3

(
µ̃ kI p̃+ṽ,ψ̂ L̆(σ̃, k̆(σ̃), l̆(σ̃)) + λ̃ kI p̃−r̃,ψ̂ L̆(ξ̃, k̆(ξ̃), l̆(ξ̃))− kI α̃,ψ̂ Ľ(l2, k̆(l2), l̆(l2))

)]
.

Here one can notice that the fixed point problem F (k̆, l̆) = (k̆, l̆) is equivalent to the
nonlinear Problem (1) and (2).

For the sake of computational convenience, we introduce the notation:

R1 =
(ψ̂(l2)− ψ̂(l1))

α̃
k

Γk(α̃ + k)
+

(ψ̂(l2)− ψ̂(l1))
ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(ψ̂(l2)− ψ̂(l1))
α̃
k

Γk(α̃ + k)

+B2

(
|θ̃| (ψ̂(τ̃)− ψ̂(l1))

α̃+ũ
k

Γk(α̃ + ũ + k)
+ |ν̃| (ψ̂(η̃)− ψ̂(l1))

α̃−z̃
k

Γk(α̃− z̃ + k)

)]
,

R2 =
(ψ̂(l2)− ψ̂(l1))

ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(
|µ̃| (ψ̂(σ̃)− ψ̂(l1))

p̃+v̂
k

Γk( p̃ + v̂ + k)
+ |λ̃| (ψ̂(ξ̃)− ψ̂(l1))

p̃−r̃
k

Γk( p̃− r̃ + k)

)

+B2
(ψ̂(l2)− ψ̂(l1))

p̃
k

Γk( p̃ + k)

]
, (15)

R3 =
(ψ̂(l2)− ψ̂(l1))

η̃k
k −1

|B|Γk(η̃k)

[
B1

(
|θ̃| (ψ̂(τ̃)− ψ̂(l1))

α̃+ũ
k

Γk(α̃ + ũ + k)
+ |ν̃| (ψ̂(η̃)− ψ̂(l1))

α̃−z̃
k

Γk(α̃− z̃ + k)

)

+B3
(ψ̂(l2)− ψ̂(l1))

α̃
k

Γk(α̃ + k)

]
,

R4 =
(ψ̂(l2)− ψ̂(l1))

p̃
k

Γk( p̃ + k)
+

(ψ̂(l2)− ψ̂(l1))
ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B1

(ψ̂(l2)− ψ̂(l1))
p̂
k

Γk( p̃ + k)

+B3

(
|µ̃| (ψ̂(σ̃)− ψ̂(l1))

p̃+ṽ
k

Γk( p̃ + ṽ + k)
+ | ˜̃λ| (ψ̂(ξ̃)− ψ̂(l1))r̃− p̃

k

Γk( p̃− r̃ + k)

)]
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and

R∗1 = R1 −
(ψ̂(l2)− ψ̂(l1))

α̃
k

Γk(α̃ + k)
, R∗4 = R4 −

(ψ̂(l2)− ψ̂(l1))
p̃
k

Γk( p̃ + k)
. (16)

3.1. Existence of a Unique Solution

In the following result, the Banach’s fixed point theorem is applied to establish the
uniqueness of solutions for the System (1) and (2).

Theorem 1. Let Ľ, L̆ : [l1, l2] × R× R −→ R satisfy the Lipschitz condition, that is, for all
s ∈ [l1, l2] and k̆i, l̆i ∈ R, i = 1, 2,

|Ľ(s, k̆1, k̆2)− Ľ(s, l̆1, l̆2)| ≤ m̂1|k̆1 − l̆1|+ m̂2|k̆2 − l̆2|,
| f̆ (s, k̆1, k̆2)− f̆ (s, l̆1, l̆2)| ≤ n̂1|k̆1 − l̆1|+ n̂2k̆2 − l̆2|, (17)

where m̂i, n̂i, i = 1, 2 are real constants. Moreover, we suppose that

(R1 +R3)(m̂1 + m̂2) + (R2 +R4)(n̂1 + n̂2) < 1, (18)

where Ri, i = 1, 2, 3, 4, are defined in Equation (15). Then, the System (1) and (2) has a unique
solution on [l1, l2].

Proof. Let us consider a closed ball Br = {(k̆, l̆) ∈ X×X : ‖(k̆, l̆)‖ ≤ r}, where

r ≥ (R1 +R3)D+ (R2 +R4)D1

1− [(R1 +R3)(m̂1 + m̂2) + (R2 +R4)(n̂1 + n̂2)]
,

sups∈[l1,l2] |Ľ(s, 0, 0)| = D < ∞ and sups∈[l1,l2] |L̆(s, 0, 0)| = D1 < ∞. Then we show that

FBr ⊆ Br. For (k̆, l̆) ∈ Br, we obtain

|F1(k̆, l̆)(s)|
≤ kI α̃,ψ̂|[Ľ(s, k̆(s), l̆(s))− Ľ(s, 0, 0)|+ |Ľ(s, 0, 0)|]

+
(ψ̂(s)− ψ̂(l1))

ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(
|µ̃| kI p̃+ṽ,ψ̂[|L̆(σ̃, k̆(σ̃), l̆(σ̃))− L̆(σ̃, 0, 0)|+ |L̆(σ̃, 0, 0)|]

+|λ̃ |kI p̃−r̃,ψ̂[|Ľ(ξ̃, k̆(ξ̃), l̆(ξ̃))− Ľ(ξ̃, 0, 0)|+ |Ľ(ξ̃, 0, 0)|]

+kI α̃,ψ̂[|Ľ(l2, k̆(l2), l̆(l2))− Ľ(l2, 0, 0)|+ |Ľ(l2, 0, 0)|]
)

+B2

(
|θ̃| kI α̃+ũ,ψ̂[|Ľ(τ̃, k̆(τ̃), l̆(τ̃)− Ľ(τ̃, 0, 0)|+ |Ľ(τ̃, 0, 0)|]

+|ν̃| kI α̃−z̃,ψ̂[|Ľ(η̃, k̆(η̃), l̆(η̃))− Ľ(η̃, 0, 0)|+ |Ľ(η̃, 0, 0)|]

+kI p̃,ψ̂[|L̆(l2, k̆(l2), l̆(l2))− L̆(l2, 0, 0)|+ |L̆(l2, 0, 0)|]
)]

≤ (ψ̂(l2)− ψ̂(l1))
α̃
k

Γk(α̃ + k)
[m̂1‖k̆‖+ m̂2‖l̆‖+D]

+
(ψ̂(l2)− ψ̂(l1))

ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(
|µ̃| (ψ̂(σ̃)− ψ̂(l1))

p̃+v̂
k

Γk( p̃ + ṽ + k)
[n̂1‖k̆‖+ n̂2‖l̆‖+D1]

+|λ̃| (ψ̂(ξ̃)− ψ̂(l1))
p̃−r̃

k

Γk( p̃− r̃ + k)
[n̂1‖k̆‖+ n̂2‖l̆‖+D1]

+
(ψ̂(l2)− ψ̂(l1))

α̃
k

Γk(α̃ + k)
[m̂1‖k̆‖+ m̂2‖l̆‖+D]

)

34



Axioms 2023, 12, 229

+B2

(
|θ̃| (ψ̂(τ̃)− ψ̂(l1))

α̃+ũ
k

Γk(α̃ + ũ + k)
[m̂1‖k̆‖+ m̂2‖l̆‖+D]

+|ν̃| (ψ̂(η̃)− ψ̂(l1))
α̃−z̃

k

Γk(α̃− z̃ + k)
[m̂1‖k̆‖+ m̂2‖l̆‖+D]

+
(ψ̂(l2)− ψ̂(l1))

p̃
k

Γk( p̃ + k)
[n̂1‖k̆‖+ n̂2‖l̆‖+D1]

)]

=

{
(ψ̂(l2)− ψ̂(l1))

α̃
k

Γk(α̃ + k)
+

(ψ̂(l2)− ψ̂(l1))
ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(ψ̂(l2)− ψ̂(l1))
α̃
k

Γk(α̃ + k)

+B2

(
|θ̃| (ψ̂(τ̃)− ψ̂(l1))

α̃+ũ
k

Γk(α̃ + ũ + k)
+ |ν̃| (ψ̂(η̃)− ψ̂(l1))

α̃−z̃
k

Γk(α̃− z̃ + k)

)]}
[m̂1‖r̃‖+ m̂2‖l̆‖+D]

+

{
(ψ̂(l2)− ψ̂(l1))

ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(
|µ̃| (ψ̂(σ̃)− ψ̂(l1))

p̃+ṽ
k

Γk( p̃ + ṽ + k)
+ |λ̃| (ψ̂(ξ̃)− ψ̂(l1))

p̃−r̃
k

Γk( p̃− r̃ + k)

)]

+B2
(ψ̂(l2)− ψ̂(l1))

p̃
k

Γk( p̃ + k)

}
[n̂1‖r̆‖+ n̂2‖l̆‖+D1]

= R1[m̂1‖k̆‖+ m̂2‖l̆‖+D] +R2[n̂1‖k̆‖+ n̂2‖l̆‖+D1]

= (R1m̂1 +R2n̂1)‖k̆‖+ (R1m̂2 +R2n̂2)‖l̆‖+R1D+R2D1

≤ R1m̂1 +R2n̂1 +R1m̂2 +R2n̂2)r +R1D+R2D1.

Analogously, we have

|F2(k̆, l̆)(s)|

≤
{
(ψ̂(l2)− ψ̂(l1))

η̃k
k −1

|B|Γk(η̃k)

[
B1

(
|θ̃| (ψ̂(τ̃)− ψ̂(l1))

α̃+ũ
k

Γk(α̃ + ũ + k)
+ |ν̃| (ψ̂(η̃)− ψ̂(l1))

α̃−z̃
k

Γk(α̃− z̃ + k)

)

+B3
(ψ̂(l2)− ψ̂(l1))

α̃
k

Γk(α̃ + k)

]}
[m̂1‖k̆‖+ m̂2‖l̆‖+D]

+

{
(ψ̂(l2)− ψ̂(l1))

p̃
k

Γk( p̃ + k)
+

(ψ̂(l2)− ψ̂(l1))
ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B1

(ψ̂(l2)− ψ̂(l1))
p̂
k

Γk( p̃ + k)

+B3

(
|µ̃| (ψ̂(σ̃)− ψ̂(l1))

p̃+v̂
k

Γk( p̃ + ṽ + k)
+ |λ̃| (ψ̂(ξ̃)− ψ̂(l1))

p̃−r̃
k

Γk( p̃− r̃ + k)

)]}
[n̂1‖k̆‖+ n̂2‖l̆‖+D1]

= (R3m̂1 +R4n̂1)‖k̆‖+ (R3m̂2 +R4n̂2)‖l̆‖+R3D+R4D1

≤ R3m̂1 +R4n̂1 +R3m̂2 +R4n̂2)r +R3D+R4D1.

Accordingly, we obtain

‖F (k̆, l̆)‖ = ‖F1(k̆, l̆)‖+ ‖F2(k̆, l̆)‖
≤ [(R1 +R3))(m̂1 + m̂2) + (R2 +R4)(n̂1 + n̂2)]r

+(R1 +R3))D+ (R2 +R4))D1 ≤ r,

which implies that F (Br) ⊆ Br since (k̆, l̆) ∈ Br is an arbitrary element. On the other hand,
for (k̆2, l̆2), (k̆1, l̆1) ∈ X×X and s ∈ [l1, l2], we obtain

|F1(k̆2, l̆2)(s)−F1(k̆1, l̆1)(s)|
≤ kI α̃,ψ̂|Ľ(s, k̆2(s), l̆2(s))− Ľ(s, k̆1(s), l̆1(s))|

+
(ψ̂(s)− ψ̂(l1))

ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(
|µ̃| kI p̃+ṽ,ψ̂|Ľ(σ̃, k̆2(σ̃), l̆2(σ̃))− Ľ(σ̃, k̆1(σ̃), l̆1(σ̃))|

+|λ̃| kI p̃−r̃,ψ̂|Ľ(ξ̃, k̆2(ξ), l̆2(ξ))− Ľ(ξ̃, k̆1(ξ), l̆1(ξ))|
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+kI α̃,ψ̂|Ľ(l2, k̆2(l2), l̆2(l2))− Ľ(l2, k̆1(l2), l̆1(l2))|
)

+B2

(
|θ̃| kI α̃+ũ,ψ̂|Ľ(τ̃, k̆2(τ̃), l̆2(τ̃)− Ľ(τ̃, k̆1(τ̃), l̆1(τ̃)|

+|ν̃| kI α̃−z̃,ψ̂|Ľ(η̃, k̆2(η̃), l̆2(η̃))− Ľ(η̃, k̆1(η̃), l̆1(η̃))|

+kI p̃,ψ̂| f̆ (l2, k̆2(l2), l̆2(l2))− L̆(l2, k̆1(l2), l̆1(l2))|
)]

≤ kI α̃,ψ̂[m̂1‖k̆2 − k̆1‖+ m̂2‖l̆2 − l̆1‖]

+
(ψ̂(l2)− ψ̂(l1))

ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(
|µ̃| kI p̃+ṽ,ψ̂[n̂1‖k̆2 − k̆1‖+ n̂2‖l̆2 − l̆1‖]

+|λ̃| kI p̃−r̃,ψ̂[n̂1‖k̆2 − k̆1‖+ n2‖l̆2 − l̆1‖]
+kI α̃,ψ̂[m̂1‖k̆2 − k̆1‖+ m̂2‖l̆2 − l̆1‖]

)

+B2

(
|θ̃| kI α̃+ũ,ψ̂[m̂1‖k̆2 − k̆1‖+ m̂2‖l̆2 − l̆1‖]

+|ν̃| kI α̃−z̃,ψ̂[m̂1‖k̆2 − k̆1‖+ m̂2‖l̆2 − l̆1‖]

+kI p̃,ψ̂[n̂1‖k̆2 − k̆1‖+ n̂2‖l̆2 − l̆1‖]
)]

=

{
(ψ̂(l2)− ψ̂(l1))

α̃
k

Γk(α̃ + k)
+

(ψ̂(l2)− ψ̂(l1))
ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(ψ̂(l2)− ψ̂(l1))
α̃
k

Γk(α̃ + k)

+B2

(
|θ̃| (ψ̂(τ̃)− ψ̂(l1))

α̃+ũ
k

Γk(α̃ + ũ + k)
+ |ν̃| (ψ̂(η̃)− ψ̂(l1))

α̃−z̃
k

Γk(α̃− z̃ + k)

)]}

×[m̂1‖k̆2 − k̆1‖+ m̂2‖l̆2 − l̆1‖]

+

{
(ψ̂(l2)− ψ̂(l1))

ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(
|µ| (ψ̂(σ̃)− ψ̂(l1))

p̃+ṽ
k

Γk( p̃ + ṽ + k)
+ |λ̃| (ψ̂(ξ̃)− ψ̂(l1))

p̃−r̃
k

Γk( p̃− r̃ + k)

)]

+B2
(ψ̂(l2)− ψ̂(l1))

p̃
k

Γk( p̃ + k)

}
[n̂1‖k̆2 − k̆1‖+ n̂2‖l̆2 − l̆1‖]

= (R1m̂1 +R2n̂1)(‖k̆2 − k̆1‖) + (R1m̂2 +R2n̂2)(‖l̆2 − l̆1‖).

Thus, we obtain

‖F1(k̆2, l̆2)−F1(k̆1, l̆1)‖
≤ (R1m̂1 +R2n̂1 +R1m̂2 +R2n̂2)[‖k̆2 − k̆1‖+ ‖l̆2 − l̆1‖]. (19)

Similarly, one can find that

‖F2(k̆2, l̆2)−F2(k̆1, l̆1)‖
≤ (R3m̂1 +R4n̂1 +R3m̂2 +R4n̂2)[‖k̆2 − k̆1‖+ ‖l̆2 − l̆1‖]. (20)

Then, it follows from from Equations (19) and (20) that

‖F (k̆2, l̆2)−F (k̆1, k̆1)‖
≤ [(R1 +R3)(m̂1 + m̂2) + (R2 +R4)(n̂1 + n2)](‖k̆2 − k̆1‖+ ‖l̆2 − l̆1‖),

which, in view of the Condition (18), verifies that the operator F is a contraction. Hence,
by Banach’s contraction mapping principle, the operator F has a unique fixed point.
Therefore, the System (1) and (2) has a unique solution on [l1, l2].
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3.2. Existence Results

We rely on the Leray–Schauder alternative [20] to establish our first existence result.

Theorem 2. Let Ľ, L̆ : [l1, l2]×R −→ R be two continuous functions such that, for all s ∈ [l1, l2]
and k̆i, l̆i ∈ R, i = 1, 2,

|Ľ(s, k̆1, l̆1)| ≤ l̂0 + l̂1|k̆1|+ l̂2|l̆1|,
|L̆(s, k̆2, l̆2)| ≤ q̂0 + q̂1|k̆2|+ q̂2|l̆2|,

where l̂i, q̂i, i = 0, 1, 2, are real constants with l̂0, q̂0 > 0. Then, the System (1) and (2) has at least
one solution on [l1, l2] provided that

(R1 +R3)l̂1 + (R2 +R4)q̂1 < 1 and (R1 +R3)l̂2 + (R2 +R4)q̂2 < 1, (21)

where Ri, i = 1, 2, 3, 4, are defined in Equations (15).

Proof. Notice that continuity of the functions Ľ and L̆ implies that of the operator F . Next,
it will be shown that the operator F is completely continuous. Consider a bounded set
S of X× X. Then, there exist positive constants L1 and L2 such that |Ľ(s, k̆(s), l̆(s)| ≤
L1, |L̆(s, k̆(s), l̆(s)| ≤ L2, ∀(k̆, l̆) ∈ S . In consequence, for all (k̆, l̆) ∈ S , we obtain

|F1(k̆, l̆)(s)| ≤
{
(ψ̂(l2)− ψ̂(l1))

α̃
k

Γk(α̃ + k)
+

(ψ̂(l2)− ψ̂(l1))
ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(ψ̂(l2)− ψ̂(l1))
α̃
k

Γk(α̃ + k)

+B2

(
|θ̃| (ψ̂(τ̃)− ψ̂(l1))

α̃+ũ
k

Γk(α̃ + ũ + k)
+ |ν̃| (ψ̂(η̃)− ψ̂(l1))

α̃−z̃
k

Γk(α̃− z̃ + k)

)]}
L1

+

{
(ψ̂(l2)− ψ̂(l1))

ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(
|µ̃| (ψ̂(σ̃)− ψ̂(l1))

p̃+ṽ
k

Γk( p̃ + v̂ + k)

+|λ̃| (ψ̂(ξ̃)− ψ̂(l1))
p̃−r̃

k

Γk( p̃− r̃ + k)

)]
+ B2

(ψ̂(l2)− ψ̂(l1))
p̃
k

Γk( p̃ + k)

}
L2

≤ R1L1 +R2L2,

which yields

‖F1(k̆, l̆)‖ ≤ R1L1 +R2L2.

Analogously, one can obtain

‖F2(k̆, l̆)‖ ≤ R3L1 +R4L2.

Hence, we have

‖F (k̆, l̆)‖ = ‖F1(k̆, l̆)‖+ ‖F2(k̆, l̆‖ ≤ (R1 +R3)L1 + (R2 +R4)L2.

Consequently, the operator F is uniformly bounded. To establish equicontinuity
property of the operator F , let s1, s2 ∈ [l1, l2] with s1 < s2. Then, we have

|F1(k̆(s2), l̆(s2))−F1(k̆(s1), l̆(s1))|

≤ 1
Γk(α̃)

∣∣∣∣∣
∫ s2

s1

ψ̂′(s)[(ψ̂(s2)− ψ̂(s))
α̃
k−1 − (ψ̂(s1)− ψ̂(s))

α̃
k−1]Ľ(s, k̆(s), l̆(s))ds

+
∫ s2

s1

ψ̂′(s)(ψ̂(s2)− ψ̂(s))
α̃
k−1 Ľ(s, k̆(s), l̆(s))ds

∣∣∣∣∣
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+
(ψ̂(s2)− ψ̂(l1))

θ̃k
k −1 − (ψ̂(s1)− ψ̂(l1))

θ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(
|µ̃| kI p̃+ṽ,ψ̂|L̆(σ̃, k̆(σ̃), l̆(σ̃))|

+|λ̃| kI p̃−r̃,ψ̂|L̆(σ̃, k̆(σ̃), l̆(σ̃))|+ kI α̃,ψ̂|Ľ(l2, k̆(l2), l̆(l2))|
)

+B2

(
|θ̃| kI α̃+ũ,ψ̂|Ľ(τ̃, k̆(τ̃), l̆(τ̃)) + |ν̃| kI α̃−z̃,ψ̂|Ľ(η̃, k̆(η̃), l̆(η̃))|

+kI p̃,ψ̂|L̆(l2, k̆(l2), l̆(l2))|
)]

≤ L1

Γk(α̃ + k)
[2(ψ̂(s2)− ψ̂(s1))

α̃
k + |(ψ̂(s2)− ψ̂(l2))

α̃
k − (ψ̂(s1)− ψ̂(l2))

α̃
k |]

+
(ψ̂(s2)− ψ̂(l1))

θ̃k
k −1 − (ψ̂(s1)− ψ̂(l1))

θ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(
|µ̃| (ψ̂(σ̃)− ψ̂(l1))

p̃+v̂
k

Γk( p̃ + ṽ + k)
L2

+|λ̃| (ψ̂(ξ̃)− ψ̂(l1))
p̃−r̃

k

Γk( p̃− r̃ + k)
L2 +

(ψ̂(l2)− ψ̂(l1))
α̃
k

Γk(α̃ + k)
L1

)

+B2

(
|θ̃| (ψ̂(τ̃)− ψ̂(l1))

α̃+ũ
k

Γk(α̃ + τ̃ + k)
L1 + |ν|

(ψ̂(η̃)− ψ̂(l1))
α̃−z̃

k

Γk(α̃− z̃ + k)
L1

+
(ψ̂(l2)− ψ̂(l1))

p̃
k

Γk( p̃ + k)
L2

)]
→ 0 as s2 − s1 → 0,

independently of (k̆, l̆) ∈ S . Hence, F1(k̆, l̆) is equicontinuous. Similarly, it can be shown
that F2(k̆, l̆) is equicontinuous. Thus, it follows by the foregoing arguments that the
operator F (k̆, l̆) is completely continuous.

Lastly, it will be shown that the setD = {(k̆, l̆) ∈ X×X : (k̆, l̆) = ωF (k̆, l̆), 0 ≤ ω ≤ 1}
is bounded. Let (k̆, l̆) ∈ D, then (k̆, l̆) = ωF (k̆, l̆) for all s ∈ [l1, l2] and that

k̆(s) = ωF1(k̆, l̆)(s), l̆(s) = ωF2(k̆, l̆)(s).

Thus, we have

|k̆(s)| ≤
{
(ψ̂(l2)− ψ̂(l1))

α̃
k

Γk(α̃ + k)
+

(ψ̂(l2)− ψ̂(l1))
ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(ψ̂(l2)− ψ̂(l1))
α̃
k

Γk(α̃ + k)

+B2

(
|θ̃| (ψ̂(τ̃)− ψ̂(l1))

α̃+ũ
k

Γk(α̃ + ũ + k)
+ |ν̃| (ψ̂(η̃)− ψ̂(l1))

α̃−z̃
k

Γk(α̃− z̃ + k)

)]}
[l̂0 + l̂1|k̆|+ l̂2|l̆|]

+

{
(ψ̂(l2)− ψ̂(l1))

ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(
|µ̃| (ψ̂(σ̃)− ψ̂(l1))

p̃+ṽ
k

Γk( p̃ + ṽ + k)

+|λ̃| (ψ̂(ξ̃)− ψ̂(l1))
p̃−r̃

k

Γk( p̃− r̃ + k)

)]
+ B2

(ψ̂(l2)− ψ̂(l1))
p̃
k

Γk( p̃ + k)

}
[q̂0 + q̂1|k̆|+ q̂2|l̆|],

|l̆(s)| ≤
{
(ψ̂(l2)− ψ̂(l1))

η̃k
k −1

|B|Γk(η̃k)

[
B1

(
|θ̃| (ψ̂(τ̃)− ψ̂(l1))

α̃+ũ
k

Γk(α̃ + ũ + k)

+|ν̃| (ψ̂(η̃)− ψ̂(l1))
α̃−z̃

k

Γk(α̃− z̃ + k)

)
+ B3

(ψ̂(l2)− ψ̂(l1))
α̃
k

Γk(α̃ + k)

]}
[l̂0 + l̂1|k̆|+ l̂2|l̆|]

+

{
(ψ̂(l2)− ψ̂(l1))

p̃
k

Γk( p̃ + k)
+

(ψ̂(l2)− ψ̂(l1))
ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B1

(ψ̂(l2)− ψ̂(l1))
p̂
k

Γk( p̃ + k)

+B3

(
|µ̃| (ψ̂(σ̃)− ψ̂(l1))

p̃+v̂
k

Γk( p̃ + v̂ + k)
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+|λ̃| (ψ̂(ξ̃)− ψ̂(l1))
p̃−r̃

k

Γk( p̃− r̃ + k)

)]}
[q̂0 + q̂1|k̆|+ q̂2|l̆|].

Consequently, we obtain

‖k̆‖+ ‖l̆‖ ≤ (R1 +R3)l̂0 + (R2 +R4)q̂0 + [((R1 +R3)l̂1 + (R2 +R4)q̂1]‖k̆‖
+[((R1 +R3)l̂2 + (R2 +R4)q̂2]‖l̆‖,

which can be expressed as

‖(k̆, l̆)‖ ≤ (R1 +R3)l̂0 + (R2 +R4)q̂0

M0
,

where

M0 = min{1− [(R1 +R3)l̂1 + (R2 +R4)q̂1], 1− [(R1 +R3)l̂2 + (R2 +R4)q̂2]}.

Thus, the Leray–Schauder alternative applies and hence its conclusion implies that
the operator F has at least one fixed point. Hence the System (1) and (2) has at least one
solution on [l1, l2].

The proof of the next existence result relies on Krasnosel’skiĭ’s fixed point theorem [21].

Theorem 3. Assume that Ľ, L̆ : [l1, l2]×R×R→ R are two continuous functions which satisfy
Condition (17) of Theorem 1. Moreover, it is assumed that

(H) There exist P and Q ∈ C([l1, l2],R+) such that

|Ľ(s, k̆, l̆)| ≤ P(s), |L̆(s, k̆, l̆)| ≤ Q(s), for each (s, k̆, l̆) ∈ [l1, l2]×R×R.

Then, the Problem (1) and (2) has at least one solution on [l1, l2], provided that

[R∗1 +R3](m̂1 + m̂2) + [R2 +R∗4 ](n̂1 + n̂2) < 1. (22)

Proof. Let us first decompose the operator F into four operators F1,1,F1,2,F2,1 and F2,2 as

F1,1(k̆, l̆)(s) = kI α̃,ψ̂ Ľ(s, k̆(s), l̆(s)), s ∈ [l1, l2],

F1,2(k̆, l̆)(s) =
(ψ̂(s)− ψ̂(l1))

ϑ̃k
k −1

BΓk(ϑ̃k)

[
B4

(
µ̃ kI p̃+v̂,ψ̂ L̆(σ̃, k̆(σ̃), l̆(σ̃))

+λ̃ kI p̃−r̃,ψ̂ L̆(ξ̃, k̆(ξ̃), l̆(ξ̃))− kI α̃,ψ̂ Ľ(l2, k̆(l2), l̆(l2)
)

+B2

(
θ̃ kI α̃+ũ,ψ̂ Ľ(τ̃, k̆(τ̃), l̆(τ̃))) + ν̃ kI α̃−z̃,ψ̂ Ľ(η̃, k̆(η̃), l̆(η̃))

−kI p̃,ψ̂ L̆(l2, k̆(l2), l̆(l2))
)]

, s ∈ [l1, l2],

F2,1(k̆, l̆)(s) = kI p̃,ψ̂ L̆(s, k̆(s), l̆(s)), s ∈ [l1, l2],

F2,2(k̆, l̆)(s) =
(ψ̂(s)− ψ̂(l1))

˜̃ηk
k −1

BΓk(η̃k)

[
B1

(
θ̃ kI α̃+ũ,ψ̂ Ľ(τ̃, k̆(τ̃), l̆(τ̃))

+ν̃ kI α̃−z̃,ψ̂ Ľ(η̃, k̆(η̃), l̆(η̃))− kI p̃,ψ̂ L̆(l2, k̆(l2), l̆(l2))
)

+B3

(
µ̃ kI p̃+ ˜̃v,ψ̂ L̆(σ̃, k̆(σ̃), l̆(σ̃)) + λ̃ kI p̃−r̃,ψ̂ L̆(ξ̃, k̆(ξ̃), l̆( ˜̃ξ))
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−kI α̃,ψ̂ Ľ(l2, k̆(l2), l̆(l2))
)]

, s ∈ [l1, l2].

Observe that F1 = F1,1 + F1,2 and F2 = F2,1 + F2,2. Consider a closed ball Bρ̂ =

{(k̆, l̆) ∈ X×X : ‖(k̆, l̆)‖ ≤ ρ̂} with ρ̂ ≥ (R1 +R3)‖P‖+ (R2 +R4)‖Q‖. As in the proof
of Theorem 2, one can obtain

|F1,1(k̆1, k̆2)(s) +F1,2(l̆1, l̆2)(s)| ≤ R1‖P‖+R2‖Q‖,

and

|F1,1(k̆1, k̆2)(t) +F2,2(k̆1, k̆2)(t)| ≤ R3‖P‖+R4‖Q‖.

Therefore, we obtain

‖F1(k̆1, k̆2) +F2(l̆1, l̆2)‖ ≤ (R1 +R3)‖P‖+ (R2 +R4)‖Q‖ < ρ̂.

Consequently, F1(k̆1, k̆2) + F2(l̆1, l̆2) ∈ Bρ̂. Next, it will be accomplished that the
(F1,2, F2,2) is a contraction. As argued in proving Theorem 1, for (k̆1, l̆1), (k̆2, l̆2) ∈ Bρ̂, one
can find that

|F1,2(k̆1, k̆2)(s)−F1,2(l̆1, l̆2)(s)|

≤
{
(ψ̂(l2)− ψ̂(l1))

ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(ψ̂(l2)− ψ̂(l1))
α̃
k

Γk(α̃ + k)
+ B2

(
|θ̃| (ψ̂(τ̃)− ψ̂(l1))

α̃+ũ
k

Γk(α̃ + ũ + k)

+|ν̃| (ψ̂(η̃)− ψ̂(l1))
α̃−z̃

k

Γk(α̃− z̃ + k)

)]}
[m̂1‖k̆1 − l̆1‖+ m̂2‖k̆2 − l̆2‖]

+

{
(ψ̂(l2)− ψ̂(l1))

ϑ̃k
k −1

|B|Γk(ϑ̃k)

[
B4

(
|µ̃| (ψ̂(σ̃)− ψ̂(l1))

p̃+ṽ
k

Γk( p̃ + ṽ + k)
+ |λ̃| (ψ̂(ξ̃)− ψ̂(l1))

p̃−r̃
k

Γk( p̃− r̃ + k)

)]
(23)

+B2
(ψ̂(l2)− ψ̂(l1))

p̃
k

Γk( p̃ + k)

}
[n̂1‖k̆1 − l̆1‖+ n̂2‖k̆2 − l̆2‖]

= R∗1(m̂1‖k̆1 − l̆1‖+ m̂2‖k̆2 − l̆2‖)
+R2(n̂1‖k̆1 − l̆1‖+ n̂2‖k̆2 − l̆2‖)

=
[
R∗1m̂1 +R2n̂1

]
‖k̆1 − l̆1‖+

[
R∗1m̂2 +R2n̂2

]
‖k̆2 − l̆2‖,

and

|F2,2(k̆1, k̆2)(s)−F2,2(l̆1, l̆2)(s)|
≤

[
R3m̂1 +R∗4 n̂1

]
‖k̆1 − l̆1‖+

[
R3m̂2 +R∗4 n̂2

]
‖k̆2 − l̆2‖. (24)

From Equations (23) and (24), we obtain

‖(F1,2,F2,2)(k̆1, k̆2)− (F1,2,F2,2)(l̆1, l̆2)|

≤
{[

R∗1 +R3
]
(m̂1 + m̂2) +

[
R2 +R∗4

]
(n̂1 + n̂2)

}
(‖k̆1 − l̆1‖+ ‖k̆2 − l̆2‖),

which, owing to the Condition (22), shows that the operator (F1,2,F2,1) is a contraction.
In view of the continuity property of Ľ and L̆, the operator (F1,1,F2,1) is continuous. Moreover,

‖(F1,1,F2,1)(k̆, l̆)‖ ≤ (ψ̂(l2)− ψ̂(l1))
α̃
k

Γk(α̃ + k)
‖P‖+ (ψ̂(l2)− ψ̂(l1))

p̃
k

Γk( p̃ + k)
‖Q‖,
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as ‖F1,1(k̆, l̆)‖ ≤ ψ̂(l2)− ψ̂(l1))
α̃
k

Γk(α̃ + k)
‖P‖ and ‖F2,1(k̆, l̆)‖ ≤ ψ̂(l2)− ψ̂(l1))

p̃
k

Γk( p̃ + k)
‖Q‖.

Thus, (F1,1,F2,1)Bρ is uniformly bounded.
In the next step, we establish that the set (F1,1,F2,1)Bρ is equicontinuous. For s1, s2 ∈

[l1, l2], s1 < s2 and for all (k̆, l̆) ∈ Bρ̃, we have

|F1,1(k̆, l̆)(s2)−F1,1(k̆, l̆)(s1)

≤ 1
Γk( ˆ̃α)

∣∣∣∣∣
∫ s2

s1

ψ̂′(s)[(ψ̂(s2)− ψ̂(s))
α̃−k

k − (ψ̂(s1)− ψ̂(s))
α̃−k

k ]Ľ(s, k̆(s), l̆(s))ds

+
∫ s2

s1

ψ̂′(s)(ψ̂(s2)− ψ̂(s))
α̃−k

k f̌ (s, k̆(s), l̆(s))ds

∣∣∣∣∣

≤ ‖P‖
Γk(α̃ + k)

[2(ψ̂(s2)− ψ̂(s1))
α̃
k + |(ψ̂(s2)− ψ̂(l1))

α̃
k − (ψ̂(s1)− ψ̂(l1))

α̃
k |]

−→ 0 as s1 −→ s2,

independently of (k̆, l̆) ∈ Bρ̃. Analogously, one can obtain that

|(F2,1(k̆, l̆)(s2)−F2,1(k̆, l̆)(s1)| → 0 as s1 −→ s2.

Thus, |(F1,1,F2,1)(k̆, l̆)(s2)− (F1,1,F2,1)(k̆, l̆)(s1)| → 0 as s1 −→ s2. So, (F1,1,F2,1)
is equicontinuous. Hence, we deduce by the Arzelá–Ascoli theorem that the operator
(F1,1,F2,1) is compact on Bρ̂. Thus, the hypotheses of Krasnosel’skiĭ fixed point theorem is
verified. Therefore, the System (1) and (2) has at least one solution on [l1, l2].

4. Examples

Consider the following boundary value problem after fixing the parameters in the
System (1) and (2):





6
7 ,HD

9
7 , 4

5 ;s2+1k̆(s) = Ľ(s, k̆(s), l̆(s)),
2
5
< s <

8
5

,

6
7 ,HD 11

7 , 2
5 ;s2+1 l̆(s) = L̆(s, k̆(s), l̆(s)),

2
5
< s <

8
5

,

k̆
(

2
5

)
= 0, k̆

(
8
5

)
=

1√
π

6
7 ,HD 6

7 , 3
5 ;s2+1 l̆

(
4
5

)
+

2
59

6
7 I 1

4 ;s2+1 l̆
(

7
5

)
,

l̆
(

2
5

)
= 0, l̆

(
8
5

)
=

4
79

6
7 ,HD 5

7 , 1
5 ;s2+1k̆

(
3
5

)
+

1√
e

6
7 I 3

4 ;s2+1k̆
(

6
5

)
.

(25)

Here, k = 6/7, α̃ = 9/7, p̃ = 11/7, r̃ = 6/7, z̃ = 5/7, β̃ = 4/5, q̃ = 2/5, s̃ = 3/5,
w̃ = 1/5, ṽ = 1/4, ũ = 3/4, ψ̂(s) = s2 + 1, λ̃ = 1/

√
π, µ̃ = 2/59, ν̃ = 4/79, θ̃ = 1/

√
e

and l1 = 2/5, l2 = 8/5, ξ̃ = 4/5, σ̃ = 7/5, η̃ = 3/5, τ̃ = 6/5. Using the given values, we
find that ϑ̃k = η̃k = 57/35, Γk(ϑ̃k) = Γk(η̃k) ≈ 0.8371768940, Γk(ϑ̃k + ũ) ≈ 1.248828596,
Γk(ϑ̃k − z̃) ≈ 0.9557910248, Γk(η̃k + ṽ) ≈ 0.9127761461, Γk(η̃k − r̃) ≈ 1.085229307, Γk(α̃ +
k) ≈ 1.054911472, Γk( p̃ + k) ≈ 1.299979244, Γk(α̃ + ũ + k) ≈ 2.012923279, Γk(α̃− z̃ + k) ≈
2.968888877, Γk( p̃ + ṽ + k) ≈ 1.622489113, Γk( p̃− r̃ + k) ≈ 6.329317026, B1 ≈ 2.626472658,
B2 ≈ 0.6342926434, B3 ≈ 0.8003297566, B4 ≈ 2.626472658, B ≈ 6.390715346 (Bi, i =
1, 2, 3, 4, and B are, respectively, given in Equations (9) and (8)), R1 ≈ 7.483199257, R2 ≈
1.254247333, R3 ≈ 1.797703986, R4 ≈ 8.040757033 (Ri, i = 1, 2, 3, 4, are defined in (15)),
R∗1 ≈ 3.958672213, R∗4 ≈ 4.211473493 (R∗1 and R∗2 are defined in (16)).
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Example 1. Let Ľ, L̆ : [(2/5), (8/5)]×R×R −→ R be the nonlinear Lipschitzian unbounded
functions given by

Ľ(s, k̆, l̆) =
e−(5s−2)

(40s + 21)

(
|k̆|

1 + |k̆|

)
+

cos2 πs(l̆2 + 2|l̆|)
(2(5s + 4)2 + 6)(1 + |l̆|)

+
1
3

s + 1, (26)

L̆(s, k̆, l̆) =
sin2 πt(k̆2 + 2|k̆|)

2(5s + 4)2(1 + |k̆|)
+

tan−1(l̆)
2(35t + 5)

+
1
4

s + 2, (27)

which satisfy the Lipschitz condition:

|Ľ(s, k̆1, l̆1)− Ľ(s, k̆2, l̆2)| ≤
1

37
|k̆1 − k̆2|+

1
39
|l̆1 − l̆2|,

|L̆(s, k̆1, l̆1)− L̆(s, k̆2, l̆2)| ≤
1
36
|r̃1 − r̃2|+

1
38
|ẑ1 − ẑ2|,

with Lipschitz constants m̂1 = 1/37, m̂2 = 1/39, n̂1 = 1/36 and n̂2 = 1/38. Furthermore,
(R1 +R3)(m̂1 + m̂2) + (R2 +R4)(n̂1 + n̂2) ≈ 0.9916070446 < 1. Thus, the hypotheses of
Theorem 1 are satisfied and hence its conclusion implies that the Problem (25) with functions
Ľ and L̆ given by Equations (26) and (27), respectively, has a unique solution on the interval
[(2/5), (8/5)].

Example 2. Consider the functions Ľ, L̆ : [(2/5), (8/5)]×R×R −→ R as

Ľ(s, k̆, l̆) =
1 + cos2(sk̆l̆)

2πs
+

e−|sl̆||k̆|33

20(1 + k̆32)
+

sin |l̆|
(5s + 19)

, (28)

L̆(s, k̆, l̆) =
1 + sin2(sk̆l̆)

4πs
+

k̆(1 + cos4 l̆)
(5s + 36)

+
e−|sk̆| l̆38

22(1 + |l̆|37)
. (29)

Clearly | f̃ (s, k̆, l̆)| ≤ (5/2π) + (1/20)|k̆|+ (1/21)|l̆| and |L̆(s, k̆, l̆)| ≤ (5/4π) + (1/19)|k̆|+
(1/22)|l̆|, with l̂0 = 5/2π, l̂1 = 1/20, l̂2 = 1/21, q̂0 = 5/4π, q̂1 = 1/19, q̂2 = 1/22. More-
over, (R1 +R3)l̂1 + (R2 +R4)q̂1 ≈ 0.9532559183 < 1 and (R1 +R3)l̂2 + (R2 +R4)q̂2 ≈
0.8644479720 < 1. Therefore, by the conclusion of Theorem 2, the Problem (25) with functions Ľ,
L̆ given by Equations (28) and (29), respectively, has at least one solution on [(2/5), (8/5)].

Example 3. Let the nonlinear Lipschitzian functions Ľ, L̆ : [(2/5), (8/5)]×R×R −→ R be
defined by

Ľ(s, k̆, l̆) =
1

2π
sin4 πs +

|k̆|
24(1 + |k̆|)

+
1

22
e−(5s−2) tan−1 l̆, (30)

L̆(s, k̆, l̆) =
1

4π
cos4 πs +

sin k̆
(10s + 19)

+
2|l̆|

105s(1 + |l̆|)
. (31)

Then, we have

|Ľ(s, k̆, l̆)| ≤ 1
2π

sin4 πs +
π

44
e−(5s−2) +

1
24

,

|L̆(s, k̆, l̆)| ≤ 1
4π

cos4 πs +
1

10s + 19
+

2
105s

,

and
|Ľ(s, k̆1, l̆1)− Ľ(s, k̆2, l̆2)| ≤

1
24
|k̆1 − k̆2|+

1
22
|l̆1 − l̆2|,

|L̆(s, k̆1, l̆1)− L̆(s, k̆2, l̆2)| ≤
1

23
|k̆1 − k̆2|+

1
21
|l̆1 − l̆2|.
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Setting m̂1 = 1/24, m̂2 = 1/22, n̂1 = 1/23, n̂2 = 1/21, we find that [R∗1 +R3](m̂1 + m̂2) +
[R2 +R∗4 ](n̂1 + n̂2) ≈ 0.9994149281 < 1. Therefore, by Theorem 3, the Problem (25) with the
functions Ľ, L̆ given by Equations (30) and (31), respectively, has at least one solution.
It is interesting to note that the functions given in Equations (30) and (31) satisfy the Lipschitz
condition. However, the uniqueness of the solution to the problem at hand does not follow since
(R1 +R3)(m̂1 + m̂2) + (R2 +R4)(n̂1 + n̂2) ≈ 1.655313420 > 1.

5. Conclusions

In this work, we have established the existence and uniqueness results for a nonlin-
ear nonlocal boundary value problem involving (k, ψ̂)-Hilfer fractional derivative and
(k, ψ̂)-Riemann–Liouville fractional integral operators. In order to apply the fixed-point
technique to the given problem, we first transform it into a fixed-point problem, which
facilitates the application of the fixed point theorems chosen for the present analysis. Our
problem is novel in the given configuration and the results obtained for it are of more
general form. Some new results arising as special cases from our work are listed below.

1. By letting µ̃ = 0 = θ̃ in the present results, we obtain the ones for coupled boundary
conditions involving only (k, ψ̂)-Hilfer derivative operators:

k̆(l1) = 0, l̆(l1) = 0, k̆(l2) = λ̃ k,HDr̃,s̃,ψ̂ l̆(ξ̃), l̆(l2) = ν̃ k,HDz̃,w̃,ψ̂ k̆(η̃).

2. For λ̃ = 0 = ν̃, our results correspond to the (k, ψ̂)-Riemann–Liouville fractional type
integral boundary conditions:

k̆(l1) = 0, l̆(l1) = 0, k̆(l2) = µ̃ kI ṽ,ψ̂ l̆(σ̃), l̆(l2) = θ̃ kI ũ,ψ̂ k̆(τ̃).

3. Fixing µ̃ = 0 and ν̃ = 0 in the present results, we obtain the ones for the mixed
boundary conditions of the form:

k̆(l1) = 0, l̆(l1) = 0, k̆(l2) = λ̃ k,HDr̃,ŝ,ψ̂ l̆(ξ), l̆(l2) = θ̃ kI ũ,ψ̂ k̆(τ̃).

4. Letting λ̃ = 0 and θ̃ = 0 in the present results, we obtain the ones for the mixed
boundary condition:

k̆(l1) = 0, l̆(l1) = 0, k̆(l2) = µ̃ kI ṽ,ψ̂ l̆(σ̃), l̆(l2) = ν̃ k,HDz̃,w̃,ψ̂ k̆(η̃).
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Abstract: The goal of this dissertation is to explore a system of fractional evolution equations with
infinitesimal generator operators and an infinite time delay with non-local conditions. It turns out
that there are two ways to regulate the solution. To demonstrate the presence of the controllability
of mild solutions, it is usual practice to apply Krasnoselskii’s theorem in the compactness case and
the Sadvskii and Kuratowski measure of noncompactness. A fractional Caputo approach of order
between 1 and 2 was used to construct our model. The families of linear operators cosine and sine,
which are strongly continuous and uniformly bounded, are used to achieve the mild solution. To
make our results seem to be applicable, a numerical example is provided.
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MSC: 34A08; 34A12; 34G99; 34K99; 34A60

1. Introduction

Fractional calculus is a branch of mathematics that studies derivatives and integrals of
arbitrary order, which are known as fractional derivatives and fractional integrals [1–3]. It
is a generalization of classical calculus, which studies derivatives and integrals of integer
order. Fractional calculus can be used to model various physical phenomena, such as
diffusion and wave propagation, and can also be used to solve certain types of differential
equations. It has applications in many fields, such as engineering, physics, chemistry,
economics, and finance. Fractional studies based on the economic and financial systems
have been investigated by [4,5].

Calculating the targets to which one can influence the state of a dynamical system
using a control parameter that appears in the equation is the mathematical problem of
controllability. It is the ability to control the evolution of a system by manipulating its
parameters. This concept is used in many areas, such as control theory, dynamic systems,
and engineering. Controllability is a key factor in the analysis and design of systems and
can help to ensure that the system behaves as desired. Understanding the controllability of
evolution equations can help us to better understand and control the behavior of complex
systems [6,7]. Controllability results for impulsive neutral differential evolution inclusions
with infinite delay have been discussed in [8].

Non-local conditions are also used to incorporate the effect of external influences, such
as boundary conditions, on the system. By combining fractional derivatives and non-local
conditions, we can gain a better understanding of the behavior of the system (see [9–13]).

Therefore, fractional evolution equations with infinite delay are a type of differential
equation that can be used to model a variety of physical phenomena. These equations
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involve a fractional derivative of a certain order, which is a generalization of the standard
derivative. The infinite delay term in the equation allows for the consideration of memory
effects, which can be important in many real-world systems. Solving these equations
can be challenging, but they can provide valuable insights into the behavior of complex
systems [14–17]. In more detail, the existence and uniqueness of mild solutions for impul-
sive fractional equations with non-local conditions and infinite delay have been concerned
in [14]. The existence of solutions for neutral fractional differential equations with indefinite
delay is examined using the Banach fixed point theorem and the nonlinear alternative of
the Leray-Schauder type [15]. In [16], Santra et al. have discovered a few necessary and
sufficient criteria for the oscillation of the solutions to a second-order neutral differential
equation. Local estimates, fixed point arguments, and a novel Halanay-type inequality
are used to address the dissipativity, stability, and weak stability of solutions for non-local
differential equations involving infinite delays [17].

In 2021, Bedi et al. [18] introduced a study about controllability and stability results for
fractional evolution equations involving generalized Hilfer fractional derivatives such as





Dr,y;x
0+ EU(t) = AU(t) + EH(t,U(t)) + E (KV(t)), t ∈ J = [0, a],

E I(1−r)(1−y);x0+ U(0) = EU0, U0 ∈ D(E ).
(1)

Such that Dr,y;x
0+ portray the Hilfer fractional derivative of order 0 < r < 1 and

type 0 ≤ y ≤ 1. The control function V(·) is defined in the Banach space of admissible
control functions L∞(J,U) and the state U(·) takes value in Banach space Ω. Furthermore,
K : U) → D(E ) is bounded linear operator and H : J × Ω → D(E ) ⊂ Ω. Therefore,
(A,E) is closed linear operator generates an exponentially bounded propagation family
{T(t), t ≤ 0} from D(E ) to Ω. I(1−r)(1−y);x0+ is the Riemann–Liouville fractional integral of
order (1− r)(1− y).

In [19], the researchers examined the existence of solutions and the approximate
controllability of the Atangana–Baleanu fractional neutral stochastic inclusion with an
infinite delay of the form





ABCDv
0+ [p(ξ)− N(ξ, pt)] ∈ A[p(ξ)− N(ξ, pt)] + Bu(ξ)

+F (ξ, pξ) + G(ξ, pξ)
dW(ξ)

dξ , ξ ∈ J = [0, c],
p(ξ) = φ(ξ) ∈ L∞(Ω,PjU), ξ ∈ (−∞, 0].

As above, ABCDv is the ABC fractional derivative of order v ∈ (0, 1), A : D(A) ⊂ H →
H is infinitesimal generator of an q-resolvent operator {Sq(ξ)}ξ≥0, {Tρ(ξ)}ξ≥0 is a solution
on separable Hilbert space (H, ‖ · ‖).

We are inspired by these masterpieces and hope to establish controllability of mild
solution with infinite delay and non-local conditions of the evolution equation





cD
v
0 U (ξ) = AU (ξ) +F (ξ, U (ξ), Uξ) +By(ξ), ξ ∈ J = [0, a],

U (ξ) = φ(ξ), ξ ∈ (−∞, 0],

U ′(0) + η(U ) = ξ0, ξ ∈ X

(2)

where cD
v
0 (·) is the Caputo fractional derivative of order 1 < v ≤ 2, F : [0, a]×X×Ph →

X is a continuous function, φ(ξ) ∈PH (PH later judgment will be made over the phase
space that is acceptable), a is a finite positive number, the state U (·) takes values in a
Banach space X, the control function y(·) is given in a Banach space L2(J,U) and η(·) is a
continuous function on X. Furthermore, Uξ represents the state function’s history up to the
present time ξ, i.e., Uξ(K) = U (ξ + K) for all K ∈ (−∞, 0].

Let A be an infinitesimal generator of a strongly continuous cosine family {K (ξ)}ξ≥0
of uniformly bounded linear operators defined on a Banach space X. The Banach space
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of continuous and bounded functions from (−∞, a] into X provided with the topology of
uniform convergence is denoted by C = Ca((−∞, a],X) with the norm

‖U ‖C = sup
ξ∈(−∞,a]

|U (ξ)|

and let (B(X), ‖.‖(B(X)) be the Banach space of all linear and bounded operators from X to
X. As {K (ξ)}ξ≥0 is cosine family on X, then there exists M ≥ 1 where

‖K (ξ)‖ ≤M. (3)

The fractional derivatives have many different types of definitions, among them
Riemann–Liouville, Caputo, Hadamard, Conformable, Katugampola, Hilfer, etc. Riemann–
Liouville and Caputo fractional derivatives are the most important ones in the applications
of fractional calculus. A close relationship exists between the Riemann–Liouville frac-
tional derivative and the Caputo fractional derivative. The Riemann–Liouville fractional
derivative can be converted to the Caputo fractional derivative under some regularity
assumptions of the function. However, the Caputo derivative is the most appropriate
fractional operator to be used in modeling real-world problems. The Caputo derivative is
of use in modeling phenomena that take account of interactions within the past and also
problems with non-local properties. Furthermore, the initial conditions take the same form
as that for integer-order differential equations, namely, the initial values of integer-order
derivatives of functions at starting point [20]. However, the Riemann–Liouville approach
needs initial conditions containing the limit values of the Riemann–Liouville fractional
derivative at the starting point, whose physical meanings are not very clear.

Partial differential equations with time t as one of the independent variables, or non-
linear evolution equations, can be found in many areas of mathematics as well as in other
scientific disciplines including physics, mechanics, and material science. Nonlinear evolu-
tion equations include, among others, the Navier–Stokes and Euler equations from fluid
mechanics, the nonlinear reaction-diffusion equations from heat transfers and biological
sciences, the nonlinear Klein-Gordon equations and nonlinear Schrodinger equations from
quantum mechanics, and the Cahn-Hilliard equations from material science (see [21–23]
and references cited therein).

Functional evolution equations with infinite-time delay arise often in mathematical
modeling of a wide range of real-world issues, and as a result, research into these equations
has gotten a lot of interest in recent years (see [24–28]. The time delay in the robot teleop-
eration system occurs when the system operator and the remote robot are far apart [29].
Zhang et al. [30] used the principle of compressed mapping to discuss the existence and
uniqueness of the fractional diffusion equation with time delay. Anilkumar and Jose [31]
analyzed a discrete-time queueing inventory model with service time and back-order in
inventory. Some results of the existence and uniqueness of fixed points for a C-class of
mappings satisfying an inequality of rational type in b-metric spaces have been studied by
Asadi and Afsha [32].

The remainder of the text is organized as follows. We introduce some basic ideas
and lemmas in Section 2. In Section 3, we formulate the mild solution of (2) by assuming
that A is an infinitesimal generator of a strongly continuous cosine family {K (ξ)}ξ≥0. In
Section 4, we handle the infinite delay by phase space. Section 5 provides the results of
our analysis using two cases first in a compact case and second by the measure of the
non-compactness technique. Section 6 offers an example that can be used as an application.

2. Preliminaries

In this section, a few concepts and terms related to the components of the research
report are offered.
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Definition 1 ([33]). The expression of the Caputo derivative of fractional order q for at least nth
continuously differentiable function g : [0, ∞)→ R is

cD
qg(t) =

1
Γ(n− q)

∫ t

0
(t− s)n−q−1g(n)(s)ds, n− 1 < q < n, n = [q] + 1,

where [q] denote the integer part of the real number q.

Definition 2 ([33]). Given below is the Laplace transform for the Caputo derivative of order
q ∈ (1, 2]

L
{

cD
q
t g(t)

}
= λqG(λ)− λq−1G(0) + λq−2G′(0),

where G(λ) =
∫ ∞

0 e−λtg(t)dt.

Definition 3 ([33]). The left fractional integrals of the function f is

Iqa f (t) =
1

Γ(q)

∫ t

a
(tρ − sρ)q−1 f (s)ds, t > a, q > 0.

Lemma 1 ([34]). Let n ∈ N, n− 1 < q ≤ n and x(t) ∈ Cn[0, 1]. Then,

Iqc Dqx(t) = x(t) + a0 + a1t + · · ·+ an−1tn−1.

Definition 4 ([35]). The Kuratowski measure of noncompactness µ(·) is defined on bounded set S
of Banach space X as

µ(S) : = inf

{
δ > 0 : S ⊂

m⋃

i=1

Si, Si ⊂ X, diam(Si) < δ for i = 1, 2, . . . , m; m ∈ N
}

where
diam(Si) = sup{‖x1 − x2‖ : x1, x2 ∈ Si}.

The following properties of the Kuratowski measure of noncompactness are well-
known.

Lemma 2 ([35]). Let T , R be bounded in Banach space X. The following properties are satisfied:

(i) µ(T ) = 0, if and only if T is compact, where T means the closure hull of T ;

(ii) µ(T ) = µ(T ) = µ(convT ), where convT means the convex hull of T ;

(iii) µ(kT ) = |k|µ(T ) for any k ∈ R;

(iv) T ⊂ R implies µ(T ) ≤ µ(R);

(v) µ(T +R) ≤ µ(T ) + µ(R), where T +R = {x|x = y + z, y ∈ T , z ∈ R};
(vi) µ(T ∪R) = max{µT , µR};
(vii) If the map H : D(H) ⊂ X→ Y is Lipschitz continuous with constant c, then µ(H(U)) ≤

cµ(U) for any bounded subset U ∈ D(H), where Y is another Banach space.

Lemma 3 (Sadovskii fixed point theorem [35]). Let Ψ be bounded closed and convex subset
in Banach space X. If the operator Q : Ψ → Ψ is continuous µ-condensing, which means that
µ(Q(Ψ)) < µ(Ψ). Then, Q has at least one fixed point in Ψ.

Definition 5 ([36]). Claim that the family of bounded linear operators {K (t)}t∈R+
, namely maps

the Banach space X → X, has just one parameter, is referred to as a strongly continuous cosine
family if and only if
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(i) K (0) = I;

(ii) K (s + t) +K (s− t) = 2L (s)K (t) for all s, t ∈ R+;

(iii) K (t)x is a continuous on R+ for any x ∈ X.

The substantially continuous cosine family {K (t)}t∈R+
, which is connected to the sine family

{L (t)}t∈R+
, is defined by

L (t)x =
∫ t

0
K (s)xds, x ∈ X, t ∈ R+.

Lemma 4 ([36]). Unless A is an infinitesimal generator of a strongly continuous cosine family
{K (t)}t∈R+

on a Banach space X, then ‖K (t)‖B(X) ≤ Meξt, t ∈ R+ will be obtained. Then,
given the value of λ > ξ and (ξ2, ∞) ⊂ $(A) (the resolvent set of the operator A), we obtain

λR(λ2;A)x =
∫ ∞

0
e−λtK (t)xdt, R(λ2;A)x =

∫ ∞

0
e−λtL (t)xdt, x ∈ X

where the operator R(λ;A) = (λI −A)−1 is the resolvent of the operator A and λ ∈ $(A).

The operator A is characterized by

Ax =
d2

dt2 K (0)x, ∀ x ∈ D(A)

where D(A) = {x ∈ X : K (t)x ∈ C2(R,X)}. Clearly, the infinitesimal generator A is a
densely defined operator in X and closed.

Definition 6. The Mainardi–Wright-type function when t > 0 is

Mρ(t) =
∞

∑
n=0

(−t)n

n!Γ(1− ρ(n + 1))
, ρ ∈ (0, 1), t ∈ C

and achieves

Mρ(t) ≥ 0,
∫ ∞

0
θξ Mρ(θ)dθ =

Γ(1 + ξ)

Γ(1 + ρξ)
, ξ > −1.

3. Setting of Mild Solution

We first illustrate the following lemma before giving a formulation of the moderate
solution of (2).

Lemma 5. Allow (2) to hold. Then, there is

U (ξ) =





Kq(ξ)φ(0) +
∫ ξ

0 Kq(t)(ξ0 − η(U ))dt +
∫ ξ

0 (ξ − t)q−1Lq(ξ, t)F (t)dt
+
∫ ξ

0 (ξ − t)q−1Lq(ξ, t)By(t)dt, ξ ∈ [0, a],

φ(ξ), ξ ∈ (−∞, 0],

where 1/2 < q = v
2 < 1,

Kq(ξ) =
∫ ∞

0
Mq(θ)K (ξqθ)dθ,

Lq(ξ, s) = q
∫ ∞

0
θMq(θ)L ((ξ − s)qθ)dθ,

and Mq is a probability density function defined by Definition 6.
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Proof. Presume that λ > 0

U(λ) =
∫ ∞

0
e−λξU (ξ)dξ, F(λ) +BY(λ) =

∫ ∞

0
e−λξ(F (ξ) +By(ξ))dξ.

Let λv ∈ $(A). Now, that (2) has been transformed using Laplace and Lemma 4,
we attain

U(λ) = (λv −A)−1
[

F(λ) +BY(λ) + λ−1φ(0) + λ−2(ξ0 − η(U ))
]

= λq−1
∫ ∞

0
e−λqsK (s)φ(0)ds + λq−2

∫ ∞

0
e−λqsK (t)(ξ0 − η(U ))ds

+
∫ ∞

0
e−λqsL (s)[F(λ) +BY(λ)]ds.

Let θ ∈ (0, ∞), q ∈ ( 1
2 , 1) and Ψq(θ) =

q
θq+1 Mq(θ−q). Then,

∫ ∞

0
e−λθΨq(θ)dθ = e−λq

, f or q ∈ (
1
2

, 1).

If we take ρ → 0, we will still have the same answer for the first term in Lemma 5
in [37]. Afterward, we can write:

λq−1
∫ ∞

0
e−λqsK (s)φ(0)ds =

∫ ∞

0
e−λξKq(ξ)φ(0)dξ.

In addition, since L[1](λ) = λ−1, we obtain

λ−1λq−1
∫ ∞

0
e−λqsK (s)(ξ0 − η(U ))ds =

∫ ∞

0
e−λξ

{∫ ξ

0
Kq(t)(ξ0 − η(U ))dt

}
dξ.

The last term,
∫ ∞

0 e−λqsL (s)[F(λ) +BY(λ)]ds, is identical to the final term in [37] if
we set ρ→ 0 and set f (p) = F(λ) +BY(λ), we get

∫ ∞

0
e−λqsL (s)[F(λ) +BY(λ)]ds =

∫ ∞

0
e−λξ

{∫ ξ

0
(ξ − t)q−1Lq(ξ, t)[F (t) +By(t)]dt

}
dξ.

To sum up, we can obtain

∫ ∞

0
e−λξU (ξ)dξ =

∫ ∞

0
e−λξ

{
Kq(ξ)φ(0) +

∫ ξ

0
Kq(t)(ξ0 − η(U ))dt

+
∫ ξ

0
(ξ − t)q−1Lq(ξ, t)[F (t) +By(t)]dt

}
dξ.

The intended outcome is attained by using the inverse Laplace transform.

Definition 7. A function U (ξ) ∈ (C(−∞, a];X) is considered to be the mild solution of (2) if
it fulfills

U (ξ) =





Kq(ξ)φ(0) +
∫ ξ

0 Kq(t)(ξ0 − η(U ))dt
+
∫ ξ

0 (ξ − t)q−1Lq(ξ, t)[F (t, U , Ut) +By(t)]dt, ξ ∈ [0, a],

φ(ξ), ξ ∈ (−∞, 0].

Remark 1 ([37]). It is obvious to infer from the linearity of K (ξ) and L (ξ) for any ξ ≥ 0 that
Kq(ξ) and Lq(ξ, s) are also linear operators where 0 < s < ξ.

As a corollary, when ρ approaches 1, the proofs of all subsequent Lemmas are identical.
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Lemma 6 ([37]). The following estimates for Kq(ξ) and Lq(ξ, s) are verified for any fixed ξ ≥ 0
and 0 < s < ξ

∣∣Kq(ξ)x
∣∣ ≤M|x| and

∣∣Lq(ξ, s)x
∣∣ ≤ Maq

Γ(2q)
|x|.

Lemma 7 ([37]). For any 0 < s < ξ and ξ > 0, the operators Kq(ξ) and Lq(s, ξ) are
strongly continuous.

Lemma 8 ([37]). Pretend that K (ξ) and L (ξ, s) are compact for every 0 < s < t. In that case,
for any 0 < s < ξ, the operators Kq(ξ) and Lq(s, ξ) are compact.

4. Abstract Phases Space PH and Infinite Delay

By using the handy method of [14,15], we demonstrate the abstract phase PH . Let us
say that H = C((−∞, 0], [0, ∞)) with

∫ 0
−∞ H (t)dt < ∞ are used. Finally, we have stated

that for every c > 0

P = {A : [−c, 0]→ X , A is bounded and measurable}

identically, create the space P with

‖A‖P = sup
s∈[−c,0]

|A(s)|, for all A ∈P .

Let us specify the space

PH =

{
A : (−∞, 0]→ X such that for any c > 0,A|[−c,0] ∈P and

∫ 0

−∞
H (t) sup

t≤s≤0
A(s)dt < ∞

}
.

If PH are configured as

‖A‖PH
=
∫ 0

−∞
H (t) sup

t≤s≤0
‖A(s)‖dt, ∀ A ∈PH ,

then
(
PH , ‖ · ‖PH

)
is a Banach space.

The space is the first thing we consider

PH =
{

v : (−∞, a]→ X such that v|[0,a]is continuous, v|(−∞,0] = φ ∈PH

}

which has the norm
‖x‖PH

= sup
s∈[0,a]

‖v(s)‖+ ‖φ‖PH
.

Definition 8 ([38]). The prerequisites are true ∀t ∈ [0, a]. If v : (−∞, a]→ X, a > 0, such that
φ ∈PH :

1. vτ ∈PH ;

2. There are two function β1(t), β2(t) such that β1(t) : [0, ∞)→ [0, ∞) is a continuous function
and β2(t) : [0, ∞) → [0, ∞) is a locally bounded function which are independent to v(·)
whereas

‖vt‖PH
≤ β1(t) sup

0<s<t
‖v(s)‖+ β2(t)‖φ‖PH

;

3. ‖v(t)‖ ≤ H‖vt‖PH
, where H > 0 is constant.
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Currently, the operator is defined H : PH →PH as follows

H (U )(ξ) =





Kq(ξ)φ(0) +
∫ ξ

0 Kq(t)(ξ0 − η(U ))dt
+
∫ ξ

0 (ξ − t)q−1Lq(ξ, t)[F (t) +By(t)]dt, ξ ∈ [0, a],

φ(ξ), ξ ∈ (−∞, 0].

The function represented by κ(·) : (−∞, a]→ X should be considered as

κ(ξ) =
{

0, ξ ∈ (0, a],
φ(ξ), ξ ∈ (−∞, 0].

After that, κ(0) = φ(0). We indicate the function defined by κ for each Z ∈ C([0, a],X)
with Z (0) = 0 and

κ(ξ) =

{
Z (ξ), ξ ∈ [0, a],
0, ξ ∈ (−∞, 0].

If U (·) satisfies that U (ξ) = H (U )(ξ) for all ξ ∈ (−∞, a], we can decompose that
U (ξ) = κ(ξ) + κ(ξ), ξ ∈ (−∞, a], it denotes Uξ = κξ + κξ for every ξ ∈ (−∞, a] and the
function Z (·) satisfies

Z (ξ) = Kq(ξ)φ(0) +
∫ ξ

0
Kq(t)(ξ0 − η(κ +κ))dt

+
∫ ξ

0
(ξ − t)q−1Lq(ξ, t)[F (t, κ +κ, κt +κt) +By(t)]dt.

Set the space Θ = {Z ∈ C([0, a],X), Z (0) = 0} equipped the norm

‖Z ‖Θ = sup
ξ∈[0,a]

‖Z (ξ)‖.

Therefore, (Θ, ‖ · ‖Θ) is a Banach space. Assume that the operator G is defined as
follows: Let the operator G : Θ→ Θ be formulated as follows:

G(Z )(ξ) = Kq(ξ)φ(0) +
∫ ξ

0
Kq(t)(ξ0 − η(κ +κ))dt

+
∫ ξ

0
(ξ − t)q−1Lq(ξ, t)[F (t, κ +κ, κt +κt) +By(t)]dt.

The argument that the operator H appears to have a fixed point is similar to the claim
that G has a fixed point. Therefore, we continue to demonstrate this.

The subsequent assumptions, we make:

(I1) The function F : J ×X×PH → X is a continuous and there exist d1 f , d2 f ≥ 0 such
that for all (ξ, U , Uξ), (ξ, V , Vξ) ∈ J ×X×PH ,

‖F (ξ, U , Uξ)−F (ξ, V , Vξ)‖ ≤ d1 f ‖U − V ‖X + d2 f ‖Uξ − Vξ‖PH
.

(I2) The linear operator B : U → X is bounded, and let W : L2(J,U) → X be the linear
operator defined by

Wy =
∫ a

0
(a− t)q−1Lq(a, t)By(t)dt,

has an invertible operator W−1 which takes value in L2(J,U)/kerW, and there exist
two positive constant O1 and O1 such that

‖B‖ ≤ O1, ‖W−1‖ ≤ O2.
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(I3) The function η : X→ X is continuous and there exist there exist a positive constant Lη

such that
‖η(U )− η(V )‖ ≤ Lη‖U − V ‖.

Lemma 9. Let β∗1 = supξ∈[0,a] β1(ξ) and β∗2 = supξ∈[0,a] β2(ξ) where β1(·) and β2(·) be
defined in Definition (8). Assume that the assumptions (I1) and (I3) are satisfied with c =
max

ξ∈[0,a]
|F (ξ, 0, 0)| and γη = |η(0)|. Then,

‖F (ξ, κ +κ, κξ +κξ)‖ ≤
(

d1 f H + d2 f

)(
β1(ξ)‖Z ‖Θ + β2(ξ)‖φ‖PH

)
+ c

≤
(

d1 f H + d2 f

)(
β∗1‖Z ‖Θ + β∗2‖φ‖PH

)
+ c , `

and
η(U )‖ ≤ Lη‖U ‖+ γη .

Proof. By the same way in Lemma 9 in [37], we can easily reach the desired result.

5. Controllability Results

Definition 9 ([39]). The system (2) is said to be controllable on the interval J if for any φ(0) ∈PH

and ξ0, ya ∈ X, there exists a control y ∈ L2(J,U) such that a mild solution Z (·) of system (2)
satisfies Z (a) = ya.

Lemma 10. If the assumptions (I1) and (I3) hold, and ya ∈ X is target point. Then the con-
trol function

y(ξ) = W−1
[

ya −Kq(a)φ(0) +
∫ a

0
Kq(t)(ξ0 − η(κ +κ))dt

+
∫ a

0
(a− t)q−1Lq(a, t)F (t, κ +κ, κt +κt)dt

]
.

steers the state Z (ξ) of the system (2) from initial points φ(0) and ξ0 to target point ya at time a.
Furthermore, the control function y(ξ) has an estimate ‖y(ξ‖ ≤ Π where

Π = O2[‖ya‖+T0 +M0`], T0 = M
(
‖φ(0)‖+ a(‖ξ0‖+ γη)

)
, and M0 =

a2qM

qΓ(2q)
.

Proof. Consider the solution Z (ξ) of (2) defined by (7). For ξ = a, we get

Z (a) = Kq(a)φ(0) +
∫ a

0
Kq(t)(ξ0 − η(κ +κ))dt +

∫ a

0
(a− t)q−1Lq(a, t)F (τ, κ +κ, κτ +κτ)dτdt

+
∫ a

0
(a− t)q−1Lq(a, t)BW−1

[
ya −Kq(a)φ(0) +

∫ a

0
Kq(τ)(ξ0 − η(κ +κ))dτ

+
∫ a

0
(a− τ)q−1Lq(a, t)F (τ, κ +κ, κτ +κτ)dτ

]
dt

= Kq(a)φ(0) +
∫ a

0
Kq(t)(ξ0 − η(κ +κ))dt +

∫ a

0
(a− t)q−1Lq(a, t)F (τ, κ +κ, κτ +κτ)dτdt

+WW−1
[

ya −Kq(a)φ(0) +
∫ a

0
Kq(τ)(ξ0 − η(κ +κ))dτ

+
∫ a

0
(a− τ)q−1Lq(a, τ)F (τ, κ +κ, κτ +κτ)dτ

]
= ya.
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Furthermore, by using Lemma 9 the control function estimate

‖y(ξ)‖ ≤
∥∥∥W−1

∥∥∥
[
‖ya‖+

∥∥Kq(a)φ(0)
∥∥+

∫ a

0

∥∥Kq(t)
∥∥(‖ξ0‖+ ‖η(κ +κ)‖)dt

+
∫ a

0
(a− t)q−1∥∥Lq(a, t)

∥∥‖F (t, κ +κ, κt +κt)‖dt
]

≤ O2

[
‖ya‖+M

(
‖φ(0)‖+ a(‖ξ0‖+ γη)

)
+

a2qM`

qΓ(2q)

]
= Π

which ends the proof.

5.1. Compactness Case

In this subsection, we assume the compactness of controllability of mild solution and
investigate its existence of it by employing Krasnoselskii’s fixed point theorem to deduce
the first result about the existence of the solution of the problem (2).

Theorem 1. Assume that (I1), (I2) and (I3) are satisfied. Then the problem (2) is controllable
on J if

Lv = M1

[
aMLη +M0β∗1(d1 f H + d2 f )

]
< 1

where M1 = O1O2M0.

Proof. Designate

Υρ = {Z ∈ θ : ‖Z ‖θ ≤ ρ}

where

ρ ≥
(1 +M1)

{
T0 +M0[

(
d1 f H + d2 f

)
β∗2‖φ‖PH

+ c]
}
+M1‖ya‖

1−Lv
.

The operator G can be divided as a sum of two operators G1 and G2 which can be
defined as

(G1Z )(ξ) = Kq(ξ)φ(0) +
∫ ξ

0
Kq(t)(ξ0 − η(κ +κ))dt

+
∫ ξ

0
(ξ − t)q−1Lq(ξ, t)

[
F (t, κ +κ, κt +κt) +BW−1(ya −Kq(a)φ(0)

)]
dt,

(G2Z )(ξ) = BW−1
∫ ξ

0
(ξ − t)q−1Lq(ξ, t)

[∫ a

0
Kq(τ)(ξ0 − η(κ +κ))dτ

+
∫ a

0
(a− τ)q−1Lq(a, τ)F (τ, κ +κ, κτ +κτ)dτ

]
dt.

Then, for u, v ∈ Υρ, it follows that ‖G1(Z )u +G2(Z )v‖ ≤ ρ, which concludes that
G1(u) +G2(v) ∈ Υρ. Now, we want to show that G maps bounded sets into the bounded
set. For any ρ ≥ 0 and for any Z ∈ Υρ and in light of Lemma 9, we have
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‖(GZ )(ξ)‖ ≤M
(
‖φ(0)‖+ a(‖ξ0‖+ γη))

)

+M0

[(
d1 f H + d2 f

)(
β∗1‖Z ‖Θ + β∗2‖φ‖PH

)
+ c
]

+M1
[
‖ya‖+M

(
‖φ(0)‖+ a(‖ξ0‖+ γη)

)

+ M0

[
(d1 f H + d2 f )

(
β∗1‖Z ‖Θ + β∗2‖φ‖PH

)
+ c
]]

= (1 +M1)
{

T0 +M0[
(

d1 f H + d2 f

)
β∗2‖φ‖PH

+ c]
}
+M1‖ya‖

+ ρM0β∗1(1 +M1)(d1 f H + d2 f )ρ ≤ ρ.

The following step is to confirm that the operator G1 is equicontinuous. In the light
of the situations (I1) and (I3), G1 is continuous. Let v1, v2 ∈ J such that 0 ≤ v1 < v2 ≤ a,
then the following scenarios are therefore possible.

‖(G1Z )(v2)− (G1Z )(v1)‖ ≤ ‖Kq(v2)−Kq(v1)‖‖φ(0)‖+M
(
‖ξ0‖+ γη

)
(v2 − v1)[

M`

qΓ(2q)
+

MO1O2

qΓ(2q)
(‖ya‖+M‖φ(0)‖)

]
(v2 − v1)

q

+ (`+O1O2(‖ya‖+M‖φ(0)‖))
∫ v1

0

∥∥∥(v2 − t)q−1Lq(v2, t)− (v1 − t)q−1Lq(v1, t)
∥∥∥dt.

To evaluate the last term, we can follow the steps

I =
∫ v1

0

∥∥∥(v2 − t)q−1Lq(v2, t)− (v1 − t)q−1Lq(v2, t) + (v1 − t)q−1Lq(v2, t)− (v1 − t)q−1Lq(v1, t)
∥∥∥dt

≤
∫ v1

0
[(v1 − t)q−1 − (v2 − t)q−1]‖Lq(v2, t)‖dt +

∫ v1

0
(v1 − t)q−1‖Lq(v2, t)−Lq(v1, t)‖dt

=
M

qΓ(2q)

[
(v2 − v1)

q + (vq
1 − vq

2)
]
+
∫ v1

0
(v1 − t)q−1‖Lq(v2, t)−Lq(v1, t)‖dt

which implies that

‖(G1Z )(v2)− (G1Z )(v1)‖ ≤ ‖Kq(v2)−Kq(v1)‖‖φ(0)‖+M
(
‖ξ0‖+ γη

)
(v2 − v1)

+

[
M`

qΓ(2q)
+

MO1O2

qΓ(2q)
(‖ya‖+M‖φ(0)‖)

]
(v2 − v1)

q

+ (`+O1O2(‖ya‖+M‖φ(0)‖)) M

qΓ(2q)

[
(v2 − v1)

q + (vq
1 − vq

2)
]

+ (`+O1O2(‖ya‖+M‖φ(0)‖))
∫ v1

0

∥∥∥(v2 − t)q−1Lq(v2, t)− (v1 − t)q−1Lq(v1, t)
∥∥∥dt.

Due to compactness of operator Kq(y) and Lq(t, y) (see Lemma 8), we infer that
‖G1(z)(v1) − G1(z)(v2)‖ → 0 as v2 → v1. Thus, G1 is a relatively compact on Υρ. By
Arezela Ascoli Theorem the operator G1 is completely continuous on Υρ. The only thing
left to do is provide evidence that G2 is a contraction mapping. Consider Z , Z ∗ ∈ Υ. Then,
for any ξ ∈ [0, a],
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‖(G2Z )(ξ)− (G2Z
∗)(ξ)‖Υ

≤ O1O2M

Γ(2q)

∫ ξ

0
(ξ − t)q−1

[
M

∫ a

0
‖η(κ +κ)− η(κ∗ +κ)‖dτ

+
M

Γ(2q)

∫ a

0
(a− τ)q−1‖F (τ, κ +κ, κτ +κτ)−F (τ, κ∗ +κ, κτ +κτ)‖dτ

]

≤M1

[
aMLη‖κ − κ∗‖Υ +

M

Γ(2q)

∫ a

0
(a− τ)q−1(d1 f ‖κ − κ∗‖Υ + d2 f ‖κτ − κ∗τ‖PH

)dτ

]

≤M1

[
aMLη‖κ − κ∗‖Υ +

M

Γ(2q)

∫ a

0
(a− τ)q−1(d1 f H + d2 f )‖κτ − κ∗τ‖PH

dτ

]

≤M1

[
aMLη +M0β∗1(d1 f H + d2 f )

]
‖κ − κ∗‖Υ

= Lv‖κ − κ∗‖Υ.

In a sense, the fractional evolution equation with non-instantaneous impulsive (2) has
at least one mild solution on Υ, according to the Krasnoselskii Theorem. In view of the
results in Lemma 10 and our results here, the evolution system (2) is controllable on J. The
evidence is now complete.

5.2. Noncompactness Case

The existence of a solution in the case of noncompactness of controllability of mild
solution can be further explored by utilizing Kuratowski’s measure of noncompactness
through applying Sadovskii’s fixed point Theorem 3. This matter can be addressed by
considering the next existence result.

Theorem 2. Assume that (I1), (I2) and (I3) are satisfied. Furthermore, suppose that the follow-
ing inequality holds

Pv = (1 +M1)
[

aMLη +M0β∗1(d1 f H + d2 f )
]
< 1.

Then, the evolution system (2) is controllable on J.

Proof. Firstly, we show that G : Υρ → Υρ is continuous where Υρ ⊂ θ is defined in the
proof of Theorem 1. Plainly, the subset Υρ is a closed, bounded, and convex nonempty
subset of the Banach space θ. Let the sequence {Z n}n∈N of a Banach space θ such that
Z n → Z as n→ ∞. For 0 ≤ ξ ≤ a, by the strongly continuity of Kq(ξ) and Lq(ξ, t) and
Lemma 9, we get

‖(GZ n)(ξ)− (GZ )(ξ)‖ ≤M

∫ ξ

0
‖η(κn +κ)− η(κ +κ)‖dt

+
M

Γ(2q)

∫ ξ

0
(ξ − t)q−1‖F (t, κn +κ, κn

t +κt)−F (t, κ +κ, κt +κt)‖dt

≤MLη

∫ ξ

0
‖κn − κ‖Υdt +

M

Γ(2q)

∫ ξ

0
(ξ − t)q−1

(
d1 f ‖κn − κ‖Υ + d2 f ‖κn

t − κt‖PH

)
dt

≤MLη

∫ ξ

0
‖κn − κ‖Υdt +

M

Γ(2q)

∫ ξ

0
(ξ − t)q−1

(
d1 f H + d2 f

)
‖κn

t − κt‖PH
dt

≤
[

aMLη +M0β∗1
(

d1 f H + d2 f

)]
‖Z n −Z ‖Υ → 0

as n→ ∞ which implies that G : Υρ → Υρ is continuous.
Next, we show G maps Υρ into itself. It is verified as in Theorem 1. The operator G

must be shown to satisfy the inequality of the Kuratowski measure of noncompactness in
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Lemma 3 as the last phase of this argument. Indeed, consider Z , Z ∗ ∈ Υr. Then, for any
ξ ∈ [0, a], with using the assumptions (I1)-(I3), we get

‖(G1Z )(ξ)− (G1Z
∗)(ξ)‖Υ ≤M

∫ ξ

0
‖η(κ +κ)− η(κ∗ +κ)‖dt

+
Maq

Γ(2q)

∫ ξ

0
(ξ − t)q−1‖F (t, κ +κ, κt +κt)−F (t, κ∗ +κ, κ∗t +κt)‖dt

≤
[

aMLη +M0β∗1
(

d1 f H + d2 f

)]
‖Z −Z ∗‖Υ.

By exploiting the results obtained in the previous theorem, we find that

‖(GZ )(ξ)− (GZ ∗)(ξ)‖Υ ≤ ‖(G1Z )(ξ)− (G1Z
∗)(ξ)‖Υ + ‖(G2Z )(ξ)− (G2Z

∗)(ξ)‖Υ

≤ (1 +M1)
[

aMLη +M0β∗1(d1 f H + d2 f )
]
‖Z −Z ∗‖Υ

which implies that

‖(GZ )(ξ)− (GZ ∗)(ξ)‖Υ ≤ Pρ‖Z −Z ∗‖Υ.

Let U ⊂ Υρ be closed such that there are Ui, i = 1, 2, . . . , n; n ∈ N and U ⊆ ⋃n
i=1 Ui.

Then, according to the definitions of diameter and Kuratowski measure of noncompactness,
we conclude that

µ(GU) = inf

{
r : diam(GUi) ≤ r, U ⊆

n⋃

i=1

Ui

}

= inf

{
r : sup{‖(GZ )(ξ)− (GZ ∗)(ξ)‖Υ} ≤ r, Z , Z ∗ ∈ Ui, U ⊆

n⋃

i=1

Ui

}

≤ Pρ inf

{
r : sup{‖Z (ξ)−Z ∗(ξ)‖Υ} ≤ r, Z , Z ∗ ∈ Ui, U ⊆

n⋃

i=1

Ui

}

= Pρ inf

{
r : diam(Ui) ≤ r, U ⊆

n⋃

i=1

Ui

}

= Pρµ(U).

By Lemma 2 (vii), we know that for any bounded U ∈ Υρ

µ(G(U)) ≤ Pvµ(U).

This means that the operator G : Υρ → Υρ is µ-condensing. It follows from Sadovskii
fixed point theorem the operator G has at least one fixed point Z ∈ Υρ, which is just a mild
solution to problem (2). This with Lemma 10 completes the proof.

6. An Application

Consider the following fractional evolution with infinite delay




cD
5
3
0 U (ξ, x) = AU (ξ, x) +F (ξ, U (ξ, x), Uξ(ξ, x)) +By(ξ, x), ξ ∈ [0, 1], x ∈ [0, π]

U (ξ, x) = 1
5 e−0.5ξ , ξ ∈ (−∞, 0], x ∈ [0, π]

U ′(0, x) + 1
13 sin U (ξ, x) = 1

2 , ξ ∈ [0, 1], x ∈ [0, π]
U (ξ, 0) = U (ξ, 1) = 0, ξ ∈ [0, 1].

Let the space X = C([0, 1]× [0, π],R) and U = L2[0, 1] the space of a square-integrable
function equipped with the norm

‖U ‖L2[0,1] =

(∫ 1

0
|U (ξ)|2dξ

) 1
2

.
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Furthermore, the operator A : D(A) ⊂ X→ X is defined as A = ∂2

∂x2 with a domain

D(A) =
{

U ∈ X| ∂

∂x
U ,

∂2

∂x2 U ∈ X

}

Apparently, the operator A is densely defined in X and is the infinitesimal generator
of a resolvent cosine family K (ξ), ξ > 0 on X. Here, we take v = 5

3 which implies q = 5
6

and A = ∂2

∂x2 , x ∈ [0, π], we take H = 1
16 , β1(ξ) =

ξ2+1
5 → β∗1 = 2

5 , β2(ξ) =
1√
ξ+1 , β∗2 = 1√

2
,

‖Kq(ξ)‖ ≤ 1, ‖Lq(ξ, t)‖ ≤ 0.36 ∀ 0 < s < ξ ≤ 1.
The non-local function given by η(U (ξ, ·)) = 1

13 sin U (ξ, ·), so we have
∥∥∥∥

1
13

sin U − 1
13

sin V

∥∥∥∥ ≤
1

13
‖U − V ‖

then, Lη = 1
13 .

Let h(s) = e7s, s < 0, then
∫ 0
−∞ h(s)ds = 1

7 , we define

‖φ‖PH
=
∫ 0

−∞
e7s sup

s≤ξ≤0
‖φ(ξ)‖ds.

Then, we can say

‖φ‖PH
= ‖1

5
e−0.5ξ‖PH

=
1

35
.

Assume that the operator B = O1 I where I is the identity operator. For x ∈ [0, π], we
also assume the operator W : (U,R)→ X is defined as

Wy = O1

∫ 1

0
(1− ξ)

−1
6 Lq(1, ξ)Iy(ξ, x)dξ

and its norm can be given easily by

‖Wy‖ =
∥∥∥∥
∫ 1

0
(1− ξ)

−1
6 Lq(1, ξ)By(ξ, x)dξ

∥∥∥∥ ≤
6O1

5Γ( 5
3 )
‖y‖.

Plainly, W is linear and bounded operator with W ≤ 6O1
5Γ( 5

3 )
. Therefore Assumption 2

holds for a suitable constant O2 > 0.
Finally, suppose that

F (ξ, U (ξ), Uξ) =
1

15
ξ

1
3 sin U +

Uξ

5 + ξ
3
2

Clearly F : [0, 1]×X×PH → X is continuous and satisfies

‖F (ξ, U (ξ), Uξ)−F (ξ, V (ξ), Vξ)‖ ≤
1
15

ξ
1
3 ‖ sin U − sin V ‖X +

1

5 + ξ
3
2
‖Uξ − Vξ‖PH

.

Then, we have d1 f =
1

15 and d2 f =
1
6 and

aMLη +M0β∗1(d1 f H + d2 f ) ∼ 0.167757.

• Case I: Krasnoselskii fixed point theorem:
To check the presumption of Theorem 1, we have Lv ∼ 0.167757M1 < 1 which is
true for all 0 < O1 < 4.48439/O2. Thus, all assumptions of this theorem are satisfied.
Therefore, the problem (2) has a unique mild solution and is controllable on (−∞, 1].
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• Case II: Sadovskii fixed point theorem:
To check the presumption of Theorem 2, we have Pρ ∼ 0.167757(1 +M1) < 1 which
is true for all 0 < O1 < 3.7321/O2. Thus, all assumptions of this theorem are satisfied.
Therefore, the problem (2) has a unique mild solution and is controllable on (−∞, 1].

7. Conclusions

In the current study, we analyzed an infinitely delaying system of fractional evolution
equations. The foundation for our observations is furnished by current functional analysis
approaches. In order to provide a reasonable remedy, we employ the unbounded operator
A as the generator of the strongly continuous Cosine family. In the case of the problem (2),
we had to examine a moderate controllability solution by two different arguments, the
first of which used compactness technology and the second, noncompactness. By using
the Sadovskii fixed point theorem and the measure of non-compactness, we present a new
approach to analyzing the controllability of mild solutions. The first argument is based on
Krasnoselskii’s theorem, which allows F (ξ, U , Uξ) to behave as

‖F (ξ, U , Uξ)−F (ξ, V , Vξ)‖ ≤ d1 f ‖U − V ‖X + d2 f ‖Uξ − Vξ‖PH
.

The tools of fixed point theory in the case of simple assumptions are simple to install
and enhance the range of results offered to meet our demands. The second result, which
is rooted in the Kuratowski measure of noncompactness and the Sadovskii fixed point
theorem, establishes a stipulation to utilize the operator of the solution is a condensing
map in order to comply with the Lipschitz continuance, ensuring that the problem at hand
has no prior solutions. Our conclusion is then illustrated with a numerical example that
looks at a function that meets all the requirements.
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Abstract: A fractional order COVID-19 model consisting of six compartments in Caputo sense is
constructed. The indirect transmission of the virus through susceptible populations by the shedding
effect is studied. Equilibrium solutions are calculated, and basic reproduction ratio (that depends
both on direct and indirect mode of transmission), existence and uniqueness, as well as stability
analysis of the solution of the model, are studied. The paper studies the effect of optimal control
policy applied to shedding effect. The control is the observation of standard hygiene practices and
chemical disinfectants in public spaces. Numerical simulations are carried out to support the analytic
result and to show the significance of the fractional order from the biological viewpoint.

Keywords: mathematical model; fractional order; Caputo; optimal control; shedding effect; COVID-19
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1. Introduction

COVID-19 surfaced in the world at the end of the year 2019. It undermined many
sectors such astransport, the economy, education systems, sports, entertainment, etc. The
pandemic killed and infected many. The nature and mode of the spread of COVID-19
outbreak are still not completely understood. Researchers are geared towards finding
vaccines to curtail the spread of the virus. The idea is to limit the number of new infections
and subsequent deaths due to the pandemic. Due to the scarcity of vaccines, many countries
in the world adopt non-pharmaceutical measures such as lockdown, airport closures, use
of sanitizers and social distancing. There is a great deal of research in the literature with
regard to the pandemic, both from a theoretical and practical point of view [1–7].

It is estimated that 75% of infected individuals recover without showing serious symp-
toms and many achieve e natural recovery [8]. Throat infection, chest pain, runny nose or
nasal congestion, losing smell and taste, vomiting, diarrhea and nausea are some of the
symptoms of COVID-19. In most cases, these symptoms appear slowly. It is also believed
that elderly people can observe serious complications compared to their younger counter-
parts. On average, infected individuals spend 7–14 days before showing symptoms [9]. In
many cases, it takes 14 days before mild cases recover [10]. The transmission of COVID-19
occurs mostly via either a direct (through contaminated air by tiny droplets and airborne
particles containing the virus) or an indirect (through contaminated surfaces) method.
The virus is released from the mouth of infected individuals through either sneezing or
coughing and is shed into the environment in the form of micro-particles in the air. This
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shedding effect is of paramount significance in studying COVID-19 transmission. Although
diagnostic tests and vaccine treatments are now available to curb the spread of the disease,
the use of standard hygiene practices and chemical disinfectants in public places must still
be maintained.

Many fields of study such as epidemiology, economics and finance, aeronautical
engineering, robotics, etc., use optimal control as an effective mathematical tool to optimize
control problems [11]. However, there is little in the literature about the use of an optimal
control approach to study COVID-19, since control in a real sense varies with time [12–18].

Fractional order derivatives and fractional integrals are very important tools that are
used in the study of mathematical modeling due to their hereditary properties and ability
in memory description. In the last few decades, the fractional differential has been used in
mathematical modeling of biological phenomena [19,20]. This is because fractional calculus
can explain and process the retention and heritage properties of various materials more
accurately than integer-order models [21,22]. Due to the effectiveness of mathematical models
in studying infectious diseases, recently many scientists have been investigating mathematical
models of the COVID-19 pandemic with fractional order derivatives; they have produced
excellent results [23,24]. The Caputo fractional order derivative is based on the exponential
kernel and details on its operation and its applications can be found in [25–28]. Caputo
fractional derivative gives less noise when compared with other operators [29]. In this
paper, we use Caputo fractional order to model the spread and control of COVID-19 with
emphasis on shedding effect.

The main contribution of this paper is to mathematically demonstrate the fact that
an uninfected population can become infected by both direct and indirect methods by
the exposed or infected class. Infected and exposed individuals can contaminate the
environment by shedding pathogens. It is also our aim to show the effect of healthy hygiene
practices, i.e., using alcohol-based hand sanitizers and effective chemical disinfectants in
public areas in curbing the spread of COVID-19.

This paper is organized as follows: the introduction is given in Section 1, formulation
of the model is given in Section 2, analysis of the model is given in Section 3, construction
and analysis of the optimal control problem is given in Section 4, numerical simulation is
given in Section 5 and finally conclusions are given in Section 6.

2. Definition of Terms

In this section we give definitions of the Caputo derivative as in [30].

Definition 1. The Caputo fractional left-sided derivative is defined as

C
∗Dα

a+( f (t)) =
1

Γ(n− α)

t∫

a

(t− τ)n−α−1 dn

dτn [ f (τ)]dτ, t ≥ a

Caputo fractional right-sided derivative is defined as

C
∗Dα

b−( f (t)) =
(−1)n

Γ(n− α)

b∫

t

(τ − t)n−α−1 dn

dτn [ f (τ)]dτ, t ≤ b.

3. Formulation of the Model

We adopted and modified the model in [28]. The transmission of COVID-19 occurs
through primary and secondary routes. The primary route is through person–person
contact and the secondary route is through contaminated surfaces (shedding effect). While
much research on the control of pathogen transmission through the primary route are avail-
able in the literature, little considers the secondary route. The control of the transmission
through the secondary route involves healthy hygiene practices which include using hand
sanitizers, face masks and effective chemical disinfectants in public areas.
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The model consists of a system of fractional order differential equation in the Caputo
sense with six compartments. The compartments are: S(t), E(t), I(t), H(t), R(t) and V(t)
which stands for Susceptible, Exposed, Infected, Hospitalized, and Recovered compart-
ments, respectively. To study the shedding effect, another compartment for contaminated
surfaces is added as Virus class V(t).

First, we will consider and analyze the fractional order model in Caputo sense without
the optimal control and then in Section 5 we will introduce and analyze the optimal control
function.

The model is given below

C
0 Dα

t S(t) = Yα − βαSI − θαSV − µαS,
C
0 Dα

t E(t) = βαSI + θαSV −
(
µα + γα + ηα

1
)
E,

C
0 Dα

t I = γαE−
(
µα + πα + ξα

1 + ηα
2
)

I,
C
0 Dα

t H = πα I −
(
µα + ξα

2 + ηα
3
)

H,
C
0 Dα

t R(t) = ηα
1 E + ηα

2 I + ηα
3 H − µαR,

C
0 Dα

t V(t) = q1
αE + q2

α I − rαV,

(1)

with the following initial conditions

S(0) = a1, E(0) = a2, I(0) = a3, H(0) = a4, R(0) = a5 and V(0) = a6

The meaning of the parameters involved in the model is given in Table 1 below.

Table 1. Meaning of Parameters.

Parameter Meaning

Y Recruitment rate into susceptible class
β Transmission rate of COVID-19 from human to human
θ Transmission rate of COVID-19 from environment to human
µ Natural death rate
γ Rate at which exposed individuals move to Infected class

η1, η2, η3 Natural recovery rate in Exposed, Infected and Hospitalized classes respectively
π Rate of hospitalization

ξ1, ξ2 Rate of COVID-19 caused death in Infected and Hospitalized classes respectively
q1, q2 Rate of virus shedding from Exposed and Infected classes respectively

r Rate of sanitization
0 < α ≤ 1 Fractional order

4. Analysis of the Model

In this section, some mathematical properties of the model are explored. This consists
of positivity and boundedness, computation of Equilibria, basic reproduction number,
existence and uniqueness analysis of the solution of the model, and local stability analysis.

4.1. Positivity and Boundedness

To show positivity, considering Equation (1), we have

C
0 Dα

t S(t)
∣∣S=0 = Yα > 0,

C
0 Dα

t E(t)
∣∣E=0 = βαSI + θαSV ≥ 0,

C
0 Dα

t I(t)
∣∣I=0 = γαE ≥ 0,

C
0 Dα

t H(t)
∣∣H=0 = πα I ≥ 0, and

C
0 Dα

t R(t)
∣∣R=0 = ηα

1 E + ηα
2 I + ηα

3 H ≥ 0.

Therefore, we can observe that the solution of (1) is non-negative.
For the boundedness, we can observe that the overall dynamics of the human popula-

tion is obtained by adding the first five Equations of (1). Let

N(t) = S(t) + E(t) + I(t) + H(t) + R(t)
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Then,

C
0 Dα

t N(t) = C
0 Dα

t S(t) + C
0 Dα

t E(t) + C
0 Dα

t I(t) + C
0 Dα

t H(t) + C
0 Dα

t R(t),

which simplifies to,
C
0 Dα

t N(t) = Yα − µαN − (ξα
1 I + ξα

2 H),

hence,
C
0 Dα

t N(t) ≤ Yα − µαN.

We apply the lap-lace transform method to solve the Gronwall’s like inequality with
initial condition N(t0) ≥ 0. We have,

L
{

C
0 Dα

t N(t) + µαN
}
≤ L{Yα}.

By linearity of the Laplace transform, we get

L
{

C
0 Dα

t N(t)
}
+ µαL{N(t)

}
≤ L{Yα},

Then we get,

SαL{N(t)} −
n−1

∑
k=0

Sα−k−1Nk(t0) + µαL{N(t)} ≤ Yα

S
.

Simplifying, we get

L{N(t)} ≤ Yα




1
S
− 1

S
1(

1 +
µα

Sα

)


+

n−1

∑
k=0

1
Sk+1

1(
1 +

µα

Sα

)Nk(t0).

Using Taylor series expansion, we have

1(
1 +

µα

Sα

) =
∞

∑
n=0

(−µα

Sα

)n

Therefore,

L{N(t)} ≤ Yα

(
1
S
− 1

S

∞

∑
n=0

(−µα

Sα

)n
)
+

n−1

∑
k=0

1
Sk+1 Nk(t0)

∞

∑
n=0

(−µα

Sα

)n

Taking, Laplace inverse, we get

N(t) ≤ Yα −Yα
∞

∑
n=0

−(µαtα)n

Γ(αn + 1)
+

n−1

∑
k=0

∞

∑
n=0

−(µαtα)n

Γ(αn + k + 1)
tk Nk(t0).

Substituting the Mittag-Leffler function, we get

N(t) ≤ Yα[1− E1(−µαtα)] +
n−1

∑
k=0

Ek+1(−µαtα)tk Nk(t0).

where E1(−µαtα), Ek+1(−µαtα) are the series of Mittag-Leffler functions which converge
for any argument; hence we say that the solution to the model is bounded.
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Thus we define,

ω = {(S(t), E(t), I(t), H(t), R(t)) ∈ R5
+ : S(t), E(t), I(t), H(t), R(t)

≤ Yα[1− E1(−µαtα)] +
n−1
∑

k=0
Ek+1(−µαtα)tk Nk(t0)}

Hence, all solutions of (1) commencing in ω stay in ω for all t ≥ 0. Positivity of
solutions means that the population thrives, while boundedness means that the population
growth is restricted naturally due to limited resources.

4.2. Equilibria and Basic Reproduction Number

The equilibrium solutions are obtained by equating the equations in the model to zero
and solving the system simultaneously. We obtain two equilibrium solutions; disease free
and endemic equilibrium solutions.

i. Disease free equilibrium (E0)

E0 = {S0, E0, I0, H0, R0, V0} =
{

Yα

µα
, 0, 0, 0, 0, 0

}

ii. Endemic equilibrium (E1)

E1 = {S1, E1, I1, H1, R1, V1},
where,

S1 =
rα
(
πα + ηα

2 + µα + ξα
1
)(

µα + ηα
1 + γα

)
E1

βαγαrα + θα
(
qα

1
(
πα + ηα

2 + µα + ξα
1
)
+ qα

2γα
) ,

I1 =
γαE1

πα + ηα
2 + µα + ξα

1
,

H1 =
γαπαE1(

ηα
3 + µα + ξα

2
)(

πα + ηα
2 + µα + ξα

1
) ,

R1 =
1

µα

[
ηα

1 +
ηα

3 παγα

(
ηα

3 + µα + ξα
2
)(

πα + ηα
2 + µα + ξα

1
) + ηα

2 γα

πα + ηα
2 + µα + ξα

1

]
E1,

V1 =
1
rα

[
qα

1 +
qα

2γα

πα + ηα
2 + µα + ξα

1

]
E1,

and E1 is defined as

E1 =
1(

µα + ηα
1 + γα

) [Yα − µαrα
(
πα + ηα

2 + µα + ξα
1
)(

µα + ηα
1 + γα

)

βαγαrα + θα
(
qα

1
(
πα + ηα

2 + µα + ξα
1
)
+ qα

2γα
)
]

4.3. Computation of Basic Reproduction Ratio

In this section, a threshold quantity called basic reproduction ratio is computed using
the method of next generation matrix. Consider the following Equations from (1):

C
0 Dα

t E(t) = βαSI + θαSV −
(
µα + γα + ηα

1
)
E,

C
0 Dα

t I = γαE−
(
µα + πα + ξα

1 + ηα
2
)

I,
C
0 Dα

t V(t) = q1E + q2 I − rV.
(2)
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Let Ai(X) and Bi(X) be the rate of appearance of new infection and rate of other
transitions in the ith compartment respectively. Then

Ai(X) =




βαSI + θαSV
0
0


, and Bi(X)

=




(
µα + γα + ηα

1
)
E

−γαE +
(
µα + πα + ξα

1 + ηα
2
)

I
−q1

αE− q2
α I + rαV


.

Then Equation (2) can be written as

.
X = Ai(X)− Bi(X), i = 1, 2, 3.

Now, define

A =

(
∂Ai
∂xj

)
(E0) =




0
Yαβα

µα

θαβα

µα

0 0 0
0 0 0


, and

B =

(
∂Bi
∂xj

)
(E0) =




µα + γα + ηα
1 0 0

−γαE µα + πα + ξα
1 + ηα

2 0
−q1

α −q2
α rα


.

The basic reproduction ratio, which is the spectral radius of the matrix AB−1, defined
as ρ

(
AB−1), is calculated as

R0 = R1 + R2 + R3,

where
R1 =

Yαβαγα

µα
(
µα + πα + ξα

1 + ηα
2
)(

µα + γα + ηα
1
) ,

R2=
Yαθαq1

α

µαrα
(
µα + γα + ηα

1
) , and

R3 =
θαYαq2

αγα

µαrα
(
µα + πα + ξα

1 + ηα
2
)(

µα + γα + ηα
1
)

where R1, R2 and R3 are related with the endowment of direct human-to-human contact
routes, exposed-to-environment and infected-to-environment, respectively.

4.4. Existence and Uniqueness of Solution of the Model

Consider the system

S(t)− S(0) = C
0 Dα

t S(t){Yα − βαSI − θαSV − µαS},
E(t)− E(0) = C

0 Dα
t E(t)

{
βαSI + θαSV −

(
µα + γα + ηα

1
)
E
}

,

I(t)− I(0) = C
0 Dα

t I
{

γαE−
(
µα + πα + ξα

1 + ηα
2
)

I
}

,

H(t)− H(0) = C
0 Dα

t H
{

πα I −
(
µα + ξα

2 + ηα
3
)

H
}

,

R(t)− R(0) = C
0 Dα

t R(t)
{

ηα
1 E + ηα

2 I + ηα
3 H − µαR

}
,

V(t)−V(0) = C
0 Dα

t V(t){q1
αE + q2

α I − rαV},
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and
S(t)− S(0) = M(α)

∫ 1
0 (t− τ)−αF1(t, S)dτ,

E(t)− E(0) = M(α)
∫ 1

0 (t− τ)−αF2(t, E)dτ,

I(t)− I(0) = M(α)
∫ 1

0 (t− τ)−αF3(t, I)dτ,

H(t)− H(0) = M(α)
∫ 1

0 (t− τ)−αF4(t, H)dτ,

R(t)− R(0) = M(α)
∫ 1

0 (t− τ)−αF5(t, R)dτ,

V(t)−V(0) = M(α)
∫ 1

0 (t− τ)−αF6(t, V)dτ,

where
C
0 Dα

t S(t) = F1(t, S),
C
0 Dα

t E(t) = F2(t, E),
C
0 Dα

t I(t) = F3(t, I),
C
0 Dα

t H(t) = F4(t, H),
C
0 Dα

t R(t) = F5(t, R),
C
0 Dα

t V(t) = F6(t, V).

Now, we can easily show that F1, . . . , F6 satisfy Lipschitz continuity using the follow-
ing theorem

0 ≤ βαk1 + θαk2 + µα < 1,

This is a contraction.

Proof.

‖F1(t, S)− F1(t, S1)‖
= ‖Yα − βαS(t)I(t)− θαS(t)V(t)− µαS(t)−Yα

+βαS1(t)I(t) + θαS1(t)V(t) + µαS1(t)‖
= ‖ − βα I(t)(S(t)− S1(t))− θαV(t)(S(t)− S1(t))− µα(S(t)− S1(t))‖
≤ βα‖I(t)‖‖S(t)− S1(t)‖+ θαV(t)‖S(t)− S1(t)‖+ µα‖S(t)− S1(t)‖

≤ (βαk1 + θαk2 + µα)‖S(t)− S1(t)‖
≤ L1‖S(t)− S1(t)‖,

where L1 = βαk1 + θαk2 + µα , k1 ≥ ‖I(t)‖and k2 ≥ ‖V(t)‖. �

Similarly, we find the remaining Lipschitz constants L2, . . . , L6 show the Lischitz
continuity and contraction of F2, . . . , F6.

Recursively, let

p1n(t) = Sn(t)− Sn−1(t)

=
2(1− α)

(2− α)M(α)
(F1(t, Sn−1)− F1(t, Sn−2))

+
2α

(2− α)M(α)

t∫
0
(F1(ϑ, Sn−1)− F1(ϑ, Sn−2))dϑ,

p2n(t) = En(t)− En−1(t)

=
2(1− α)

(2− α)M(α)
(F2(t, En−1)− F2(t, En−2))

+
2α

(2− α)M(α)

t∫
0
(F2(ϑ, En−1)− F2(ϑ, En−2))dϑ,
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p3n(t) = In(t)− In−1(t)

=
2(1− α)

(2− α)M(α)
(F3(t, In−1)− F3(t, In−2))

+
2α

(2− α)M(α)

t∫
0
(F3(ϑ, In−1)− F3(ϑ, In−2))dϑ,

p4n(t) = Hn(t)− Hn−1(t)

=
2(1− α)

(2− α)M(α)
(F4(t, Hn−1)− F4(t, Hn−2))

+
2α

(2− α)M(α)

t∫
0
(F4(ϑ, Hn−1)− F4(ϑ, Hn−2))dϑ,

p5n(t) = Rn(t)− Rn−1(t)

=
2(1− α)

(2− α)M(α)
(F5(t, Rn−1)− F5(t, Rn−2))

+
2α

(2− α)M(α)

t∫
0
(F5(ϑ, Rn−1)− F5(ϑ, Rn−2))dϑ,

p6n(t) = Vn(t)−Vn−1(t)

=
2(1− α)

(2− α)M(α)
(F6(t, Vn−1)− F6(t, Vn−2))

+
2α

(2− α)M(α)

t∫
0
(F6(ϑ, Vn−1)− F5(ϑ, Vn−2))dϑ,

with initial conditions

S0(t) = S(0), E0(t) = E(0), I0(t) = I(0), H0(0) = H(0), R0(0) = R(0) and V0(0) = V(0)

Consider q1n and take the norm, we have

‖q1n(t)‖ = ‖Sn(t)− Sn−1(t)‖
=‖ 2(1− α)

(2− α)M(α)
(F1(t, Sn−1)− F1(t, Sn−2))

+
2α

(2− α)M(α)

t∫
0
(F1(ϑ, Sn−1)− F1(ϑ, Sn−2))dϑ‖

Applying triangular inequality, we have

‖p1n(t)‖ = ‖Sn(t)− Sn−1(t)‖
=

2(1− α)

(2− α)M(α)
‖F1(t, Sn−1)− F1(t, Sn−2)‖

+
2α

(2− α)M(α)
‖

t∫
0
(F1(ϑ, Sn−1)− F1(ϑ, Sn−2))dϑ‖

≤ 2(1− α)

(2− α)M(α)
L1‖Sn − Sn−1‖

+
2α

(2− α)M(α)
L1

t∫
0
‖Sn − Sn−1‖dϑ.

This implies

‖p1n(t)‖ ≤
2(1− α)

(2− α)M(α)
L1‖p1n−1(t)‖

+
2α

(2− α)M(α)
L1

t∫
0
‖p1n−1(t)‖dϑ.
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In the same way,

‖p2n(t)‖ ≤
2(1− α)

(2− α)M(α)
L2‖p2n−1(t)‖+

2α

(2− α)M(α)
L2

t∫
0
‖p2n−1(t)‖dϑ,

‖p3n(t)‖ ≤
2(1− α)

(2− α)M(α)
L3‖p3n−1(t)‖+

2α

(2− α)M(α)
L3

t∫
0
‖p3n−1(t)‖dϑ,

‖p4n(t)‖ ≤
2(1− α)

(2− α)M(α)
L4‖p4n−1(t)‖+

2α

(2− α)M(α)
L4

t∫
0
‖p4n−1(t)‖dϑ,

‖p5n(t)‖ ≤
2(1− α)

(2− α)M(α)
L5‖p5n−1(t)‖+

2α

(2− α)M(α)
L5

t∫
0
‖p5n−1(t)‖dϑ,

‖p6n(t)‖ ≤
2(1− α)

(2− α)M(α)
L6‖p6n−1(t)‖+

2α

(2− α)M(α)
L6

t∫
0
‖p6n−1(t)‖dϑ.

Hence, we have

Sn(t) =
n
∑

i=1
p1i(t),

En(t) =
n
∑

i=1
p2i(t),

In(t) =
n
∑

i=1
p3i(t),

Hn(t) =
n
∑

i=1
p4i(t),

Rn(t) =
n
∑

i=1
p5i(t),

Vn(t) =
n
∑

i=1
p6i(t).

The following theorem gives the condition for the existence of the solution:

Theorem 1. The solution exists if t1exists, such that the following inequality is true,

2(1− α)

(2− α)M(α)
Li +

2αt1

(2− α)M(α)
Li < 1, i = 1, . . . , 6

Proof. Recursively, we have

‖p1n(t)‖ ≤ ‖Sn(0)‖
[

2(1− α)

(2− α)M(α)
L1 +

2α

(2− α)M(α)
L1

]n
,

‖p2n(t)‖ ≤ ‖En(0)‖
[

2(1− α)

(2− α)M(α)
L2 +

2α

(2− α)M(α)
L2

]n
,

‖p3n(t)‖ ≤ ‖In(0)‖
[

2(1− α)

(2− α)M(α)
L3 +

2α

(2− α)M(α)
L3

]n
,

‖p4n(t)‖ ≤ ‖Hn(0)‖
[

2(1− α)

(2− α)M(α)
L4 +

2α

(2− α)M(α)
L4

]n
,

‖p5n(t)‖ ≤ ‖Rn(0)‖
[

2(1− α)

(2− α)M(α)
L5 +

2α

(2− α)M(α)
L5

]n
,

‖p6n(t)‖ ≤ ‖Vn(0)‖
[

2(1− α)

(2− α)M(α)
L6 +

2α

(2− α)M(α)
L6

]n

�
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Hence solutions exist and are continuous. To show that the functions above construct
the solutions, consider

S(t)− S(0) = Sn(t)−M1n(t),
E(t)− E(0) = En(t)−M2n(t),
I(t)− I(0) = In(t)−M3n(t),

H(t)− H(0) = Hn(t)−M4n(t),
R(t)− R(0) = Rn(t)−M5n(t).
V(t)−V(0) = Vn(t)−M6n(t).

Hence,

‖M1n(t)‖ = ‖
2(1− α)

(2− α)M(α)
(F1(t, Sn−1)− F1(t, Sn−2)) +

2α

(2− α)M(α)

t∫
0
(F1(ϑ, Sn−1)− F1(ϑ, Sn−2))dϑ‖

≤ 2(1− α)

(2− α)M(α)
‖F1(t, Sn−1)− F1(t, Sn−2)‖+

2α

(2− α)M(α)
‖

t∫
0
(F1(ϑ, Sn−1)− F1(ϑ, Sn−2))dϑ‖

≤ 2(1− α)

(2− α)M(α)
L1‖S− Sn−1‖+

2α

(2− α)M(α)
L1‖S− Sn−1‖t.

Carrying out the procedure, we get

‖M1n(t)‖ ≤
[

2(1− α)

(2− α)M(α)
+

2αt
(2− α)M(α)

]n+1
L1

n+1h.

At t = t1, we get

‖M1n(t)‖ ≤
[

2(1− α)

(2− α)M(α)
+

2αt1

(2− α)M(α)

]n+1
L1

n+1h

Taking limit as n→ ∞, we get

‖M1n(t)‖ → 0.

Similarly, we have

‖M2n(t)‖, ‖M3n(t)‖, ‖M4n(t)‖, ‖M5n(t)‖, ‖M6n(t)‖ → 0.

To show uniqueness, assume we have some other solutions, S1(t), E1(t), I1(t), H1(t), R1(t),
and V1(t), then

‖S(t)− S1(t)‖
(

1− 2(1− α)

(2− α)M(α)
L1 −

2αt
(2− α)M(α)

L1

)
≤ 0.

The completion of the proof is given by the following theorem.

Theorem 2. If (
1− 2(1− α)

(2− α)M(α)
L1 −

2αt
(2− α)M(α)

L1

)
> 0,

then the solution is unique.

Proof. Consider

‖S(t)− S1(t)‖
(

1− 2(1− α)

(2− α)M(α)
L1 −

2αt
(2− α)M(α)

L1

)
≤ 0

Since, (
1− 2(1− α)

(2− α)M(α)
L1 −

2αt
(2− α)M(α)

L1

)
> 0,
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Then
‖S(t)− S1(t)‖ = 0

Hence,
S(t) = S1(t)

�

This is true for the remaining solutions.

4.5. Stability Analysis of the Equilibria

Here, we show the local stability of Disease-free equilibrium (E0) and Endemic equi-
librium (E1) respectively. For details see [31,32].

Consider the Jacobian matrix obtained from (1), we have

J =




−βα I − θαV − µα 0 −βαS 0 −θαS
βα I + θαV −

(
µα + γα + ηα

1
)

βαS 0 θαS
0 γα −

(
µα + πα + ξα

1 + ηα
2
)

0 0
0 0 πα −

(
µα + ξα

2 + ηα
3
)

0
0 qα

1 qα
2 0 −rα




. (3)

Theorem 3. Disease-free equilibrium (E0) is locally asymptotically stable whenR0 < 1.

Proof. Consider (3) at (E0), we have

J
(

E0
)
=




−µα 0 −βαS0 0 −θαS0
0 −

(
µα + γα + ηα

1
)

βαS0 0 θαS0
0 γα −

(
µα + πα + ξα

1 + ηα
2
)

0 0
0 0 πα −

(
µα + ξα

2 + ηα
3
)

0
0 qα

1 qα
2 0 −rα




.

�

The Eigen–values are

λ1 = −µα, λ2 = −(µα + ηα
3 + ξα

2),

λ3, λ4 and λ5 can be found by solving the polynomial equation,

λ3 + λ2[(µα+ πα + ξα
1 + ηα

2 ) + (µα + γα + ηα
1 ) + rα]

+λ[(µα + πα + ξα
1 + ηα

2 )(µ
α + γα + ηα

1 ) + (µα + πα + ξα
1 + ηα

2 )r
α

+(µα + γα + ηα
1 )r

α − qα
1θαS0 − γαβαS0]

+[(µα + πα + ξα
1 + ηα

2 )(µ
α + γα + ηα

1 )r
α

−[(µα + πα + ξα
1 + ηα

2 )q
α
1θαS0 + γαβαS0rα + γαβαS0qα

1θαS0]] = 0.

By Routh-Hurwitz criterion, Eigen-values of f (s) = a0s3 + a1s2 + a2s + a3, are all
negative if a1 > 0, a3 > 0, and a1a2 > a3.

In this case,

a1 = (µα + πα + ξα
1 + ηα

2 ) + (µα + γα + ηα
1 ) + rα > 0,

a3 = (µα + πα + ξα
1 + ηα

2 )(µ
α + γα + ηα

1 )r
α

−[(µα + πα + ξα
1 + ηα

2 )q
α
1θαS0 + γαβαS0rα

+γαβαS0qα
1θαS0] > 0,
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if [(
µα + πα + ξα

1 + ηα
2
)
qα

1θαS0 + γαβαS0rα + γαβαS0qα
1θαS0

]
(
µα + πα + ξα

1 + ηα
2
)(

µα + γα + ηα
1
)
rα

< 1.a1a2 − a3 > 0,

if a3

a1a2
< 1.

In conclusion, all the Eigen-values are negative if R0 < 1.

Theorem 4. Endemic equilibrium (E1) is locally asymptotically stable whenR0 > 1.

Proof. Consider (3) at (E1), we have

J
(

E1
)
=




−βα I1 − θαV1 − µα 0 −βαS1 0 −θαS1
βα I1 + θαV1 −

(
µα + γα + ηα

1
)

βαS1 0 θαS1
0 γα −

(
µα + πα + ξα

1 + ηα
2
)

0 0
0 0 πα −

(
µα + ξα

2 + ηα
3
)

0
0 qα

1 qα
2 0 −rα




.

�

The Eigen values are λ1 = −
(
µα + ηα

3 + ξα
2
)
, and λ2, λ3, λ4 and λ5 can be found by

solving the polynomial equation,

λ4 + λ3[(µ
α+ πα + ξα

1 + ηα
2
)
+ (βα I1 + θαV1 + µα) + rα +

(
µα + γαηα

1
)
]

+λ2
[
βαS1 +

(
µα + πα + ξα

1 + ηα
2
)
(βα I1 + θαV1 + µα) +

(
µα + πα + ξα

1 + ηα
2
)
rα

+
(
µα + πα + ξα

1 + ηα
2
)(

µα + γαηα
1
)
+ (βα I1 + θαV1 + µα)µα

+(βα I1 + θαV1 + µα)
(
µα + γαηα

1
)
+
(
µα + γαηα

1
)
rα −

((
µα + ξα

2 + ηα
3
)
θαS1

)
]

+λ[βαS1rα + βαS1(βα I1 + θαV1 + µα)

+
(
µα + πα + ξα

1 + ηα
2
)
(βα I1 + θαV1 + µα)

(
rα +

(
µα + γαηα

1
))

+rα
(
µα + γαηα

1
)((

µα + πα + ξα
1 + ηα

2
)
+ (βα I1 + θαV1 + µα)

)

+
(
µα + ξα

2 + ηα
3
)

θαS1βα I1 + θαV1)

−
(
γαqα

2θαS1 + βαS1(βα I1 + θαV1) +
(
µα + πα + ξα

1 + ηα
2
)
θαS1

(
µα + ξα

2 + ηα
3
)

+θαS1
(
µα + ξα

2 + ηα
3
)
(βα I1 + θαV1 + µα))]

+[γαqα
2θαS1(βα I1 + θαV1) + rαβαS1(βα I1 + θαV1 + µα)

+(βα I1 + θαV1 + µα)
(
µα + πα + ξα

1 + ηα
2
)
rα
(
µα + γα + ηα

1
)

+
(
µα + πα + ξα

1 + ηα
2
)
θαS1

(
µα + ξα

2 + ηα
3
)
(βα I1 + θαV1)

−
[(

µα + πα + ξα
1 + ηα

2
)
θαS1

(
µα + ξα

2 + ηα
3
)
(βα I1 + θαV1 + µα)

+rαβαS1(βα I1 + θαV1) + γαqα
2θαS1(βα I1 + θαV1 + µα)]] = 0

By the Routh-Hurwitz stability criterion, the remaining Eigen values of f (s) = a0s4 +
a1s3 + a2s2 + a3s + a4, are all negative if

a1 > 0, a3 > 0, a4 > 0, and a1a2a3 − a3
2 + a1

2a4 > 0

Clearly, all the Eigen-values are negative if R0 > 1.

5. Optimal Control Analysis

The formation and analysis of optimal control function is given in this chapter.
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5.1. Formation of Optimal Control Problem

The dynamics of the control system can be described by the following system of
Fractional order differential equation in the Caputo sense

C
0 Dα

t S(t) = Yα − βαSI − θαSV − µαS +∅uV,
C
0 Dα

t E(t) = βαSI + θαSV −
(
µα + γα + ηα

1
)
E,

C
0 Dα

t I = γαE−
(
µα + πα + ξα

1 + ηα
2
)

I,
C
0 Dα

t H = πα I −
(
µα + ξα

2 + ηα
3
)

H,
C
0 Dα

t R(t) = ηα
1 E + ηα

2 I + ηα
3 H − µαR,

C
0 Dα

t V(t) = q1
αE + q2

α I − rαV −∅uV,

(4)

where u = is the observation of standard hygiene practices and chemical disinfectants in
public spaces.

The objective function to be minimized is given as:

J(u) =
∫ t f

0
(aV + bu2)dt, (5)

The objective here is minimizing V at the same time to minimize the cost of the control
u. Hence, we need to get the optimal control u∗ such that:

J(u∗) = min
u
{J(u)|u ∈ Ω}. (6)

The set containing control is:

Ω =
{

u :
[
0, t f

]
→ [0, ∞) Lebesgue measurable

}
.

The expense of minimizing V is represented by the term aV. Likewise, all the expenses
associated with the control u is represented by bu2. The sufficient conditions required for
the optimal control to be fulfilled can be found by using the most popular PMP. The said
principle can be used to turn Equations (3) and (5) into a point-wise minimizing problem
of the Hamiltonian H with respect to u as stated below:

H = aV + bu2 + λ{q1
αE + q2

α I − rαV −∅uV} (7)

where λ is the adjoint variable or co-state variable.

− dλ

dt
=

∂H
∂V

= a + λ{−rα −∅u} (8)

The transversality condition is λ
(

t f

)
= 0 , for 0 < u < 1.

From the interior of the control, we have:

∂H
∂u

= 2bu− λ∅V = 0 (9)

from where
u∗ =

1
2b

λ∅V (10)

5.2. Existence of Optimal Solutions

For the existence of the optimal control, we give the following theorem
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Theorem 5. The control values u∗ which can minimize J(u) over U are given by,

u∗ = max
{

0, min
[

1,
1
2b

λ∅V
]}

, (11)

where

u∗ =





0, i f u ≤ 0,
u, i f 0 < u < 1

1, i f u ≥ 0.
(12)

Proof. To prove the existence of the optimal control solution, we use the convexity of
the integrand of J with respect to control u for the boundedness of the solutions and the
Lipschitz property of the system of the state with respect to the variables of the state. Hence,
we apply PMP and get the following:

C
0 Dα

t λS(t) =
∂H
∂S

(13)

with λS

(
t f

)
= 0. �

We can obtain the conditions for the optimality by differentiating the Hamiltonian H
with respect to u:

∂H
∂u

= 0 (14)

The adjoint System (7) and (8) comes from the solution of Equation (4) and the optimal
controls Equation (10) can be gotten from Equation (11). The optimal system comprises
the controlled System (4) and its initial conditions, System of adjoint (7) and conditions for
transversality.

6. Numerical Scheme and Numerical Simulation and Discussions

Here, the method proposed in [33] is reviewed. Consider the proposed algorithm
using the following initial value problem (IVP):

C
0 Dα

t (y(t)) = f (t, u(t)), 0 < α < 1, t ∈ [0, T]yk(a) = yk
0. (15)

The above IVP is equivalent to the following Volterra integral equation:

y(t) = u(t) +
ρ1−α

Γ(α)

∫ t

0
(s)ρ−1(tρ − sρ)α−1ds

where

u(t) =
m−1

∑
n=0

1
ρnn!

(tρ − aρ)n
[(

x1−p d
dx

)n
y(x)

]

x=a
.

First, we assume that the solution exists on the interval [a, T]. Using the mesh points
we divide [a, T] into n subintervals equally [tk, tk+1], where k = 0, 1, . . . , N − 1,

t0 = a, tk+1 =
(

tp
k + h

) 1
p , k = 0, 1, 2, . . . , N − 1,

and h =
(Tp − ap)

N
. To solve (15) numerically, we generate the approximations yk, k =

0, 1, . . . , N. By means of the following integral equation and by assuming we already get
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the approximation yi ≈ y
(
tj
)
, j = 1, 2, . . . , k, we want to approximate yk ≈ y(tk+1). The

integral equation is given as

y(tk+1) = u(tk+1) +
ρ−α

Γ(α)

∫ tk+1

a
(s)ρ−1

(
tp
k+1 − sρ

)α−1
f (s, y(s))ds

Substituting z = (s)p, we have

y(tk+1) = u(tk+1) +
ρ−α

Γ(α)

∫ tp
k+1

a

(
tp
k+1 − z

)α−1
f


z

1
p , y


z

1
p





dz,

equivalently,

y(tk+1) = u(tk+1) +
ρ−α

Γ(α)

k

∑
j=0

∫ tp
j+1

tp
j

(
tp
k+1 − z

)α−1
f


z

1
p , y


z

1
p





dz. (16)

We then use the Trapezoidal quadrature rule by considering the weight function(
tp
k+1 − z

)α−1
to approximate the above integral. Using tp

j (j = 0, 1, . . . , k + 1) to replace

f


z

1
p , y


z

1
p





, we get

∫ tp
j+1

tp
j

(
tp
k+1 − z

)
α−1 f


z

1
p , y


z

1
p





dz

≈ hα

α(α + 1)
[((k− j)α+1

−(k− j− α)(k− j + 1)α) f
(
tj, y

(
tj
))

+((k− j + 1)α+1

−(k− j− α + 1)(k− j)α) f
(
tj+1, y

(
tj+1

))]

Substituting the integral into Equation (16), we obtain the following as the corrector
formula:

y(tk+1) ≈ u(tk+1) +
ρ−α

Γ(α + 2)

k

∑
j=0

aj,k+1 f
(
tj, y

(
tj
))

+
ρ−αhα

Γ(α + 2)
f
(
tj+1, y

(
tj+1

))
(17)

where

aj,k+1 =

{
kα+1 − (k− α)(k + 1)α f orj = 0

(k− j + 2)α+1 + (k− j)α+1 − 2(k− j + 1)α+1 f or 1 ≤ j < k.

Now, substituting y(tk+1) with yp(tk+1) obtained by applying the one step Adams-

Bashforth method and also substituting f


z

1
p , y


z

1
p





 with f

(
tj, y

(
tj
))

, we obtain

yp(tk+1) ≈ u(tk+1) +
ρ−αhα

Γ(α + 1)

k
∑

j=0

[
(k + 1− j)α − (k− j)α] f

(
tj, y

(
tj
))

(18)
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Hence, the predictor-corrector method is given as

yk+1 ≈ u(tk+1) +
ρ−αhα

Γ(α + 2)

k

∑
j=0

aj,k+1 f
(
tj, y

(
tj
))

+
ρ−αhα

Γ(α + 2)
f
(

tk+1, yp
k+1

)
.

To implement the above scheme, we solve Equation (1) numerically. The approxima-
tions Sk+1, Ek+1, Ik+1, Hk+1, Rk+1, Vk+1 can simply be obtained using the iterative formulas
above for N ∈ N and T > 0,

Sk+1 = S0 +
ρ−αhα

Γ(α + 2)

k
∑

j=0
aj,k+1

[
Yα − βαSj Ij − θαSjVj − µαSj

]

+
ρ−αhα

Γ(α + 2)
[Yα − βαSk+1 Ik+1 − θαSk+1Vk+1

−µαSk+1]

Ek+1 = E0 +
ρ−αhα

Γ(α + 2)

k
∑

j=0
aj,k+1[β

αSj Ij + θαSjVj

−
(
µα + γα + ηα

1
)
Ej]

+
ρ−αhα

Γ(α + 2)
[βαSk+1 Ik+1 + θαSk+1Vk+1

−
(
µα + γα + ηα

1
)
Ek+1

]
,

Ik+1 = I0 +
ρ−αhα

Γ(α + 2)

k
∑

j=0
aj,k+1

[
γαEj −

(
µα + πα + ξα

1 + ηα
2
)

Ij
]

+
ρ−αhα

Γ(α + 2)
[
γαEk+1 −

(
µα + πα + ξα

1 + ηα
2
)

Ik+1
]
,

Hk+1 = H0 +
ρ−αhα

Γ(α + 2)

k
∑

j=0
aj,k+1

[
πα Ij −

(
µα + ξα

2 + ηα
3
)

Hj
]

+
ρ−αhα

Γ(α + 2)
[
πα Ik+1 −

(
µα + ξα

2 + ηα
3
)

Hk+1
]
,

Rk+1 = R0 +
ρ−αhα

Γ(α + 2)

k
∑

j=0
aj,k+1

[
ηα

1 Ej + ηα
2 Ij + ηα

3 Hj − µαRj
]

+
ρ−αhα

Γ(α + 2)
[
ηα

1 Ek+1 + ηα
2 Ik+1 + ηα

3 Hk+1 − µαRk+1
]
,

Vk+1 = V0 +
ρ−αhα

Γ(α + 2)

k
∑

j=0
aj,k+1

[
q1

αEj + q2
α Ij − rαVj

]

+
ρ−αhα

Γ(α + 2)
[q1

αEk+1 + q2
α Ik+1 − rαVk+1].

where h =
Tp

N
and

Sp
k+1 ≈ S0 +

ρ−αhα

Γ(α + 1)

k

∑
j=0

[
(k + 1− j)α − (k− j)α][Yα − βαSj Ij − θαSjVj − µαSj

]

Ep
k+1 ≈ E0 +

ρ−αhα

Γ(α + 1)

k

∑
j=0

[
(k + 1− j)α − (k− j)α][βαSj Ij + θαSjVj − (µα + γα + ηα

1 )Ej
]
,

Ip
k+1 ≈ I0 +

ρ−αhα

Γ(α + 1)

k

∑
j=0

[
(k + 1− j)α − (k− j)α][γαEj − (µα + πα + ξα

1 + ηα
2 )Ij

]
,
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Hp
k+1 ≈ H0 +

ρ−αhα

Γ(α + 1)

k

∑
j=0

[
(k + 1− j)α − (k− j)α][πα Ij − (µα + ξα

2 + ηα
3 )Hj

]
,

Rp
k+1 ≈ R0 +

ρ−αhα

Γ(α + 1)

k

∑
j=0

[
(k + 1− j)α − (k− j)α][ηα

1 Ej + ηα
2 Ij + ηα

3 Hj − µαRj
]
,

Vp
k+1 ≈ V0 +

ρ−αhα

Γ(α + 1)

k

∑
j=0

[
(k + 1− j)α − (k− j)α][q1

αEj + q2
α Ij − rαVj

]
.

For the numerical simulation, we use the following parameter values from [28]; Y =
130, β = 0.11, θ = 0.025, µ = 0.0395, γ = 0.0689, η1 = 0.157, η2 = 0.098, η3 = 0.0714, π =
0.009, ξ1 = 0.015, ξ2 = 0.015, q1 = 0.001, q2 = 0.000398, r = 0.06, α ∈ (0, 1].

Figure 1 depicts the dynamics of the model. It can clearly be seen that, without
shedding effect control, the susceptible populations all go to extinction, whereas infected
exposed populations and viral populations proliferate. This clearly shows the need for the
application of shedding effect control measures to control the pandemic.
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Figure 1. Dynamics of the model.

Figure 2 shows the extinction of the variation susceptible population. This means if no
control of the shedding effect is observed, subsequently all people in the population will
become infected.

From Figure 3, it can be observed that application of shedding effect control increases
the susceptible population. It is clear that there may be a decrease in the population which
can be attributed to direct infection of the disease, but the control prevents the population
from extinction.

Figure 4 compares the exposed population with and without shedding effect control.
It can clearly be seen that application of the control measure has a positive effect on the
exposed class as it minimizes it. The proliferation of the disease can be attributed to the
direct infection.
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Figure 2. Dynamics of susceptible population without control.
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Figure 5 compares the infected population with and without shedding effect control.
It can clearly be seen that application of the control measure has a positive effect on the
infected class as it minimizes it. The proliferation of the disease can be attributed to the
direct infection.
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Figure 5. Comparing the dynamics of infected population with and without control.

Figure 6 shows the influence of the variation in the fractional-order α on the biological
behavior of the infected population. It is clear from this Figure that the population has a
decreasing effect when α is increased from 0.2 to 1. Hence, the memory effect can be seen
clearly.
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Daily infected cases for Nigeria are used to fit the model. The data are collected
from daily new infected cases for Nigeria from 30 January 2020 to 10 April 2020, which is
available at the WHO website [34]. Some parameter values were estimated to give the best
fit for the model. We fit the curve for daily confirmed cases in Figure 7.
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To disclose the plenary scenario of the error analysis, a tabular exposure of the statisti-
cal ingredients of error analysis, including minimum value, maximum value, average, and
standard deviation (SD) of the relative errors (RE), is provided in Table 2.

Table 2. Error Analysis of the data prediction for the Infected population.

Minimum Value of
RE (%)

Maximum Value of
RE (%) Average RE (%) SD of RE (%)

0.064410718 5.380764019 1.623503267 1.386483902

From the table the error indicated that the result demonstrated better validation of the
model in comparison with real data.

7. Summary and Conclusions

This work consists of the transmission dynamics of COVID-19 represented using a
fractional order SIR model in the Caputo sense. The model integrates the indirect mode
of transmission of COVID-19 which is caused as a result of shedding effect. The indirect
mode of transmission of the virus through shedding is an essential factor that needs to
be studied. Equilibrium solutions, basic reproduction ratio (that depends both on direct
and indirect mode of transmission), existence and uniqueness of the solution of the model
and their stabilities were studied. The paper studied the effect of optimal control policy
applied to shedding effect. The control is the observation of standard hygiene practices
and chemical disinfectants in public spaces. Numerical simulations were carried out and
the significance of the fractional order from the biological point of view was established.
By applying shedding effect control, it was clear that while the population of susceptible
individuals is increased, the populations of exposed and infected individuals are drastically
decreased.

The public must follow the government rules or public health care policies to mitigate
the spread of the virus. The limitation of this work lies in the absence of more reliable data.
This is because more accurate data is needed to obtain better prediction.
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We recommend that the fractal approach be used in future to consider the analysis of
the model.
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Fractional Step Scheme to Approximate a Non-Linear
Second-Order Reaction–Diffusion Problem with
Inhomogeneous Dynamic Boundary Conditions
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* Correspondence: costica.morosanu@uaic.ro

Abstract: Two main topics are addressed in the present paper, first, a rigorous qualitative study
of a second-order reaction–diffusion problem with non-linear diffusion and cubic-type reactions,
as well as inhomogeneous dynamic boundary conditions. Under certain assumptions about the
input data: gd (t, x), g f r (t, x), U0(x) and ζ0(x), we prove the well-posedness (the existence, a priori

estimates, regularity and uniqueness) of a solution in the space W1,2
p (Q)×W1,2

p (Σ). Here, we extend
previous results, enabling new mathematical models to be more suitable to describe the complexity
of a wide class of different physical phenomena of life sciences, including moving interface problems,
material sciences, digital image processing, automatic vehicle detection and tracking, the spread
of an epidemic infection, semantic image segmentation including U-Net neural networks, etc. The
second goal is to develop an iterative splitting scheme, corresponding to the non-linear second-order
reaction–diffusion problem. Results relating to the convergence of the approximation scheme and
error estimation are also established. On the basis of the proposed numerical scheme, we formulate
the algorithm alg-frac_sec-ord_dbc, which represents a delicate challenge for our future works. The
benefit of such a method could simplify the process of numerical computation.

Keywords: boundary value problems for non-linear parabolic PDE; fractional step method; convergence
of numerical methods; numerical algorithm; error analysis; dynamic boundary conditions

MSC: 35K55; 65N06; 65N12; 65YXX; 80AXX

1. Introduction

Considering the following non-linear second-order reaction–diffusion problem:





p1

∂

∂t
U(t, x)− p2div

(
K
(
t, x, U(t, x)

)
∇U(t, x)

)

= pr

[
U(t, x)−U3(t, x)

]
+ ps gd(t, x) in Q

p2

∂

∂n
U+p1

∂

∂t
U−∆Γ U+pt U= g f r (t, x) on Σ

U(0, x) = U0(x) on Ω,

(1)

where Ω ⊂ IRn, n ≤ 3 is a compact domain with a C2 boundary ∂Ω = Γ, [0, T] a generic
time interval, Q = (0, T]×Ω, Σ = (0, T]× ∂Ω and:

• t ∈ (0, T], x = (x1, . . . , xn) ∈ Ω;
• p1 , p2 , pr , ps and pt are positive parameters;
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•
∂

∂s
U(s, ·) (Us in short) is the partial derivative of U(s, ·) (U in short) relative to s ∈

(0, T];
• U(s, y), (s, y) ∈ Q, is the unknown function (the order parameter in Q, for example).

∇U(s, y) = Uy(s, y) (∇U = Uy) denotes the gradient of U(s, y) in y, y ∈ Ω (see [1–3]
for more details);

• K
(
s, y, U(s, y)

)
is the mobility (attached to the solution U(s, y), (s, y) ∈ Q, to Equation

(1)) (see [2–4] for more details);
• gd(s, y) ∈ Lp(Q) is the distributed control (see Remark 1 below), where

p ≥ 2; (2)

• g f r (s, y) ∈W
1− 1

2p ,2− 1
p

p (Σ) is the boundary control (see Remark 1 below);

• U0 ∈W
2− 2

p
∞ (Ω) verifying

p2

∂

∂n
U0 − ∆Γ U0 + pt U0 = g f r (0, x);

• n = n(x) has the same meaning as in [5];
• ∆Γ has the same meaning as in [6];

Remark 1. The given functions gd and g f r in (1), can be interpreted as distributed and boundary
control, respectively, opening a large field of applications for the non-linear second-order problem
(1), such as optimal control.

For convenience, let us write (1) in the following form




p1

∂

∂t
U(t, x)− p2

∂

∂Uxj

[
K(t, x, U(t, x))Uxi

]
Uxjxi

= A
(

t, x, U(t, x), Uxi (t, x)
)
+ pr

[
U(t, x)−U3(t, x)

]
+ ps gd(t, x) in Q

p2

∂

∂n
U + p1

∂

∂t
U − ∆Γ U + pt U = g f r (t, x) on Σ

U(0, x) = U0(x) on Ω,

(3)

where Uxjxi =
∂2

∂xj∂xi
U(t, x), i, j = 1, . . . , n, and

A
(
t, x, U(t, x), Uxi (t, x)

)
=

∂

∂U
(K(t, x, U)Uxi )Uxi+

∂

∂xi
(K(t, x, U)Uxi ), i=1, . . . , n. (4)

As in [1–3,5–9], we recall that Equation (1)1 is a quasi-linear one, i.e.,

ai(t, x, U(t, x), Ux(t, x)) = K(t, x, U(t, x))Uxi (t, x), i = 1, . . . , n

and
a(t, x, U(t, x), Ux(t, x)) = −pr

[
U(t, x)−U3(t, x)

]
− ps gd(t, x).

On the other hand, the problem in (3)1 is similar to in [10] (p. 3, relation (2.4)), where,
for i = 1, . . . , n,

aij
(
t, x, U(t, x), Ux(t, x)

)
=

∂

∂Uxj

ai(t, x, U(t, x), Ux(t, x))=
∂

∂Uxj

[
K
(
t, x, U(t, x)

)
Uxi (t, x)

]
,
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and

a(t, x, U(t, x), Ux(t, x)) = −A
(
t, x, U(t, x), Ux(t, x)

)
− pr

[
U(t, x)−U3(t, x)

]
− ps gd(t, x),

while (3)2 are of the second type, namely

∂

∂n
U(t, x) = aij(t, x, U(t, x), Ux(t, x))Uxj(t, x) cos αi,

and
ψ(t, x, U)|Σ = p1

∂

∂t
U − ∆Γ U + pt U − g f r (t, x) (5)

(see [10] (p. 475, relation (7.2))).

Moreover, we consider that Equations (1)1 and (3)1 are uniformly parabolic, i.e.,

ν1(|U|)ζ2 ≤ ∂

∂zj
ai(s, y, U(s, y), z(s, y))ζiζ j ≤ ν2(|U|)ζ2 (6)

for arbitrary U(s, y) and z(s, y), (s, y) ∈ Q, and ζ = (ζ1, . . ., ζn) for an arbitrary real vector
(see [5] for more details).

Equation (1)1 was initially introduced by Allen and Cahn (see [5,11] and references
therein) to describe the motion of anti-phase boundaries in crystalline solids. In fact, the
Allen–Cahn model is widely applied to moving interface problems, such as the mixture of
two incompressible fluids, the nucleation of solids, vesicle membranes, etc. Furthermore,
the non-linear parabolic Equation (1)1 appears in the Caginalp’s phase-field transition sys-
tem (see [2–9,11–22]), describing the transition between phases (solid and liquid) (see [17],
for example).

In the present paper we investigate the solvability of boundary value problems of
the form (1) or (3) in the class W1,2

p (Q). The new model expressed in (1) stands out by
the presence of parameters p1 , p2 , pr , ps , pt , K

(
s, y, U(s, y)

)
, and (s, y) ∈ Q, the principal

part being in the divergence form and by considering a non-linear reaction term (see [5,11]
and references therein). The most important aspect in our paper concerns inhomogeneous
dynamic boundary conditions. Thus, we more precisely define the significant aspects of
the physical features. In this regard, we advise applying (1) or (3), to the moving interface
problems (see [5,7,8,11–15]), anisotropy effects (see [3–6,9,11,16–22]), image de-noising and
segmentation (see [2,4] and references therein), etc. Let us point out that the following
assumption is satisfied (see [20]):

H0 : (U −U3)|U|3p−4U ≤ 1 + |U|3p−1 − |U|3p.

2. Results—Theorem 1

In order to approach the problem in (3) (or (1)), we use the same ideas as in [1,6,7,9].
In this respect we introduce a new variable ζ(t, x) = U(t, x), ζ(0, x) = U0(x) on Γ (see [10]
(6.2)). Correspondingly, (3)2 is approached in the following





U(t, x) = ζ(t, x) on Σ

p2

∂

∂n
U + p1

∂

∂t
ζ(t, x)− ∆Γ ζ(t, x) + pt ζ(t, x) = g f r (t, x) on Σ

ζ(0, x) = ζ0(x) x ∈ Γ.

(7)
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Accordingly, the non-linear second-order boundary value problem (3) can be written
suitably as follows





p1

∂

∂t
U(t, x)− p2

∂

∂Uxj

[
K(t, x, U(t, x))Uxi (t, x)

]
Uxjxi

= A
(

t, x, U(t, x), Uxi (t, x)
)
+ pr

[
U(t, x)−U3(t, x)

]
+ ps gd(t, x) in Q

U(t, x) = ζ(t, x) on Σ

p2

∂

∂n
U + p1

∂

∂t
ζ − ∆Γ ζ + pt ζ = g f r (t, x) on Σ

U(0, x) = U0(x) on Ω

ζ(0, x) = ζ0(x) x ∈ Γ,

(8)

where A
(
t, x, U(t, x), Uxi (t, x)

)
is defined by (4), U0(x) = ζ0(x) on Γ and ζ0(x) ∈W

2− 2
p

∞ (Γ).

Definition 1. Any solution
(
U(t, x), ζ(t, x)

)
to problem (8) is called the classical solution

if it is continuous in Q̄, with continuous derivatives Ut, Ux and Uxx in Q and ζt, ζx, and ζxx in Σ,
satisfying Equation (8)1 at all points (t, x) ∈ Q and satisfying conditions (8)2−3 and (8)4−5 on the
lateral surface Σ of the cylinder Q for t = 0, respectively.

Our main results regarding the existence, uniqueness and regularity of solutions to
problem (8) (the well-posedness of the solutions to the non-linear second-order boundary
value problems (1) or (3)) are presented below.

Theorem 1. Suppose
(
U(t, x), ζ(t, x)

)
∈ C1,2(Q)×C1,2(Σ) is a classical solution to problem (8),

and for positive numbers M, M0, m1, M1, M2, M3, M4 and M5 one has

I1. |U(t, x)| < M for any (t, x) ∈ Q and for any z(t, x), the map K(t, x, z) is continuous,
differentiable in x, where its x-derivatives are bounded, satisfy (6), and

0 < Kmin ≤ K
(
t, x, U(t, x)

)
< Kmax, f or (t, x) ∈ Q, (9)

n

∑
i=1

[
|ai(t, x, U(t, x), z(t, x))|+

∣∣∣∣
∂

∂U
ai(t, x, U(t, x), z(t, x))

∣∣∣∣
]
(1+|z|)

+
n

∑
i,j=1

∣∣∣∣∣
∂

∂xj
ai(t, x, U(t, x), z(t, x))

∣∣∣∣∣+|U(t, x)|≤M0(1+|z|)2.

(10)

I2. For any sufficiently small ε > 0, the functions U(t, x) and K(t, x, U(t, x)) satisfy the relations

‖U‖Ls(Q)
≤ M2 , ‖K(t, x, U(t, x))Uxi‖Lr(Q)

< M3 , i = 1, . . ., n,

where

r =
{

max{p, 4} p 6= 4
4 + ε p = 4,

s =
{

max{p, 2} p 6= 2
2 + ε p = 2.

Then, when ∀gd ∈ Lp(Q), U0 ∈ W
2− 2

p
∞ (Ω), ζ0(x) ∈ W

2− 2
p

∞ (Γ), g f r ∈ W
1− 1

2p ,2− 1
p

p (Σ),

with p 6= 3
2 , there exists a unique solution (U, ζ) ∈W1,2

p (Q)×W1,2
p (Σ) to (8) which satisfies
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‖U‖W1,2
p (Q)

+ ‖ζ‖W1,2
p (Σ)

≤ C
{

1 + ‖U0‖
W

2− 2
p

∞ (Ω)
+ ‖ζ0‖

W
2− 2

p
∞ (Γ)

+ ‖U0‖
3p−2

p

L3p−2(Ω)
+ ‖ζ0‖

3p−2
p

L3p−2(Γ)

+‖gd‖
3p−2

p

L3p−2(Q)
+ ‖g

f r‖
3p−2

p

L3p−2(Σ)
+ ‖g f r‖

W
1− 1

2p ,2− 1
p

p (Σ)

}
,

(11)

where C > 0 does not depend on U, ζ, gd , or g f r .
If (U1, ζ1) and (U2, ζ2) are solutions to (8) which correspond to (U1

0 , ζ1
0), (U2

0 , ζ2
0) ∈

W
2− 2

p
∞ (Ω)×W

2− 2
p

∞ (Γ), g1
d
, g2

d
, g1

f r
and g2

f r
, respectively, then

‖U1‖W1,2
p (Q)

, ‖U2‖W1,2
p (Q)

≤ M4, (12)

‖ζ1‖W1,2
p (Σ), ‖ζ2‖W1,2

p (Σ) ≤ M5, (13)

and the following holds

max
(t,x)∈Q

|U1 −U2| + max
(t,x)∈Σ

|ζ1 − ζ2|

≤ C1eCTmax
{

max
(t,x)∈Ω

|U1
0 −U2

0 |, max
(t,x)∈Γ

|ζ1
0 − ζ2

0|,

max
(t,x)∈Q

|g1
d
− g2

d
|, max
(t,x)∈Σ

|g1
f r
− g2

f r
|
}

,

(14)

where C1 > 0 and C > 0, do not depend on
{

U1, ζ1, g1
d
, g1

f r
, U1

0 , ζ1
0

}
and

{
U2, ζ2, g2

d
, g2

f r
, U2

0 , ζ2
0

}
.

In particular, the uniqueness of the solution to (8) holds.

As far as the techniques used in this paper are concerned, it should be noted that we
derive the a priori estimates for Lp(Q) and Lp(Σ). Moreover, basic tools in our approach
are:

• the Leray–Schauder degree theory (see [15] (p. 221) and reference therein);
• the Lp theory of linear and quasi-linear parabolic equations [10];
• Green’s first identity

−
∫

Ω

y divz dx =
∫

Ω

∇y · z dx−
∫

∂Ω

y
∂

∂n
z dγ,

−
∫

Ω

y∆z dx =
∫

Ω

∇y · ∇z dx−
∫

∂Ω

y
∂

∂n
z dγ,

(15)

for any scalar-valued function y and z in a continuously differentiable vector field in n
dimensional space;

• the Lions and Peetre embedding theorem [1] (p. 100) to ensure the existence of a
continuous embedding W1,2

p (Q) ⊂ Lµ(Q), where the number µ is defined as follows
(see (2))

µ =





any positive number ≥ 3p if
1
p
− 2

n + 2
≤ 0,

p (n + 2)
n + 2− 2p

if
1
p
− 2

n + 2
> 0.

(16)
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For a given positive integer k and 1 ≤ p ≤ ∞, we denote by Wk,2k
p (Q) the Sobolev

space on Q:

Wk,2k
p (Q) =

{
y ∈ Lp(Q) :

∂i

∂ti
∂j

∂xj y ∈ Lp(Q), for 2i + j ≤ 2k
}

,

i.e., the spaces of functions whose t- and x-derivatives up to the order k and 2k, respectively,

belong to Lp(Q). Furthermore, we use the Sobolev spaces Wi
p(Ω) and W

i
2 ,i
p (Σ) with the

non-integral i for the initial and boundary conditions, respectively, (see [10] (p. 70 and 81)).
Furthermore, we use the set C1,2(D̄) (C1,2(D)) of all continuous functions in D̄ (in

D) with continuous derivatives ut, ux, and uxx in D̄ (in D) (D = Q or D = Σ), as well as
the Sobolev spaces W`

p(Ω), and W`,`/2
p (Σ) with non-integral ` for the initial and boundary

conditions, respectively (see [10] (p. 8, p. 70 and p. 81)).
In the following we will denote by C some positive constants.

3. Proof of the Main Result — Theorem 1

We consider B = W0,1
p (Q)∩ L3p(Q)× Lp(Σ) as a suitable Banach space, with the norm

‖ · ‖B expressed by

‖(ϕ, ϕ̄)‖B = ‖ϕ‖Lp(Q) + ‖ϕx‖Lp(Q) + ‖ϕ̄‖Lp(Σ),

and a non-linear operator H : B× [0, 1]→ B defined by

(U, ζ)=H(ϕ, ϕ̄, λ)=
(
U(ϕ, ϕ̄, λ), ζ(ϕ, ϕ̄, λ)

)
∀(ϕ, ϕ̄) ∈ B, ∀λ ∈ [0, 1], (17)

where (U(ϕ, ϕ̄, λ), ζ(ϕ, ϕ̄, λ) is a unique solution to the following linear second-order
boundary value problem





p1

∂

∂t
U−p2

[
λ

∂

∂ϕxj

(K(t, x, ϕ)ϕxi )−(1−λ)δ
j
i

]
Uxixj

=λ
{

A
(
t, x, ϕ, ϕxi

)
+ pr

[
ϕ(t, x)− ϕ3(t, x)

]
+ ps gd(t, x)

}
in Q

U(t, x) = ζ(t, x) on Σ

U(0, x) = λU0(x) on Ω

p2

∂

∂n
U + p1

∂

∂t
ζ − ∆Γ ζ + pt ζ = λg f r (t, x) on Σ

ζ(0, x) = λζ0(x) x ∈ Γ.

(18)

Remark 2. The non-linear operator H in (17) depends on λ ∈ [0, 1] and its fixed point for λ = 1
is a solution to problem (18).

Proof. We now prove that the non-linear operator H, defined in (17), is well-defined,
continuous and compact.

From the right-hand side of (17)1, it follows that, ∀(ϕ, ϕ̄) ∈ B, then ϕ3 ∈ Lp(Q) and
thus A

(
t, x, ϕ, ϕxi

)
+ pr

[
ϕ(t, x)− ϕ3(t, x)

]
+ ps gd(t, x) ∈ Lp(Q). Using the Lp theory of

linear parabolic equations (see [10]), the solution (U, ζ) to problem (18) exists and it is
unique with

(U, ζ) =
(
U(ϕ, ϕ̄, λ), ζ(ϕ, ϕ̄, λ)

)
∈ B, ∀ (ϕ, ϕ̄) ∈ B, ∀ λ ∈ [0, 1]. (19)
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Using the continuous inclusions (see [6])




W1,2
p (Q) ⊂ B ⊂ Lp(Q)

W1,2
p (Σ) ⊂ Lp(Σ),

(20)

we obtain H(ϕ, ϕ̄, λ) = (U, ζ) ∈ B for all (ϕ, ϕ̄) ∈ B and ∀ λ ∈ [0, 1], meaning the
non-linear operator H is well defined.

Now, using the ideas from [1–7,9,16,20], let ϕn → ϕ in W0,1
p (Q) ∩ L3p(Q), ϕ̄n → ϕ̄ in

Lp(Σ) and λn → λ in [0, 1]. Using the notations

(Un,λn , ζn,λn) = H(ϕn, ϕ̄n, λn),
(Un,λ, ζn,λ) = H(ϕn, ϕ̄n, λ),
(Uλ, ζλ) = H(ϕ, ϕ̄, λ),

we obtain

‖un,λn − un,λ‖W1,2
p (Q)

+ ‖ζn,λn − ζn,λ‖W1,2
p (Σ) → 0 for n→ ∞ (21)

and
‖un,λ − uλ‖W1,2

p (Q)
+ ‖ζn,λ − ζλ‖W1,2

p (Σ) → 0 for n→ ∞. (22)

The continuous embedding of (20), (21), and (22) allows us to derive the continuity of
the non-linear operator H, introduced in (17). Furthermore, H is compact, easily written as

B× [0, 1]→W1,2
p (Q)×W1,2

p (Σ) ↪→ B = W0,1
p (Q) ∩ L3p(Q)× Lp(Σ),

where the second map is a compact inclusion (see [1] (p. 100)).

Next, we look at a positive number R, such that (see (17))

(U, ζ, λ) ∈ B× [0, 1] with (U, ζ) = H(U, ζ, λ) =⇒ ‖(U, ζ)‖B < R. (23)

The above expression (U, ζ) = H(U, ζ, λ) can be written as (see (1), (8) and (18))




p1

∂

∂t
U−λp2div

(
K(t, x, U)∇U

)
− (1− λ)p2 ∆U

=λ
[

pr

[
U(t, x)−U3(t, x)

]
+ ps gd(t, x)

]
in Q

U(t, x) = ζ(t, x) on Σ

U(0, x) = λU0(x) on Ω

p2

∂

∂n
U+p1

∂

∂t
ζ−∆Γ ζ+pt ζ=λg f r (t, x)] on Σ

ζ(0, x) = λζ0(x) x ∈ Γ.

(24)
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Multiplying (24)1 by |U|3p−4U and integrating over Qs := (0, s) × Ω, s ∈ (0, T],
we obtain

p1

3p− 2

∫

Ω

|U(s, x)|3p−2 dx

−λp2

∫

Qs

div
(

K(τ, x, U)∇U
)
|U|3p−4U dτdx

−(1− λ)p2

∫

Qs

∆U |U|3p−4U dτdx

= λpr

∫

Qs

[
U(τ, x)−U3(τ, x)

]
|U|3p−4U dτdx + λps

∫

Qs

gd(τ, x)|U|3p−4U dτdx.

(25)

To process the terms
∫

Qs

div
(

K(τ, x, U)∇U
)
|U|3p−4Udτdx

and
∫

Qs

∆U |U|3p−4Udτdx, in (25)

we use Green’s first identity (15)1 and (15)2, respectively, to obtain

−λp2

∫

Qs

div
(

K(τ, x, U)∇U
)
|U|3p−4U dτdx

= λp2

∫

Qs

K(τ, x, U)∇U · ∇
(
|U|3p−4U

)
dτdx + λ

∫

Σs

|U|3p−4U
(
−p2

∂

∂n
U
)

dτdγ,
(26)

−(1− λ)p2

∫

Qs

∆U |U|3p−4U dτdx

= (1−λ)3(p−1)p2

∫

Qs

|∇U|2|U|3p−4dτdx+(1−λ)
∫

Σs

|U|3p−4U
(
−p2

∂

∂n
U
)

dτdγ,
(27)

where Σs = (0, s)× ∂Ω, s ∈ (0, T] and

−p2

∂

∂n
U = p1

∂

∂t
ζ − ∆Γ ζ + pt ζ − λg f r

(see (24)4).

Combining the above equality with the boundary condition in (24)2, the left inequality
in (9), and the relations (26), (27), and (25) leads us to the following inequality
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p1

3p−2

∫

Ω

|U(s, x)|3p−2dx+λ
p1

3p−2

∫

Γ

|ζ(s, x)|3p−2dγ+(1−λ)
p1

3p− 2

∫

Γ

|ζ(s, x)|3p−2dγ

+λp2

∫

Qs

K(τ, x, U)∇U · ∇
(
|U|3p−4U

)
dτdx+(1−λ)3(p−1)p2

∫

Qs

|∇U|2|U|3p−4dτdx

+λpt

∫

Σs

|ζ(τ, x)|3p−2 dτdγ + (1− λ)pt

∫

Σs

|ζ(τ, x)|3p−2 dτdγ

+λ
∫

Σs

∇Γ

(
|ζ|3p−3

)
· ∇Γ ζ dτdγ + (1− λ)

∫

Σs

∇Γ

(
|ζ|3p−3

)
· ∇Γ ζ dτdγ

≤ λ
p1

3p−2

∫

Ω

|U0(x)|3p−2 dx +
p1

3p− 2

∫

Γ

|ζ0(x)|3p−2dγ

+λpr

∫

Qs

[
U(τ, x)−U3(τ, x)

]
|U|3p−4U dτdx

+λps

∫

Qs

gd(τ, x)|U|3p−4U dτdx + λ
∫

Σt

g
f r (τ, x)|U|3p−4U dτdγ

(28)

for all s ∈ (0, T]. The last two terms in the above inequalities can be manipulated via
Hölder and Cauchy’s inequality giving us the following estimates

a. λps

∫

Qs

gd(τ, x)|U|3p−4Udτdx

≤ (3p− 2)−1
3p− 2

ε
3p−2
3p−3

∫

Qs

|U|3p−2dτdx + λps

1
3p− 2

ε−(3p−2)
∫

Qs

|gd |3p−2dτdx,

b. λ
∫

Σs

g
f r (τ, x)|U|3p−4Udτdγ

≤ (3p− 2)−1
3p− 2

ε
3p−2
3p−3

∫

Σs

|U|3p−2dτdγ + λ
1

3p− 2
ε−(3p−2)

∫

Σt

|g
f r |3p−2dτdγ.
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Due to the inequalities a. and b., from (28) we obtain

p1

3p− 2



∫

Ω

|U(s, x)|3p−2dx +
∫

Γ

|ζ(s, x)|3p−2dγ




+λp2

∫

Qs

K(τ, x, U)∇U · ∇
(
|U|3p−4U

)
dτdx+(1−λ)3(p−1)p2

∫

Qs

|∇U|2|U|3p−4dτdx

+λpr

∫

Qs

|U(τ, x)|3p dτdx

+pt

∫

Σs

|ζ(τ, x)|3p−2 dτdγ +
∫

Σs

∇Γ

(
|ζ|3p−3

)
· ∇Γ ζ dτdγ

≤ p1

3p− 2



∫

Ω

|U0(x)|3p−2 dx +
∫

Γ

|ζ0(x)|3p−2dγ




+

[
λpr +

(3p− 2)−1
3p− 2

ε
3p−2
3p−3

] ∫

Qs

|U(τ, x)|3p−2dτdx

+
(3p− 2)−1

3p− 2
ε

3p−2
3p−3

∫

Σs

|U(τ, x)|3p−2 dτdx

+ps

1
3p− 2

ε−(3p−2)‖gd‖
3p−2
L3p−2(Qs)

+
1

3p− 2
ε−(3p−2)‖g

f r‖
3p−2
L3p−2(Σs)

(29)

for all s ∈ (0, T].
In particular, it follows that from (29) we obtain
∫

Ω

|U(s, x)|3p−2dx +
∫

Γ

|ζ(s, x)|3p−2dγ

≤ C0

[
‖U0(x)‖3p−2

L3p−2(Ω)
+ ‖ζ0(x)‖3p−2

L3p−2(Γ)
+ ‖gd‖

3p−2
L3p−2(Qs)

+ ‖g
f r‖

3p−2
L3p−2(Σs)

]

+C0

t∫

0



∫

Ω

|U(τ, x)|3p−2dτdx +
∫

Γ

|ζ(τ, x)|3p−2dγ


 dτ

(30)

where C0 = C(|Ω|, |Γ|, p, p1 , p2 , pr , pt , ps), in conjuction with (24)2.
By Gronwall’s lemma and owing to L3p−2(Q) ⊂ Lp(Q), from (30) we obtain

‖U‖p
Lp(Q)

+ ‖ζ‖p
Lp(Σ)

≤ C(T, C0)
[
‖U‖3p−2

L3p−2(Q)
+ ‖ζ‖3p−2

L3p−2(Σ)

]

≤ C(T, C0)
[
‖U0(x)‖3p−2

L3p−2(Ω)
+‖ζ0(x)‖3p−2

L3p−2(Γ)
+‖gd‖

3p−2
L3p−2(Q)

+‖g
f r‖

3p−2
L3p−2(Σ)

]
.

(31)
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Having established an estimate for ‖U‖3p−2
L3p−2(Q)

+ ‖ζ‖3p−2
L3p−2(Σ)

(see (31)), we now return
to the relation in (29) to derive the following estimate:

λpr‖|U|3‖
p
Lp(Q)

≤ C(T, C0)
[
‖U0(x)‖3p−2

L3p−2(Ω)
+‖ζ0(x)‖3p−2

L3p−2(Γ)
+‖gd‖

3p−2
L3p−2(Q)

+‖g
f r‖

3p−2
L3p−2(Σ)

]
,

(32)

where the boundary condition in (24)2 is also used.
Applying Lemma 7.4 in Choban and Moroşanu [1] (p. 114) to the linear inhomoge-

neous problem (24) with

f3 = λ
{

pr

[
U(t, x)−U3(t, x)

]
+ ps gd(t, x)

}
∈ Lp(Q) and

g3 = λg f r (t, x) ∈ Lp(Σ),

we obtain

‖U‖W1,2
p (Q)

+ ‖ζ‖W1,2
p (Σ)

≤ C1

{
‖U0‖

W
2− 2

p
∞ (Ω)

+ ‖ζ0‖
W

2− 2
p

∞ (Γ)
+ ‖gd‖Lp(Q) + ‖g f r‖Lp(Σ)

+λpr

[
‖U‖Lp(Ω) + ‖|U|3‖Lp(Ω)

]}
,

(33)

for a constant C1 = C(n, C(T, C0)) > 0.
Now using (31) and (32), (33) then becomes

‖U‖W1,2
p (Q)

+ ‖ζ‖W1,2
p (Σ)

≤ C1

{
1 + ‖U0‖

W
2− 2

p
∞ (Ω)

+ ‖ζ0‖
W

2− 2
p

∞ (Γ)
+ ‖U0‖

3p−2
p

L3p−2(Ω)
+ ‖ζ0‖

3p−2
p

L3p−2(Γ)

+‖gd‖
3p−2

p

L3p−2(Q)
+‖g

f r‖
3p−2

p

L3p−2(Σ)
+ ‖gd‖Lp(Q) + ‖g f r‖Lp(Σ)

}
,

(34)

The inclusions in (20) guarantee that

‖U‖Lp(Q) + ‖ζ‖Lp(Σ) ≤ C
(
‖U‖W1,2

p (Q)
+ ‖ζ‖W1,2

p (Σ)

)

where, thanks to (34), we may conclude that a constant R > 0 exists such that the property
in (23) is true.

Denoting BH
R :=

{
(U, ζ) ∈ B : ‖(U, ζ)‖B < R

}
, relation (23) implies that

(U, ζ, λ) 6= (U, ζ) ∀(U, ζ) ∈ ∂BH
R , ∀λ ∈ [0, 1],

provided that R > 0 is sufficiently large. Furthermore, following the same ideas
in [1,3–7,16,20], we can conclude that problem (8) has the solution (U, ζ) ∈ W1,2

p (Q) ×
W1,2

p (Σ).
Making use of the embedded L3p−2(Q) ⊂ Lp(Q) and the estimate (34), it follows that

(11) and this completes the proof of the first part in Theorem 1.
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Proof of Theorem 1 Continued

In this subsection we demonstrate the second part of Theorem 1 which entails checking
(14) and thus the uniqueness of the solution to (1) (or (3)). We consider (U1, ζ1) and (U2, ζ2)
as in the statement of Theorem 1. From the first part we know that U1, U2 ∈W1,2

p (Q) and
ζ1, ζ2 ∈W1,2

p (Σ). Therefore, U = U1 −U2 ∈W1,2
p (Q) and Z = ζ1 − ζ2 ∈W1,2

p (Σ).
Following [1–3,5–7,16,20], the increments of aij and A (see (4)) can be written in the

following form

aij(s, x, U1, U1
x)− aij(s, x, U2, U2

x) =

1∫

0

d
dλ

ai,j

(
s, x, Uλ, Uλ

x

)
dλ,

A(s, x, U1, U1
x)− A(s, x, U2, U2

x) =

1∫

0

d
dλ

A
(

s, x, Uλ, Uλ
x

)
dλ

and so

aij(s, x, U1, U1
x)U1

xi xj
− aij(s, x, U2, U2

x)U2
xi xj

= aij(s, x, U1, U1
x)Uxi xj

+



U2

xi xj

1∫

0

∂

∂Uλ
xj

ai,j

(
s, x, Uλ, Uλ

x

)
dλ



Uxi ,

(35)

A(s, x, U1, U1
x)− A(s, x, U2, U2

x) =





1∫

0

∂

∂Uλ
xj

A
(

s, x, Uλ, Uλ
x

)
dλ



Uxi , (36)

where

ai,j
(
s, x, Uλ

x , Uλ
x
)
=

∂

∂Uλ
xj

[
K(s, x, Uλ)Uλ

xi

]
,

A
(
s, x, Uλ, Uλ

x
)
= ai

(
s, x, Uλ, Uλ

x
)
, ai

(
s, x, Uλ, Uλ

x

)
=

∂

∂xi

[
K(s, x, Uλ)Uλ

xi

]
,

Uλ(s, x) = λU1(s, x) + (1− λ)U2(s, x) and

Uλ
x (s, x) = λU1

x(s, x) + (1− λ)U2
x(s, x).

Subtracting (3) for U2(s, x) from (3) for U1(s, x) and using (35) and (36), we obtain the
following linear parabolic problem with inhomogeneous dynamic boundary conditions,
i.e., 




p1

∂

∂t
U − âij(s, x)∆U = −âi(s, x)∇U − p2U + ps(g1

d
− g2

d
) in Q

U(s, x) = Z(s, x) on Σ

U(0, x) = (U1
0 −U2

0)(x) in Ω

p1

∂

∂n
U + p2

∂

∂t
Z− ∆ΓZ + pt Z = g1

f r − g2
f r on Σ

Z(0, x) = (ζ1
0 − ζ2

0)(x) on Γ,

(37)
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where

âij(s, x) = aij(s, x, U1, U1
x),

âi(s, x) = −U2
xi xj

1∫

0

∂

∂Uλ
xj

ai,j

(
s, x, Uλ, Uλ

x

)
dλ +

1∫

0

∂

∂Uλ
xj

∂

∂xi

[
K(s, x, Uλ)Uλ

xi

]
dλ.

Next, following the work of A. Miranville and C. Moroşanu [3], we easily deduce the
validity of the estimate in (14); thus, the uniqueness of the solution to (1) or (3) is true.

Corollary 1. Corresponding to U1
0 = U2

0 and ζ1
0 = ζ2

0, the problem (1) possesses a unique classical
solution.

4. Approximating Scheme—Convergence and Error Estimate

Here we use the fractional steps method in order to approximate the unique solution to
problem (8) with inhomogeneous dynamic boundary conditions (see Corollary 1). Precisely,
∀ ε > 0, let Mε =

[
T
ε

]
and

Qε
i = [iε, (i + 1)ε]×Ω, Σε

i = [iε, (i + 1)ε]× ∂Ω i = 0, 1, · · · , Mε − 1,

with Qε
Mε−1 = [(Mε − 1)ε, T]×Ω, Σε

Mε−1 = [(Mε − 1)ε, T]× ∂Ω. Correspondingly, we link
the following numerical scheme with problem (8)





p1

∂

∂t
Uε − p2div

(
K
(
t, x, Uε

)
∇Uε

)
=pr U

ε + ps gd(t, x) in Qε
i

p2

∂

∂n
Uε + p1

∂

∂t
ζε − ∆Γ ζε + pt ζ

ε = g f r (t, x) on Σε
i

Uε(iε, x) = z(ε, Uε
−(iε, x)) on Ω

ζε(iε, x) = Uε(iε, x) on ∂Ω,

(38)

with z(ε, Uε
−(iε, x)) being the solution of Cauchy problem:





z′(s) + pr z3(s) = 0 s ∈ [0, ε]

z(0) = Uε
−(iε, x) on Ω

Uε
−(0, x) = U0(x) on Ω

Uε
−(0, x) = ζ0(x) on ∂Ω,

(39)

where Uε
− stands for the left-hand limit of Uε.

For a detailed discussion regarding the importance of the above numerical scheme we
direct the reader to the works [5,9,11–14,17–19,22,23].

The main question of this work concerns the convergence as ε → 0 of the sequence
(Uε, ζε) of the solutions to problems (38) and (39), and to the solution (U, ζ) of problem (8)
(see [11] for more details).

For simplicity, we note:

WQ = L2([0, T]; H1(Ω)) ∩ L∞(Q) and WΣ = L2([0, T]; H1(∂Ω)) ∩ L∞(Σ).
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Definition 2. By a weak solution to problem (8) we refer to a pair of functions (U, ζ) ∈WQ ×WΣ

and U = ζ on Σ, which satisfy (8) in the following sense:

p1

∫

Q

(
∂

∂t
U, φ1

)
dt dx + p2

∫

Q

K
(
t, x, U

)
∇U · ∇φ1 dt dx

+p2

∫

Σ

(
∂

∂t
ζ, φ2

)
dt dγ +

∫

Σ

∇ζ∇φ2 dt dγ + pt

∫

Σ

ζφ2 dtdγ

= pr

∫

Q

(U −U3)φ1 dt dx + ps

∫

Q

gd φ1 dt dx +
∫

Σ

g f r φ2 dtdγ

∀(φ1, φ2) ∈ L2([0, T]; H1(Ω))× L2([0, T]; H1(Γ)),

(40)

where φ1 = φ2 on Σ, and U(0, x) = U0(x) on Ω.

Definition 3. By a weak solution to problems (38) and (39) we refer to a pair of functions
(Uε, ζε) ∈ WQε

i
×WΣε

i
, and Uε

i = ζε
i on Σε

i , i ∈ {0, 1, . . ., Mε − 1}, which satisfy (38) and
(39) in the following sense:

p1

∫

Q

(
∂

∂t
Uε, ξ1

)
dt dx + p2

∫

Q

K
(
t, x, Uε

)
∇Uε · ∇ξ1 dt dx

+p2

∫

Σ

(
∂

∂t
ζε, ξ2

)
dt dγ +

∫

Σ

∇ζε∇ξ2 dt dγ + pt

∫

Σ

ζεξ2 dtdγ

= pr

∫

Q

Uεξ1 dt dx + ps

∫

Q

gd ξ1 dt dx +
∫

Σ

g f r ξ2 dtdγ

∀(ξ1, ξ2) ∈ L2([0, T]; H1(Ω))× L2([0, T]; H1(∂Ω)),

(41)

where Uε
−(0, x) = U0(x) on Ω, and Uε

−(0, x) = ζ0(x) on ∂Ω.

In (40) and (41) the symbols
∫
Q

and
∫
Σ

denote the duality between L2([0, T]; H1(Ω))

and L2([0, T]; H1(Ω)′) as well as L2([0, T]; H1(∂Ω)) and L2([0, T]; H1(∂Ω)′), respectively.

Convergence of the Numerical Schemes (38) and (39)

The purpose of this subsection is to prove the convergence of the solution to the
numerical scheme associated with the non-linear problem (8). Therefore,

Theorem 2. Assume that U0(x) ∈W2− 2
2

∞ (Ω), satisfying p2
∂

∂ν U0−∆Γ U0 + pt U0 = g f r (0, x) on

∂Ω and g f r (s, x) ∈W
1− 1

2p ,2− 1
p

p (Σ). Let (Uε, ζε) be the solution to the numerical schemes (38) and (39).
As ε→ 0, one has

(Uε, ζε)→ (U?, ζ?) strongly in L2(Ω)× L2(∂Ω) for any s ∈ (0, T], (42)

where (U?, ζ?) ∈ L2([0, T]; H1(Ω))× L2([0, T]; H1(∂Ω)) is a weak solution to problem (8).

The following lemmas, which involve the Cauchy problem (39), are very useful in the
proof of Theorem 2. These were proven for the first time in [11]. Here, we reproduce them
as well as sketch out the proof when pertinent.
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Lemma 1. Assume Uε
−(iε, x) ∈ L∞(Ω), i = 0, 1, . . ., Mε − 1. Then, Uε(iε, x) ∈ L∞(Ω) and

‖Uε(iε, x)‖2
L2(Ω) ≤ ‖Uε

−(iε, x)‖2
L2(Ω). (43)

Proof. We write (39)1 in the form
(

1
z2

)′
= pr , and following the same reasoning as in [11]

we obtain
z2(ε, Uε

−(iε, x)) ≤ Uε
−(iε, x)2, a.e x ∈ Ω. (44)

Owing to (38)3 and (44), we can easily conclude the inequality complete in (43).

Lemma 2. For i = 0, 1, . . ., Mε − 1, the estimate below holds

‖∇Uε(iε, x)‖L2(Ω) ≤ ‖∇Uε
−(iε, x)‖L2(Ω). (45)

Lemma 3. The following estimate holds

‖z(ε, x)−Uε
−(iε, x)‖L2(Ω) ≤ εL (46)

where L > 0 depends on |Ω|, ‖Uε
−‖L∞(Ω) and p2 .

Now, we are in a position to give the proof of Theorem 2. Following the same steps
as in [11], we obtain the solution to problem (38) as (Uε, ζε) ∈ W1,2

p (Qε
i ) ∩ L∞(Qε

i ) ×
W1,2

p (Σε
i ) ∩ L∞(Σε

i ), ∀i ∈ {0, 1, . . ., Mε − 1}.
Next, we give a priori estimates to Qε

i , ∀i ∈ {0, 1, . . ., Mε− 1}. Firstly, we multiply (38)1
by Uε

t and obtain

p1

∫

Ω

|Uε
t |2dx + p1

∫

Γ

|ζε
t |2dγ

+
p2

2

∫

Ω

K(t, x, Uε)
d
dt
|∇Uε|2dx +

1
2

d
dt

∫

Γ

|∇Γζε|2dγ +
pt

2
d
dt

∫

Γ

|ζε|2dγ

=
p2

2
d
dt

∫

Ω

|Uε|2dx +
∫

Γ

g f r ζε
t dγ + ps

∫

Ω

gd Uε
t dx.

(47)

Using Hölder’s inequality for the right-hand terms
∫
Γ

g f r ζε
t dγ and

∫
Ω

gd Uε
t dx, we have

∫

Γ

g f r ζε
t dγ ≤ p1

2

∫

Γ

|ζε
t |2 dγ +

1
2p1

∫

Γ

|g f r |2 dγ,

ps

∫

Ω

gd Uε
t dx ≤ p1

2

∫

Ω

|Uε
t |2 dx +

ps

2p1

∫

Ω

|gd |2 dx,
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and substituting them in (47), we derive

p1

2

∫

Ω

|Uε
t |2dx +

p1

2

∫

Γ

|ζε
t |2dγ

+
p2

2
Kmin

d
dt

∫

Ω

|∇Uε|2dx +
1
2

d
dt

∫

Γ

|∇Γζε|2dγ +
pt

2
d
dt

∫

Γ

|ζε|2dγ

≤ p2

2
d
dt

∫

Ω

|Uε|2dx +
1

2p1

∫

Γ

|g f r |2 dγ +
ps

2p1

∫

Ω

|gd |2 dx,

(48)

where the inequality (9) is also used.
Multiplying (38)1 by 1

p1 p2
Uε as shown above, we obtain

1
2p2

d
dt

∫

Ω

|Uε|2dx +
1

2p2

d
dt

∫

Γ

|ζε|2dγ

+
1
p1

∫

Ω

K(t, x, Uε)|∇Uε|2dx +
1
p1

∫

Γ

|∇Γζε|2dγ +
pt

p1 p2

∫

Γ

|ζε|2dγ

=
1

p1 p2 pr

∫

Ω

|Uε|2dx +
1

p1 p2

∫

Γ

g f r ζε dγ +
ps

p1 p2

∫

Ω

gd Uε dx.

(49)

In addition, using Hölder’s inequality for the right-hand terms
∫
Γ

g f r ζε dγ and
∫
Ω

gd Uε dx,

we have
1

p1 p2

∫

Γ

g f r ζε dγ ≤ 2pt

p1 p2

∫

Γ

|ζε|2 dγ +
1

2pt p1 p2

∫

Γ

|g f r |2 dγ,

ps

p1 p2

∫

Ω

gd Uε dx ≤ 1
p1 p2

∫

Ω

|Uε|2 dx +
ps

p1 p2

∫

Ω

|gd |2 dx,

and then from (49) we obtain

1
2p2

d
dt

∫

Ω

|Uε|2dx +
1

2p2

d
dt

∫

Γ

|ζε|2dγ

+
1
p1

Kmin

∫

Ω

|∇Uε|2dx +
1
p1

∫

Γ

|∇Γζε|2dγ

≤ C(ps , pt , p1 , p2)



∫

Ω

|Uε|2dx +
∫

Γ

|ζε|2 dγ +
∫

Γ

|g f r |2 dγ +
∫

Ω

|gd |2 dx


,

(50)

where the inequality (9) is also used.
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Adding (48) and (50), we obtain

∂

∂t

[
1

2p2

∫

Ω

|Uε|2dx+
(

pt

2
+

1
2p2

)∫

Γ

|ζε|2dγ+
p2

2
Kmin

∫

Ω

|∇Uε|2dx+
1
2

∫

Γ

|∇Γζε|2dx
]

+
p1

2

∫

Ω

|Uε
t |2dx +

p1

2

∫

Γ

|ζε
t |2dγ +

Kmin
p1

∫

Ω

|∇Uε|2dx +
1
p1

∫

Γ

|∇Γζε|2dγ

≤ C(ps , pt , p1 , p2)

[ ∫

Ω

|Uε|2dx +
∫

Γ

|ζε|2 dγ +
∫

Γ

|g f r |2 dγ +
∫

Ω

|gd |2 dx
]

.

Integrating the preceding on Qε
0, we derive

1
2p2

‖Uε
−(ε, x)‖2

L2(Ω) +

(
pt

2
+

1
2p2

)
‖ζε
−(ε, x)‖2

L2(Γ)

+
p2

2
Kmin‖∇Uε

−(ε, x)‖2
L2(Ω) +

1
2
‖∇Γζε

−(ε, x)‖2
L2(Γ)

+

ε∫

0

[
p1

2

∫

Ω

|Uε
t |2dx +

p1

2

∫

Γ

|ζε
t |2dγ +

Kmin
p1

∫

Ω

|∇Uε|2dx +
1
p1

∫

Γ

|∇Γζε|2dγ

]
ds

≤ 1
2p2

‖U0‖2
L2(Ω) +

(
pt

2
+

1
2p2

)
‖ζ0‖2

L2(Γ) +
p2

2
Kmin‖∇U0‖2

L2(Ω) +
1
2
‖∇Γζ0‖2

L2(Γ)

+C(ps , pt , p1 , p2)

{ ε∫

0

[
‖Uε‖2

L2(Ω) + ‖ζε‖2
L2(Γ)

]
ds + ‖g f r‖2

L2(Σε
0)
+ ‖gd‖2

L2(Qε
0)

}
.

(51)

It is relatively easy to observe that the estimate above refers to Qε
0 and Σε

0 (i = 0).
Proceeding in a similar way for i = 1, 2, . . . , Mε − 2, we obtain

1
2p2

‖Uε
−((i + 1)ε, x)‖2

L2(Ω) +

(
pt

2
+

1
2p2

)
‖ζε
−((i + 1)ε, x)‖2

L2(Γ)

+
p2

2
Kmin‖∇Uε

−((i + 1)ε, x)‖2
L2(Ω) +

1
2
‖∇Γζε

−((i + 1)ε, x)‖2
L2(Γ)

+

(i+1)ε∫

iε

[
p1

2
‖Uε

t ‖2
L2(Ω)+

p1

2
‖ζε

t‖2
L2(Γ)+

Kmin
p1

‖∇Uε‖2
L2(Ω)+

1
p1

‖∇Γζε‖2
L2(Γ)

]
ds

≤ 1
2p2

‖Uε(iε, x)‖2
L2(Ω) +

(
pt

2
+

1
2p2

)
‖ζε(iε, x)‖2

L2(Γ)

+
p2

2
‖∇Uε(iε, x)‖2

L2(Ω) +
1
2
‖∇Γζε(iε, x)‖2

L2(Γ)

+C(ps , pt , p1 , p2)

{(i+1)ε∫

iε

[
‖Uε‖2

L2(Ω) + ‖ζε‖2
L2(Γ)

]
ds + ‖g f r‖2

L2(Σε
i )
+ ‖gd‖2

L2(Qε
i )

}
,

(52)
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while for i = Mε − 1 we have

1
2p2

‖Uε
−(T, x)‖2

L2(Ω) +

(
pt

2
+

1
2p2

)
‖ζε
−(T, x)‖2

L2(Γ)

+
p2

2
Kmin‖∇Uε

−(T, x)‖2
L2(Ω) +

1
2
‖∇Γζε

−(T, x)‖2
L2(Γ)

+

T∫

Mε−1

[
p1

2
‖Uε

t ‖2
L2(Ω) +

p1

2
‖ζε

t‖2
L2(Γ) +

1
p1

‖∇Uε‖2
L2(Ω) +

1
p1

‖∇Γζε‖2
L2(Γ)

]
ds

≤ 1
2p2

‖Uε(T, x)‖2
L2(Ω) +

(
pt

2
+

1
2p2

)
‖ζε(T, x)‖2

L2(Γ)

+
p2

2
‖∇Uε(T, x)‖2

L2(Ω) +
1
2
‖∇Γζε(T, x)‖2

L2(Γ)

+C(ps , pt , p1 , p2)

{ T∫

Mε−1

[
‖Uε‖2

L2(Ω)+‖ζε‖2
L2(Γ)

]
ds+‖g f r‖2

L2(Σε
Mε−1)

+‖gd‖2
L2(Qε

Mε−1)

}
.

(53)

Adding (51)–(53) and owing to the inequalities (43) and (45), we obtain

1
2p2

‖Uε
−(T, x)‖2

L2(Ω) +

(
pt

2
+

1
2p2

)
‖ζε
−(T, x)‖2

L2(Γ)

+
p2

2
‖∇Uε

−(T, x)‖2
L2(Ω) +

1
2
‖∇Γζε

−(T, x)‖2
L2(Γ)

+

T∫

0

[
p1

2
‖Uε

t ‖2
L2(Ω) +

p1

2
‖ζε

t‖2
L2(Γ) +

1
p1

‖∇Uε‖2
L2(Ω) +

1
p1

‖∇Γζε‖2
L2(Γ)

]
dt

≤ 1
2p2

‖U0‖2
L2(Ω) +

(
pt

2
+

1
2p2

)
‖ψ0‖2

L2(Γ) +
p2

2
‖∇U0‖2

L2(Ω) +
1
2
‖∇Γζ0‖2

L2(Γ)

+ C(ps , pt , p1 , p2)

{ T∫

0

[
‖Uε‖2

L2(Ω) + ‖ζε‖2
L2(Γ)

]
dt + ‖g f r‖2

L2(Σ) + ‖gd‖2
L2(Q)

}
.

Applying the Gronwall inequality to the above inequalities, we finally deduce

T∫

0

{
‖Uε

t ‖2
L2(Ω) + ‖ζε

t‖2
L2(Γ) + ‖∇Uε‖2

L2(Ω) + ‖∇Γζε‖2
L2(Γ)

}
dt ≤ C, (54)

where C > 0 is independent of ε and Mε.
Owing to (38)3, (38)4 and (46), we obtain

Mε−1

∑
i=0
‖Uε(iε, x)−Uε

−(iε, x)‖L2(Ω) ≤ TL = C1, (55)
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Mε−1

∑
i=0
‖ζε(iε, x)− ζε

−(iε, x)‖L2(Γ) ≤ C2, (56)

where C1 > 0 and C2 > 0 are independent of Mε and ε. Summing (54)–(56), we derive

T
V1
0

Uε+
T

V2
0

ζε+

T∫

0

[
‖Uε

t ‖2
L2(Ω)+‖ζε

t‖2
L2(Γ)+‖∇Uε‖2

L2(Ω)+‖∇Γ ζε‖2
L2(Γ)

]
ds ≤ C, (57)

where the positive constant C is independent of Mε and ε, while
T

V1
0

Uε and
T

V2
0

ζε stand for

the variation of Uε : [0, T]→ L2(Ω) and ζε : [0, T]→ L2(Γ), respectively.
Since the introduction of L2(Ω) into H−1(Ω) is compact and {Uε

s(s)} is bounded in
L2(Ω) ∀s ∈ [0, T], we conclude that there exists a bounded variation function U∗(s) ∈
BV([0, T]; H−1(Ω)) and subsequent Uε(s) (see [11]), such that

Uε(s)→ U∗(s) strongly in H−1(Ω) ∀s ∈ [0, T], (58)

ζε(s)→ ζ∗(s) strongly in H−1(Γ) ∀s ∈ [0, T]. (59)

Further, from (57) we deduce that
{

Uε → U∗ weakly in L2(0, T; H1(Ω))

ζε → ζ∗ weakly in L2(0, T; H1(Γ)).
(60)

By the well-known embeddings H1(Ω) ⊂ L2(Ω) ⊂ H−1(Ω), and H1(∂Ω) ⊂ L2(∂Ω) ⊂
H−1(∂Ω), standard interpolation inequalities (see [11] p. 17) yield that ∀` > 0, ∃C(`) > 0
such that
{‖Uε(s)−U∗(s)‖L2(Ω) ≤ `‖Uε(s)−U∗(s)‖H1(Ω) + C(`)‖Uε(s)−U∗(s)‖H−1(Ω),

‖ζε(s)− ζ∗(s)‖L2(∂Ω) ≤ `‖ζε(s)− ζ∗(s)‖H1(∂Ω) + C(`)‖ζε(s)− ζ∗(s)‖H−1(∂Ω),
(61)

∀ε > 0 and ∀s ∈ [0, T], where C(`)→ 0 as `→ 0.
Finally, relations (58)–(61) permit us to conclude that the assertion conducted in (42)

holds true, ending the proof of Theorem 2.

Corollary 2. Assume U0 ∈ W
2− 2

p
∞ (Ω), p2

∂
∂ν U0(x)− ∆ΓU0 + pt U0(x) = g f r (0, x) on ∂Ω and

g f r ∈W
1− 1

2p ,2− 1
p

p (Σ). Then U? ∈WQ is a weak solution to the non-linear problem in (1).

Now we search the error of the numerical schemes (38) and (39) relative to gd and g f r .

From Theorem 1 we know that ∀gd ∈ Lp(Q) and g f r ∈W
1− 1

2p ,2− 1
p

p (Σ), the problem (8) has

a unique solution (U, ζ) ∈W1,2
p (Q)×W1,2

p (Σ). Moreover, (see (11))

‖U‖W1,2
p (Q)

+ ‖ζ‖W1,2
p (Σ)

≤ C
[
1 + ‖U0‖

3− 2
p

W
2− 2

p
∞ (Ω)

+ ‖ζ0‖
3− 2

p

W
2− 2

p
∞ (Γ)

+ ‖gd‖
3p−2

p

L3p−2(Q)
+ ‖g f r‖

W
1− 1

2p ,2− 1
p

p (Σ)

]
,

(62)

with a fixed ζ0 ∈ W
2− 2

p
∞ (Γ) and U0 ∈ W

2− 2
p

∞ (Ω) verifying p2
∂

∂ν U0 − ∆ΓU0 + pt U0 =
g f r (0, x). Thus, we have
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Theorem 3. Let gd ∈ Lp(Q) and g f r ∈W
1− 1

2p ,2− 1
p

p (Σ). Let gk
d
⊂ Lp(Q) and gk

f r
⊂W

1− 1
2p ,2− 1

p
p (Σ)

be two sequences such that gk
d
−→ gd in Lp(Q) and gk

f r
−→ g f r in W

1− 1
2p ,2− 1

p
p (Σ) as k −→ ∞.

Denoted by (Um, ζm) ⊂ W1,2
p (Q)×W1,2

p (Σ) and (Um,k, ζm,k) ⊂ W1,2
p (Q)×W1,2

p (Σ), the ap-
proximating sequences are given in (38) and ((39), for (gd , g f r ) and (gk

d
, gk

f r
), respectively, with

U0 ∈W
2− 2

p
∞ (Ω) fixed. Then,

lim sup
m−→∞

[
‖Um,k −U‖L2(Q) + ‖ζm,k − ζ‖L2(Σ)

]

≤ CeCTmax
{

max
(t,x)∈Q

|gk
d
− gd |, max

(t,x)∈Σ
|gk

f r
− g f r |

} (63)

∀k ≥ 1, where C > 0 depends on |Ω|, T, n, p, p1 , p2 , pt , pr , ps , ‖U0‖
W

2− 2
p

∞ (Ω)
, ‖gd‖Lp(Q) and

‖g f r‖
W

1− 1
2p ,2− 1

p
p (Σ)

.

In particular, ∃ (Um,k, ζm,k), denoted by (Umk , ζmk ), such that (Umk , ζmk ) −→ (U, ζ) in
Lp(Q)× Lp(Σ) and in Q× Σ as k −→ ∞.

Proof. Owing to (62) we assume that

‖Uk‖W1,2
p (Q)

+ ‖ζk‖W1,2
p (Σ)

≤ C

{
1 + ‖U0‖

3− 2
p

W
2− 2

p
∞ (Ω)

+ ‖ζ0‖
3− 2

p

W
2− 2

p
∞ (Γ)

+ ‖gk
d
‖

3p−2
p

L3p−2(Q)
+ ‖gk

f r
‖

W
1− 1

2p ,2− 1
p

p (Σ)

}

≤ C

{
1 + ‖U0‖

3− 2
p

W
2− 2

p
∞ (Ω)

+ ‖ζ0‖
3− 2

p

W
2− 2

p
∞ (Γ)

+ ‖gd‖
3p−2

p

L3p−2(Q)
+ ‖g f r‖

W
1− 1

2p ,2− 1
p

p (Σ)

}
,

where C > 0 is interpreted as M4 in (12). This ensures the applicability of (14) in Theorem
1 with U1

0 = U2
0 and ζ1

0 = ζ2
0 obtains

‖Uk −U‖W1,2
p (Q)

+ ‖ζk − ζ‖W1,2
p (Σ)

≤ C1eCTmax

{
max

(t,x)∈Q
|gk

d
− gd |, max

(t,x)∈Σ
|gk

f r
− g f r |

}
, ∀k ≥ 1,

(64)

where C1 > 0. For k ≥ 1, Theorem 2 gives

(Um,k(s, ·), ζm,k(s, ·) −→ (Uk(s, ·), ζk(s, ·)) in L2(Ω)× L2(∂Ω),

uniformly for s ∈ [0, T], as m −→ ∞. In particular, ∀k ≥ 1 we have

(Um,k, ζm,k) −→ (Uk, ζk), in L2(Q)× L2(Σ), as m −→ ∞. (65)
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On the base of the relation in (64) and owing to (20), we obtain

‖Um,k −U‖L2(Q) + ‖ζm,k − ζ‖L2(Σ)

≤ ‖Um,k −Uk‖L2(Q) + ‖ζm,k − ζk‖L2(Σ) + ‖Uk −U‖L2(Q) + ‖ζk − ζ‖L2(Σ)

≤ ‖Um,k −Uk‖L2(Q) + ‖ζm,k − ζk‖L2(Σ)

+ C1eCTmax
{

max
(t,x)∈Q

|gk
d
− gd |, max

(t,x)∈Σ
|gk

f r
− g f r |

}
, ∀m, k ≥ 1.

Using (65) we can substitute the above inequality into the superior limit as m −→ ∞ to
prove that (63) is correct.

The last statement in Theorem 3 follows directly on from (63).

The general frameworl of the numerical algorithm to compute the approximate solu-
tion to problem (1) via the fractional steps scheme may be demonstrated as follows:

Begin alg-frac_sec-ord_dbc

i = 0 → U0 from (39)3;

For i = 0 perform Mε − 1

Compute z(ε, ·) from (39);

Uε(iε, ·) = z(ε, ·);
ζε(iε, ·) = Uε(iε, ·);
Compute (Uε((i + 1)ε, ·), ζε((i + 1)ε, ·)) solving the linear system (38);

End-for;

End.

5. Conclusions

The main problem addressed in this work concerns the non-linear second-order
reaction–diffusion equation with its principal part in divergence form with inhomogeneous
dynamic boundary conditions. Provided that the initial and boundary data meet the appro-
priate regularity and compatibility conditions, the well-posedness of a classical solution to
the non-linear problem is proven in this new formulation (Theorem 1). Precisely, the Leray–
Schauder principle and Lp theory of linear and quasi-linear parabolic equations, via Lemma
7.4 (see [1]), were applied to prove the qualitative properties of solution (U(t, x), ζ(t, x)).
More precisely, we cannot directly apply the Lp theory to problem (1) (or (3)). Thus, this
makes the result of Lemma 7.4 in Choban and Moroşanu [1] (p. 114) very important. More-
over, the a priori estimates were made in Lp(Q) and Lp(Σ) which permit the derivation

of higher-order regularity properties, that is,
(

U(t, x), ζ(t, x)
)
∈W1,2

p (Q)×W1,2
p (Σ). Thus,

the classical method of bootstrapping (see Moroşanu and Motreanu [20]) can be avoided.
Let us note that, due to the presence of the terms K(t, x, U(t, x)), the non-linear opera-

tor H (see (17)) does not represent the gradient of the energy functional. Therefore, the new
proposed second-order non-linear problem cannot be obtained from the minimisation of
any energy cost functional, i.e., (1) is not a variational PDE model.

Furthermore, an iterative fractional step-type scheme was introduced to approximate
problem (8). The convergence and error estimates were established for the proposed
numerical scheme and a conceptual numerical algorithm was formulated. In this regards,
we want to underline the solutions dependence in Theorem 2 on the physical parameters,
which could be useful in future investigations regarding error analysis and numerical
simulations.
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The qualitative results obtained here could be later used in quantitative approaches to
the mathematical model (1) (or (3)) as well as in the study of distributed and/or non-linear
optimal boundary control problems governed by such a non-linear problem.

Numerical implementation of the conceptual algorithm, alg-frac_sec-ord_dbc, as well
as various simulations regarding the physical phenomena described by the non-linear
parabolic problem (1) represent a matter for further investigation.
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Abstract: In this study, we present new variants of the Hermite–Hadamard inequality via non-
conformable fractional integrals. These inequalities are proven for convex functions and differentiable
functions whose derivatives in absolute value are generally convex. Our main results are established
using the classical Jensen–Mercer inequality and its variants for (h, m)-convex modified functions
proven in this paper. In addition to showing that our results support previously known results from
the literature, we provide examples of their application.

Keywords: convex functions; (h, m)-convex functions; Jensen–Mercer inequality; Hermite–Hadamard
inequality; Hölder inequality, power mean inequality; non-conformable fractional operators
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1. Introduction

Jensen’s inequality is one of the most studied results in the literature. In the last few
decades, quite a few researchers have been interested in refining and generalizing this
inequality (see, e.g., [1–6]).

Let 0 < x1 ≤ x2 ≤ . . . ≤ xn and let wk (1 ≤ k ≤ n) be positive weights associated with
these xk and let their sum demonstrate unity. Then, Jensen’s inequality

Φ

(
n

∑
k=1

wkxk

)
≤

n

∑
k=1

wkΦ(xk) (1)

holds (see [7]).
Mercer investigated a generalized form of Jensen’s inequality, which is famously

known as the Jensen–Mercer inequality (see [8]): if Φ is a convex function on [ρ, σ], then

Φ

(
ρ + σ−

n

∑
k=1

wkxk

)
≤ Φ(ρ) + Φ(σ)−

n

∑
k=1

wkΦ(xk) (2)

is fulfilled for xk ∈ [ρ, σ], wk ∈ [0, 1] with ∑n
k=1 wk = 1. In case of n = 1, inequality (2)

reads as
Φ(σ− x + ρ) ≤ Φ(ρ) + Φ(σ)−Φ(x) (3)

for x ∈ [ρ, σ]. Extensions of this result can be found in e.g., [9–11].
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The well-known refinement of Jensen’s inequality, the Hermite–Hadamard inequality

Φ
(

ρ + σ

2

)
≤ 1

σ− ρ

∫ σ

ρ
Φ(x)dx ≤ Φ(ρ) + Φ(σ)

2
(4)

for convex functions, was proved by Hermite in 1883 and independently by Hadamard in
1893; see, e.g., [12]. This inequality has been generalized by many researchers, taking into
account various aspects such as general convexity and fractional operators. For Hermite–
Hadamard–Mercer type results, see [13–18].

In general, the concept of convex and general convex functions plays a major role in
the theory of integral inequalities. So far, many general convex classes have been described
in the literature. A summary of many of these classes was given in [19].

Definition 1. Let h : [0, 1]→ [0, ∞), h 6= 0 and Φ : I = [0, ∞)→ R. If inequality

Φ(λx + m(1− λ)y) ≤ h(λ)Φ(x) + mh(1− λ)Φ(y) (5)

is fulfilled ∀λ ∈ [0, 1] and x, y ∈ I, where m ∈ [0, 1], then function Φ is called (h, m)-convex on I.

In [20,21], the following definitions were presented.

Definition 2. Let h : [0, 1]→ (0, 1] and Φ : I = [0, ∞)→ R. If inequality

Φ(λx + m(1− λ)y) ≤ hs(λ)Φ(x) + m(1− hs(λ))Φ(y) (6)

is fulfilled ∀λ ∈ [0, 1] and x, y ∈ I, where m ∈ [0, 1], s ∈ [−1, 1], then function Φ is called (h, m)

-convex modified of the first type on I and this set of functions will be denoted as K1,s
h,m(I).

Definition 3. Let h : [0, 1]→ (0, 1] and Φ : I = [0, ∞)→ R. If inequality

Φ(λx + m(1− λ)y) ≤ hs(λ)Φ(x) + m(1− h(λ))sΦ(y) (7)

is fulfilled ∀λ ∈ [0, 1] and x, y ∈ I, where m ∈ [0, 1], s ∈ [−1, 1], then function Φ is called (h, m)
-convex modified of the second type on I and this set of functions will be denoted as K2,s

h,m(I).

Throughout the paper, for (h, m)-convex modified functions of the first or, of the
second type, we assume that m ∈ [0, 1] and s ∈ [−1, 1].

The following results are extended versions of Jensen–Mercer inequality (3).

Theorem 1. Let Φ : I = [ρ, σ] ⊂ R→ R be an integrable and (h, m)-convex function. Then, the
following Mercer’s type inequality holds:

Φ(x1 + mxn − xk) ≤ (h(λ) + h(1− λ))[Φ(x1) + mΦ(xn)]−Φ(xk) (8)

for x1 ≤ mxn, xk ∈ [x1, mxn] ⊆ I and λ ∈ [0, 1], such that xk = λx1 + m(1− λ)xn.

Proof. Putting xk = λx1 + m(1 − λ)xn and yk = (1 − λ)x1 + mλxn, we have
yk + xk = x1 + mxn. Now, using the (h, m)-convexity of Φ, we have

Φ(yk) ≤ h(1− λ)Φ(x1) + mh(λ)Φ(xn),

Φ(xk) ≤ h(λ)Φ(x1) + mh(1− λ)Φ(xn).

By adding the corresponding sides of the inequalities, we obtain

Φ(yk) + Φ(xk) ≤ (h(λ) + h(1− λ))[Φ(x1) + mΦ(xn)].

From the above, the desired inequality (8) is easily obtained.
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Corollary 1. Let Φ : I = [ρ, σ] ⊂ R → R be an integrable (h, m)-convex function. Then,
from (8), we have

Φ(x1 + mxn − xk) ≤ A0[Φ(x1) + mΦ(xn)]−Φ(xk) (9)

for x1 ≤ mxn, xk ∈ [x1, mxn] ⊆ I and A0 = sup
λ∈[0,1]

(h(λ) + h(1− λ)).

Remark 1. For m = 1, Corollary 1 leads to a correct version of Lemma 3.1 of [11].

Theorem 2. Let Φ : I = [ρ, σ] ⊂ R → R be an integrable and Φ ∈ K1,s
h,m([ρ, σ

m ]). Then, the
following Mercer’s-type inequality holds:

Φ(x1 +mxn− xk) ≤ (hs(λ)+ hs(1−λ))Φ(x1)+ (2− hs(λ)− hs(1−λ))mΦ(xn)−Φ(xk) (10)

for x1 ≤ mxn, xk ∈ [x1, mxn] ⊆ I and λ ∈ [0, 1] such that xk = λx1 + m(1− λ)xn.

Proof. The proof is analogous to that of Theorem 1. Taking xk = λx1 + m(1 − λ)xn,
yk = (1− λ)x1 + mλxn and combining inequalities

Φ(yk) ≤ hs(1− λ)Φ(x1) + m(1− hs(1− λ))Φ(xn),

Φ(xk) ≤ hs(λ)Φ(x1) + m(1− hs(λ))Φ(xn)

results in inequality (10).

Corollary 2. Let Φ : I = [ρ, σ] ⊂ R → R be an integrable and Φ ∈ K1,s
h,m([ρ, σ

m ]). Then,
from (10), we have

Φ(x1 + mxn − xk) ≤ A1[Φ(x1) + mΦ(xn)]−Φ(xk)

for x1 ≤ mxn, xk ∈ [x1, mxn] ⊆ I and

A1 = max

{
sup

λ∈[0,1]
(hs(λ) + hs(1− λ)), sup

λ∈[0,1]
(2− hs(λ)− hs(1− λ))

}
.

Theorem 3. Let Φ : I = [ρ, σ] ⊂ R → R be an integrable and Φ ∈ K2,s
h,m([ρ, σ

m ]). Then, the
following Mercer’s type inequality holds:

Φ(x1 + mxn − xk) ≤ (hs(λ) + hs(1− λ))Φ(x1)

+ ((1− h(λ))s + (1− h(1− λ))s)mΦ(xn)−Φ(xk)
(11)

for x1 ≤ mxn, xk ∈ [x1, mxn] ⊆ I and λ ∈ [0, 1], such that xk = λx1 + m(1− λ)xn.

Proof. The proof is analogous to that of Theorem 1. Taking xk = λx1 + m(1 − λ)xn,
yk = (1− λ)x1 + mλxn and combining inequalities

Φ(yk) ≤ hs(1− λ)Φ(x1) + m(1− h(1− λ))sΦ(xn),

Φ(xk) ≤ hs(λ)Φ(x1) + m(1− h(λ))sΦ(xn)

yields inequality (11).

Corollary 3. Let Φ : I = [ρ, σ] ⊂ R → R be an integrable and Φ ∈ K2,s
h,m([ρ, σ

m ]). Then, from
Theorem 3, we have

Φ(x1 + mxn − xk) ≤ A2[Φ(x1) + mΦ(xn)]−Φ(xk) (12)
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for x1 ≤ mxn, xk ∈ [x1, mxn] ⊆ I and

A2 = max

{
sup

λ∈[0,1]
(hs(λ) + hs(1− λ)), sup

λ∈[0,1]
((1− h(λ))s + (1− h(1− λ))s)

}
.

Remark 2. For m = s = 1 and h(t) = t, we have A1 = A2 = 1, moreover, Theorems 2 and 3 (or,
Corollaries 2 and 3) become the Jensen–Mercer inequality for convex functions (3).

Remark 3. Other variants of the Jensen–Mercer inequality (2), for different notions of convexity,
can be found in [16,22–25].

In the remainder of this paper, we aim to give generalizations of Hermite–Hadamard
inequality (4) via non-conformable fractional integrals defined by Nápoles et al. in [26].

Definition 4. Let α ∈ R and 0 < ρ < σ. For each function Φ ∈ L[ρ, σ], we define

N3 Jα
u Φ(x) =

∫ x

u
t−αΦ(t)dt

for every x, u ∈ [ρ, σ].

Definition 5. Let α ∈ R and ρ < σ. For each function Φ ∈ Lα[ρ, σ], that is the linear space

Lα[ρ, σ] =
{

Φ : [ρ, σ]→ R : (t− ρ)−αΦ(t), (σ− t)−αΦ(t) ∈ L[ρ, σ]
}

,

let us define the fractional integrals

N3 Jα
ρ+Φ(x) =

∫ x

ρ
(x− t)−αΦ(t)dt and N3 Jα

σ−Φ(x) =
∫ σ

x
(t− x)−αΦ(t)dt (13)

for every x ∈ [ρ, σ]. Here, for α = 0, we have N3 Jα
ρ+

Φ(x) = N3 Jα
σ−Φ(x) =

∫ σ
ρ Φ(t)dt.

Definition 6. More details on the fractional integral and the corresponding fractional derivative
Nα

3 can be read in [26].

Fractional differential and integral computations have been widely used in many fields
of applied sciences. The interested reader can read about the role of fractional calculus in
the study of biological models and chemical processes in [27–29].

2. Inequalities for Convex Functions

In this section, we obtain analogues of Hermite–Hadamard inequality (4) for non-
conformable fractional operators (13) using Jensen–Mercer inequalities.

Remark 4. If in (2), we take n = 2 and w1 = w2 = 1
2 , then we have

Φ
(

σ− y1

2
+ ρ− x1

2

)
≤ Φ(ρ) + Φ(σ)− Φ(x1) + Φ(y1)

2
. (14)

Theorem 4. Let Φ : [ρ, σ]→ R. If Φ ∈ Lα[ρ, σ] and Φ is convex on [ρ, σ], then

Φ
(

σ− y
2
+ ρ− x

2

)
≤ Φ(ρ) + Φ(σ)− 1− α

2(y− x)1−α

[
N3 Jα

y−Φ(x) + N3 Jα
x+Φ(y)

]

≤ Φ(ρ) + Φ(σ)−Φ
(

x + y
2

)
,

(15)

where x, y ∈ [ρ, σ] and α < 1.
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Proof. If in (14), we choose x1 = tx + (1− t)y and y1 = (1− t)x + ty, and multiply by t−α,
then we can write the inequality

2Φ
(

σ− y
2
+ ρ− x

2

)
t−α ≤ 2t−α[Φ(ρ) + Φ(σ)]− t−αΦ(tx + (1− t)y)− t−αΦ((1− t)x + ty).

Now, by integrating the resulting inequality with respect to t on [0, 1] and changing
the variable, we obtain

2
1− α

Φ
(

σ− y
2
+ ρ− x

2

)

≤ 2[Φ(ρ) + Φ(σ)]
∫ 1

0
t−αdt−

[∫ 1

0
t−αΦ(tx + (1− t)y)dt +

∫ 1

0
t−αΦ((1− t)x + ty)dt

]

=
2[Φ(ρ) + Φ(σ)]

1− α
− 1

(y− x)1−α

[∫ y

x
(y− z)−αΦ(z)dz +

∫ y

x
(z− x)−αΦ(z)dz

]

=
2[Φ(ρ) + Φ(σ)]

1− α
− 1

(y− x)1−α

[
N3 Jα

y−Φ(x) + N3 Jα
x+Φ(y)

]
.

After dividing both sides of the last inequality by 2
1−α , we get the left inequality

in (15).
For the proof of the second inequality of (15), keeping in mind that Φ is convex, one

can write

Φ
(

x + y
2

)
= Φ

(
tx + (1− t)y + ty + (1− t)x

2

)

≤ Φ(tx + (1− t)y) + Φ(ty + (1− t)x)
2

.

By multiplying both sides of last inequality by t−α and by integrating with respect to t
on [0, 1] and changing the variables, we obtain

1
1− α

Φ
(

x + y
2

)
≤ 1

2(y− x)1−α

[∫ y

x
(y− z)−αΦ(z)dz +

∫ y

x
(z− x)−αΦ(z)dz

]
.

By multiplying the last inequality by (α− 1) and adding Φ(ρ) + Φ(σ) to both sides,
we get the right-hand side of (15):

Φ(ρ) + Φ(σ)−Φ
(

x + y
2

)

≥Φ(ρ) + Φ(σ)− 1− α

2(y− x)1−α

[∫ y

x
(y− z)−αΦ(z)dz +

∫ y

x
(z− x)−αΦ(z)dz

]

=Φ(ρ) + Φ(σ)− 1− α

2(y− x)1−α

[
N3 Jα

y−Φ(x) + N3 Jα
x+Φ(y)

]
.

Thus, inequality (15) is proved.

Corollary 4. For α = 0, under the assumptions of Theorem 4, we get

Φ
(

σ− y
2
+ ρ− x

2

)
≤ Φ(ρ) + Φ(σ)− 1

y− x

∫ y

x
Φ(t)dt ≤ Φ(ρ) + Φ(σ)−Φ

(
x + y

2

)

for all x, y ∈ [ρ, σ]. This inequality was obtained by Kian and Moslehian in ([30], Theorem 2.1),
and by Ögülmüs and Sarikaya in ([17], Remark 2.2).
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Theorem 5. Let Φ : [ρ, σ]→ R. If Φ ∈ Lα[ρ, σ] and Φ is convex on [ρ, σ], then we have

Φ
(

σ− y
2
+ ρ− x

2

)

≤ 1− α

2(y− x)1−α

[
N3 Jα

(σ−y+ρ)+
Φ(σ− x + ρ) + N3 Jα

(σ−x+ρ)−Φ(σ− y + ρ)
]

≤ Φ(σ− x + ρ) + Φ(σ− y + ρ)

2
≤ Φ(ρ) + Φ(σ)− Φ(x) + Φ(y)

2
,

(16)

where x, y ∈ [ρ, σ] and α < 1.

Proof. To prove inequality (16), we use the left-hand side of (14) and choose
x1 = tx + (1− t)y, y1 = (1− t)x + ty to obtain the auxiliary inequality

Φ
(

σ− y1

2
+ ρ− x1

2

)

=Φ
(

σ− x1 + ρ + σ− y1 + ρ

2

)
≤ Φ(σ− x1 + ρ)

2
+

Φ(σ− y1 + ρ)

2

=
Φ(ρ + σ− tx− (1− t)y)

2
+

Φ(ρ + σ− ty− (1− t)x)
2

.

More precisely, we use the equivalent inequality

Φ
(

σ− y
2
+ ρ− x

2

)
≤ Φ(ρ + σ− tx− (1− t)y)

2
+

Φ(ρ + σ− (1− t)x− ty)
2

. (17)

Multiplying both sides of (17) by t−α, integrating with respect to t on [0, 1] and chang-
ing the variables yields

1
1− α

Φ
(

σ− y
2
+ ρ− x

2

)

≤ 1

2(y− x)1−α

[∫ σ−x+ρ

σ−y+ρ
(z− (σ− y + ρ))−αΦ(z)dz +

∫ σ−x+ρ

σ−y+ρ
((σ− x + ρ)− z)−αΦ(z)dz

]

=
1

2(y− x)1−α

[
N3 Jα

(σ−y+ρ)+
Φ(σ− x + ρ) + N3 Jα

(σ−x+ρ)−Φ(σ− y + ρ)
]
.

It is easy to see that left-hand side of (16) is proved. To prove the remaining part
of (16), we need the following inequalities:

Φ(ρ + σ− (tx + (1− t)y)) = Φ(ρ + σ + (ρ + σ)t− (ρ + σ)t− (tx + (1− t)y))

= Φ(t(σ− x + ρ) + (1− t)(σ− y + ρ))

≤ tΦ(σ− x + ρ) + (1− t)Φ(σ− y + ρ)

and
Φ(ρ + σ− (ty + (1− t)x)) ≤ tΦ(σ− y + ρ) + (1− t)Φ(σ− x + ρ).

By summing the above inequalities, we have

Φ(ρ + σ− (tx + (1− t)y)) + Φ(ρ + σ− (ty + (1− t)x)) ≤ Φ(σ− x + ρ) + Φ(σ− y + ρ).

By multiplying both sides (17) by t−α, integrating with respect to t on [0, 1] and
changing the variables, we obtain

1

(y− x)1−α

[
N3 Jα

(σ−y+ρ)+
Φ(σ− x + ρ) + N3 Jα

(σ−x+ρ)−Φ(σ− y + ρ)
]

≤ 1
1− α

[Φ(σ− x + ρ) + Φ(σ− y + ρ)].
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This inequality implies the remaining part of (16) by keeping (3) in mind. The proof is
complete.

Corollary 5. For α = 0, under the assumptions of Theorem 5, we have

Φ
(

σ− y
2
+ ρ− x

2

)
≤ 1

y− x

∫ σ−x+ρ

σ−y+ρ
Φ(t)dt ≤ Φ(ρ) + Φ(σ)− Φ(x) + Φ(y)

2
(18)

for all x, y ∈ [ρ, σ]. This inequality was obtained by Kian and Moslehian in ([30], Theorem 2.1),
and by Ögülmüs and Sarikaya in ([17], Remark 2.2).

Remark 5. If in (18), we choose x = ρ and y = σ, then we get the Hermite–Hadamard inequality (4).

3. Inequalities for General Convex Functions

By considering (h, m)-convexity modified in the first and the second sense, we give
analogues of Hermite–Hadamard inequality (4) for fractional operators (13) using Jensen–
Mercer inequalities proven for these classes. Before that, we recall the following identity
obtained by Nápoles et al. in [26] (see Lemma 1).

Lemma 1. Let Φ : [ρ, σ]→ R be a differentiable function. If Φ′ ∈ Lα−1[ρ, σ], then we have

Φ(ρ) + Φ(σ)

2
− 1− α

2(σ− ρ)1−α

[
N3 Jα

σ−Φ(ρ) + N3 Jα
ρ+Φ(σ)

]
=

σ− ρ

2
(I01 − I02),

where α < 1 and

I01 =
∫ 1

0
t1−αΦ′((1− t)ρ + tσ)dt, I02 =

∫ 1

0
(1− t)1−αΦ′((1− t)ρ + tσ)dt.

If in Lemma 1, we substitute σ− y + ρ in place of ρ and σ− x + ρ in place of σ, we get
the next equation.

Corollary 6. Under the assumptions of Lemma 1, we have

Φ(σ− y + ρ) + Φ(σ− x + ρ)

2

− 1− α

2(y− x)1−α

[
N3 Jα

(σ−x+ρ)−Φ(σ− y + ρ) + N3 Jα
(σ−y+ρ)+Φ(σ− x + ρ)

]

=
y− x

2
(I1 − I2),

(19)

where x, y ∈ [ρ, σ], α < 1 and

I1 =
∫ 1

0
t1−αΦ′(σ− x + ρt− (1− t)y)dt,

I2 =
∫ 1

0
(1− t)1−αΦ′(σ− x + ρt− (1− t)y)dt.
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Theorem 6. Let Φ :
[
ρ, σ

m
]
→ R be a differentiable function. If Φ′ ∈ Lα−1[ρ, σ] and

|Φ′| ∈ K1,s
h,m([ρ, σ

m ]), then the following inequality holds for all x, y ∈ [ρ, σ], α < 1:

∣∣∣∣
Φ(σ− y + ρ) + Φ(σ− x + ρ)

2

− 1− α

2(y− x)1−α

[
N3 Jα

(σ−x+ρ)−Φ(σ− y + ρ) + N3 Jα
(σ−y+ρ)+Φ(σ− x + ρ)

]∣∣∣∣∣

≤ y− x
2

{
2A1|Φ′(ρ)|+ 2A1m

∣∣Φ′
(

σ
m
)∣∣−m

(∣∣Φ′
( x

m
)∣∣+

∣∣Φ′
( y

m
)∣∣)

2− α

−
[∣∣Φ′(x)

∣∣+
∣∣Φ′(y)

∣∣−m
(∣∣∣Φ′

( x
m

)∣∣∣+
∣∣∣Φ′
( y

m

)∣∣∣
)] ∫ 1

0
t1−αhs(t)dt

}
,

(20)

where A1 is from Corollary 2.

Proof. From Corollary 6 and modulus properties, we can write
∣∣∣∣
Φ(σ− y + ρ) + Φ(σ− x + ρ)

2

− 1− α

2(y− x)1−α

[
N3 Jα

(σ−x+ρ)−Φ(σ− y + ρ) + N3 Jα
(σ−y+ρ)+Φ(σ− x + ρ)

]∣∣∣∣∣

=
y− x

2
|I1 − I2| ≤

y− x
2

(|I1|+ |I2|).

(21)

Using (h, m)-convexity of the first sense of function |Φ′| and Corollary 2, for integral
I1, we get

|I1| ≤
∫ 1

0
t1−α

∣∣Φ′(ρ + σ− (xt + (1− t)y))
∣∣dt

≤
∫ 1

0
t1−α

[
A1
∣∣Φ′(ρ)

∣∣+ A1m
∣∣∣Φ′
( σ

m

)∣∣∣−
(

hs(t)
∣∣Φ′(x)

∣∣+ m(1− hs(t))
∣∣∣Φ′
( y

m

)∣∣∣
)]

dt

=
A1
[
|Φ′(ρ)|+ m

∣∣Φ′
(

σ
m
)∣∣]

2− α
−
∣∣Φ′(x)

∣∣
∫ 1

0
t1−αhs(t)dt−m

∣∣∣Φ′
( y

m

)∣∣∣
∫ 1

0
t1−α[1− hs(t)]dt

=
A1|Φ′(ρ)|+ A1m

∣∣Φ′
(

σ
m
)∣∣−m

∣∣Φ′
( y

m
)∣∣

2− α
−
[∣∣Φ′(x)

∣∣−m
∣∣∣Φ′
( y

m

)∣∣∣
] ∫ 1

0
t1−αhs(t)dt.

One can write for the second integral I2 similarly

|I2| ≤
∫ 1

0
(1− t)1−α

∣∣Φ′(σ− x + ρt− (1− t)y)
∣∣dt =

∫ 1

0
t1−α

∣∣Φ′(ρ + σ− (1− t)x− ty)
∣∣dt

≤ A1|Φ′(ρ)|+ A1m
∣∣Φ′
(

σ
m
)∣∣−m

∣∣Φ′
( x

m
)∣∣

2− α
−
[∣∣Φ′(y)

∣∣−m
∣∣∣Φ′
( x

m

)∣∣∣
] ∫ 1

0
t1−αhs(t)dt.

Thus, we have

|I1|+ |I2| ≤
2A1

(
|Φ′(ρ)|+ m

∣∣Φ′
(

σ
m
)∣∣)−m

(∣∣Φ′
( x

m
)∣∣+

∣∣Φ′
( y

m
)∣∣)

2− α

−
[∣∣Φ′(x)

∣∣+
∣∣Φ′(y)

∣∣−m
(∣∣∣Φ′

( x
m

)∣∣∣+
∣∣∣Φ′
( y

m

)∣∣∣
)] ∫ 1

0
t1−αhs(t)dt.

By multiplying the last inequality by y−x
2 and taking into account (21), we

obtain (20).
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Corollary 7. If in Theorem 6, we choose x = ρ and y = σ, then we have
∣∣∣∣∣
Φ(ρ) + Φ(σ)

2
− 1− α

2(σ− ρ)1−α

[
N3 Jα

σ−Φ(ρ) + N3 Jα
ρ+Φ(σ)

]∣∣∣∣∣

≤ σ− ρ

2

{
2A1|Φ′(ρ)| −m

∣∣Φ′
( ρ

m
)∣∣+ (2A1 − 1)m

∣∣Φ′
(

σ
m
)∣∣

2− α

−
[∣∣Φ′(ρ)

∣∣+
∣∣Φ′(σ)

∣∣−m
(∣∣∣Φ′

( ρ

m

)∣∣∣+
∣∣∣Φ′
( σ

m

)∣∣∣
)] ∫ 1

0
t1−αhs(t)dt

}
.

If, in addition, m = 1, then
∣∣∣∣∣
Φ(ρ) + Φ(σ)

2
− 1− α

2(σ− ρ)1−α

[
N3 Jα

σ−Φ(ρ) + N3 Jα
ρ+Φ(σ)

]∣∣∣∣∣

≤ (σ− ρ)(2A1 − 1)(|Φ′(ρ)|+ |Φ′(σ)|)
2(2− α)

.

(22)

Theorem 7. Let Φ :
[
ρ, σ

m
]
→ R be a differentiable function. If Φ′ ∈ Lα−1[ρ, σ] and

|Φ′| ∈ K2,s
h,m([ρ, σ

m ]), then the following inequality holds for all x, y ∈ [ρ, σ], α < 1:

∣∣∣∣
Φ(σ− y + ρ) + Φ(σ− x + ρ)

2

− 1− α

2(y− x)1−α

[
N3 Jα

(σ−x+ρ)−Φ(σ− y + ρ) + N3 Jα
(σ−y+ρ)+Φ(σ− x + ρ)

]∣∣∣∣∣

≤ (y− x)A2
(
|Φ′(ρ)|+ m

∣∣Φ′
(

σ
m
)∣∣)

2− α
− y− x

2

{(∣∣Φ′(x)
∣∣+
∣∣Φ′(y)

∣∣)
∫ 1

0
t1−αhs(t)dt

+m
(∣∣∣Φ′

( y
m

)∣∣∣+
∣∣∣Φ′
( x

m

)∣∣∣
) ∫ 1

0
t1−α(1− h(t))sdt

}
,

where A2 is from Corollary 3.

Proof. The proof is analogous to that of Theorem 7, but with the use of Corollary 3 instead
of Corollary 2.

Corollary 8. If in Theorem 7, we choose x = ρ, y = σ and m = 1, then we have
∣∣∣∣∣
Φ(ρ) + Φ(σ)

2
− 1− α

2(σ− ρ)1−α

[
N3 Jα

σ−Φ(ρ) + N3 Jα
ρ+Φ(σ)

]∣∣∣∣∣

≤ σ− ρ

2
(∣∣Φ′(ρ)

∣∣+
∣∣Φ′(σ)

∣∣)
{

2A2

2− α
−
∫ 1

0
t1−α

[
hs(t) + (1− h(t))s]dt

}
.

(23)

Theorem 8. Let Φ :
[
ρ, σ

m
]
→ R be a differentiable function. If Φ′ ∈ Lα−1[ρ, σ] and

|Φ′|q ∈ K1,s
h,m([ρ, σ

m ]), then for all x, y ∈ [ρ, σ], α < 1, q > 1 with 1
p + 1

q = 1, the follow-
ing inequality holds:
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∣∣∣∣
Φ(σ− y + ρ) + Φ(σ− x + ρ)

2

− 1− α

2(y− x)1−α

[
N3 Jα

(σ−x+ρ)−Φ(σ− y + ρ) + N3 Jα
(σ−y+ρ)+Φ(σ− x + ρ)

]∣∣∣∣∣

≤ y− x
2

(
1

p− αp + 1

) 1
p
(B1 + C1),

(24)

where

B1 =
{

A1
∣∣Φ′(ρ)

∣∣q + A1m
∣∣∣Φ′
( σ

m

)∣∣∣
q
−m

∣∣∣Φ′
( y

m

)∣∣∣
q

−
[∣∣Φ′(x)

∣∣q −m
∣∣∣Φ′
( y

m

)∣∣∣
q] ∫ 1

0
hs(t)dt

} 1
q
,

C1 =
{

A1
∣∣Φ′(ρ)

∣∣q + A1m
∣∣∣Φ′
( σ

m

)∣∣∣
q
−m

∣∣∣Φ′
( x

m

)∣∣∣
q

−
[∣∣Φ′(y)

∣∣q −m
∣∣∣Φ′
( x

m

)∣∣∣
q] ∫ 1

0
hs(t)dt

} 1
q
.

Proof. From Lemma 6 and modulus properties, we can write (21). Using the well-known
Hölder integral inequality and Corollary 2, since |Φ′|q ∈ K1,s

h,m([ρ, σ
m ]), we get

|I1| ≤
∫ 1

0
t1−α

∣∣Φ′(ρ + σ− (xt + (1− t)y))
∣∣dt

≤
(∫ 1

0
t(1−α)pdt

) 1
p
{

A1

∫ 1

0

(∣∣Φ′(ρ)
∣∣q + m

∣∣∣Φ′
( σ

m

)∣∣∣
q)

dt

−
∫ 1

0

[(
hs(t)

∣∣Φ′(x)
∣∣q + m(1− hs(t))

∣∣∣Φ′
( y

m

)∣∣∣
q)]

dt
} 1

q

=

(
1

p− αp + 1

) 1
p
{

A1
∣∣Φ′(ρ)

∣∣q + A1m
∣∣∣Φ′
( σ

m

)∣∣∣
q
−m

∣∣∣Φ′
( y

m

)∣∣∣
q

−
[∣∣Φ′(x)

∣∣q −m
∣∣∣Φ′
( y

m

)∣∣∣
q] ∫ 1

0
hs(t)dt

} 1
q

.

(25)

Since
∫ 1

0
(1− t)1−α

∣∣Φ′(σ− x + ρt− (1− t)y)
∣∣dt =

∫ 1

0
t1−α

∣∣Φ′(ρ + σ− (1− t)x− ty)
∣∣dt,

we can write similarly for the second integral

|I2| ≤
∫ 1

0
t1−α

∣∣Φ′(ρ + σ− (1− t)x− ty)
∣∣dt

≤
(

1
p− αp + 1

) 1
p{

A1
∣∣Φ′(ρ)

∣∣q + A1m
∣∣∣Φ′
( σ

m

)∣∣∣
q
−m

∣∣∣Φ′
( x

m

)∣∣∣
q

−
[∣∣Φ′(y)

∣∣q −m
∣∣∣Φ′
( x

m

)∣∣∣
q] ∫ 1

0
hs(t)dt

} 1
q
.

(26)

By adding inequalities (25) and (26), we get

|I1|+ |I2| ≤
(

1
p− αp + 1

) 1
p
(B1 + C1).
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Multiplying both sides of the last inequality by the expression y−x
2 and keeping (21) in

mind yields (24). The proof is complete.

Corollary 9. If in Theorem 8, we choose x = ρ, y = σ and m = 1, then we have
∣∣∣∣∣
Φ(ρ) + Φ(σ)

2
− 1− α

2(σ− ρ)1−α

[
N3 Jα

σ−Φ(ρ) + N3 Jα
ρ+Φ(σ)

]∣∣∣∣∣

≤ σ− ρ

2

(
1

p− αp + 1

) 1
p

×
[{

A1
∣∣Φ′(ρ)

∣∣q + (A1 − 1)
∣∣Φ′(σ)

∣∣q −
[∣∣Φ′(ρ)

∣∣q −
∣∣Φ′(σ)

∣∣q
] ∫ 1

0
hs(t)dt

} 1
q

+

{
(A1 − 1)

∣∣Φ′(ρ)
∣∣q + A1

∣∣Φ′(σ)
∣∣q −

[∣∣Φ′(σ)
∣∣q −

∣∣Φ′(ρ)
∣∣q
] ∫ 1

0
hs(t)dt

} 1
q
]

.

Theorem 9. Let Φ :
[
ρ, σ

m
]
→ R be a differentiable function. If Φ′ ∈ Lα−1[ρ, σ] and

|Φ′|q ∈ K2,s
h,m([ρ, σ

m ]), then for all x, y ∈ [ρ, σ], α < 1, q > 1 with 1
p + 1

q = 1, the follow-
ing inequality holds:

∣∣∣∣
Φ(σ− y + ρ) + Φ(σ− x + ρ)

2

− 1− α

2(y− x)1−α

[
N3 Jα

(σ−x+ρ)−Φ(σ− y + ρ) + N3 Jα
(σ−y+ρ)+Φ(σ− x + ρ)

]∣∣∣∣∣

≤ y− x
2

(
1

p− αp + 1

) 1
p
(B2 + C2),

where

B2 =
{

A2
∣∣Φ′(ρ)

∣∣q + A2m
∣∣∣Φ′
( σ

m

)∣∣∣
q

−
∣∣Φ′(x)

∣∣q
∫ 1

0
hs(t)dt−m

∣∣∣Φ′
( y

m

)∣∣∣
q ∫ 1

0
(1− h(t))sdt

} 1
q
,

C2 =
{

A2
∣∣Φ′(ρ)

∣∣q + A2m
∣∣∣Φ′
( σ

m

)∣∣∣
q

−
∣∣Φ′(y)

∣∣q
∫ 1

0
hs(t)dt−m

∣∣∣Φ′
( x

m

)∣∣∣
q ∫ 1

0
(1− h(t))sdt

} 1
q
.

Proof. The proof is analogous to that of Theorem 8, but with the use of Corollary 3 instead
of Corollary 2.
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Corollary 10. If in Theorem 9, we choose x = ρ, y = σ and m = 1, then we have
∣∣∣∣∣
Φ(ρ) + Φ(σ)

2
− 1− α

2(σ− ρ)1−α

[
N3 Jα

σ−Φ(ρ) + N3 Jα
ρ+Φ(σ)

]∣∣∣∣∣

≤ σ− ρ

2

(
1

p− αp + 1

) 1
p

×
[{∣∣A2Φ′(ρ)

∣∣q + A2
∣∣Φ′(σ)

∣∣q −
∣∣Φ′(ρ)

∣∣q
∫ 1

0
hs(t)dt−

∣∣Φ′(σ)
∣∣q
∫ 1

0
(1− h(t))sdt

} 1
q

+

{
A2
∣∣Φ′(ρ)

∣∣q + A2
∣∣Φ′(σ)

∣∣q −
∣∣Φ′(σ)

∣∣q
∫ 1

0
hs(t)dt−

∣∣Φ′(ρ)
∣∣q
∫ 1

0
(1− h(t))sdt

} 1
q
]

.

Theorem 10. Let Φ :
[
ρ, σ

m
]
→ R be a differentiable function. If Φ′ ∈ Lα−1[ρ, σ] and

|Φ′|q ∈ K1,s
h,m([ρ, σ

m ]), then for all x, y ∈ [ρ, σ], α < 1, q ≥ 1, we have

∣∣∣∣
Φ(σ− y + ρ) + Φ(σ− x + ρ)

2

− 1− α

2(y− x)1−α

[
N3 Jα

(σ−x+ρ)−Φ(σ− y + ρ) + N3 Jα
(σ−y+ρ)+Φ(σ− x + ρ)

]∣∣∣∣∣

≤ y− x
2

(
1

2− α

)1− 1
q
(D1 + E1),

(27)

where

D1 =

{
A1|Φ′(ρ)|q + A1m

∣∣Φ′
(

σ
m
)∣∣q −m

∣∣Φ′
( y

m
)∣∣q

2− α

−
[∣∣Φ′(x)

∣∣q −m
∣∣∣Φ′
( y

m

)∣∣∣
q] ∫ 1

0
t1−αhs(t)dt

} 1
q

,

E1 =

{
A1|Φ′(ρ)|q + A1m

∣∣Φ′
(

σ
m
)∣∣q −m

∣∣Φ′
( x

m
)∣∣q

2− α

−
[∣∣Φ′(y)

∣∣q −m
∣∣∣Φ′
( x

m

)∣∣∣
q] ∫ 1

0
t1−αhs(t)dt

} 1
q

.

Proof. We first write (21). Then, using the well-known power–mean integral inequality
and Corollary 2, since |Φ′|q ∈ K1,s

h,m([ρ, σ
m ]), for the integral I1, we obtain
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|I1| ≤
∫ 1

0
t1−α

∣∣Φ′(ρ + σ− (xt + (1− t)y))
∣∣dt

≤
(∫ 1

0
t1−αdt

)1− 1
q
{(

A1
∣∣Φ′(ρ)

∣∣q + A1m
∣∣∣Φ′
( σ

m

)∣∣∣
q) ∫ 1

0
t1−αdt

−
∫ 1

0
t1−α

[(
hs(t)

∣∣Φ′(x)
∣∣q + m(1− hs(t))

∣∣∣Φ′
( y

m

)∣∣∣
q)]

dt
} 1

q

=

(
1

2− α

)1− 1
q
{

A1|Φ′(ρ)|q + A1m
∣∣Φ′
(

σ
m
)∣∣q

2− α
−
∣∣Φ′(x)

∣∣q
∫ 1

0
t1−αhs(t)dt

−m
∣∣∣Φ′
( y

m

)∣∣∣
q ∫ 1

0
t1−α(1− hs(t))dt

} 1
q

=

(
1

2− α

)1− 1
q
{

A1|Φ′(ρ)|q + A1m
∣∣Φ′
(

σ
m
)∣∣q −m

∣∣Φ′
( y

m
)∣∣q

2− α

−
[∣∣Φ′(x)

∣∣q −m
∣∣∣Φ′
( y

m

)∣∣∣
q] ∫ 1

0
t1−αhs(t)dt

} 1
q

.

(28)

One can write for the second integral similarly

|I2| ≤
∫ 1

0
t1−α

∣∣Φ′(ρ + σ− (1− t)x− ty)
∣∣dt

≤
(

1
2− α

)1− 1
q
{

A1|Φ′(ρ)|q + A1m
∣∣Φ′
(

σ
m
)∣∣q −m

∣∣Φ′
( x

m
)∣∣q

2− α

−
[∣∣Φ′(y)

∣∣q −m
∣∣∣Φ′
( x

m

)∣∣∣
q] ∫ 1

0
t1−αhs(t)dt

} 1
q

.

(29)

By adding inequalities (28) and (29), we obtain

|I1|+ |I2| ≤
(

1
2− α

)1− 1
q
(D1 + E1).

Multiplying both sides of the last inequality by the expression y−x
2 and keeping (21) in

mind, we get (27). The proof is complete.

Corollary 11. If in Theorem 10, we choose x = ρ, y = σ and m = 1, then we have
∣∣∣∣∣
Φ(ρ) + Φ(σ)

2
− 1− α

2(σ− ρ)1−α

[
N3 Jα

σ−Φ(ρ) + N3 Jα
ρ+Φ(σ)

]∣∣∣∣∣

≤ σ− ρ

2

(
1

2− α

)1− 1
q

×


{

A1|Φ′(ρ)|q + (A1 − 1)|Φ′(σ)|q
2− α

−
[∣∣Φ′(ρ)

∣∣q −
∣∣Φ′(σ)

∣∣q
] ∫ 1

0
t1−αhs(t)dt

} 1
q

+

{
(A1 − 1)|Φ′(ρ)|q + A1|Φ′(σ)|q

2− α
−
[∣∣Φ′(σ)

∣∣q −
∣∣Φ′(ρ)

∣∣q
] ∫ 1

0
t1−αhs(t)dt

} 1
q


.

If, in addition, we suppose q = 1, then we get (22).
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Theorem 11. Let Φ :
[
ρ, σ

m
]
→ R be a differentiable function. If Φ′ ∈ Lα−1[ρ, σ] and

|Φ′|q ∈ K2,s
h,m([ρ, σ

m ]), then for all x, y ∈ [ρ, σ], α < 1, q ≥ 1, we have

∣∣∣∣
Φ(σ− y + ρ) + Φ(σ− x + ρ)

2

− 1− α

2(y− x)1−α

[
N3 Jα

(σ−x+ρ)−Φ(σ− y + ρ) + N3 Jα
(σ−y+ρ)+Φ(σ− x + ρ)

]∣∣∣∣∣

≤ y− x
2

(
1

2− α

)1− 1
q
(D2 + E2),

where

D2 =

{
A2|Φ′(ρ)|q + A2m

∣∣Φ′
(

σ
m
)∣∣q

2− α

−
[∣∣Φ′(x)

∣∣q
∫ 1

0
t1−αhs(t)dt + m

∣∣∣Φ′
( y

m

)∣∣∣
q ∫ 1

0
t1−α(1− h(t))sdt

]} 1
q

,

E2 =

{
A2|Φ′(ρ)|q + A2m

∣∣Φ′
(

σ
m
)∣∣q

2− α

−
[∣∣Φ′(y)

∣∣q
∫ 1

0
t1−αhs(t)dt + m

∣∣∣Φ′
( x

m

)∣∣∣
q ∫ 1

0
t1−α(1− h(t))sdt

]} 1
q

.

Proof. The proof is analogous to that of Theorem 10, but with the use of Corollary 3 instead
of Corollary 2.

Corollary 12. If in Theorem 11, we choose x = ρ, y = σ and m = 1, then we have
∣∣∣∣∣
Φ(ρ) + Φ(σ)

2
− 1− α

2(σ− ρ)1−α

[
N3 Jα

σ−Φ(ρ) + N3 Jα
ρ+Φ(σ)

]∣∣∣∣∣

≤ σ− ρ

2

(
1

2− α

)1− 1
q

×
[{

A2|Φ′(ρ)|q + A2|Φ′(σ)|q
2− α

−
∣∣Φ′(ρ)

∣∣q
∫ 1

0
t1−αhs(t)dt

−
∣∣Φ′(σ)

∣∣q
∫ 1

0
t1−α(1− h(t))sdt

} 1
q
+

{
A2|Φ′(ρ)|q + A2|Φ′(σ)|q

2− α

−
∣∣Φ′(σ)

∣∣q
∫ 1

0
t1−αhs(t)dt−

∣∣Φ′(ρ)
∣∣q
∫ 1

0
t1−α(1− h(t))sdt

} 1
q
]

.

If, in addition, we suppose q = 1, then we get (23).

4. Applications

Throughout the paper, we examined the fractional integral sums

N3 Jα
y−Φ(x) + N3 Jα

x+Φ(y) =
∫ y

x
(t− x)−αΦ(t)dt +

∫ y

x
(y− t)−αΦ(t)dt,

for x, y ∈ [ρ, σ] ⊂ R.
We demonstrate the scope and strength of our results through three examples, two

related to trigonometric functions and one to arithmetic means.
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First, consider a convex function. Let Φ : [ρ, σ] = [π, 2π]→ R, Φ(t) = sin t, which is
convex on [π, 2π], and fix α = 1

2 . Then, according to Theorem 4, we have the inequality

sin
(

x + y
2

)
≤ − 1

4
√

y− x

[∫ y

x

sin t√
t− x

dt +
∫ y

x

sin t√
y− t

dt
]
≤ − sin

(
x + y

2

)

for all x, y ∈ [π, 2π].
Second, we consider a non-convex function that has a convex derivative in absolute

value. Let Φ : [π, 2π]→ R, Φ(t) = t− cos t, which has a convex derivative Φ′(t) = 1+ sin t
on [π, 2π], and fix α = 1

2 . Keeping Remark 2 in mind, applying Corollary 7 or Corollary 8
(with x in place of ρ and y in place of σ) yields

∣∣∣∣x + y− cos x− cos y− 1
2
√

y− x

[∫ y

x

t− cos t√
t− x

dt +
∫ y

x

t− cos t√
y− t

dt
]∣∣∣∣

≤ 2(y− x)(2 + sin x + sin y)
3

for all x, y ∈ [π, 2π].
Finally, consider the convex function Φ : [ρ, σ] ⊂ [0, ∞) → R, Φ(t) = tn with n ≥ 1,

and fix α < 1. Then, according to Theorem 4, we have

[
σ− y

2
+ ρ− x

2

]n
≤ ρn + σn − 1− α

2(y− x)1−α

[∫ y

x

tn

(t− x)α dt +
∫ y

x

tn

(y− t)α dt
]

≤ ρn + σn −
(

x + y
2

)n

for x, y ∈ [ρ, σ], from which we obtain an inequality of arithmetic means:

[2A(ρ, σ)− A(x, y)]n ≤ 2A(ρn, σn)− 1− α

2(y− x)1−α

[∫ y

x

tn

(t− x)α dt +
∫ y

x

tn

(y− t)α dt
]

≤ 2A(ρn, σn)− An(x, y),

where A(u, v) denotes the arithmetic mean A(u, v) = u+v
2 .

5. Conclusions

In the present work, we obtained interesting results pertaining to the Jensen–Mercer-
type Hermite–Hadamard inequalities via non-conformable integrals, using the classical
convex, (h, m)-convex, and (h, m)-convex modified functions. Thus, we presented various
relevant fractional inequalities related to convex functions and differentiable functions of
general convex derivative in absolute value.

As applications, we gave examples of functions for which our main inequalities can
be applied, and we presented the resulting inequalities.

Our results are expected to provide motivation to generate further research on in-
equalities that includes other notions of convexity, such as new variants of the Hermite–
Hadamard–Mercer inequalities obtained in this work. For example, instead of working
with the operators of [26], one can consider the following more general fractional integral:

Definition 7 ([31]). Let Φ : [0, ∞) → [0, ∞), such that Φ ∈ L[0, ∞). Generalized fractional
Riemann–Liouville integral of order α ∈ R and β ∈ R, β 6= −1, is given as follows:

β J
α
k

Φ,uΦ(x) =
1

kΓk(α)

∫ x

u

Φ(t)dt

[Φ(x, t)]1−
α
k Φ(t, β)

with Φ(t, β) > 0, Φ(t, 0) = 1 and Φ(x, t) =
∫ x

t
dθ

Φ(θ,β) . Obviously Φ(x, t) = − Φ(t, x).
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By considering the kernel Φ(t, β) = t−β, we have

Φ(x, t) =
xβ+1 − tβ+1

β + 1
and [Φ(x, t)]1−

α
k =

[
xβ+1 − tβ+1

β + 1

]1− α
k

,

and we get the (k, β)–Riemann–Liouville fractional integral in Definition 2.1 of [32]. Fur-
thermore, by setting k = 1, we obtain the Katugampola fractional integral (see [33]).
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Abstract: Using the concepts of q-fractional calculus operator theory, we first define a (λ, q)-differintegral
operator, and we then use m-fold symmetric functions to discover a new family of bi-close-to-convex
functions. First, we estimate the general Taylor–Maclaurin coefficient bounds for a newly established
class using the Faber polynomial expansion method. In addition, the Faber polynomial method is
used to examine the Fekete–Szegö problem and the unpredictable behavior of the initial coefficient
bounds of the functions that belong to the newly established class of m-fold symmetric bi-close-to-convex
functions. Our key results are both novel and consistent with prior research, so we highlight a few of
their important corollaries for a comparison.

Keywords: analytic functions; quantum (or q-) calculus; q-fractional derivative; close-to-convex
functions; m-fold symmetric functions; Faber polynomial expansion

MSC: 05A30; 30C45; 11B65; 47B38

1. Introduction

Let A stand for the family of analytic functions in E = {z ∈ C : |z| < 1} that are
normalized when η(0) = 0 and η′(0) = 1 and express every η ∈ A that has the following
series in the form shown below:

η(z) = z +
∞

∑
j=2

ajzj.

In addition, S is a subclass of A, and members of S are univalent in E. The function η ∈ S
is called a starlike (S∗) function in E (see [1]) if

Re
(

zη′(z)
η(z)

)
> 0, z ∈ E

and the function η ∈ S is called a convex (C) function in E (see [2]) if

1 + Re
(

zη′′(z)
η
′(z)

)
> 0, z ∈ E.

The function η ∈ S is called a close-to-convex (K) function in E (see [3]) if and only if
g ∈ S∗, such that

Re
(

zη′(z)
g(z)

)
> 0.
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In [4], Noor introduced the class of functions η ∈ S that are called quasi-close-to-convex
(Q) functions in E if and only if g ∈ K exists, such that

Re

(
(zη′(z))′

g′(z)

)
> 0.

Among the subclasses of S , the starlike (S∗) convex (C) and close-to-convex (K) functions
are the most well known. To learn more about the well-known and extensive research of
the starlike and convex function subclasses S and C, see [5–7].

The idea of starlike and convex functions of order α was first presented by Robert-
son [8] in 1936 as follows:

For 0 ≤ α < 1, the function η ∈ S is called a starlike (S∗(α)) function of order α in E
(see [8]) if

Re
(

zη′(z)
η(z)

)
> α

and for 0 ≤ α < 1, the function η ∈ S is called a convex (C(α)) function of order α in E
(see [8]) if

Re

(
(zη′(z))′

η′(z)

)
> α.

For α = 0,
S∗(α) = S∗

and
C(α) = C.

Let 0 ≤ α < 1; the function η ∈ S is called a close-to-convex (K(α)) function of order α in
E (see [3]) if and only if g ∈ S∗(α) = S∗, such that

Re
(

zη′(z)
g(z)

)
> α.

For more details, see [5].
Let 0 ≤ α < 1; the function η ∈ S is said to be in the class of quasi-close-to-convex

(Q(α)) functions if and only if g ∈ K exists, such that

Re

(
(zη′(z))′

g′(z)

)
> α.

For α = 0,
K(α) = K

and
Q(α) = Q.

We present the well-known class P (see [6]) of analytic functions p in E, which satisfy the
following conditions:

Re(p(z)) > 0

and
p(0) = 1.

For η1, η2 ∈ A, and η1 subordinate to η2 in E, denoted by (see [9])

η1(z) ≺ η2(z), z ∈ E,
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suppose that an analytic function w0, such that |w0(z)| < 1 and w0(0) = 0, and

η(z) = η2(w0(z)), z ∈ E.

Each function η ∈ S has an inverse η−1 = F that may be written as

F(η(z)) = z, z ∈ E

and
η(F(w)) = w, |w| < r0(η), r0(η) ≥

1
4

.

The series of the inverse function is given by

F(w) = w− a2w2 + (2a2
2 − a3)w3 − (5a3

2 − 5a2a3 + a4)w4 + . . . . (1)

An analytic function η is called bi-univalent in E if η and η−1are univalent in E, and Σ stands
for the class of all bi-univalent functions. Here, we give some examples of bi-univalent
functions below:

η1(z) =
z

1− z
, η2(z) = − log(1− z), η3(z) =

1
2

log
(

1 + z
1− z

)
, z ∈ E.

The famous Koebe function

k(z) = z(1− z)−2, for all z ∈ E,

is not in class Σ.
Lewin [10] introduced the concept of class Σ and established |a2| < 1.51 for every

η ∈ Σ. Following that, Brannan and Clunie [11] demonstrated that |a2| ≤
√

2. Subsequently,
Netanyahu [12] showed that max|a2| = 4

3 , and Styer and Wright [13] showed the existence
of η ∈ Σ, for which |a2| < 4

3 . Furthermore, Tan [14] demonstrated that, for functions in Σ,
|a2| < 1.485. Since class Σ was first introduced, many scholars have attempted to establish
the connection between the geometric features of the functions inside it and the coefficient
bounds. As a matter of fact, authors Lewin [10], Brannan and Taha [11], Srivastava et al. [15],
and others [16–20] built a solid framework for the study of bi-univalent functions. In these
more recent publications, the initial coefficients were only estimated using non-sharp meth-
ods, and the coefficient estimates for the general class of analytic bi-univalent functions
were also discovered in [21]; however, Atshan [22] utilized the quasi-subordination char-
acteristics and obtained some results for new bi-univalent function subclasses. A new
subclass of m-fold bi-univalent functions was defined by Oros and Cotirla [23], who also
found the coefficient estimates of the Fekete–Szegö problem. More recently, the integral
operator based on the Lucas polynomial was used to estimate coefficients for general sub-
classes of analytic bi-univalent functions [24]. Numerous authors looked into the bounds
for various m-fold bi-univalent function subclasses [25–30]. The sharp coefficient bound
for |am|, (m = 3, 4, 5, . . . ) is still an unsolved problem.

Gong [31] discussed the uses and significance of the Faber polynomial methods that
Faber [32] introduced. The coefficient bounds |aj| for j ≥ 3 were recently determined by
Hamidi and Jahangiri [33,34] using the Faber polynomial expansion method. The Faber
polynomial expansion approach has been used to introduce and study a number of new
bi-univalent function subclasses. Bult introduced a few new subclasses of bi-univalent
functions in References [35–37], and she implemented the Faber polynomial method to
discover the general coefficient bounds |aj| for j ≥ 3. She also discussed how the initial
coefficient bounds have unpredictable behavior. In [38,39], new subclasses of meromorphic
bi-univalent functions were studied using the Faber polynomial. Recently, the subordina-
tion features and the method of generating Faber polynomials were also used to derive the
general coefficient bounds |aj| for j ≥ 3 of analytic bi-univalent functions [40]. Altinkaya
and Yalcin [41] addressed the unusual behavior of coefficient bounds for novel subclasses of
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bi-univalent functions using a similar methodology. Additionally, numerous authors used
the Faber polynomial technique and obtained some intriguing findings for bi-univalent
functions (see [42–47] for additional information).

Let m ∈ N. If a rotation of a domain E with an angle of 2π/m at its origin maps that
domain onto itself, then the domain is said to be m-fold symmetric.

Following that, it is demonstrated that an analytic η in E, being m-fold symmetric,
satisfies the following requirement:

η
(

e
2πi
m z
)
= e

2πi
m η(z)

and Sm in E represents m-fold symmetric univalent functions. The function η ∈ Sm has the
following form:

η(z) = z +
∞

∑
j=1

amj+1zmj+1. (2)

Srivastava et al. [48,49] gave an additional boost to the study of the family Σm, which
has led to a large number of works on subclasses of Σm. Then, for a new subclass of Σm,
Srivastava et al. [50] explored the initial coefficient bounds. Note that Σ1 = Σ. Sakar
and Tasar [51] developed further subclasses of m-fold bi-univalent functions and derived
the initial coefficient bounds for the functions belonging to these families. In [52], co-
efficient bounds were established for new subclasses of analytic and m-fold symmetric
bi-univalent functions. Recently, Swamy et al. [29] defined a new family of m-fold symmet-
ric bi-univalent functions by ensuring that they satisfied the subordination requirement.
References [53–58] presented interesting results on the initial coefficient bounds and the
Fekete–Szegö functional problem for some subfamilies of Σm.

Recent work by Srivastava et al. [59] shows the series expansion for η−1 to be as
follows:

F(w) = η−1(w) = w− am+1wm+1 + Amw2m+1 − Bmw3m+1, (3)

where

Am = (m + 1)a2
m+1 − a2m+1,

Bm =
1
2
(m + 1)(3m + 2)a3

m+1 − (3m + 2)am+1a2m+1 + a3m+1

For m = 1, Equation (3) coincides with Equation (1). Here, we provide examples of an
insignificant number of m-fold symmetric bi-univalent functions:

η4(z) =

(
zm

1− zm

)m
, η5(z) = [log(1− zm)]

−1
m ,

η6(z) = log

√
1 + zm

1− zm , z ∈ E

and their inverse functions are

F7(z) =

(
wm

1 + wm

) 1
m

, F8(z) =

(
e2wm − 1
e2wm + 1

) 1
m

,

F9(z) =

(
ewm − 1

ewm

) 1
m

.

Many new classes of analytic functions have been built and studied by scholars in the
field of Geometric Function Theory (GFT) using q-calculus and fractional q-calculus. In 1909,
Jackson [60] developed the q-calculus (Dq) operator, and in [61], Ismail et al. utilized this
operator for the first time to build a class of q-starlike functions in E. See [62–65] for more
reading on q-calculus and analytic functions.
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The Faber polynomial is one such subject, and it has become more important in
mathematics and other sciences in recent years. This article is divided into three parts.
In Section 1, we quickly review some elementary concepts from the theory of geometric
functions since they are essential to our primary discovery. These elements are all standard
fare, and we appropriately reference them. In Section 2, we introduce the Faber polynomial
method, give a few illustrations, define some key terms, and present some preliminary
lemmas. In Section 3, we present the new (λ, q)-differintegral operator for m-fold symmetric
functions, and, considering this operator, we define a new class of close-to-convex functions
and investigate the main results. Section 4 offers some final remarks.

2. Preliminaries

Addressing the basic definitions and notions of q-fractional calculus is now necessary
in order to construct some new subclasses of m-fold symmetric bi-univalent functions.

Definition 1 ([66]). Let us define the q-shifted factorial (γ, q)j as

(γ, q)j =
j−1

∏
j=0

(
1− γqj

)
, (j ∈ N, γ, q ∈ C). (4)

If γ 6= q−m, (m ∈ N0 = {0, 1, 2, . . . }), then it can be written as

(γ, q)∞ =
∞

∏
j=0

(
1− γqj

)
, (γ ∈ C and |q| < 1). (5)

Remark 1. When γ 6= 0 and q ≥ 1, (γ, q)∞ diverges. Thus, if and when this occurs (γ, q)∞, then
we will assume |q| < 1.

Remark 2. When q→ 1− in (4), then we obtain the Pochhammer symbol (γ)j defined as

(γ)j =
j−1

∏
l=0

(γ + l), if j ∈ N.

If j = 0, then (γ)j = 1.

Definition 2 ([60]). The expression for the q-factorial [j]q is

[j]q! =
j

∏
l=1

[l]q, (l ∈ N), (6)

where

[j]q =
1− qj

1− q
.

If j = 0, then
[j]q! = 1.

Definition 3 ([66]). (γ, q)j in (4) can be precise in terms of the q-Gamma function as follows:

zq(γ) =
(1− q)1−γ(q, q)∞

(qa, q)∞
, (0 < q < 1),

or

(qγ, q)j =

(
1− qj)zq(γ + j)

zq(γ)
, (j ∈ N).
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For analytic functions, Jackson [60] presented the q-difference operator as follows:

Definition 4 ([60]). For η ∈ A, the q-difference operator is defined as

Dqη(z) =
η(z)− η(qz)

z(1− q)
, z ∈ E.

Note that

Dq(zj) = [j]qzj−1, Dq

(
∞

∑
j=1

ajzj

)
=

∞

∑
j=1

[j]qajzj−1.

Definition 5. Pochhammer’s generalized symbol for q is denoted by

[γ]q,j =
zq(γ + j)
zq(γ)

, j ∈ N, γ ∈ C.

Remark 3. When q→ 1−, [γ]q,j simplifies to (γ)j =
Γ(γ+j)

Γ(γ) .

Definition 6 ([67]). For λ > 0, the fractional q-integral operator is defined by

Iλ
q η(z) =

1
zq(λ)

z∫

0

(z− tq)λ−1η(t)dq(t), (7)

where the definition of the q-binomial function (z− tq)λ−1 is

(z− tq)λ−1 = zλ−1
1Φ0

(
q−λ+1,−, q, tqλ/z

)
.

The series 1Φ0 is given by

1Φ0(a,−, q, z) = 1 +
∞

∑
j=1

(a, q)j

(q, q)j
zj, (|q| < 1, |z| < 1).

This final equivalence is known as the q-binomial theorem (for reference, see [68]). For more details,
see [67,69].

Definition 7 ([68,70]). For an analytic function η, the fractional q-derivative operator Dλ
q is

defined by

Dλ
q η(z) = Dq I1−λ

q η(z)

=
1

zq(1− λ)
Dq

z∫

0

(z− tq)−λη(t)dq(t), (0 ≤ λ < 1).

Definition 8 ([67,68]). For k to be the smallest integer, the extended fractional q-derivative Dλ
q of

order λ is defined by
Dλ

q η(z) = Dk
q

(
Ik−λ
q η(z)

)
. (8)

We find from (8) that

Dλ
q zj =

zq(j + 1)
zq(j + 1− λ)

zj−λ, (0 ≤ λ, j > −1).

Note that Dλ
q represents the fractional q-integral of order λ when −∞ < λ < 0 and the fractional

q-derivative of order λ when 0 ≤ λ < 2.

129



Axioms 2023, 12, 600

Definition 9 ([71]). Selvakumaran et al. defined the (λ, q)-differintegral operator Ωλ
q : A → A

as follows:

Ωλ
q η(z) =

zq(2− λ)

zq(2)
zλDλ

q η(z)

= z +
∞

∑
j=2

zq(2− λ)zq(j + 1)
zq(2)zq(j + 1− λ)

ajzj, z ∈ E,

where
0 ≤ λ < 2, and 0 < q < 1.

Consider the following:

lim
λ→1

Ωλ
q η(z) = Ωqη(z) = zDqη(z).

Definition 10. For k to be the smallest integer, the extended fractional q-derivative Dλ,m
q of order

λ is defined for m-fold symmetric functions as follows:

Dλ,m
q η(z) = Dk

q

(
Ik−λ
q η(z)

)
; (9)

we find from (9) that

Dλ,m
q zj =

zq(mj + 2)
zq(mj + 2− λ)

zmj+1−λ, (0 ≤ λ, j > −1, m ∈ N).

The Faber Polynomial Expansion Method and Its Applications

The coefficients of the inverse map F may be expressed using the Faber polynomial
method applied to the analytic functions (see [72,73]).

F(w) = η−1(w) = w +
∞

∑
j=2

1
j

Qj
j−1(a2, a3, . . . , aj)wj,

where

Q−j
j−1 =

(−j)!
(−2j + 1)!(j− 1)!

aj−1
2 +

(−j)!
[2(−j + 1)]!(j− 3)!

aj−3
2 a3

+
(−j)!

(−2j + 3)!(j− 4)!
aj−4

2 a4

+
(−j)!

[2(−j + 2)]!(j− 5)!
aj−5

2

[
a5 + (−j + 2)a2

3

]

+
(−j)!

(−2j + 5)!(j− 6)!
aj−6

2 [a6 + (−2j + 5)a3a4]

+ ∑
i≥7

aj−i
2 Qi,
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and for 7 ≤ i ≤ j, Qi is a homogeneous polynomial in a2, a3, . . . aj. To be more specific,

the first three terms of Q−j
j−1 are

1
2

Q−2
1 = −a2,

1
3

Q−3
2 = 2a2

2 − a3,

1
4

Q−4
3 = −(5a3

2 − 5a2a3 + a4).

The usual form of the expansion of Qr
j for r ∈ Z (Z := 0,±1,±2, . . . and j ≥ 2 is

Qr
j = raj +

r(r− 1)
2

V2
j +

r!
(r− 3)!3!

V3
j + · · ·+

r!
(r− j)!(j)!

V j
j ,

where
V r

j = V r
j (a2, a3 . . . .)

and according to [72], we have

Vv
j (a2, . . . , aj) =

∞

∑
j=1

v!(a2)
µ1 . . . (aj)

µj

µ1!, . . . , µj!
, for a1 = 1 and v ≤ j.

The sum takes over all non-negative integers µ1, . . . , µj, which satisfies

µ1 + µ2 + · · ·+ µj = v,

µ1 + 2µ2 + · · ·+ jµj = j.

Clearly,
V j

j (a1, . . . , aj) = V j
1

and the first and last polynomials are

V j
j = aj

1, and V1
j = aj.

Lemma 1 ([5]). If p(z) = 1 +
∞
∑

j=1
cjzj ∈ P and Re(p(z) > 0, then

∣∣cj
∣∣ ≤ 2.

In this section, we define the (λ, q)-differintegral operator for m-fold symmetric func-
tions, consider this operator, and define a new class of close-to-convex functions. Then, we
obtain our main results by using the technique of Faber polynomial expansion.

3. Main Results

By using the same technique as Selvakumaran et al. [71], we define the (λ, q)-differintegral
operator for m-fold symmetric functions as follows:

Definition 11. For m ∈ N, the (λ, q)-differintegral operator for m-fold symmetric functions
Ωλ,m

q : Sm → Sm is defined as follows:

Ωλ,m
q η(z) =

zq(2− λ)

zq(2)
zλDλ,m

q η(z)

= z +
∞

∑
j=1

zq(2− λ)zq(mj + 2)
zq(2)zq(mj + 2− λ)

amj+1zmj+1, z ∈ E,
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where
0 ≤ λ < 2, and 0 < q < 1.

Taking motivation from [33] and considering the (λ, q)-differintegral operator, we
define a new class of close-to-convex bi-univalent functions of class Σm.

Definition 12. The function f ∈ Σm belongs to class Cλ,q
Σ (α, m) if and only if there exists a

function g ∈ S∗ satisfying

Re




Dq

(
Ωλ,m

q η(z)
)

g(z)


 > α

and

Re




Dq

(
Ωλ,m

q F(w)
)

G(w)


 > α,

where 0 ≤ α < 1, 0 ≤ λ < 1, m ∈ N, z, w ∈ E and F = η−1.

The Faber polynomial method is applied to Definition 12 in order to derive the jth

coefficient bounds,
∣∣amj+1

∣∣, and the initial coefficient bounds, |am+1|, |a2m+1|, as well as the
Feketo–Szegö problem

∣∣a2m+1 − µa2
m+1

∣∣.

Theorem 1. Let η ∈ Cλ,q
Σ (α, m) be given by (2) if amk+1 = 0, and 1 ≤ k ≤ j− 1. Then,

∣∣amj+1
∣∣ ≤ zq(2)zq(mj + 2− λ)(3− 2α + mj)

[mj + 1]qzq(2− λ)zq(mj + 2)
, for j ≥ 2.

Proof. Since η ∈ Cλ,q
Σ (α, m), then, by definition and using the Faber polynomial,

Dq

(
Ωλ

q η(z)
)

g(z)

= 1 +
∞

∑
j=1

[
K1(q, m, j, λ)

j−1

∑
l=1

Q−1
l (bm+1, bm+2, . . . bml+1)× K2(q, m, j, λ)

]
zmj, (10)

where

K1(q, m, j, λ)

=

(
[mj + 1]q

zq(2− λ)zq(mj + 2)
zq(2)zq(mj + 2− λ)

amj+1 − bmj+1

)

K2(q, m, j, λ)

=

((
[mj + 1]q −ml

)zq(2− λ)zq(mj−ml + 2)
zq(2)zq(mj−ml + 2− λ)

amj+1−ml − bmj+1−ml

)
.

For the inverse map F = η−1 and G = g−1, we obtain

Dq

(
Ωλ

q F(w)
)

G(w)

= 1 +
∞

∑
j=2

[
K3(q, m, j, λ)

j−1

∑
l=1

Q−1
l (Bm+1, Bm+2, . . . Bml+1)× K4(q, m, j, λ)

]
wmj, (11)
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where

K3(q, m, j, λ)

=

(
[mj + 1]q

zq(2− λ)zq(mj + 2)
zq(2)zq(mj + 2− λ)

Amj+1 − Bmj+1

)

K4(q, m, j, λ)

=

((
[mj + 1]q −ml

)zq(2− λ)zq(mj−ml + 2)
zq(2)zq(mj−ml + 2− λ)

Amj+1−ml − Bmj+1−ml

)
.

As opposed to that, Re
Dq(Ωλ

q η(z))
g(z) > α in E, and

p(z) = 1 +
∞

∑
j=1

cmjzmj;

therefore,

Dq

(
Ωλ

q η(z)
)

g(z)
= 1 + (1− α)p(z)

= 1 + (1− α)
∞

∑
j=1

cmjzmj. (12)

Similarly, Re
Dq(Ωλ

q F(w))
G(w)

> α in E, and there exists the function

s(w) = 1 +
∞

∑
j=1

dmjwmj

so that

Dq

(
Ωλ

q F(w)
)

G(w)
= 1 + (1− α)s(w)

= 1 + (1− α)
∞

∑
j=1

dmjwmj. (13)

Evaluating the coefficients of Equations (10) and (12), for any j ≥ 2, yields
{

K1(q, m, j, λ)Q−1
l (bm+1, bm+2, . . . bml+1)× K2(q, m, j, λ)

}
= (1− α)cmj. (14)

Evaluating the coefficients of Equations (11) and (13), for any j ≥ 2, yields

K3(q, m, j, λ)
j−1

∑
l=1

Q−1
l (Bm+1, Bm+2, . . . Bml+1)× K4(q, m, j, λ) = (1− α)dmj. (15)

For the special case j = 1, from Equations (14) and (15), we obtain

[m + 1]qzq(2− λ)zq(m + 2)
zq(2)zq(m + 2− λ)

am+1 − bm+1 = (1− α)cm

and
[m + 1]qzq(2− λ)zq(m + 2)

zq(2)zq(m + 2− λ)
Am+1 − Bm+1 = (1− α)dm.
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By utilizing Lemma 1 and solving am+1 in absolute values, we achieve

|am+1| ≤
zq(2)zq(m + 2− λ)

[m + 1]qzq(2− λ)zq(m + 2)
(3− 2α + m).

However, under this assumption, amk+1 = 0 and 1 ≤ k ≤ j− 1 both yield

Aj = −aj.

Therefore,

[mj + 1]q
zq(2− λ)zq(mj + 2)
zq(2)zq(mj + 2− λ)

amj+1 − bmj+1 = (1− α)cmj (16)

and

− [mj + 1]q
zq(2− λ)zq(mj + 2)
zq(2)zq(mj + 2− λ)

amj+1 − Bmj+1 = (1− α)dmj. (17)

By solving Equations (16) and (17) for aj and determining the absolute values, and by using
Lemma 1, we obtain

∣∣amj+1
∣∣ ≤ zq(2)zq(mj + 2− λ)(3− 2α + mj)

[mj + 1]qzq(2− λ)zq(mj + 2)
,

upon noticing that ∣∣bmj+1
∣∣ ≤ mj + 1 and

∣∣Bmj+1
∣∣ ≤ mj + 1.

This completes Theorem 1.

Corollary 1. Let η ∈ Cλ,q
Σ (α, 1) be given by (2) if ak+1 = 0, and 1 ≤ k ≤ j− 1. Then,

∣∣aj+1
∣∣ ≤ zq(2)zq(j + 2− λ)(3− 2α + j)

[j + 1]qzq(2− λ)zq(j + 2)
, for j ≥ 2.

Corollary 2. Let η ∈ C0,q
Σ (α, m) be given by (2) if amk+1 = 0, and 1 ≤ k ≤ j− 1. Then,

∣∣amj+1
∣∣ ≤ (3− 2α + mj)

[mj + 1]q
, for j ≥ 2.

Corollary 3. Let η ∈ Cλ,1
Σ (α, m) be given by (2) if amk+1 = 0, and 1 ≤ k ≤ j− 1. Then,

∣∣amj+1
∣∣ ≤ z(mj + 2− λ)(3− 2α + mj)

[mj + 1]z(2− λ)z(mj + 2)
, for j ≥ 2.

Corollary 4. Let η ∈ C0,1
Σ (α, m) be given by (2) if amk+1 = 0, and 1 ≤ k ≤ j− 1. Then,

∣∣amj+1
∣∣ ≤ (3− 2α + mj)

[mj + 1]q
, for j ≥ 2.

When we set λ = 0, m = 1, and q→ 1−, we have a well-established corollary, which
is proven in [33].

Corollary 5 ([33]). Let η ∈ CΣ(α) if ak+1 = 0, 1 ≤ k ≤ j. Then,

∣∣aj
∣∣ ≤ 1 +

2(1− α)

j
, for j ≥ 3.

The following theorem is obtained given the initial coefficients |am+1| and |a2m+1|, as
well as the Feketo–Szegö problem

∣∣a2m+1 − a2
m+1

∣∣ in CΣ(m, α, q).
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Theorem 2. Let η ∈ Cλ,q
Σ (α, m) be given by (2). Then,

|am+1| ≤
√

2zq(2)zq(m + 2− λ)zq(2m + 2)(1− α)

zq(2− λ){K5(q, m, j, λ)− K6(q, m, j, λ)}

for 0 ≤ α < 1− φ(q, λ).

|am+1| ≤
2zq(2)zq(m + 2− λ)(1− α)

[m + 1]qzq(2− λ)zq(m + 2)−zq(2)zq(m + 2− λ)
,

for 1− φ(q, λ) ≤ α < 1

|a2m+1| ≤
2zq(2)zq(2m + 2− λ)(1− α)

[2m + 1]qzq(2m + 2)zq(2− λ)−zq(2)zq(2m + 2− λ)
× K7(q, m, j, λ),

where

φ(q, λ)

= K9(q, m, j, λ)×
(
zq(2)zq(2m + 2− λ){Q1(q, m, λ)}2

)

and

K9(q, m, j, λ) =
1

2zq(m + 1− λ)zq(2)Q2(q, m, λ)

Q1(q, m, λ) = [m + 1]qzq(2− λ)zq(m + 2)−zq(2)zq(m + 2− λ)

Q2(q, m, λ) =
{

K5(q, m, j, λ)zq(m + 1− λ)− K6(q, m, j, λ)zq(2− λ)
}

.

Now,

∣∣∣a2m+1 − a2
m+1

∣∣∣ ≤ 2zq(2)zq(2m + 2− λ)(1− α)

[2m + 1]qzq(2− λ)zq(2m + 2)−zq(2)zq(2m + 2− λ)
.

where K5(q, m, j, λ), K6(q, m, j, λ), and K7(q, m, j, λ) are given by (18)–(20).

Proof. In the proof of Theorem 1, we obtain amj = −bmj for the function g(z) = Ωλ
q η(z). For

j = 1, (14) and (15) respectively yield

am+1

(
[m + 1]qzq(2− λ)zq(m + 2)

zq(2)zq(m + 2− λ)
− 1
)

= (1− α)cm

am+1

(
− [m + 1]qzq(2− λ)zq(m + 2)

zq(2)zq(m + 2− λ)
+ 1
)

= (1− α)dm.

Any one of these two equations, when taken at its absolute value, gives

|am+1| ≤
2zq(2)zq(m + 2− λ)(1− α)

[m + 1]qzq(2− λ)zq(m + 2)−zq(2)zq(m + 2− λ)
.
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For j = 2, Equations (14) and (15) respectively yield

(
[2m + 1]qzq(2− λ)zq(2m + 2)

zq(2)zq(2m + 2− λ)
− 1
)

a2m+1

−
(
[m + 1]qzq(2− λ)zq(m + 2)

zq(2)zq(m + 2− λ)
− 1
)

a2
m+1

= (1− α)c2m

and

(
2a2

m+1 − a2m+1

)( [2m + 1]qzq(2− λ)zq(2m + 2)
zq(2)zq(2m + 2− λ)

− 1
)

−
(
[m + 1]qzq(2− λ)zq(m + 2)

zq(2)zq(m + 2− λ)
− 1
)

a2
m+1

= (1− α)d2m.

Combining the two equations and solving |am+1| yield

∣∣∣a2
m+1

∣∣∣ =
zq(2)zq(m + 2− λ)zq(2m + 2)(1− α)|d2m + c2m|

2zq(2− λ){K5(q, m, j, λ)− K6(q, m, j, λ)} ,

where

K5(q, m, j, λ) = [2m + 1]qzq(2m + 2)zq(m + 2− λ) (18)

K6(q, m, j, λ) = [m + 1]qzq(m + 2)zq(2m + 2− λ). (19)

By applying Carathéodory’s Lemma 1, we obtain

|am+1| ≤
√

2zq(2)zq(m + 2− λ)zq(2m + 2)(1− α)

zq(2− λ){K5(q, m, j, λ)− K6(q, m, j, λ)} .

As a result, we obtain the estimate
√

2zq(2)zq(m + 2− λ)zq(2m + 2)(1− α)

zq(2− λ){K5(q, m, j, λ)− K6(q, m, j, λ)}

<
2zq(2)zq(m + 2− λ)zq(2m + 2)(1− α)

zq(2− λ){K5(q, m, j, λ)− K6(q, m, j, λ)} .

By substituting

am+1 =
cm(1− α)zq(2)zq(m + 2− λ)

[m + 1]qzq(2− λ)zq(m + 2)−zq(2)zq(m + 2− λ)

in (4), we obtain

a2m+1 =
zq(2)zq(2m + 2− λ)(1− α)

[2m + 1]qzq(2m + 2)zq(2− λ)−zq(2)zq(2m + 2− λ)

×
{

c2m +
(1− α)zq(2)zq(m + 2− λ)

[m + 1]qzq(2− λ)zq(m + 2)−zq(2)zq(m + 2− λ)
c2

m

}
.
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Using the modulus and Carathéodory’s Lemma 1, we may prove the following:

|a2m+1| ≤ K7(q, m, j, λ)

(
2zq(2)zq(2m + 2− λ)(1− α)

[2m + 1]qzq(2m + 2)zq(2− λ)−zq(2)zq(2m + 2− λ)

)
,

where

K7(q, m, j, λ)

= K8(q, m, j, λ)
(
[m + 1]qzq(2− λ)zq(m + 2)−W(q, m, λ)

)
, (20)

W(q, m, λ) = zq(2)zq(m + 2− λ) + 2(1− α)zq(2)zq(m + 2− λ)

and

K8(q, m, j, λ)

=
1

[m + 1]qzq(2− λ)zq(m + 2)−zq(2)zq(m + 2− λ)
.

Lastly, by subtracting Equation (4) from Equation (5), we obtain

∣∣∣a2m+1 − a2
m+1

∣∣∣ ≤ 2zq(2)zq(2m + 2− λ)(1− α)

[2m + 1]qzq(2− λ)zq(2m + 2)−zq(2)zq(2m + 2− λ)
.

Corollary 6. Let η ∈ Cλ,q
Σ (α, 1) be given by (2). Then,

|a2| ≤
√√√√ 2zq(2)zq(3− λ)zq(4)(1− α)

zq(2− λ)
{
[3]qzq(4)zq(3− λ)− [2]qzq(3)zq(4− λ)

}

for 0 ≤ α < 1− φ(q, λ) and

|a2| ≤
2zq(2)zq(3− λ)(1− α)

[2]qzq(2− λ)zq(3)−zq(2)zq(3− λ)

for 1− φ(q, λ) ≤ α < 1 and

|a3|

≤ 2zq(2)zq(4− λ)(1− α)

[3]qzq(4)zq(2− λ)−zq(2)zq(4− λ)

×
{
[2]qzq(2− λ)zq(3)−zq(2)zq(3− λ) + 2(1− α)zq(2)zq(3− λ)

[2]qzq(2− λ)zq(3)−zq(2)zq(3− λ)

}

and ∣∣∣a3 − a2
2

∣∣∣ ≤ 2zq(2)zq(4− λ)(1− α)

[3]qzq(2− λ)zq(4)−zq(2)zq(4− λ)
,

where

φ(q, λ) =

=
zq(4− λ)

{
[2]qzq(2− λ)zq(3)−zq(2)zq(3− λ)

}2

2zq(2− λ)W1(q, λ)
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and

W1(q, λ) =
(
[3]qzq(4)zq(2− λ)zq(3− λ)− [2]qzq(3)zq(2− λ)zq(4− λ)

)
.

Corollary 7. Let η ∈ C0,q
Σ (α, m) be given by (2). Then,

|am+1| ≤
√√√√ 2(1− α){

[2m + 1]q − [m + 1]q
}

for 0 ≤ α < 1− φ(q, 0). Now,

|am+1| ≤
2(1− α)

[m + 1]q − 1

for 1− φ(q, 0) ≤ α < 1.

|a2m+1| ≤
2(1− α)

[2m + 1]q − 1

{
[m + 1]q − 1 + 2(1− α)

[m + 1]q − 1

}

and ∣∣∣a2m+1 − a2
m+1

∣∣∣ ≤ 2(1− α)

[2m + 1]q − 1
,

where

φ(q, 0) =
zq(m + 2)

{
[m + 1]qzq(2)−zq(2)

}2

2zq(m + 1)
{
[2m + 1]qzq(m + 1)− [m + 1]qzq(2)

} .

Corollary 8. Let η ∈ C0,1
Σ (α, m) be given by (2). Then,

|am+1| ≤
√

2(1− α)

m

for 0 ≤ α < 1− φ(1, 0). Now,

|am+1| ≤
2(1− α)

m
for 1− φ(1, 0) ≤ α < 1.

|a2m+1| ≤
1− α

m
×
{

m + 2(1− α)

m

}

and ∣∣∣a2m+1 − a2
m+1

∣∣∣ ≤ 1− α

m
,

where
φ(1, 0) =

m
2

.

The well-known corollary for λ = 0, m = 1, and q→ 1− is proven in [33].

Corollary 9 ([33]). Let η ∈ CΣ(α) be given by (2). Then,

|a2| ≤
{ √

2(1− α) if 0 ≤ α < 1
2 ,

2(1− α) if 1
2 ≤ α < 1,

and

|a3| ≤
{

2(1− α) if 0 ≤ α < 1
2 ,

(1− α)(3− 2α) if 1
2 ≤ α < 1.
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4. Conclusions

In this paper, we introduced the (λ, q)-differintegral operator for m-fold symmetric
functions given in (11) and discussed its applications for a class of m-fold symmetric
bi-close-to-convex functions that is defined in (12). We applied the Faber polynomial
technique and investigated the jth coefficient bounds, the initial coefficients, and the Fekete–
Szegö functional for this newly defined class of m-fold symmetric functions. This research
also shows how current discoveries and other improvements may be made via careful
parameter specialization.

This article has three parts. Since the basics of geometric function theory are necessary
to understand our major discovery, we briefly cover them in Section 1. These elements are
all well recognized, and we appropriately reference them. The Faber polynomial method,
several related applications, and some preliminary lemmas are presented in Section 2. In
Section 3, we discuss our results. Researchers may create many other classes of m-fold
symmetric bi-univalent functions by using different extended q-operators in place of the
(λ, q)-differintegral operator in their future investigations. Researchers may also explore
the behavior of coefficient estimations for newly defined subclasses of m-fold symmetric
bi-univalent functions using the Faber polynomial approach.
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Abstract: In this paper, we establish a new auxiliary identity of the Bullen type for twice-differentiable
functions in terms of fractional integral operators. Based on this new identity, some generalized
Bullen-type inequalities are obtained by employing convexity properties. Concrete examples are
given to illustrate the results, and the correctness is confirmed by graphical analysis. An analysis is
provided on the estimations of bounds. According to calculations, improved Hölder and power mean
inequalities give better upper-bound results than classical inequalities. Lastly, some applications to
quadrature rules, modified Bessel functions and digamma functions are provided as well.

Keywords: convex functions; Bullen’s inequality; Hadamard inequality; Hölder inequality; power
mean; fractional integral operators

MSC: 26A51; 26D15

1. Introduction

Convexity (concavity) has many applications in several fields, which include math-
ematics, economics, finance, engineering and computer science. Numerous noteworthy
inequalities and properties can be found in various categories of mathematics employing
convexity (concavity) theory (see [1–4]). The unique global minimum in convex optimiza-
tion problems can be efficiently located by applying a variety of optimization methods,
including gradient descent, Newton’s method and interior-point approaches. In applied
problems, especially in optimization problems, the role of the concept of convexity is well-
known. This concept, along with the functions derived from it, has a special place in the
theory of integral inequalities; for example the inequalities of Jensen, Hermite, Simpson,
Bullen, etc. (see [5–7]). Here, we first recall some necessary definitions and inequalities
(see [8] and references therein).

Definition 1. The function ψ : [ϑ∗, $∗]→ R is said to be convex if we have

ψ(ερ + (1− ε)y) ≤ εψ(ρ) + (1− ε)ψ(y),

for all ρ, y ∈ [ϑ∗, $∗] and ε ∈ [0, 1]. If −ψ is convex, then ψ is concave.

The double Hermite–Hadamard inequality (hereinafter the Hadamard inequality),
widely known in the theory of inequalities, is closely related to convex functions. This
inequality is formulated in the literature as follows:
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Let ψ:[ϑ∗, $∗]→ R be a convex function. Then, we have the following double inequality:

ψ

(
ϑ∗ + $∗

2

)
≤ 1

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε ≤ ψ(ϑ∗) + ψ($∗)

2
. (1)

Many important inequalities have been established in the literature for various classes
of convex functions and classes derived from them (for example, see [2,9–11]).

In [12], Bullen proved the following inequality, which is known as Bullen’s inequality,
for the convex function ψ:

1
$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε ≤ 1

2

[
ψ

(
ϑ∗ + $∗

2

)
+

ψ(ϑ∗) + ψ($∗)
2

]
. (2)

The well-known Bullen’s inequality was first presented by Bullen in 1978 [12]. Due to their
outstanding uses, Bullen-type inequalities have garnered a lot of interest. Bullen’s inequality
is a topic that many scientists and mathematicians are very interested in and concerned
about because of its importance in many different domains. Bullen’s inequality has drawn
a lot of interest from scholars, who have worked hard over the years to enhance and
generalize it. Numerous researchers have generalized the well-known Bullen’s inequality
in its conventional form for various subcategories of convex functions. Recently, there
have been many interesting and attention-grabbing studies in the literature devoted to
improving and generalizing Bullen-type inequalities. For example, some of these works
are listed below.

In [13], Cakmak established some inequalities of the Hadmard and Bullen types for
Lipschitzian functions. In [14], Çakmak presented Bullen-type inequalities via fractional in-
tegral operators for differentiable convex and h−convex functions and gave good examples.
In [15] (see also [16]), Erden and Sarikaya established generalized Bullen-type inequalities
using local fractional integrals and some applications for special means were given. In [17],
Işcan et al. obtained some generalized Hadamard- and Bullen-type inequalities for con-
vex functions and described some applications and error estimates for the left and right
Hadamard inequalities. In [18], Hussain and Mehboob, using the generalized fractional
integral identity, derived new estimates for the Bullen-type functional for (s, p)−convex
functions. In [19], Yaşar et al. presented the Bullen-, midpoint-, trapezoid- and Simpson-
type inequalities for s-convex functions in the fourth sense. In [20], Boulares et al. presented
fractional multiplicative Bullen-type inequalities, along with some applications, using mul-
tiplicative calculus. Recently, in [21], Bahtiyar et al. gave a uniform treatment of fractional
Bullen-type inequalities to provide a concrete estimation analysis of bounds using Lipschitz
functions, mean value theorem and convexity theory.

It was inevitable that fractional calculus would arise using arbitrary-order integrals
and derivatives. Due to its applicability in numerous fields of science and engineering,
this topic has gained considerable prominence. The fact that researchers have over time
suggested more efficient solutions to physical phenomena attuned to new operators with
dominant kernels is a significant difference in this subject. Fractional derivatives play an
important role in a number of mathematical problems and the corresponding practical
consequences [22,23]. The fractional calculus approach has recently been employed to
define the intricate dynamics of problems in real-life scenarios in several branches of
applied science domains. There are numerous uses in the literature [24,25]. Fractional
calculus has been widely employed to achieve novel results in the theory of inequality,
connecting fractional operators through the idea of convexity (see [26–30]). We need the
following definition of classical integral operators:

Definition 2 ([23]). Let ψ ∈ L[ϑ∗, $∗]. The Riemann–Liouville integrals Jα
ϑ∗+ψ and Jα

$∗−ψ of
order α > 0 with ϑ∗ ≥ 0 are defined by

Jα
ϑ∗+ψ (ρ) =

1
Γ(α)

∫ ρ

ϑ∗
(ρ− ε)α−1ψ(ε)dε , ρ > ϑ∗
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and

Jα
$∗−ψ (ρ) =

1
Γ(α)

∫ $∗

ρ
(ε− ρ)α−1ψ(ε)dε , ρ < $∗,

respectively, where Γ(α) =
∫ ∞

0 e−uuα−1du. Here we have J0
a+ψ(x) = J0

b−ψ(ρ) = ψ(ρ). In the
case of α = 1 , the fractional integral reduces to the classical integral.

Two classical inequalities—namely, the Hölder inequality and its other form—and the
power mean inequalities have been used frequently in the development of the theory of
integral inequalities.

Theorem 1 (Hölder inequality). Let p > 1, 1
p + 1

q = 1 and ψ(ε),g(ε) : [ϑ∗, $∗] −→ R. If
|ψ|p, |g|q ∈ L[ϑ∗, $∗], then

∫ $∗

ϑ∗
|ψ(ε)g(ε)|dε ≤

(∫ $∗

ϑ∗
|ψ(ε)|pdε

) 1
p
(∫ $∗

ϑ∗
|g(ε)|qdε

) 1
q

, (3)

for which equality holds if and only if A|ψ(ε)|p = B|g(ε)|q almost everywhere, where A and B
are constants.

Theorem 2 (Improved Hölder integral inequality [31]). Let p > 1, 1
p + 1

q = 1 and
ψ(ε),g(ε):[ϑ∗, $∗] −→ R. If |ψ|p, |g|q ∈ L[ϑ∗, $∗], then

∫ $∗

ϑ∗
|ψ(ε)g(ε)|dε (4)

≤ 1
$∗ − ϑ∗

( ∫ $∗

ϑ∗
($∗ − ε)|ψ(ε)|pdε

) 1
p
( ∫ $∗

ϑ∗
($∗ − ε)|g(ε)|qdε

) 1
q

+
1

$∗ − ϑ∗
( ∫ $∗

ϑ∗
(ε− ϑ∗)|ψ(ε)|pdε

) 1
p
( ∫ $∗

ϑ∗
(ε− ϑ∗)|g(ε)|qdε

) 1
q
.

Theorem 3 (Power mean inequality). Let q ≥ 1, 1
p + 1

q = 1 and ψ(ε),g(ε) : [ϑ∗, $∗] −→ R. If
|ψ|p, |g|q ∈ L[ϑ∗, $∗], then

∫ $∗

ϑ∗
|ψ(ε)g(ε)|dε ≤

(∫ $∗

ϑ∗
|ψ(ε)|dε

)1− 1
q
(∫ $∗

ϑ∗
|ψ(ε)||g(ε)|qdε

) 1
q

. (5)

Theorem 4. [Improved power mean integral inequality [32]] Let q ≥ 1 and ψ(ε), g(ε):[ϑ∗, $∗]
−→ R. If |ψ|, |g|q ∈ L[ϑ∗, $∗] are the integrable functions on [ϑ∗, $∗], then

∫ $∗

ϑ∗
|ψ(ε)g(ε)|dε (6)

≤ 1
$∗ − ϑ∗

( ∫ $∗

ϑ∗
($∗ − ε)|ψ(ε)|dε

)1− 1
q
( ∫ $∗

ϑ∗
($∗ − ε)|ψ(ε)||g(ε)|qdε

) 1
q

+
1

$∗ − ϑ∗
( ∫ $∗

ϑ∗
(ε− ϑ∗)|ψ(ε)|dε

)1− 1
q
( ∫ $∗

ϑ∗
(ε− ϑ∗)|ψ(ε)||g(ε)|qdε

) 1
q
.

In [33], U. Kırmacı proved the following lemma.

Lemma 1. Let ψ : [ϑ∗, $∗]→ R and ψ ∈ C2(ϑ∗, $∗) with ψ
′′ ∈ L[ϑ∗, $∗]. Then, we have

($∗ − ϑ∗)2

2
(I1 + I2) =

1
$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε− 1

2

[
ψ(ϑ∗) + ψ($∗)

2
+ ψ

(
ϑ∗ + $∗

2

)]
, (7)

where
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I1 =
∫ 1/2

0
ε(ε− 0.5)ψ′′(ϑ ∗ε + $∗(1− ε))dε,

I2 =
∫ 1

1/2
(ε− 0.5)(ε− 1)ψ′′(ϑ∗ε + $∗(1− ε))dε.

The main objective of this paper is to obtain some generalized Bullen-type inequalities
for continuously differentiable functions. We first establish an identity of the Bullen type for
twice-differentiable functions in terms of fractional integral operators. Based on this new
identity, some generalized Bullen-type inequalities are obtained by employing convexity
properties. Concrete examples are constructed to illustrate the results, and the correctness
is verified by graphical analysis. An analysis is provided on the estimations of bounds.
According to calculations, improved Hölder and power mean inequalities give better upper-
bound results than classical inequalities. Lastly, some applications to quadrature rules,
modified Bessel functions and digamma functions are provided as well.

2. Main Results

We start the results in this section by proving the following lemma.

Lemma 2. Let ψ:[ϑ∗, $∗] → R and ψ ∈ C2(ϑ∗, $∗) with ψ
′′ ∈ L[ϑ∗, $∗]. When ∀κ ∈ [0, 1],

the equality holds:

ψ(c)− F
{

α + 1
$∗ − ϑ∗

[
Jα
c+ψ($∗) + Jα

c−ψ(ϑ∗)
]
−
[
κ Jα−1

c+ ψ($∗) + (1−κ)Jα−1
c− ψ(ϑ∗)

]}

=
($∗ − ϑ∗)2

κα + (1−κ)α
(I1 + I2), (8)

where c = κϑ∗ + (1−κ)$∗, α > 1, F = Γ(α+1)
[κα+(1−κ)α ]($∗−ϑ∗)α−1 ,

I1 =
∫ κ

0
εα(κ − ε)ψ′′(ϑ∗ε + $∗(1− ε))dε,

I2 =
∫ 1

κ
(ε−κ)(1− ε)αψ′′(ϑ∗ε + $∗(1− ε))dε.

Proof. By integrating the first integral by parts twice, we get

I1 = − 1
ϑ∗ − $∗

∫ κ

0

[
καεα−1 − (α + 1)εα

]
ψ′(ϑ∗ε + $∗(1− ε))dε

= − 1
ϑ∗ − $∗

[
καεα−1 − (α + 1)εα

ϑ∗ − $∗
ψ(εϑ∗ + (1− ε)$∗)

∣∣∣∣
κ

0

− 1
ϑ∗ − $∗

∫ κ

0

[
κα(α− 1)εα−2 − (α + 1)αεα−1

]
ψ(ϑ∗ε + $∗(1− ε))dε

]

=
κα

(ϑ∗ − $∗)2 ψ(c) +
κα(α− 1)

(ϑ∗ − $∗)2

∫ κ

0
εα−2ψ(εϑ∗ + (1− ε)$∗)dε

− (α + 1)α

(ϑ∗ − $∗)2

∫ κ

0
εα−1ψ(ϑ∗ε + $∗(1− ε))dε.

After changing the variable ϑ∗ε + $∗(1− ε) = z, we get

I1 =
∫ κ

0
εα(ε−κ)ψ′′(ϑ∗ε + $∗(1− ε))dε

=
κα

($∗ − ϑ∗)2 ψ(c) +
κα(α− 1)

($∗ − ϑ∗)2

∫ c

$∗

(
$∗ − z

$∗ − ϑ∗

)α−2
ψ(z)d

(
z− $∗

ϑ∗ − $∗

)

− (1 + α)α

($∗ − ϑ∗)2

∫ c

$∗

(
$∗ − z

$∗ − ϑ∗

)α−1
ψ(z)d

(
z− $∗

ϑ∗ − $∗

)
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=
κα

($∗ − ϑ∗)2 ψ(c) +
κα(α− 1)

($∗ − ϑ∗)3

∫ $∗

c

(
$∗ − z

$∗ − ϑ∗

)α−2
ψ(z)dz

− (1 + α)α

($∗ − ϑ∗)3

∫ $∗

c

(
$∗ − z

$∗ − ϑ∗

)α−1
ψ(z)dz

=
κα

($∗ − ϑ∗)2 ψ(c) +
κΓ(α + 1)

($∗ − ϑ∗)α+1 Jα−1
c+ ψ($∗)− Γ(α + 2)

($∗ − ϑ∗)α+2 Jα
c+ψ($∗).

For the I2, we can write

I2 =
∫ 1

κ
(ε−κ)(1− ε)αψ′′(ϑ∗ε + $∗(1− ε))dε

= (1−κ)
∫ 1

κ
(1− ε)αψ′′(ϑ∗ε + $∗(1− ε))dε

−
∫ 1

κ
(1−κ)α+1ψ′′(ϑ∗ε + $∗(1− ε))dε,

and, similarly to the first integral, we obtain

I2 =
(1−κ)α

($∗ − ϑ∗)2 ψ(c) +
(1−κ)Γ(α + 1)

($∗ − ϑ∗)α+1 Jα−1
c− ψ(ϑ∗)− Γ(α + 2)

($∗ − ϑ∗)α+2 Jα
c−ψ(ϑ∗),

and

I1 + I2 =
κα

($∗ − ϑ∗)2 ψ(c) +
κΓ(α + 1)

($∗ − ϑ∗)α+1 Jα−1
c+ ψ($∗)− Γ(α + 2)

($∗ − ϑ∗)α+2 Jα
c+ψ($∗) (9)

+
(1−κ)α

($∗ − ϑ∗)2 ψ(c) +
(1−κ)Γ(α + 1)

($∗ − ϑ∗)α+1 Jα−1
c− ψ(ϑ∗)− Γ(α + 2)

($∗ − ϑ∗)α+2 Jα
c−ψ(ϑ∗)

=
κα + (1−κ)α

($∗ − ϑ∗)2 ψ(c)−
{

Γ(α + 2)

($∗ − ϑ∗)α+2

[
Jα
c+ψ($∗) + Jα

c−ψ(ϑ∗)
]

− Γ(α + 1)

($∗ − ϑ∗)α+1

[
κ Jα−1

c+ ψ($∗) + (1−κ)Jα−1
c− ψ(ϑ∗)

]}
.

Multiplying both sides of Equation (9) by ($∗−ϑ∗)2

κα+(1−κ)α , we complete the proof.

Remark 1. From Equation (8), for κ = 1
2 and α = 1, we have Equation (7).

Theorem 5. Let ψ:[ϑ∗, $∗] → R and ψ ∈ C2(ϑ∗, $∗). If ψ′′ ∈ L[ϑ∗, $∗] and | ψ′′| is a convex
function, then the inequality

∣∣∣∣ψ(c)− F
{

α + 1
$∗ − ϑ∗

[
Jα
c+ψ($∗) + Jα

c−ψ(ϑ∗)
]
−
[
κ Jα−1

c+ ψ($∗) + (1−κ)Jα−1
c− ψ(ϑ∗)

]}∣∣∣∣

≤ ($∗ − ϑ∗)2

κα + (1−κ)α

[
µ|ψ′′(ϑ∗)|+ ε|ψ′′($∗)|

]
, (10)

holds ∀α > 1. Here,

µ =
(α + 1)κα+3 + (α + 3)κ(1−κ)α+2 + 2(1−κα+3)

(α + 1)(α + 2)(α + 3)
,

ε =
(α + 3)κα+2 − (α + 1)κα+3 + (α + 1)(1−κ)α+3

(α + 1)(α + 2)(α + 3)
,

and F and c are defined above in Lemma 2.

Proof. From Lemma 2, taking into account that | ψ′′| is convex, we obtain
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∣∣∣∣ψ(c)− F
{

α + 1
$∗ − ϑ∗

[
Jα
c+ψ($∗) + Jα

c−ψ(ϑ∗)
]
−
[
κ Jα−1

c+ ψ($∗) + (1−κ)Jα−1
c− ψ(ϑ∗)

]}∣∣∣∣

≤ ($∗ − ϑ∗)2

κα + (1−κ)α

[∫ κ

0

∣∣εα(κ − ε)ψ′′(εϑ∗ + (1− ε)$∗)
∣∣dε

+
∫ 1

κ

∣∣(ε−κ)(1− ε)αψ′′(ϑ∗ε + $∗(1− ε))
∣∣dε

]

=
($∗ − ϑ∗)2

κα + (1−κ)α

[
|ψ′′(ϑ∗)|

(∫ κ

0
εα(κ − ε)ε +

∫ 1

κ
(ε−κ)(1− ε)αε

)
dε

+|ψ′′($∗)|
(∫ κ

0
εα(κ − ε)(1− ε) +

∫ 1

κ
(ε−κ)(1− ε)α(1− ε)

)
dε

]
.

By solving the integrals and taking into account notations, we get

≤ ($∗ − ϑ∗)2

κα + (1−κ)α

[
µ|ψ′′(ϑ∗)|+ ε|ψ′′($∗)|

]
.

The proof is completed.

Corollary 1. If we choose κ = 1
2 and α = 1, then, from Equation (10), we obtain

∣∣∣∣
1
2

[
ψ

(
ϑ∗ + $∗

2

)
+

ψ($∗) + ψ(ϑ∗)
2

]
− 1

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε

∣∣∣∣

≤ ($∗ − ϑ∗)2

96
[
|ψ′′(ϑ∗)|+ |ψ′′($∗)|

]
,

and if ‖ ψ′′ ‖∞= supε∈[ϑ∗ ,$∗ ]|ψ′′(ε)|, then

∣∣∣∣
1
2

[
ψ

(
ϑ∗ + $∗

2

)
+

ψ($∗) + ψ(ϑ∗)
2

]
− 1

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε

∣∣∣∣ ≤
($∗ − ϑ∗)2

48
‖ ψ′′ ‖∞ .

This inequality was obtained by Kırmacı in [33] (see Corollary 1 for m = 1, Remarks 1 and 3) and
by Dragomir and Pearse in [2] (see Corollary 13).

Theorem 6. Let ψ:[ϑ∗, $∗] → R and ψ ∈ C2(ϑ∗, $∗). If ψ′′ ∈ L[ϑ∗, $∗] and | ψ′′|q is a convex
function, then inequality

∣∣∣∣ψ(c)− F
{

α + 1
$∗ − ϑ∗

[
Jα
c+ψ($∗) + Jα

c−ψ(ϑ∗)
]
−
[
κ Jα−1

c+ ψ($∗) + (1−κ)Jα−1
c− ψ(ϑ∗)

]}∣∣∣∣

≤ ($∗ − ϑ∗)2

κα + (1−κ)α
A

1
p

{
κ

1+αp+p
p
[
κ2|ψ′′(ϑ∗)|q +κ(2−κ)|ψ′′($∗)|q

] 1
q

(11)

+(1−κ)
1+αp+p

p
[(

1−κ2
)
|ψ′′(ϑ∗)|q + (1−κ)2|ψ′′($∗)|q

] 1
q

}
,

holds ∀α > 1, q > 1. F and c are defined above in Lemma 2, and A= 2+2αp+p
(1+αp)(1+αp+p) .

Proof. From Lemma 2, taking into account the properties of the modulus, we obtain
∣∣∣∣ψ(c)− F

{
α + 1

$∗ − ϑ∗
[

Jα
c+ψ($∗) + Jα

c−ψ(ϑ∗)
]
−
[
κ Jα−1

c+ ψ($∗) + (1−κ)Jα−1
c− ψ(ϑ∗)

]}∣∣∣∣

≤ ($∗ − ϑ∗)2

κα + (1−κ)α
(|I1|+ |I2|). (12)

By using the Hölder inequality (Equation (3)), and since | ψ′′|q is a convex function
for the first integral |I1|, we have
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|I1| ≤
∫ κ

0
εα(κ − ε)

∣∣ψ′′(ϑ∗ε + $∗(1− ε))
∣∣dε

≤
(∫ κ

0
εαp(κ − ε)pdε

) 1
p
(∫ κ

0

[
ε
∣∣ψ′′(ϑ∗)

∣∣q + (1− ε)
∣∣ψ′′($∗)

∣∣q
]
dε

) 1
q
.

Let us calculate the integrals.
Considering that |x + y|p ≤ 2p−1(|x|p + |y|p

)
for p ≥ 0 and x, y ∈ R, we have:

∫ κ

0
εαp(κ − ε)pdε =

∫ κ

0

∣∣εαp(κ − ε)p∣∣dε ≤
∫ κ

0
|εαp|(|κ|+ |ε|)pdε

≤ 2p−1
∫ κ

0
|εαp|

(
|κ|p + |ε|p

)
dε

=
2p−1κ1+αp+p(2 + 2αp + p)

(1 + αp)(1 + αp + p)
,

and
∫ κ

0

[
ε
∣∣ψ′′(ϑ∗)

∣∣q + (1− ε)
∣∣ψ′′($∗)

∣∣q
]
dε =

κ2

2

∣∣ψ′′(ϑ∗)
∣∣q + κ(2−κ)

2

∣∣ψ′′($∗)
∣∣q.

Thus, for first integral, we get

|I1| ≤
[

2p−1κ1+αp+p(2 + 2αp + p)
(1 + αp)(1 + αp + p)

] 1
p
[
κ2

2

∣∣ψ′′(ϑ∗)
∣∣q + κ(2−κ)

2

∣∣ψ′′($∗)
∣∣q
] 1

q

=

[
κ1+αp+p(2 + 2αp + p)
(1 + αp)(1 + αp + p)

] 1
p [
κ2∣∣ψ′′(ϑ∗)

∣∣q +κ(2−κ)
∣∣ψ′′($∗)

∣∣q
] 1

q . (13)

Similarly, for the second integral, we can write

|I2| =
∫ 1

κ
(ε−κ)(1− ε)α∣∣ψ′′(ϑ∗ε + $∗(1− ε))

∣∣dε

≤
(∫ 1

κ

[
(ε−κ)(1− ε)α]pdε

) 1
p
(∫ 1

κ

∣∣ψ′′(ϑ∗ε + $∗(1− ε))
∣∣qdε

) 1
q
,

and, after solving the integrals, we have
∫ 1

κ

[
(ε−κ)(1− ε)α]pdε =

∫ 1−κ

0
(1−κ − z)pzαpdz

≤ 2p−1
∫ 1−κ

0

[
(1−κ)p + zp]zαpdz

= 2p−1(1−κ)p+αp+1 2 + 2αp + p
(1 + αp)(1 + αp + p)

,

and
∫ 1

κ

[
ε
∣∣ψ′′(ϑ∗)

∣∣q + (1− ε)
∣∣ψ′′($∗)

∣∣q
]
dε =

1−κ2

2

∣∣ψ′′(ϑ∗)
∣∣q + (1−κ)2

2

∣∣ψ′′($∗)
∣∣q.

In this way, for the second integral, we get

|I2| ≤
[

2p−1(1−κ)1+αp+p 2 + 2αp + p
(1 + αp)(1 + αp + p)

] 1
p

×
[

1−κ2

2

∣∣ψ′′(ϑ∗)
∣∣q + (1−κ)2

2

∣∣ψ′′($∗)
∣∣q
] 1

q

=

[
(1−κ)1+αp+p 2 + 2αp + p

(1 + αp)(1 + αp + p)

] 1
p [(

1−κ2
)∣∣ψ′′(ϑ∗)

∣∣q + (1−κ)2∣∣ψ′′($∗)
∣∣q
] 1

q .
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By summing I1 and I2 and taking into account Equation (12) and the notations, we get
Equation (11). The proof is completed.

Corollary 2. If we choose κ = 1
2 and α = 1, from Equation (11), we get

∣∣∣∣
1
2

[
ψ

(
ϑ∗ + $∗

2

)
+

ψ($∗) + ψ(ϑ∗)
2

]
− 1

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε

∣∣∣∣ (14)

≤ ($∗ − ϑ∗)2

8
S

1
p

{[ |ψ′′(ϑ∗)|q
2

+
3|ψ′′($∗)|q

2

] 1
q

+

[
3|ψ′′(ϑ∗)|q

2
+
|ψ′′($∗)|q

2

] 1
q
}

,

where S = 2+3p
(1+p)(1+2p) .

Theorem 7. Let ψ:[ϑ∗, $∗]→ R and ψ ∈ C2(ϑ∗, $∗). If ψ′′ ∈ L[ϑ∗, $∗] and | ψ′′|q is a convex
function, then inequality

∣∣∣∣ψ(c)− F
{

α + 1
$∗ − ϑ∗

[
Jα
c+ψ($∗) + Jα

c−ψ(ϑ∗)
]
−
[
κ Jα−1

c+ ψ($∗) + (1−κ)Jα−1
c− ψ(ϑ∗)

]}∣∣∣∣

≤ ($∗ − ϑ∗)2

κα + (1−κ)α

{
B

1
p (1 + αp, 2 + p)

[
κα+2M1 + (1−κ)α+2M3

]
(15)

+B
1
p (αp + 2, 1 + p)

[
κα+2M2 + (1−κ)α+2M4

]}
,

holds ∀α > 1, q > 1. F and c are defined above in Lemma 2, and B(., .) is the Euler beta function,

M1 =

[
κ
6

∣∣ψ′′(ϑ∗)
∣∣q +

(
1
2
− κ

6

)∣∣ f ′′($∗)
∣∣q
] 1

q
,

M2 =

[
κ
3

∣∣ψ′′(ϑ∗)
∣∣q +

(
1
2
− κ

3

)∣∣ψ′′($∗)
∣∣q
] 1

q
,

M3 =

[
1−κ

6

∣∣ψ′′($∗)
∣∣q +

(
1
2
− 1−κ

6

)∣∣ψ′′(ϑ∗)
∣∣q
] 1

q
,

M4 =

[
1−κ

3

∣∣ψ′′($∗)
∣∣q +

(
1
2
− 1−κ

3

)∣∣ψ′′(ϑ∗)
∣∣q
] 1

q
.

Proof. By using the improved Hölder inequality (Equation (4)) for the I1 from Equation (12),
we get

|I1| ≤
∫ κ

0
|εα(κ − ε)||ψ′′(ϑ∗ε + $∗(1− ε))|dε

≤ 1
κ

(∫ κ

0
(κ − ε)|εα(κ − ε)|pdε

) 1
p
(∫ κ

0
(κ − ε)|ψ′′(ϑ∗ε + $∗(1− ε))|qdε

) 1
q

+
1
κ

(∫ κ

0
ε|εα(κ − ε)|pdε

) 1
p
(∫ κ

0
ε|ψ′′(ϑ∗ε + $∗(1− ε))|qdε

) 1
q

=
1
κ

(∫ κ

0
(κ − ε)1+pεαpdε

) 1
p
(∫ κ

0
(κ − ε)|ψ′′(ϑ∗ε + $∗(1− ε))|qdε

) 1
q

+
1
κ

(∫ κ

0
ε1+αp(κ − ε)pdε

) 1
p
(∫ κ

0
ε|ψ′′(ϑ∗ε + $∗(1− ε))|qdε

) 1
q
.

Here,
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∫ κ

0
(κ − ε)1+pεαpdε =

∫ 1

0
(κ −κz)1+p(κz)αpκdz

= καp+2+p
∫ 1

0
zαp(1− z)1+pdz = καp+2+pB(1 + αp, 2 + p)

∫ κ

0
ε1+αp(κ − ε)pdε =

∫ 1

0
(κ −κz)p(κz)1+αpκdz

= καp+2+p
∫ 1

0
z1+αp(1− z)pdz = καp+2+pB(αp + 2, 1 + p),

Using the definition of convexity,
∫ κ

0
(κ − ε)|ψ′′(εϑ∗ + (1− εt)$∗)|qdε ≤

∣∣ψ′′(ϑ∗)
∣∣q
∫ κ

0
t(κ − ε)dε

+
∣∣ψ′′($∗)

∣∣q
∫ κ

0
(κ − ε)(1− ε)dε

=
κ3

6

∣∣ψ′′(ϑ∗)
∣∣q +

(
κ2

2
− κ3

6

)∣∣ψ′′($∗)
∣∣q

∫ κ

0
ε|ψ′′(ϑ∗ε + $∗(1− ε))|qdε ≤

∣∣ψ′′(ϑ∗)
∣∣q
∫ κ

0
ε2dε +

∣∣ψ′′($∗)
∣∣q
∫ κ

0
ε(1− ε)dε

=
κ3

3

∣∣ψ′′(ϑ∗)
∣∣q +

(
κ2

2
− κ3

3

)∣∣ψ′′($∗)
∣∣q.

Thus, we have

|I1| ≤ κ
αp+2+p

p −1B
1
p (1 + αp, 2 + p)

[
κ3

6

∣∣ψ′′(ϑ∗)
∣∣q +

(
κ2

2
− κ3

6

)∣∣ψ′′($∗)
∣∣q
] 1

q

+κ
αp+2+p

p −1B
1
p (αp + 2, 1 + p)

[
κ3

3

∣∣ψ′′(a)
∣∣q +

(
κ2

2
− κ3

3

)∣∣ψ′′($∗)
∣∣q
] 1

q

= κα+2B
1
p (1 + αp, 2 + p)

[
κ
6

∣∣ψ′′(ϑ∗)
∣∣q +

(
1
2
− κ

6

)∣∣ψ′′($∗)
∣∣q
] 1

q

+κα+2B
1
p (αp + 2, 1 + p)

[
κ
3

∣∣ψ′′(ϑ∗)
∣∣q +

(
1
2
− κ

3

)∣∣ψ′′($∗)
∣∣q
] 1

q
.

First, in I2, replace ε with 1 − ε; then, by using the improved Hölder inequality
(Equation (4)), we can write

|I2| ≤
∫ 1

κ
|(ε−κ)(1− ε)α||ψ′′(ϑ∗ε + $∗(1− ε))|dε

=
∫ 1−κ

0
|(1−κ − ε)εα||ψ′′((1− ε)ϑ∗ + ε$∗)|dε

=
∫ τ

0
|(τ − ε)εα||ψ′′((1− ε)ϑ∗ + ε$∗)|dε, here ( τ = 1−κ)

≤ 1
τ

(∫ τ

0
(τ − ε)1+pεαpdε

) 1
p
(∫ τ

0
(τ − ε)| ψ′′(ε$∗ + (1− ε)ϑ∗)|qdε

) 1
q

+
1
τ

(∫ τ

0
ε1+αp(τ − ε)pdε

) 1
p
(∫ τ

0
ε|ψ′′(ε$∗ + (1− ε)ϑ∗)|qdε

) 1
q
.

Similarly, for I2, we get

|I2| ≤ (1−κ)α+2B
1
p (1 + αp, 2 + p)

[
1−κ

6

∣∣ψ′′($∗)
∣∣q +

(
1
2
− 1−κ

6

)∣∣ψ′′(ϑ∗)
∣∣q
] 1

q

+ (1−κ)α+2B
1
p (αp + 2, 1 + p)

[
1−κ

3

∣∣ψ′′($∗)
∣∣q +

(
1
2
− 1−κ

3

)∣∣ψ′′(ϑ∗)
∣∣q
] 1

q
.
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After summing the integrals and groupings, taking into account the accepted notation,
we get

|I1|+ |I2| ≤ B
1
p (1 + αp, 2 + p)

[
κα+2M1 + (1−κ)α+2M3

]

+ B
1
p (αp + 2, 1 + p)

[
κα+2M2 + (1−κ)α+2M4

]
.

Taking into account the last inequality, from Equation (12), we obtain Equation (15). The proof
is completed.

Corollary 3. If we choose κ = 1
2 and α = 1, then, from Equation (15), we obtain

∣∣∣∣
1
2

[
ψ

(
ϑ∗ + $∗

2

)
+

ψ($∗) + ψ(ϑ∗)
2

]
− 1

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε

∣∣∣∣ (16)

≤ ($∗ − ϑ∗)2

16
B

1
p (1 + p, 2 + p)

(
M̃1 + M̃2 + M̃3 + M̃4

)
,

where

M̃1 =

( |ψ′′(ϑ∗)|q
12

+
5|ψ′′($∗)|q

12

) 1
q

, M̃2 =

( |ψ′′(ϑ∗)|q
6

+
|ψ′′($∗)|q

3

) 1
q

,

M̃3 =

( |ψ′′($∗)|q
12

+
5|ψ′′(ϑ∗)|q

12

) 1
q

, M̃4 =

( |ψ′′($∗)|q
6

+
|ψ′′(ϑ∗)|q

3

) 1
q

.

Remark 2. If we use the inequality |x + y|p ≤ 2p−1(|x|p + |y|p
)

for p ≥ 0 and x, y ∈ R, then
we will have

B
1
p (1 + p, 2 + p) =

(∫ 1

0
zp(1− z)1+pdz

) 1
p
≤ 2

(∫ 1

0
zp
(

1 + z1+p
)

dz
) 1

p

= 2
(

1
1 + p

+
1

2p + 2

) 1
p
= 2

[
3

2(1 + p)

] 1
p
;

i.e., the inequality in Equation (16) will take the form:
∣∣∣∣
1
2

[
ψ

(
ϑ∗ + $∗

2

)
+

ψ($∗) + ψ(ϑ∗)
2

]
− 1

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε

∣∣∣∣

≤ ($∗ − ϑ∗)2

8

[
3

2(1 + p)

] 1
p (

M̃1 + M̃2 + M̃3 + M̃4
)
.

Theorem 8. Let ψ:[ϑ∗, $∗] → R and ψ ∈ C2(ϑ∗, $∗). If ψ′′ ∈ L[ϑ∗, $∗] and | ψ′′|p is a convex
function, then inequality

∣∣∣∣ψ(c)− F
{

α + 1
$∗ − ϑ∗

[
Jα
c+ψ($∗) + Jα

c−ψ(ϑ∗)
]
−
[
κ Jα−1

c+ ψ($∗) + (1−κ)Jα−1
c− ψ(ϑ∗)

]}∣∣∣∣

≤ ($∗ − ϑ∗)2

κα + (1−κ)α
· P1·(P2 + P3), (17)

holds ∀α > 1, p > 1. F and c are defined above in Lemma 2 and

P1 =
1

(α + 1)(α + 2)
, P2=κα+2

[
κ
∣∣ψ′′(ϑ∗)

∣∣p + (1−κ)(α + 1) + 2
α + 1

∣∣ψ′′($∗)
∣∣p
] 1

p
,

P3 = (1−κ)α+2
[
κ(α + 1) + 2

α + 1

∣∣ψ′′(ϑ∗)
∣∣p + (1−κ)

∣∣ψ′′($∗)
∣∣p
] 1

p
.

Proof. Since | ψ′′|p is a convex function, using the power mean inequality (Equation (5))
for the I1 from Equation (12), we have
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|I1| ≤
∫ κ

0
εα(κ − ε)

∣∣ψ′′(ϑ∗ε + $∗(1− ε))
∣∣dε

=
∫ κ

0
[εα(κ − ε)]

1
p +

1
q
∣∣ψ′′(ϑ∗ε + $∗(1− ε))

∣∣dε

≤
(∫ κ

0
εα(κ − ε)dε

)1− 1
p
( ∫ κ

0
εα(κ − ε)

∣∣ψ′′(ϑ∗ε + $∗(1− ε))
∣∣pdε

) 1
p

≤
(∫ κ

0
εα(κ − ε)dε

)1− 1
p
( ∫ κ

0
εα(κ − ε)

[
ε
∣∣ψ′′(ϑ∗)

∣∣p + (1− ε)
∣∣ψ′′($∗)

∣∣p
]
dε

) 1
q
.

Let us calculate the integrals:
∫ κ

0
εα(κ − ε)dε =

κα+2

(α + 1)(α + 2)
;

∫ κ

0
εα(κ − ε)

[
ε
∣∣ψ′′(ϑ∗)

∣∣p + (1− ε)
∣∣ψ′′($∗)

∣∣p
]
dε

=
∣∣ψ′′(ϑ∗)

∣∣p
∫ κ

0
εα+1(κ − ε)dε +

∣∣ψ′′($∗)
∣∣p
∫ κ

0
εα(κ − ε)(1− ε)dε

=
κα+3|ψ′′(ϑ∗)|p
(α + 2)(α + 3)

+
∣∣ψ′′($∗)

∣∣p
(
κα+2

α + 1
− κα+3

α + 2
− κα+2

α + 2
+

κα+3

α + 3

)

=
κα+3|ψ′′(ϑ∗)|p
(α + 2)(α + 3)

+
κα+2

α + 2

(
1

α + 1
− κ

α + 3

)∣∣ψ′′($∗)
∣∣p

=
κα+2

(α + 2)(α + 3)

[
κ
∣∣ψ′′(ϑ∗)

∣∣p + (1−κ)(α + 1) + 2
α + 1

∣∣ψ′′($∗)
∣∣p
]

.

Thus, for first integral, we get

|I1| ≤
[

κα+2

(α + 1)(α + 2)

]1− 1
p
[

κα+2

(α + 2)(α + 3)

] 1
p

(18)

×
[
κ
∣∣ψ′′(ϑ∗)

∣∣p + (1−κ)(α + 1) + 2
α + 1

∣∣ψ′′($∗)
∣∣p
] 1

p
.

Similarly, for the second integral, we get

|I2| =
∫ 1

κ
(ε−κ)(1− ε)α∣∣ψ′′(ϑ∗ε + $∗(1− ε))

∣∣dε

≤
(∫ 1

κ
(ε−κ)(1− ε)αdε

)1− 1
p
(∫ 1

κ
(1− ε)α(ε−κ)

∣∣ψ′′(ϑ∗ε + $∗(1− ε))
∣∣pdε

) 1
p

=

(∫ 1−κ

0
(1− z−κ)zαdz

)1− 1
p
(∫ 1−κ

0
zα(1− z−κ)

∣∣ψ′′((1− z)ϑ∗ + z$∗)
∣∣pdz

) 1
p
.

or

|I2| ≤
(

(1−κ)α+2

(α + 1)(α + 2)

)1− 1
p(∣∣ψ′′(ϑ∗)

∣∣p
∫ 1−κ

0
zα(1− z−κ)(1− z)dz

+
∣∣ψ′′($∗)

∣∣p
∫ 1−κ

0
zα+1(1−κ − z)dz

) 1
p

=

(
(1−κ)α+2

(α + 1)(α + 2)

)1− 1
p
[
(1−κ)α+2

α + 2

(
1

α + 1
− 1−κ

α + 3

)∣∣ψ′′(ϑ∗)
∣∣p

+
(1−κ)α+3|ψ′′($∗)|p

(α + 2)(α + 3)

] 1
p

.

Thus, for the second integral, we have
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|I2| ≤
[

(1−κ)α+2

(α + 1)(α + 2)

]1− 1
p
[

(1−κ)α+2

(α + 2)(α + 3)

] 1
p

(19)

×
[
κ(α + 1) + 2

α + 1

∣∣ψ′′(ϑ∗)
∣∣p + (1−κ)

∣∣ψ′′($∗)
∣∣p
] 1

p
.

By summing Equations (18) and (19), we get

|I1|+ |I2| ≤
[

κα+2

(α + 1)(α + 2)

]1− 1
p
[

κα+2

(α + 2)(α + 3)

] 1
p

×
[
κ
∣∣ψ′′(ϑ∗)

∣∣p + (1−κ)(α + 1) + 2
α + 1

∣∣ψ′′($∗)
∣∣p
] 1

p

+

[
(1−κ)α+2

(α + 1)(α + 2)

]1− 1
p
[

(1−κ)α+2

(α + 2)(α + 3)

] 1
p

×
[
κ(α + 1) + 2

α + 1

∣∣ψ′′(ϑ∗)
∣∣p + (1−κ)

∣∣ψ′′($∗)
∣∣p
] 1

p

=
κα+2

(α + 1)(α + 2)

[
κ
∣∣ψ′′(ϑ∗)

∣∣p + (1−κ)(α + 1) + 2
α + 1

∣∣ψ′′($∗)
∣∣p
] 1

p

+
(1−κ)α+2

(α + 1)(α + 2)

[
κ(α + 1) + 2

α + 1

∣∣ψ′′(ϑ∗)
∣∣p + (1−κ)

∣∣ψ′′($∗)
∣∣p
] 1

p
.

Taking into account the introduced notation and the inequality from Equation (12), we obtain
Equation (17). The proof is completed.

Corollary 4. If we choose κ = 1
2 and α = 1, then, from Equation (17), we obtain

∣∣∣∣
1
2

[
ψ

(
ϑ∗ + $∗

2

)
+

ψ($∗) + ψ(ϑ∗)
2

]
− 1

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε

∣∣∣∣ (20)

≤ ($∗ − ϑ∗)2

96 · 2
1
p

{[∣∣ψ′′(ϑ∗)
∣∣p + 3

∣∣ψ′′($∗)
∣∣p
] 1

p
+
[
3
∣∣ψ′′(ϑ∗)

∣∣p +
∣∣ψ′′($∗)

∣∣p
] 1

p
}

.

Proof. For κ = 1
2 and α = 1 for the components of the inequality in Equation (17), we have

F=
1

κα + (1−κ)α
· Γ(α + 1)

($∗ − ϑ∗)α−1 = 1,

ψ(c)− α + 1
$∗ − ϑ∗

[
Jα
c+ψ($∗) + Jα

c−ψ(ϑ∗)
]
−
[
κ · Jα−1

c+ ψ($∗) + (1−κ) · Jα−1
c− ψ(ϑ∗)

]

= ψ

(
ϑ∗ + $∗

2

)
− 2

$∗ − ϑ∗

[∫ b

ϑ∗+$∗
2

ψ(ε)dε +
∫ ϑ∗+$∗

2

ϑ∗
ψ(ε)dε

]
+

[
1
2

ψ($∗) +
1
2

ψ(ϑ∗)
]

= ψ

(
ϑ∗ + $∗

2

)
− 2

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε +

ψ($∗) + ψ(ϑ∗)
2

,
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P1 =
1

(α + 1)(α + 2)
=

1
6

,

P2 = κα+2
[
κ
∣∣ψ′′(ϑ∗)

∣∣p + (1−κ)(α + 1) + 2
α + 1

∣∣ψ′′($∗)
∣∣p
] 1

p

=
1
8

(
1
2

) 1
p [∣∣ψ′′(ϑ∗)

∣∣p + 3
∣∣ψ′′($∗)

∣∣p
] 1

p ,

P3 = (1−κ)α+2
[
κ(α + 1) + 2

α + 1

∣∣ψ′′(ϑ∗)
∣∣p + (1−κ)

∣∣ψ′′($∗)
∣∣p
] 1

p

=
1
8

(
1
2

) 1
p [

3
∣∣ψ′′(ϑ∗)

∣∣p +
∣∣ψ′′($∗)

∣∣p
] 1

p ,

($∗ − ϑ∗)2

κα + (1−κ)α
· P1·(P2 + P3) =

($∗ − ϑ∗)2

6 · 8 · 2
1
p

{[∣∣ψ′′(ϑ∗)
∣∣p + 3

∣∣ψ′′($∗)
∣∣p
] 1

p

+
[
3
∣∣ψ′′(ϑ∗)

∣∣p +
∣∣ψ′′($∗)

∣∣p
] 1

p
}

.

Thus,
∣∣∣∣
[

ψ

(
ϑ∗ + $∗

2

)
+

ψ($∗) + ψ(ϑ∗)
2

]
− 2

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε

∣∣∣∣

≤ ($∗ − ϑ∗)2

6 · 8 · 2
1
p

{[∣∣ψ′′(ϑ∗)
∣∣p + 3

∣∣ψ′′($∗)
∣∣p
] 1

p
+
[
3
∣∣ψ′′(ϑ∗)

∣∣p +
∣∣ψ′′($∗)

∣∣p
] 1

p
}

.

or ∣∣∣∣
1
2

[
ψ

(
ϑ∗ + $∗

2

)
+

ψ($∗) + ψ(ϑ∗)
2

]
− 1

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε

∣∣∣∣

≤ ($∗ − ϑ∗)2

96 · 2
1
p

{[∣∣ψ′′(ϑ∗)
∣∣p + 3

∣∣ψ′′($∗)
∣∣p
] 1

p
+
[
3
∣∣ψ′′(ϑ∗)

∣∣p +
∣∣ψ′′($∗)

∣∣p
] 1

p
}

.

Theorem 9. Let ψ:[ϑ∗, $∗] → R and ψ ∈ C2(ϑ∗, $∗). If ψ′′ ∈ L[ϑ∗, $∗] and | ψ′′|q is a convex
function on [ϑ∗, $∗], then the inequality

∣∣∣∣ψ(c)− F
{

α + 1
$∗ − ϑ∗

[
Jα
c+ψ($∗) + Jα

c−ψ(ϑ∗)
]
−
[
κ Jα−1

c+ ψ($∗) + (1−κ)Jα−1
c− ψ(ϑ∗)

]}∣∣∣∣

≤ ($∗ − ϑ∗)2

κα + (1−κ)α

{
B

1
p (α + 1, 3)

[
κα+2P1 + (1−κ)α+2P3

]
(21)

+B
1
p (α + 2, 2)

[
κα+2P2 + (1−κ)α+2P4

]}
,

holds ∀α > 1, q ≥ 1, 1
p + 1

q = 1. F and c are defined above in Lemma 2, and B(., .) is the Euler
beta function,

P1 =
{

B(α + 1, 3)
∣∣ψ′′($∗)

∣∣q +κB(α + 2, 3)
[∣∣ψ′′($∗)

∣∣q −
∣∣ψ′′(ϑ∗)

∣∣q
]} 1

q ,

P2 =
{

B(α + 2, 2)
∣∣ψ′′($∗)

∣∣q +κB(α + 3, 2)
[∣∣ψ′′($∗)

∣∣q −
∣∣ψ′′(ϑ∗)

∣∣q
]} 1

q ,

P3 =
{

B(α + 1, 3)
∣∣ψ′′(ϑ∗)

∣∣q + (1−κ)B(α + 2, 3)
[∣∣ψ′′($∗)

∣∣q −
∣∣ψ′′(ϑ∗)

∣∣q
]} 1

q ,

P4 =
{

B(α + 2, 2)
∣∣ψ′′(ϑ∗)

∣∣q + (1−κ)B(α + 3, 2)
[∣∣ψ′′($∗)

∣∣q −
∣∣ψ′′(ϑ∗)

∣∣q
]} 1

q .
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Proof. By using the improved power mean inequality (Equation (6)) for the I1 from Equation (12),
we get

|I1| ≤
∫ κ

0
|εα(κ − ε)||ψ′′(ϑ∗ε + $∗(1− ε))|dε

≤ 1
κ

(∫ κ

0
(κ − ε)|εα(κ − ε)|dε

)1− 1
q
(∫ κ

0
(κ − ε)|εα(κ − ε)||ψ′′(ψϑ∗ + (1− ε)$∗)|qdε

) 1
q

+
1
κ

(∫ κ

0
ε|εα(κ − ε)|dε

)1− 1
q
(∫ κ

0
ε|εα(κ − ε)||ψ′′(ϑ∗ε + $∗(1− ε))|qdε

) 1
q

=
1
κ

(∫ κ

0
εα(κ − ε)2dε

)1− 1
q
(∫ κ

0
εα(κ − ε)2|ψ′′(ϑ∗ε + $∗(1− ε))|qdε

) 1
q

+
1
κ

(∫ κ

0
εα+1(κ − ε)dε

)1− 1
q
(∫ κ

0
εα+1(κ − t)|ψ′′(ϑ∗ε + $∗(1− ε))|qdε

) 1
q
.

Here, ∫ κ

0
εα(κ − ε)2dt =

∫ 1

0
(κz)α(κ −κz)2κdz

= κα+3
∫ 1

0
zα(1− z)2dz = κα+3B(α + 1, 3),

∫ κ

0
εα+1(κ − ε)dε =

∫ 1

0
(κz)α+1(κ −κz)κdz

= κα+3
∫ 1

0
zα+1(1− z)dz = κα+3B(α + 2, 2),

and, using the definition of convexity,
∫ κ

0
εα(κ − ε)2|ψ′′(ϑ∗ε + $∗(1− ε))|qdε

≤
∣∣ψ′′(ϑ∗)

∣∣q
∫ κ

0
εα+1(κ − ε)2dε +

∣∣ψ′′($∗)
∣∣q
∫ κ

0
εα(κ − ε)2(1− ε)dε

=
∣∣ψ′′(ϑ∗)

∣∣q
∫ κ

0
εα+1(κ − ε)2dε +

∣∣ψ′′($∗)
∣∣q
[∫ κ

0
εα(κ − ε)2dε−

∫ κ

0
εα+1(κ − ε)2dε

]

= κα+4∣∣ψ′′(ϑ∗)
∣∣qB(α + 2, 3) +

[
κα+3B(α + 1, 3)−κα+4B(α + 2, 3)

∣∣ψ′′($∗)
∣∣q
]

= κα+3B(α + 1, 3)
∣∣ψ′′($∗)

∣∣q +κα+4B(α + 2, 3)
[∣∣ψ′′($∗)

∣∣q −
∣∣ψ′′(ϑ∗)

∣∣q
]
,

and
∫ κ

0
εα+1(κ − ε)|ψ′′(ϑ∗ε + $∗(1− ε))|qdε

≤
∣∣ψ′′(ϑ∗)

∣∣q
∫ κ

0
εα+2(κ − ε)dε +

∣∣ψ′′($∗)
∣∣q
∫ κ

0
εα+1(κ − ε)(1− ε)dε

= κα+4B(α + 3, 2)
∣∣ψ′′(a)

∣∣q +
∣∣ψ′′($∗)

∣∣q
(∫ κ

0
εα+1(κ − ε)dε−

∫ κ

0
εα+2(κ − ε)dε

)

= κα+4B(α + 3, 2)
∣∣ψ′′(ϑ∗)

∣∣q +
[
κα+3B(α + 2, 2)−κα+4B(α + 3, 2)

]∣∣ψ′′($∗)
∣∣q

= κα+3B(α + 2, 2)
∣∣ψ′′($∗)

∣∣q +κα+4B(α + 3, 2)
[∣∣ψ′′($∗)

∣∣q −
∣∣ψ′′(ϑ∗)

∣∣q
]
.

Thus, we have
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|I1| ≤ κα+2B1− 1
q (α + 1, 3)

{
B(α + 1, 3)

∣∣ψ′′($∗)
∣∣q

+κB(α + 2, 3)
[∣∣ψ′′($∗)

∣∣q −
∣∣ψ′′(ϑ∗)

∣∣q
]} 1

q

+κα+2B1− 1
q (α + 2, 2)

{
B(α + 2, 2)

∣∣ψ′′($∗)
∣∣q

+κB(α + 3, 2)
[∣∣ψ′′($∗)

∣∣q −
∣∣ψ′′(ϑ∗)

∣∣q
]} 1

q .

First, in I2, replace ε with 1− ε; then, by using the improved power mean inequality
(Equation (6)), we can write

|I2| ≤
∫ 1

κ
|(ε−κ)(1− ε)α||ψ′′(ϑ∗ε + $∗(1− ε))|dε

=
∫ 1−κ

0
|(1−κ − ε)εα||ψ′′((1− ε)ϑ∗ + ε$∗)|dε

=
∫ τ

0
|(τ − ε)εα||ψ′′((1− ε)ϑ∗ + ε$∗)|dε, here ( τ = 1−κ)

≤ 1
τ

(∫ τ

0
(τ − ε)εα|τ − ε|dε

)1− 1
q
(∫ τ

0
(τ − ε)εα|τ − ε||ψ′′(ε$∗ + (1− ε)ϑ∗)|qdε

) 1
q

+
1
τ

(∫ τ

0
ε|(τ − ε)|εαdε

)1− 1
q
(∫ τ

0
ε|τ − ε|εα|ψ′′(ε$∗ + (1− ε)ϑ∗)|qdε

) 1
q
.

=
1
τ

(∫ τ

0
εα(τ − ε)2dε

)1− 1
q
(∫ τ

0
εα(τ − ε)2|ψ′′(ε$∗ + (1− ε)ϑ∗)|qdε

) 1
q

+
1
τ

(∫ τ

0
εα+1(τ − ε)dε

)1− 1
q
(∫ τ

0
εα+1(τ − ε)|ψ′′(ε$∗ + (1− ε)ϑ∗)|qdε

) 1
q
.

Similarly, for the second integral, we get

|I2| ≤ (1−κ)α+2B1− 1
q (α + 1, 3)

{
B(α + 1, 3)

∣∣ψ′′(ϑ∗)
∣∣q

+(1−κ)B(α + 2, 3)
[∣∣ψ′′($∗)

∣∣q −
∣∣ψ′′(ϑ∗)

∣∣q
]} 1

q

+ (1−κ)α+2B1− 1
q (α + 2, 2)

{
B(α + 2, 2)

∣∣ψ′′(ϑ∗)
∣∣q

+(1−κ)B(α + 3, 2)
[∣∣ψ′′($∗)

∣∣q −
∣∣ψ′′(ϑ∗)

∣∣q
]} 1

q .

After summing the integrals and groupings, taking into account the accepted notation,
we get

|I1|+ |I2| ≤ B1− 1
q (α + 1, 3)

[
κα+2P1 + (1−κ)α+2P3

]

+B1− 1
q (α + 2, 2)

[
κα+2P2 + (1−κ)α+2P4

]
.

Taking into account the last inequality and Equation (12), we obtain Equation (21).
The proof is completed.

Corollary 5. If we choose κ = 1
2 and α = 1, then, from Equation (21), we obtain
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∣∣∣∣
1
2

[
ψ

(
ϑ∗ + $∗

2

)
+

ψ($∗) + ψ(ϑ∗)
2

]
− 1

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε

∣∣∣∣ (22)

≤ ($∗ − ϑ∗)2

16

(
1
12

)1− 1
q
[{

1
10

∣∣ψ′′($∗)
∣∣q − 1

60

∣∣ψ′′(ϑ∗)
∣∣q
} 1

q
+

{
1

60

∣∣ψ′′($∗)
∣∣q − 1

15

∣∣ψ′′(ϑ∗)
∣∣q
} 1

q

+

{
13

120

∣∣ψ′′($∗)
∣∣q − 1

40

∣∣ψ′′(ϑ∗)
∣∣q
} 1

q
+

{
1
40

∣∣ψ′′($∗)
∣∣q − 7

120

∣∣ψ′′(ϑ∗)
∣∣q
} 1

q
,

and for q = 1, we get
∣∣∣∣
1
2

[
ψ

(
ϑ∗ + $∗

2

)
+

ψ($∗) + ψ(ϑ∗)
2

]
− 1

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε

∣∣∣∣

≤ ($∗ − ϑ∗)2

16

[
7

60

∣∣ψ′′($∗)
∣∣− 1

12

∣∣ψ′′(ϑ∗)
∣∣+ 8

60

∣∣ψ′′($∗)
∣∣− 1

12

∣∣ψ′′(ϑ∗)
∣∣
]

=
($∗ − ϑ∗)2

16

[
1
4

∣∣ψ′′($∗)
∣∣− 1

6

∣∣ψ′′(ϑ∗)
∣∣
]

=
($∗ − ϑ∗)2

192
[
3
∣∣ψ′′($∗)

∣∣− 2
∣∣ψ′′(ϑ∗)

∣∣].

3. Examples

Let us demonstrate the obtained results with examples.

Example 1. Case one: If we choose ψ(ε) = e2ε, ε > 0. If we attempt to take ϑ∗ = 1, $∗ = 2
and q ∈ [1.1, 10], then the mapping ψ′′(ε) = 4e2ε is convex for ε > 0, and we can infer that the
inequality in Equation (14) will convert to

− 1
8
·



2 + 3
(

q
q−1

)

(
1 + q

q−1

)(
1 + 2q

q−1

)




1− 1
q




[∣∣4e2
∣∣q +

∣∣4e4
∣∣q

2

] 1
q

+

[ ∣∣4e2
∣∣q +

∣∣4e4
∣∣q

2

] 1
q




≤
{

e3

2
+

e4 + e2

4

}
− e4 − e2

2
(23)

≤ 1
8
·



2 + 3
(

q
q−1

)

(
1 + q

q−1

)(
1 + 2q

q−1

)




1− 1
q




[∣∣4e2
∣∣q +

∣∣4e4
∣∣q

2

] 1
q

+

[ ∣∣4e2
∣∣q +

∣∣4e4
∣∣q

2

] 1
q


.

Case two: Let ψ(ε) = e2ε, ε > 0. If we consider taking q = 2 and ϑ∗ ∈ [1, 2], $∗ ∈ [3, 4], then
we can infer that the inequality in Equation (14) will convert to

− 1
8
·
(

8
15

) 1
2








∣∣∣4e2ϑ∗
∣∣∣
2
+
∣∣∣4e2$∗

∣∣∣
2

2




1
2

+




∣∣∣4e2ϑ∗
∣∣∣
2
+
∣∣∣4e2$∗

∣∣∣
2

2




1
2




≤
{

eϑ∗+$∗

2
+

e2$∗ + e2ϑ∗

4

}
− e2$∗ − e2ϑ∗

2($∗ − ϑ∗)
(24)

≤ 1
8
·
(

8
15

) 1
2








∣∣∣4e2ϑ∗
∣∣∣
2
+
∣∣∣4e2$∗

∣∣∣
2

2




1
2

+




∣∣∣4e2ϑ∗
∣∣∣
2
+
∣∣∣4e2$∗

∣∣∣
2

2




1
2




.
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The three mappings attained in the Rψ, Mψ and Lψ in the inequalities in Equation (23) are
drawn out in Figure 1 against q ∈ [1.1, 10]. The three mappings deduced from the Rψ, Mψ and Lψ

in the inequalities in Equation (24) are drawn out in Figure 2 against ϑ∗ ∈ [1, 2], $∗ ∈ [3, 4].

Figure 1. The graphical representation of Example 1 for ϑ∗ = 1, $∗ = 2 and q ∈ [1.1, 10].

Figure 2. The graphical representation of Example 1 for ϑ∗ ∈ [1, 2], $∗ ∈ [3, 4].

Example 2. Case one: We choose ψ(ε) = 1
24 ε3, ε > 0. If we consider taking ϑ∗ = 1, $∗ = 2

and q ∈ [1.1, 10], then the mapping ψ′′(ε) = 1
4 ε is convex for ε > 0 and we find that the

inequality from Equation (20) will convert to

− 1

96 · 21− 1
q
·





[(
1
4

) q
q−1

+ 3 ·
(

1
2

) q
q−1
]1− 1

q

+

[
3 ·
(

1
4

) q
q−1

+

(
1
2

) q
q−1
]1− 1

q





≤
{

1
48
·
(

27
8

)
+

9
96

}
− 15

96
≈ 1

128
(25)

≤ 1

96 · 21− 1
q
·





[(
1
4

) q
q−1

+ 3 ·
(

1
2

) q
q−1
]1− 1

q

+

[
3 ·
(

1
4

) q
q−1

+

(
1
2

) q
q−1
]1− 1

q





.

Case two: Let ψ(ε) = 1
24 ε3, ε > 0. If we consider taking q = 2 and ϑ∗ ∈ [1, 2], $∗ ∈ [3, 4],

then we can infer that the inequality from Equation (20) will convert to
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− ($∗ − ϑ∗)2

96 · 2 1
2
·





[(
ϑ∗

4

)2
+ 3 ·

(
$∗

4

)2
] 1

2

+

[
3 ·
(

ϑ∗

4

)2
+

(
$∗

4

)2
] 1

2




≤
{

1
48
·
(

ϑ∗ + $∗

2

)3
+

$∗3 + ϑ∗3

96

}
− $∗4 − ϑ∗4

96($∗ − ϑ∗)
(26)

≤ ($∗ − ϑ∗)2

96 · 2 1
2
·





[(
ϑ∗

4

)2
+ 3 ·

(
$∗

4

)2
] 1

2

+

[
3 ·
(

ϑ∗

4

)2
+

(
$∗

4

)2
] 1

2


.

The three mappings attained from the Rψ, Mψ and Lψ in the inequalities in Equation (25) are
drawn out in Figure 3 against q ∈ [1.1, 10]. The three mappings deduced from the Rψ, Mψ and Lψ

in the inequalities in Equation (26) are drawn out in Figure 4 against ϑ∗ ∈ [1, 2], $∗ ∈ [3, 4].

Figure 3. The graphical representation of Example 2 for ϑ∗ = 1, $∗ = 2 and q ∈ [1.1, 10].

Figure 4. The graphical representation of Example 2 for ϑ∗ ∈ [1, 2], $∗ ∈ [3, 4].

Comparative Analysis of Classical and Improved Bounds

Example 3. If we choose ψ(ε) = 1
12 ε4, ε > 0, then |ψ′′(ε)|q = varepsilon4 for q > 1 and ε > 0

is a convex function. For the case where α = 1, ϑ∗ = 1, $∗ = 2 and q = 2, let us find the right part
of the inequalities from Equations (14) and (16).

(a) For Equation (14), we have
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∣∣∣∣
1
2

[
ψ

(
ϑ∗ + $∗

2

)
+

ψ($∗) + ψ(ϑ∗)
2

]
− 1

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(t)dt

∣∣∣∣

≤ ($∗ − ϑ∗)2

8
S

1
p

{[ |ψ′′(ϑ∗)|q
2

+
3|ψ′′($∗)|q

2

] 1
q

+

[
3|ψ′′(ϑ∗)|q

2
+
|ψ′′($∗)|q

2

] 1
q
}

=
1
8

(
8
15

) 1
2
{[

1
2
+ 24

] 1
2
+

[
3
2
+ 8
] 1

2
}

≈ 0.733214.

(b) For Equation (16), we have
∣∣∣∣
1
2

[
ψ

(
ϑ∗ + $∗

2

)
+

ψ($∗) + ψ(ϑ∗)
2

]
− 1

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(t)dt

∣∣∣∣

≤ ($∗ − ϑ∗)2

16
B

1
2 (3, 4)

{
M̃1 + M̃3 + M̃2 + M̃4

}

=
1

16
[0.12909 · {2.598076 + 2.345208 + 1.322876 + 1.732051}]

≈ 0.064530.

Since 0.733214 > 0.064530, the extended Hölder inequality gives a better estimate than
the classical Hölder inequality. The 2D and 3D graphical illustrations of Example 3 are
mentioned in Figures 5 and 6, respectively.

Figure 5. The graphical representation of Example 3 for ϑ∗ = 1, $∗ = 2 and q ∈ [1.1, 10].

Figure 6. The graphical representation of Example 3 for ϑ∗ ∈ [1, 2], $∗ ∈ [3, 7].
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Example 4. If we choose ψ(ε) = eε, ε > 0, then |ψ′′(ε)|q= eε for q > 1 and ε > 0 is a convex
function. For the case where α = 1, ϑ∗ = 1, $∗ = 2 and q = 2, let us find the right part of the
inequalities from Equations (20) and (22).

(a) For Equation (20), we have
∣∣∣∣
1
2

[
ψ

(
ϑ∗ + $∗

2

)
+

ψ($∗) + ψ(ϑ∗)
2

]
− 1

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε

∣∣∣∣

≤ ($∗ − ϑ∗)2

96 · 2
1
p

{[∣∣ψ′′(ϑ∗)
∣∣p + 3

∣∣ψ′′($∗)
∣∣p
] 1

p
+
[
3
∣∣ψ′′(ϑ∗)

∣∣p +
∣∣ψ′′($∗)

∣∣p
] 1

p
}

=
1

96 · 2 1
2
·
[
(7.3891 + 163.7944)

1
2 + (22.16716 + 54.5981)

1
2
]

≈ 0.1609.

(b) For Equation (22), we have
∣∣∣∣
1
2

[
ψ

(
ϑ∗ + $∗

2

)
+

ψ($∗) + ψ(ϑ∗)
2

]
− 1

$∗ − ϑ∗

∫ $∗

ϑ∗
ψ(ε)dε

∣∣∣∣

≤ ($∗ − ϑ∗)2

16

(
1
12

)1− 1
q



{ |ψ′′($∗)|q

10
− |ψ

′′(ϑ∗)|q
60

} 1
q

+

{ |ψ′′($∗)|q
60

− |ψ
′′(ϑ∗)|q

15

} 1
q

+

{
13|ψ′′($∗)|q

120
− |ψ

′′(ϑ∗)|q
40

} 1
q

+

{ |ψ′′($∗)|q
40

− 7|ψ′′(ϑ∗)|q
120

} 1
q


.

=
1
16

0.2887 · [2.310122 + 0.646038 + 2.393757 + 0.966398]

≈ 0.113958.

Since 0.1609 > 0.113958, the extended power mean inequality gives a better esti-
mate than the classical power mean inequality. The 2D and 3D graphical illustrations of
Example 4 are mentioned in Figures 7 and 8, respectively.

Figure 7. The graphical representation of Example 4 for ϑ∗ = 1, $∗ = 2 and q ∈ [1.1, 10].

Figure 8. The graphical representation of Example 4 for ϑ∗ ∈ [2, 3], $∗ ∈ [5, 7].

161



Axioms 2023, 12, 691

4. Applications

In this section, we employ our obtained results to derive some notable applications
in terms of special means, the quadrature rule and estimations of inequalities in terms of
special functions.

4.1. Special Means

We here consider the means for arbitrary real numbers ϑ∗, $∗ (ϑ∗ 6= $∗). We use the
following:

1. Arithmetic mean:

A(ϑ∗, $∗) =
ϑ∗ + $∗

2
, ϑ∗, $∗ ∈ R.

2. Logarithmic mean:

L(ϑ∗, $∗) =
ϑ∗ − $∗

ln|ϑ∗| − ln|$∗| , |ϑ
∗| 6= |$∗|, ϑ∗, $∗ 6= 0, ϑ∗, $∗ ∈ R.

3. Generalized log-mean:

Ln(ϑ
∗, $∗) =

[
($∗)n+1 − (ϑ∗)n+1

(n + 1)($∗ − ϑ∗)

] 1
n

, n ∈ Z\{−1, 0}, ϑ∗, $∗ ∈ R+.

4. Harmonic mean:

H = H(ϑ∗, $∗) =
2ϑ∗$∗

ϑ∗ + $∗
; ϑ∗, $∗ > 0.

5. p-Logarithmic mean:

Lp(ϑ
∗, $∗) =

(
($∗)1+p − (ϑ∗)1+p

(1 + p)($∗ − ϑ∗)

) 1
p

, p ∈ R− {−1, 0}, ϑ∗, $∗ > 0.

Proposition 1. Let ϑ∗, $∗ ∈ [0, ∞), ϑ∗ < $∗ and n ∈ Z+, n ≥ 2. Then, we have
∣∣∣∣Ln

n −
1
2
[
An(ϑ∗, $∗) + A

(
ϑ∗n, $∗n)]

∣∣∣∣

≤ n(n− 1)($∗ − ϑ∗)2

8
S

1
p

{
A

1
q
(
|ϑ∗|(n−2)q, 3|$∗|(n−2)q

)
+ A

1
q
(

3|ϑ∗|(n−2)q, |$∗|(n−2)q
)}

,

where
S =

2 + 3p
(1 + p)(1 + 2p)

.

Proof. This follows from Corollary 2 applied to the convex function

ψ(ε) = εn, ψ : [0, ∞)→ R.

Proposition 2. Let ϑ∗, $∗ ∈ R with 0 < ϑ∗ < $∗. Then,
∣∣∣∣L−1(ϑ∗, $∗)− 1

2

[
A−1(ϑ∗, $∗) + H−1(ϑ∗, $∗)

]∣∣∣∣

≤ ($∗ − ϑ∗)2

23− 1
q

S
1
p

{
A

1
q
(
|ϑ∗|−3q, 3|$∗|−3q

)
+ A

1
q
(

3|ϑ∗|−3q, |$∗|−3q
)}

.

Proof. This follows from Corollary 2 applied to the convex function

ψ(ε) =
1
ε

, ε 6= 0.
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Proposition 3. Let ϑ∗, $∗ ∈ [0, ∞), ϑ∗ < $∗, ∀ q > 1. Then, we have
∣∣∣∣L(ϑ∗, $∗)− 1

2

[
eA(ϑ∗ ,$∗) + A

(
eϑ∗ , e$∗

)]∣∣∣∣

≤ ($∗ − ϑ∗)2

8
S

1
p

{
A

1
q
(
|e|ϑ∗q, 3|e|$∗q

)
+ A

1
q
(

3|e|ϑ∗q, |e|$∗q
)}

.

Proof. This follows from Corollary 2 applied to the convex function

ψ(ε) = eε, ψ : [0, ∞)→ R.

Proposition 4. Let ϑ∗, $∗ ∈ [0, ∞), ϑ∗ < $∗ and n ∈ Z+, n ≥ 2. Then, we have
∣∣∣∣Ln

n(ϑ
∗, $∗)− 1

2
[
An(ϑ∗, $∗) + A

(
ϑ∗n, $∗n)]

∣∣∣∣

≤ ($∗ − ϑ∗)2

96
n(n− 1)

[
A

1
p
(
|ϑ∗|(n−2)p, 3|$∗|(n−2)p

)
+ A

1
p
(

3|ϑ∗|(n−2)p, |$∗|(n−2)p
)]

.

Proof. This follows from Corollary 4 applied to the convex function

ψ(ε) = εn, ψ : [0, ∞)→ R.

Proposition 5. Let ϑ∗, $∗ ∈ R with 0 < ϑ∗ < $∗. Then,
∣∣∣∣L−1(ϑ∗, $∗)− 1

2

[
A−1(ϑ∗, $∗) + H−1(ϑ∗, $∗)

]∣∣∣∣

≤ ($∗ − ϑ∗)2

96

[
A

1
p
(
|ϑ∗|−3p, 3|$∗|−3p

)
+ A

1
p
(

3|ϑ∗|−3p, |$∗|−3p
)]

.

Proof. This follows from Corollary 4 applied to the convex function

ψ(ε) =
1
ε

, ε 6= 0.

4.2. Quadrature Formula

Here, we present an application to a quadrature formula. Let d be a partition ϑ∗ = ε0 <
ε1 . . . < εm−1 < εm = $∗ of the interval [ϑ∗, $∗] and consider the quadrature formula

∫ $∗

ϑ∗
ψ(ε)dε = T(ψ, d) + E(ψ, d),

where

T(ψ, d) =
m−1

∑
i=0

(εi+1 − εi)

2

[
ψ(εi) + ψ(εi+1)

2
+ ψ

(
εi + εi+1

2

)]
, (27)

is the quadrature version and E(ψ, d) is the approximation error. Here, we present some
error estimates for the quadrature formula.
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Proposition 6. Under the condition of Corollary 1, the following inequality is true:
∣∣∣∣
∫ $∗

ϑ∗
ψ(ε)dε− T(ψ, d)

∣∣∣∣ ≤
m−1

∑
i=0

(εi+1 − εi)
3

96
[∣∣ψ′′(εi+1)

∣∣+
∣∣ψ′′(εi)

∣∣]. (28)

Proof. Apply Corollary 1 and we get the desired result.

Remark 3. If the d-fragmentation of the interval [ϑ∗, $∗] is uniform, then, from Equations (27)
and (28), we get

T(ψ, d) =
h
2

m−1

∑
i=0

[
ψ(εi) + ψ(εi+1)

2
+ ψ

(
εi + εi+1

2

)]
,

and ∣∣∣∣
∫ $∗

ϑ∗
ψ(ε)dε− T(ψ, d)

∣∣∣∣ ≤
mh3

48
M2 ≤

m3h3

48
M2 =

($∗ − ϑ∗)3

48
M2,

where h = εi+1 − εi and M2 = max
x∈[ϑ∗ ,$∗ ]

(|ψ′′(x)|).
The resulting error is better than the errors expressed in terms of the second derivatives of the

Newton–Cotes (midpoint or trapezoid formula) and Gauss quadrature formulas:

R1(ψ) =
M2

24
($∗ − ϑ∗)3, or R2(ψ) =

M2

12
($∗ − ϑ∗)3,

and

R2n(ψ) =
M2n(n!)4

((2n)!)3(2n + 1)
($∗ − ϑ∗)3, M2n = max

x∈[ϑ∗ ,$∗ ]

(∣∣∣ψ(2n)(x)
∣∣∣
)

, for n = 1

respectively.

Proposition 7. Let ψ:[ϑ∗, $∗] → R be the differentiable mapping on (ϑ∗, $∗) with ϑ∗ < $∗.
Suppose that |ψ′′|q, q ≥ 1 is a convex function; then, for every partition of [ϑ∗, $∗], the midpoint
error satisfies∣∣∣∣
∫ $∗

ϑ∗
ψ(ε)dε− T(ψ, d)

∣∣∣∣ ≤
B

1
p (1 + p, 2 + p)

16

×
m−1

∑
i=0

(εi+1 − εi)
3

[( |ψ′′(εi)|q + 5|ψ′′(εi+1)|q
12

) 1
q
+

( |ψ′′(εi+1)|q + 5|ψ′′(εi)|q
12

) 1
q

+

( |ψ′′(εi)|q + 2|ψ′′(εi+1)|q
6

) 1
q
+

( |ψ′′(εi+1)|q + 2|ψ′′(εi)|q
6

) 1
q
]

.

Proof. Apply Corollary 3 and then we get the desired result.

4.3. q̃-Digamma Function

The q̃-digamma mapping is determined by the expression below [34]:

δq̃(ε) = − ln(q̃− 1) + ln(q̃)

(
ε− 1

2
−

∞

∑
j=1

q̃−jε

1− q̃−jε

)
,

with q̃ > 1 and ε > 0.
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Proposition 8. For 0 < ϑ∗ < $∗, we get
∣∣∣∣∣
1
2

[
δ′q̃

(
ϑ∗ + $∗

2

)
+

δ′q̃($
∗) + δ′q̃(ϑ

∗)

2

]
− δq̃($∗)− δq̃(ϑ∗)

$∗ − ϑ∗

∣∣∣∣∣

≤ ($∗ − ϑ∗)2

96

[∣∣∣δ′′′q̃ (ϑ∗)
∣∣∣+
∣∣∣δ′′′q̃ ($∗)

∣∣∣
]
.

Proof. Applying ψ(ε) = δ′q̃(ε) for ε > 0 to Corollary 1, we obtain the desired result.

Proposition 9. For 0 < ϑ∗ < $∗, q > 1 and 1
p + 1

q = 1, we get that
∣∣∣∣∣
1
2

[
δ′q̃

(
ϑ∗ + $∗

2

)
+

δ′q̃($
∗) + δ′q̃(ϑ

∗)

2

]
− δq̃($∗)− δq̃(ϑ∗)

$∗ − ϑ∗

∣∣∣∣∣

≤ ($∗ − ϑ∗)2

96

[(∣∣∣δ′′′q̃ (ϑ∗)
∣∣∣

p
+ 3
∣∣∣δ′′′q̃ ($∗)

∣∣∣
p) 1

p
+
(

3
∣∣∣δ′′′q̃ (ϑ∗)

∣∣∣
p
+
∣∣∣δ′′′q̃ ($∗)

∣∣∣
p) 1

p

]
.

Proof. Applying ψ(ε) = δ′q̃(ε) for ε > 0 to Corollary 4, we obtain the desired result.

4.4. Modified Bessel Function

Let the function Ip : R→ [1, 0) be defined by

Ip(ε) = 2pΓ(1 + p)ε−$∗ Ip(ε),

For this, we recall the modified Bessel function of the first kind Ip, which is defined
as [35]:

Ip(ε) = ∑
n≥0

( ε
2 )

p+2n

n!Γ(p + n + 1)
.

The first- and nth-order derivative formulas of Ip(ε) are, respectively [36]:

I ′p(ε) =
ε

2(1 + p)
I1+p(ε),

∂nIp(ε)

∂nε
= 2n−2p√πεp−nΓ(1 + p)2F3

(
1 + p

2
,

2 + p
2

;
1 + p− n

2
, 1 + p;

ε2

4

)
,

where 2F3(., ., .) is the hypergeometric function defined by [36]:

2F3

(
1 + p

2
,

2 + p
2

;
1 + p− n

2
, 1 + p;

ε2

4

)
=

∞

∑
k=0

( 1+p
2 )k(

1+p
2 )k

( p−2
2 )k(

p−1
2 )k(1 + p)k

ε2k

4k(k)!
.

Proposition 10. Let ϑ∗, $∗ ∈ R with 0 < ϑ∗ < $∗; then, for each p > −1, we have
∣∣∣∣
1
2

[
ϑ∗ + $∗

4(1 + p)
I1+p

(
ϑ∗ + $∗

2

)
+

$∗I1+p($
∗) + ϑ∗I1+p(ϑ

∗)
4(1 + p)

]
− Ip($∗)− Ip(ϑ∗)

$∗ − ϑ∗

∣∣∣∣

≤ ($∗ − ϑ∗)2

96
23−2p√πΓ(1 + p)×

(
|ϑ∗|p−3

∣∣∣∣ 2F3

(
1 + p

2
,

2 + p
2

;
p− 2

2
,

p− 1
2

, 1 + p;
(ϑ∗)2

4

)∣∣∣∣

+|$∗|p−3
∣∣∣∣ 2F3

(
1 + p

2
,

2 + p
2

;
p− 2

2
,

p− 1
2

, 1 + p;
($∗)2

4

)∣∣∣∣
)

.

Proof. Applying ψ(ε) = I ′p(ε) to Corollary 1, we get the desired result.
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5. Concluding Remarks

In this study, we first developed a new fractional Bullen-type identity with a parame-
ter. Thus employing the theory of convexity, we provided new estimations of fractional
Bullen-type inequalities pertaining to twice-differentiable functions. An analysis of the im-
provement of the estimations was provided using several concrete examples with graphical
visualizations. Finally, several applications were provided as well. This study could be used
to explore for other general fractional integral operators with non-singular kernels. Also,
one can think about studying such results for other classes of convex functions, especially
coordinate convex functions.
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1. Mitrinovic, D.S.; Pećarixcx, J.; Fink, A.M. Classical and New Inequalities in Analysis; Mathematics and Its Applications (East

European Series); Kluwer Academic Publishers Group: Dordrecht, The Netherlands, 1993; Volume 61.
2. Dragomir, S.S.; Pearse, C.E.M. Selected Topics on Hermite-Hadamard Inequalities and Applications; RGMIA Monograps; Victoria

University: Footscray, VIC, Australia , 2000.
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Abstract: In this work, we initially derive an integral identity that incorporates a twice-differentiable
function. After establishing the recently created identity, we proceed to demonstrate some new
Hermite–Hadamard–Mercer-type inequalities for twice-differentiable convex functions. Additionally,
it demonstrates that the recently introduced inequalities have extended certain pre-existing inequali-
ties found in the literature. Finally, we provide applications to the newly established inequalities to
verify their usefulness.

Keywords: Hermite–Hadamard inequality; Jensen–Mercer inequality; convex functions

MSC: 26D10; 26D15; 26A51

1. Introduction

The inequality commonly referred to as Hadamard’s inequality, named after Charles
Hermite and Jacques Hadamard, asserts that for a function ϕ : [σ, ς] → R is convex, the
following double inequality is valid:

ϕ

(
σ + ς

2

)
≤ 1

ς− σ

∫ ς

σ
ϕ(ω)dω ≤ ϕ(σ) + ϕ(ς)

2
. (1)

If ϕ is a concave mapping, the reverse of the inequality stated above is true. The proof
of the inequality (1) can be established through the application of the Jensen inequality.
Extensive research has been conducted exploring various forms of convexities in the context
of Hermite–Hadamard. For example, in [1–4], the authors derived certain inequalities
associated with midpoint, trapezoid, Simpson’s, and other numerical integration formulas
for convex functions.

In 2003, Mercer [5] established an alternative form of Jensen’s inequality known as the
Jensen–Mercer inequality, which is formulated as

Theorem 1. For a convex mapping ϕ : [σ, ς] → R, The subsequent inequality is valid for all
values of ωj ∈ [σ, ς] (j = 1, . . . , n):

ϕ

(
σ + ς−

n

∑
j=i

ujωj

)
≤ ϕ(σ) + ϕ(ς)−

n

∑
j=1

uj ϕ
(
ωj
)
,

where uj ∈ [0, 1] (j = 1, . . . , n) and
n
∑

j=1
uj = 1.
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In 2019, Moradi and Furuichi, as documented in [6], focused on enhancing and
extending Jensen–Mercer-type inequalities. Then, in 2020, Adil Khan et al. [7] demonstrated
the practical applications of the Jensen–Mercer inequality in information theory. Their work
involved calculating novel estimates for Csiszár and associated divergences. Additionally,
he established fresh limits for Zipf–Mandelbrot entropy using the Jensen–Mercer inequality.

Kian et al. [8] applied the recently introduced Jensen inequality to derive novel formu-
lations of the Hermite–Hadamard inequality as follows:

Theorem 2. For a convex mapping ϕ : [σ, ς]→ R, the subsequent inequalities are valid for every
value of ω, y ∈ [σ, ς] and ω < y :

ϕ

(
σ + ς− ω + y

2

)
≤ ϕ(σ) + ϕ(ς)− 1

y−ω

∫ y

ω
ϕ(u)du ≤ ϕ(σ) + ϕ(ς)− ϕ

(
ω + y

2

)
(2)

and
ϕ

(
σ + ς− ω + y

2

)
≤ 1

y−ω

∫ σ+ς−ω

σ+ς−y
ϕ(u)du (3)

≤ ϕ(σ + ς−ω) + ϕ(σ + ς− y)
2

≤ ϕ(σ) + ϕ(ς)− ϕ(ω) + ϕ(y)
2

.

Remark 1. The transformation of the inequality (3) into the classical Hermite–Hadamard inequality
(1) for convex functions is readily apparent by setting σ = ω, ς = y.

After that, many researchers tended towards these useful inequalities and succeeded
in proving different new variants of Hermite–Hadamard–Mercer inequalities. For example,
in [9–11], the authors applied the Riemann–Liouville fractional integrals and established
Hermite–Hadamard–Mercer-type inequalities with their estimates for differentiable convex
functions. In [12], Set et al. demonstrated some new Hermite–Hadamard–Mercer-type
inequalities for generalized fractional integrals, and each inequality demonstrated here is a
family of inequalities for different fractional operators. Chu et al. [13] proved some new es-
timates of Hermite–Hadamard–Mercer inequalities for fractional integral and differentiable
functions. Recently, Sial et al. [14] demonstrated Ostrowski’s type inequalities using the
Jensen–Mercer inequality for differentiable functions. Kara et al. [15] used the convexity
for interval-valued functions and demonstrated fractional Hermite–Hadamard–Mercer-
type inequalities. The authors applied the concept of harmonically convex functions and
established Hermite–Hadamard–Mercer inequalities with their estimates in [16].

So far, the Hermite–Hadamard–Mercer inequalities for twice-differentiable functions
have not been established as Hermite–Hadamard-type inequalities are proved. This is the
reason we employ double differentiability and introduce novel midpoint approximations
for the Hermite-Hadamard-Mercer inequality applicable to convex functions. These in-
equalities are new and a generalization of some inequalities existing in the literature. We
also observe that the bounds proved here are better than the already established ones.

2. Main Results

In this section, we establish novel midpoint-type inequalities by employing the Jensen–
Mercer inequality for convex functions.

Begin by considering the following lemma.

Lemma 1. Let ϕ : [σ, ς]→ R be a twice-differentiable mapping. If ϕ is integrable and continuous,
then the following equality holds for all ω, y ∈ [σ, ς] and ω < y:
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1
y−ω

∫ σ+ς−ω

σ+ς−y
ϕ(w)dw− ϕ

(
σ + ς−

(
ω + y

2

))
(4)

=
(y−ω)2

16

[∫ 1

0
θ2
[

ϕ′′
(

σ + ς−
(

θ

2
y +

2− θ

2
ω

))
+ ϕ′′

(
σ + ς−

(
θ

2
ω +

2− θ

2
y
))]

dθ

]
.

Proof. From the right side of (4), we have
∫ 1

0
θ2
[

ϕ′′
(

σ + ς−
(

θ

2
y +

2− θ

2
ω

))
+ ϕ′′

(
σ + ς−

(
θ

2
ω +

2− θ

2
y
))]

dθ (5)

=
∫ 1

0
θ2 ϕ′′

(
σ + ς−

(
θ

2
y +

2− θ

2
ω

))
dθ +

∫ 1

0
θ2 ϕ′′

(
σ + ς−

(
θ

2
ω +

2− θ

2
y
))

dθ

= I1 + I2.

Using the fundamental rules for integration by parts, we have

I1 =
∫ 1

0
θ2 ϕ′′

(
σ + ς−

(
θ

2
y +

2− θ

2
ω

))
dθ (6)

= − 2θ2

y−ω
ϕ′
(

σ + ς−
(

θ

2
y +

2− θ

2
ω

))∣∣∣∣
1

0
+

4
y−ω

∫ 1

0
θϕ′
(

σ + ς−
(

θ

2
y +

2− θ

2
ω

))
dθ

= − 2
y−ω

ϕ′
(

σ + ς−
(

ω + y
2

))
+

4
y−ω

[
− 2θ

y−ω
ϕ

(
σ + ς−

(
θ

2
y +

2− θ

2
ω

))∣∣∣∣
1

0

+
2

y−ω

∫ 1

0
ϕ

(
σ + ς−

(
θ

2
y +

2− θ

2
ω

))
dθ

]

= − 2
y−ω

ϕ′
(

σ + ς−
(

ω + y
2

))
− 8

(y−ω)2 ϕ

(
σ + ς−

(
ω + y

2

))

+
8

(y−ω)2

∫ 1

0
ϕ

(
σ + ς−

(
θ

2
y +

2− θ

2
ω

))
dθ

= − 2
y−ω

ϕ′
(

σ + ς−
(

ω + y
2

))
− 8

(y−ω)2 ϕ

(
σ + ς−

(
ω + y

2

))
+

16

(y−ω)3

∫ σ+ς−ω

σ+ς− ω+y
2

ϕ(w)dw.

Similarly, we have
∫ 1

0
θ2 ϕ′′

(
σ + ς−

(
θ

2
ω +

2− θ

2
y
))

dθ (7)

=
2

y−ω
ϕ′
(

σ + ς−
(

ω + y
2

))
− 8

(y−ω)2 ϕ

(
σ + ς−

(
ω + y

2

))
+

16

(y−ω)3

∫ σ+ς− ω+y
2

σ+ς−y
ϕ(w)dw.

Thus, we obtain the required equality by using (6) and (7) in (5).

Remark 2. For ω = σ and y = ς, we can express the equality as follows:
1

ς− σ

∫ ς

σ
ϕ(w)dw− ϕ

(
σ + ς

2

)
(8)

=
(ς− σ)2

16

[∫ 1

0
θ2
[

ϕ′′
(

θ

2
σ +

2− θ

2
ς

)
+ ϕ′′

(
θ

2
ς +

2− θ

2
σ

)]
dθ

]
.

This reduces to a result by Sarikaya and Kiris in [17].
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Theorem 3. If conditions of Lemma 1 hold and |ϕ′′| is convex, then we have the following inequality:

∣∣∣∣
1

y−ω

∫ σ+ς−ω

σ+ς−y
ϕ(w)dw− ϕ

(
σ + ς−

(
ω + y

2

))∣∣∣∣ (9)

≤ (y−ω)2

16

[
2
3
(∣∣ϕ′′(σ)

∣∣+
∣∣ϕ′′(ς)

∣∣)− 1
3
(∣∣ϕ′′(ω)

∣∣+
∣∣ϕ′′(y)

∣∣)
]

.

Proof. Using the equality (4) and the Jensen–Mercer inequality, we obtain
∣∣∣∣

1
y−ω

∫ σ+ς−ω

σ+ς−y
ϕ(w)dw− ϕ

(
σ + ς−

(
ω + y

2

))∣∣∣∣

≤ (y−ω)2

16

[∫ 1

0
θ2
∣∣∣∣ϕ′′
(

σ + ς−
(

θ

2
y +

2− θ

2
ω

))∣∣∣∣dθ

+
∫ 1

0
θ2
∣∣∣∣ϕ′′
(

σ + ς−
(

θ

2
ω +

2− θ

2
y
))∣∣∣∣dθ

]

≤ (y−ω)2

16

[∫ 1

0
θ2
(∣∣ϕ′′(σ)

∣∣+
∣∣ϕ′′(ς)

∣∣−
(

θ

2

∣∣ϕ′′(y)
∣∣+ 2− θ

2

∣∣ϕ′′(ω)
∣∣
))

dθ

+
∫ 1

0
θ2
(∣∣ϕ′′(σ)

∣∣+
∣∣ϕ′′(ς)

∣∣−
(

θ

2

∣∣ϕ′′(ω)
∣∣+ 2− θ

2

∣∣ϕ′′(y)
∣∣
))

dθ

]

=
(y−ω)2

16

[
2
3
(∣∣ϕ′′(σ)

∣∣+
∣∣ϕ′′(ς)

∣∣)− 1
3
(∣∣ϕ′′(ω)

∣∣+
∣∣ϕ′′(y)

∣∣)
]

which completes the proof.

Remark 3. For ω = σ and y = ς, we get the following inequality:
∣∣∣∣

1
ς− σ

∫ ς

σ
ϕ(w)dw− ϕ

(
σ + ς

2

)∣∣∣∣

≤ (y−ω)2

48
[∣∣ϕ′′(σ)

∣∣+
∣∣ϕ′′(ς)

∣∣].

This is established by Sarikaya and Kiris in [17] (Theorem 3 for s = 1).

Theorem 4. If conditions of Lemma 1 hold and |ϕ′′|q, q ≥ 1 is convex, then we have the following
inequality:

∣∣∣∣
1

y−ω

∫ σ+ς−ω

σ+ς−y
ϕ(w)dw− ϕ

(
σ + ς−

(
ω + y

2

))∣∣∣∣ (10)

≤ (y−ω)2

16

(
1
3

)1− 1
q
[(

1
3

(∣∣ϕ′′(σ)
∣∣q +

∣∣ϕ′′(ς)
∣∣q
)
− 1

8

(∣∣ϕ′′(ω)
∣∣q + 5

3

∣∣ϕ′′(y)
∣∣q
)) 1

q

+

(
1
3

(∣∣ϕ′′(σ)
∣∣q +

∣∣ϕ′′(ς)
∣∣q
)
− 1

8

(∣∣ϕ′′(y)
∣∣q + 5

3

∣∣ϕ′′(ω)
∣∣q
)) 1

q
]

.

Proof. From the equality (4) and employing the power mean inequality, we obtain:
∣∣∣∣

1
y−ω

∫ σ+ς−ω

σ+ς−y
ϕ(w)dw− ϕ

(
σ + ς−

(
ω + y

2

))∣∣∣∣

≤ (y−ω)2

16

[∫ 1

0
θ2
∣∣∣∣ϕ′′
(

σ + ς−
(

θ

2
y +

2− θ

2
ω

))∣∣∣∣dθ

+
∫ 1

0
θ2
∣∣∣∣ϕ′′
(

σ + ς−
(

θ

2
ω +

2− θ

2
y
))∣∣∣∣dθ

]
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≤ (y−ω)2

16

(∫ 1

0
θ2dθ

)1− 1
q



(∫ 1

0
θ2
∣∣∣∣ϕ′′
(

σ + ς−
(

θ

2
y +

2− θ

2
ω

))∣∣∣∣
q
dθ

) 1
q

+

(∫ 1

0
θ2
∣∣∣∣ϕ′′
(

σ + ς−
(

θ

2
ω +

2− θ

2
y
))∣∣∣∣

q
dθ

) 1
q


.

According to the Jensen–Mercer inequality, we can express it as
∣∣∣∣

1
y−ω

∫ σ+ς−ω

σ+ς−y
ϕ(w)dw− ϕ

(
σ + ς−

(
ω + y

2

))∣∣∣∣

≤ (y−ω)2

16

(
1
3

)1− 1
q
[(

1
3

(∣∣ϕ′′(σ)
∣∣q +

∣∣ϕ′′(ς)
∣∣q
)
− 1

8

(∣∣ϕ′′(ω)
∣∣q + 5

3

∣∣ϕ′′(y)
∣∣q
)) 1

q

+

(
1
3

(∣∣ϕ′′(σ)
∣∣q +

∣∣ϕ′′(ς)
∣∣q
)
− 1

8

(∣∣ϕ′′(y)
∣∣q + 5

3

∣∣ϕ′′(ω)
∣∣q
)) 1

q
]

.

Hence, the proof is completed.

Remark 4. For ω = σ and y = ς in Theorem 4, we have the following inequality:
∣∣∣∣

1
ς− σ

∫ ς

σ
ϕ(w)dw− ϕ

(
σ + ς

2

)∣∣∣∣

≤ (ς− σ)2

16

(
1
3

)1− 1
q
[(

5
24

∣∣ϕ′′(σ)
∣∣q + 1

8

∣∣ϕ′′(ς)
∣∣q
) 1

q

+

(
1
8

∣∣ϕ′′(σ)
∣∣q + 5

24

∣∣ϕ′′(ς)
∣∣q
) 1

q
]

.

This is established by Sarikaya and Kiris in [17] (Theorem 5 for s = 1).

Theorem 5. If conditions of Lemma 1 hold and |ϕ′′|q, q > 1 is convex, then we have the following
inequality:

∣∣∣∣
1

y−ω

∫ σ+ς−ω

σ+ς−y
ϕ(w)dw− ϕ

(
σ + ς−

(
ω + y

2

))∣∣∣∣

≤ (y−ω)2

16× 2p+1



(∣∣ϕ′′(σ)

∣∣q +
∣∣ϕ′′(ς)

∣∣q −
( |ϕ′′(y)|q + 3|ϕ′′(ω)|q

4

)) 1
q

+

(∣∣ϕ′′(σ)
∣∣q +

∣∣ϕ′′(ς)
∣∣q −

(
3|ϕ′′(y)|q + |ϕ′′(ω)|q

4

)) 1
q


.

Proof. From the equality (4) and Hölder inequality, we get
∣∣∣∣

1
y−ω

∫ σ+ς−ω

σ+ς−y
ϕ(w)dw− ϕ

(
σ + ς−

(
ω + y

2

))∣∣∣∣

≤ (y−ω)2

16

(∫ 1

0
θ2pdθ

) 1
p



(∫ 1

0

∣∣∣∣ϕ′′
(

σ + ς−
(

θ

2
y +

2− θ

2
ω

))∣∣∣∣
q
dθ

) 1
q

+

(∫ 1

0

∣∣∣∣ϕ′′
(

σ + ς−
(

θ

2
ω +

2− θ

2
y
))∣∣∣∣

q
dθ

) 1
q


.
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From the Jensen–Mercer inequality, we have
∣∣∣∣

1
y−ω

∫ σ+ς−ω

σ+ς−y
ϕ(w)dw− ϕ

(
σ + ς−

(
ω + y

2

))∣∣∣∣

≤ (y−ω)2

16× 2p+1



(∣∣ϕ′′(σ)

∣∣q +
∣∣ϕ′′(ς)

∣∣q −
( |ϕ′′(y)|q + 3|ϕ′′(ω)|q

4

)) 1
q

+

(∣∣ϕ′′(σ)
∣∣q +

∣∣ϕ′′(ς)
∣∣q −

(
3|ϕ′′(y)|q + |ϕ′′(ω)|q

4

)) 1
q


.

Thus, the proof is completed.

Remark 5. For ω = σ and y = ς in Theorem 5, we obtain [17] (Theorem 4 for s = 1).

3. Applications

In this section, we present practical uses for the specific mean of real numbers. For any
given positive real numbers σ, ς (σ 6= ς), we establish the following definitions for means:

(1) The arithmetic mean

A(σ, ς) =
σ + ς

2
,

(2) The harmonic mean

H(σ, ς) =
2σς

σ + ς
,

(3) The logarithmic mean

L(σ, ς) =
ς− σ

ln ς− ln σ
,

(4) The p-logarithmic mean for p ∈ R− {−1, 0}

Lp(σ, ς) =

[
ςp+1 − σp+1

(p + 1)(ς− σ)

] 1
p

.

Proposition 1. For the function ϕ : [σ, ς] → R, the following inequality holds for ω, y ∈ [σ, ς]
and ω < y :

∣∣∣L2
2(σ + ς− y, σ + ς−ω)− (2A(σ, ς)− A(ω, y))

∣∣∣

≤ (y−ω)2

12
.

Proof. The proof can be done for ϕ(w) = w2 in Theorems 3 and 4.

Proposition 2. For the function ϕ : [σ, ς] → R, the following inequality holds for ω, y ∈ [σ, ς]
and ω < y :

∣∣∣L2
2(σ + ς− y, σ + ς−ω)− (2A(σ, ς)− A(ω, y))

∣∣∣

≤ 41− 1
q (y−ω)2

16× 2p+1 .

Proof. The proof can be done for ϕ(w) = w2 in Theorem 5.
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Proposition 3. For the function ϕ : [σ, ς] → R, the following inequality holds for ω, y ∈ [σ, ς]
and ω < y :

∣∣∣L−1(σ + ς− y, σ + ς−ω)− (2A(σ, ς)− A(ω, y))−1
∣∣∣

≤ (y−ω)2

48

[
8H−1

(
σ3, ς3

)
− 4H−1

(
ω3, y3

)]
.

Proof. The proof can be done for ϕ(w) = 1
w , w 6= 0 in Theorem 3.

4. Concluding Remarks

This study establishes novel Hermite–Hadamard–Mercer-type inequalities applicable
to twice differentiable convex functions. Furthermore, it demonstrates that these newly
derived inequalities serve as generalizations of certain previously established inequalities
in [17]. Several applications involving specific properties of real numbers, utilizing recently
established inequalities, are also presented. This presents an intriguing and innovative
challenge for future researchers aiming to derive analogous inequalities for increased
differentiability and various forms of convexity. It presents an intriguing challenge for
upcoming researchers to derive analogous inequalities for various fractional integrals by
employing convexity and non-fractal sets .
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