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Preface

Major growth in population, along with its flow from rural areas to urban agglomerations,

causes the problem of food shortages and becomes the primary determinant of global poverty.

The food shortage is also significantly exacerbated by land degradation, which lowers agricultural

yields and livestock productivity. Fortunately, a rapid development of technologies, including

information technologies and renewable energy sources, is currently observed in many aspects of

the economy. The direction of research is towards the utilization of renewable energy, which will

help fulfill the energy demand and also mitigate environmental problems. The use of renewable

energy plays an important role in agriculture, where technologies are also being improved from

year to year; agricultural production is growing, and machinery and systems are becoming more

autonomous and robotic, which is no longer possible without complex computing, optimization,

planning, and working with large amounts of data. Nowadays, a large amount of unstructured

heterogeneous data fuels the demand to extract useful insights in an automatic, reliable, and scalable

way. The agriculture sector, however, is historically less receptive to innovation and lags behind

the implementation of contemporary solutions, which defines the relevance of this Special Issue.

The purpose of this reprint, titled “Advanced Technologies in Agricultural Engineering and Energy

Optimization”, is to publish research papers as well as review articles addressing recent advances in

agriculture engineering within the confines of the use of various energy types. This reprint covers

high-quality papers from academics and industry-related researchers in the areas of power supply in

rural areas, biofuels and renewable energies used in agriculture, energy efficiency and conservation

in agriculture, agricultural robotic applications, livestock production, application of electrophysical

impact on agricultural objects, technologies in harvesting and seed machinery, solutions for digital

and precision agriculture, applied mathematics, environmental bioengineering, machine learning,

artificial intelligence, pattern recognition, data mining, multimedia processing, and big data to show

the most recently advanced methods.

Vadim Bolshev, Vladimir Panchenko, Nallapaneni Manoj Kumar, Pandian Vasant, Igor

Litvinchev, and Prasun Chakrabarti

Editors
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Landfill Waste Segregation Using Transfer and Ensemble
Machine Learning: A Convolutional Neural Network Approach
Angelika Sita Ouedraogo, Ajay Kumar * and Ning Wang

Biosystems and Agricultural Engineering, Oklahoma State University, 111 Agriculture Hall,
Stillwater, OK 74078, USA
* Correspondence: ajay.kumar@okstate.edu; Tel.: +1-405-744-5431

Abstract: Waste disposal remains a challenge due to land availability, and environmental and health
issues related to the main disposal method, landfilling. Combining computer vision (machine
learning) and robotics to sort waste is a cost-effective solution for landfilling activities limitation. The
objective of this study was to combine transfer and ensemble learning to process collected waste
images and classify landfill waste into nine classes. Pretrained CNN models (Inception–ResNet-v2,
EfficientNetb3, and DenseNet201) were used as base models to develop the ensemble network,
and three other single CNN models (Models 1, 2, and 3). The single network performances were
compared to the ensemble model. The waste dataset, initially grouped in two classes, was obtained
from Kaggle, and reorganized into nine classes. Classes with a low number of data were improved
by downloading additional images from Google search. The Ensemble Model showed the highest
prediction precision (90%) compared to the precision of Models 1, 2, and 3, 86%, 87%, and 88%,
respectively. All models had difficulties predicting overlapping classes, such as glass and plastics,
and wood and paper/cardboard. The environmental costs for the Ensemble network, and Models 2
and 3, approximately 15 g CO2 equivalent per training, were lower than the 19.23 g CO2 equivalent
per training for Model 1.

Keywords: CNN; deep learning; ensemble learning; Inception–ResNet; EfficienNet; DenseNet; MSW;
image classification; computational cost

1. Introduction

Waste generation has increased over time along with demography, and soared from
88.1 million tons in 1960 to 292.4 million tons in 2018 [1]. The world waste production
is expected to increase by 70% and reach 3.4 billion tons by 2050 [2]. Landfilling is the
most common waste disposal method used worldwide, especially in the US. However,
the constant increase in waste generation has raised concerns about land availability, and
health and safety of humans, animals, and the environment [3]. The US Environmental
Protection Agency (U.S EPA) provided the following waste management hierarchy: source
reduction and reuse, recycling/composting, energy recovery, treatment, and disposal [1].

Waste recycling is one of the most environmentally friendly waste management pro-
cesses proposed. The process allows material recovery and saves energy by avoiding
new raw material mining (metals) and production (plastics, glass, and papers) [4]. In
addition, recycling reduces landfilling activities and therefore minimizes air and water
pollution [5]. However, waste recycling remains a challenge because of the lack of viable
and cost-effective technologies for the segregation of wet and contaminated waste (waste
with high moisture and food waste) [6]. Waste recycling involves manual and mechanical
sorting. Manual sorting is inefficient and dangerous for workers because of the toxic nature
of waste [6,7]. In addition, the lack of manpower makes the process challenging [6]. Me-
chanical sorting on the other hand processes dry recyclables only and requires presorting by
households or at initial disposal place (trash can). However, the lack of public knowledge
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and awareness on waste recycling practices and improper waste categorization by residents
often lead to inefficient recycling and result in contaminated batches that get routed to
landfills [7,8]. Due to the aforementioned reasons, the recycling efficiency in the US is low
and about half of the US waste is still landfilled. Hence, it is imperative to develop cost
effective technologies that will not rely on household waste separation and be able to sort
waste at landfill or processing sites.

The convolutional neural network (CNN) method, a subbranch of deep learning
specifically for computer vision, has potential use in building a cost-effective waste seg-
regation system for landfill wastes using classification of waste images. The availability
of performant CNN algorithms helps towards developing cost effective and automated
waste sorting systems with visually guided robotic arms for waste segregation. According
to the US Environmental Protection Agency [1], landfill wastes are municipal solid wastes
composed of over nine types of materials: paper and paperboard, glass, metals, plastics,
yard trimmings, food, wood, rubber and leather, textiles, misc. inorganic waste, and others.
These waste classes can be separated and reused (recyclable material) or properly disposed
of via biological (composting and anaerobic digestion of food waste) and thermal process-
ing (gasification and pyrolysis with energy recovery) to avoid landfilling. The main goal of
this study is to develop and fine tune a CNN algorithm to classify landfill waste into nine
marketable material classes (aluminum, carton, e-waste, glass, organic waste, paper and
cardboard, plastics, textiles, and wood).

Several conference papers investigated waste classification using CNNs but very
limited number of peer-reviewed published journals on the same topic exist. A pretrained
CNN (ResNet 18) was used to classify recyclable waste into four classes (plastic, paper,
metals, and glass) in one study that reported an accuracy of 87.8% [4]. Another study
reported an accuracy of 82% in classifying recyclable waste into five classes using another
pretrained model, DenseNet169 [7]. These studies only targeted recyclables and categorized
waste into four and five classes. In this study, the landfill waste will be classified into nine
classes and a combination of CNNs, transfer learning, and ensemble learning will be used.
Moreover, based on the results reported in literature, the accuracy of waste classification
using the CNN can be improved [4,7]. To date, no study has used a combination of
Inception–ResNet, EfficientNet, and DenseNet via transfer and ensemble learning to classify
landfill waste into nine classes. Consequently, the three pretrained CNNs were used as a
base model to develop the ensemble network. This study investigated and compared the
proposed model’s performance to the three other networks (Models 1, 2, and 3) trained on
the same data and conditions as the ensemble model. In addition, the models’ training cost
and environmental burden were investigated.

The rest of the paper is presented in four sections: Section 2 defines the CNN base
models used; Section 3 presents the methodology used; Section 4 presents the results and
discussion, and Section 5 presents the summary and conclusions.

2. Pretrained CNN Models Architecture

This study used three pretrained CNNs as base models to build the ensemble network.
These pretrained Convolutional Neural Networks are models that were trained on large
datasets. For example, ImageNet was created by a team of researchers to provide a large
database for object recognition models training [9]. The database is composed of more
than a million images categorized into 1000 classes and has been used in the ImageNet
Large Scale Visual Recognition Challenge (ILSVRC) every year since 2010. The challenge
has allowed the development of several CNN models such as VGG (Visual Geometry
Group) and Inception (previously called GoogleNet) [10]. Pretrained CNN models have
shown a potential for image classification. In this study, the pretrained models including
Inception–ResNet-v2, EfficientNetB3, and DenseNet201 were used to develop an ensemble
model for landfill waste classification into nine classes.

2
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2.1. Inception–ResNet

The Inception–ResNet-v2, introduced by Szegedy, et al. [11], is a hybrid version based
on the architectures of Inception family and residual connection [11]. The author described
the network as costly but significantly performant in terms of recognition [11]. Inception–
ResNet-v2 has a deep structure composed of 164 layers. As shown in Figure 1, the model’s
basic architecture is composed of stem block, five Inception–ResNet-As, a reduction-A, ten
Inception–ResNet-Bs, a reduction-B, five Inception–ResNet-Cs, an average pooling, and
a dropout layer (Figure 1) [11]. The residual connection used in the model is known for
improving the model training speed and reducing network degradation due to its deep
structure [11,12].
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2.2. EfficientNet

EfficientNet was introduced by Tan and Le [13]. The network was reported to be
8.4 times smaller and 6.1 times faster than existing CNNs. Tan and Le [13] applied advanced
scaling to all three dimensions (depth, width, and resolution) of the network using an
effective compound coefficient. Unlike other research that scale up depth, width, or
resolution, the authors uniformly scaled up the three dimensions with a fixed ratio, which
therefore, led to a higher accuracy (Figure 2) [13,14].

2.3. Densely Connected Convolutional Network (DenseNet)

The Densely Connected Convolutional Network (DenseNet) comes from a collabo-
rative work between Cornell and Tsinghua Universities and Facebook AI research [15].
The network was designed to address challenges related to gradient vanishing due to the
increased depth of the CNN models [15]. The authors found that connecting all layers to
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each other guarantees information flow throughout the network. Figure 3 shows the archi-
tecture of DenseNet 201 (201 layers), which is composed of a convolution layer, pooling
layer, dense blocks, and transition layers (convolution and average pooling layers).
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3. Methods

This study proposed a CNN model using transfer and ensemble learning to classify
landfill waste into nine classes: aluminum, carton, e-waste, glass, organic waste, paper and
cardboard, plastics, textiles, and wood.

3.1. Deep Learning Libraries

Open-source platforms and libraries such as Keras, TensorFlow, Numpy, Matplotlib,
Scikit-Learn, and Seaborn were used to train the models, and Google Colab Pro [16] was
used as the training platform. Keras is a deep learning framework and open-source library
capable of running on top of TensorFlow [17]. Keras provides full access to the TensorFlow
platform and can run experiments faster [17]. Tensorflow is an open-source library able to
carry complex numerical computation for machine learning and artificial intelligence [17].
In this study, Tensorflow and Keras were used for data processing (ImageDataGenerator),
CNN architecture (layers, model), model training/optimization (regularizers, optimizers
and callbacks), and evaluation (utils). Numpy is a library for Python used to work with
arrays, matrices, linear algebra, and Fourier transform, etc. In this study, Numpy was
used to transform images into matrices. Matplotlib is a library and an extension of Numpy
used for plotting. The library was used to plot models, training curves, and performance
metrics. The Scikit-Learn library was used to establish the models’ classification reports
(performance metrics) and confusion matrices. Google Colab Pro was used as a training
platform for the CNN models. The platform offers faster GPU (NVIDIA P100 or T4), longer
runtimes, and additional RAM.

3.2. Data Collection and Preprocessing

A waste dataset of 22,500 images was collected from waste classification dataset
on Kaggle [18]. The dataset was preprocessed through image scrapping (repeated and
misclassified image removal) and reorganized into nine groups with a total of 6536 images:
aluminum, carton, e-waste, glass, organic waste, paper and cardboard, plastics, textiles and
wood. Waste classes such as e-waste, carton, textiles, and wood had a low number of images.
Therefore, the aforementioned classes datasets were increased by downloading 1810 images
from Google Search and a recycling waste dataset on Kaggle. Finally, 8346 images were
included in the study. Figure 4 and Table 1 show the dataset samples and repartition per
class of waste, respectively.
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Table 1. Waste dataset collection and repartition per class.

№ Classes Class Items Initial
Database

Added
Database

Total Number
of Images

1 Aluminum Canes, plates, bottles, leads, bottle openers, trash
cans, cooking pots, car parts, and silverware 1019 - 1019

2 Carton Juice, milk, and cigarettes boxes 382 151 533

3 E-waste Batteries, electronics (computer, phones, etc.)
circuit boards, microchips, cables, and chargers - 1029 1029

4 Glass Bottles, jars, containers, cups, decoration, plates,
and pitchers 1089 - 1089

5 Organic waste Fruits, vegetables, meats, fast food, meals, plants,
seeds, cheese, bread, and eggshells 1053 - 1053

6 Paper and
cardboard

Newspapers, magazines, books, shipping boxes,
letters, envelopes, gift and pizza boxes, shredded
paper, flyers, and stickers.

1194 - 1194

7 Plastics
Bottles, containers, cups, plates, food packaging,
bags, silverware, furniture, cases, buckets,
planting pots, and trash bins

1035 - 1035

8 Textiles Clothes, curtains, towels, decorations, sheets,
bags and fabric 346 484 830

9 Wood
Signs, furniture, cases, wood blocks, tiles,
utensils, plates, silverware, wine cork, pellets,
boards, baskets, mashed wood, and containers.

418 146 564

Total 6536 1810 8346

After the dataset was uploaded in the simulation platform, all images in RGB format
were resized to 224 × 224 pixels in resolution for data uniformity. A data augmentation
technique is used to increase dataset size, reduce overfitting, capture more features, and
therefore, increase the CNN models’ performance. In this study, the ImageDataGenerator
function was used for data augmentation techniques such as horizontal flip, shearing (0.2),
zooming (0.2), and dataset repartition (training and validation). The waste dataset was
then divided into training dataset (80%) and validation dataset (20%).

3.3. Ensemble Method

The method proposed in this study is called the ensemble method. The technique
consists of combining feature extraction techniques of three CNN models to improve waste
class prediction using the concatenation function. Transfer learning is known as a suitable
technique to address the lack of data and computing cost. The hypothesis of this study is
that combining several CNN models using transfer learning and ensemble learning will
enhance useful and diverse feature collection and increase waste prediction accuracy, while
reducing misclassification errors (for classes with similar features such as plastics, glasses,
and metals). The pretrained models were trained on the waste dataset and the optimized
weights were used to build the ensemble model.

The ensemble model architecture can be divided into three sections (Figure 5). The
first section (grey in Figure 5) is the image collection and preprocessing step. The second
section (Model 1, 2, and 3) consists of using weights of three pretrained CNNs through
transfer learning to classify the waste dataset into nine classes. Models 1, 2, and 3 were built
using Inception–ResNet, EfficientNetb3, and DenseNet201 as base models, respectively.
An input layer was created for each model to define the image shape. The models’ feature
extraction abilities were optimized using layers such as a batch normalization layer, dense
layer, dropout layer, and an additional dense layer (classifier for nine classes). Once the
models were trained on the waste dataset, the updated weights were ensembled through
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concatenation (third section) and trained again (yellow in Figure 5). The networks’ loss
function, also called its objective function, was defined using categorical crossentropy
(multiple classes). The optimizer in charge of the networks’ learning rate was set using
Adamax (0.001 initial learning rate). When CNN models are trained independently, the
concatenation step is challenging and leads to errors because layers have repetitive names
and parameters are not compatible. To resolve the issue, a method was created to allow
Models 1, 2, and 3 to be trained and validated in the same algorithm. The models were
saved and used to build, train, and validate the ensemble model.
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3.4. Experiment Setting

Four CNN models (Model 1: Inception–ResNet-v2 based, Model 2: EfficientNetB3
based, Model 3: DenseNet201 based, and Model 4: the Ensemble Model) were run with the
waste dataset of 8346 images containing nine classes of waste. CNNs. The training was
completed on 80% of the waste dataset and the remaining 20% was used for testing and
validation. The networks were trained in 80 epochs.
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3.5. Performance Measures

The performance of each CNN model was evaluated using accuracy, precision, f-1
score, and recall. Performance metrics were evaluated using prediction indicators, true and
false positives and true and false negatives. A true positive is when a data point belonging
to a positive class is correctly predicted (belongs to positive class). A true negative is
when a data point belonging to a negative class is correctly predicted (belongs to negative
class). Alternatively, a false positive and negative correspond to an incorrect prediction of a
positive and negative class, respectively.

Accuracy is the number of correct predictions made over the total predictions (Equation (1)),

Accuracy (%) =
True positives + True negatives

Total prediction
. (1)

Precision is the ratio of true positives and total positives (Equation (2)),

Precision (%) =
True Positives

(True positives + False positives)
. (2)

Recall or sensitivity is the quotient of true positive and sum of true positive and false
negatives (Equation (3)),

Recall (%) =
True Positives

(True positives + False negatives)
. (3)

F1-score is the harmonic mean of precision and recall (Equation (4)),

F− 1 score (%) =
2× Precision× Recall

Precision + Recall
. (4)

4. Results and Discussion
4.1. Performance Metrics

Figure 6 shows the accuracy, precision, recall, and F1-score of the Ensemble Model
and the three single networks (Models 1, 2, and 3). The Ensemble Model was the most
performant model (accuracy: 90% and precision: 90%) and was followed by Model 3
(accuracy: 88% and precision: 88%). Model 2 (accuracy: 87% and precision: 87%) and
Model 1 (accuracy: 86% and precision: 86%) were the poorest performing models. As shown
in Table 2, the Ensemble Model predicted each waste class did better than Models 1, 2, or
3. The precision accuracy for wood was very low for all models. However, the Ensemble
Model prediction accuracy was higher (71% precision) than those of Models 1, 2, and 3
(69%, 63%, and 70%, respectively). The low precision accuracy for wood is due to the small
data size of the class (Table 1). Another reason for the misclassification of wood as food or
cardboard was due to feature similarities among the classes. The prediction accuracy of
the model proposed in this study was higher than the results reported by Gyawali, Regmi,
Shakya, Gautam and Shrestha [4] (88% accuracy) and Zhang, Yang, Zhang, Bao, Su and
Liu [7] (82% accuracy). These results proved that combining multiple pretrained CNNs as
base model increased feature extractions abilities and led to higher prediction accuracy. The
effect of waste class number on the Ensemble Model’s performance was investigated by
training and testing the model to predict six waste classes. The model showed a prediction
accuracy of 93%, leading to the conclusion that the model’s performance increases as the
number of classes decreases.

4.2. Error Per Class and Model

Wood, textiles, paper/cardboard, and plastics were the waste classes with the highest
prediction errors. The prediction errors were calculated by summing misclassified images
per class and per model. As mentioned above, all models performed poorly in classifying
wood, with precision values of 69, 63, 70, and 71% for Models 1, 2, and 3 and the Ensemble
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Model, respectively. Prediction performances for Models 1 and 2 were low for plastics (82
and 83%, respectively), while Model 3 showed a low precision for paper and cardboard
class (86%). Figure 7 shows the percentage of errors for each model per class. Overall, the
Ensemble Model had the lowest prediction error. However, this model was the second-most
accurate in predicting glass (behind Model 3), textiles (behind Model 1) and wood (behind
Model 3).
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Table 2. Models’ precision per class (%).

Ensemble Model 1 Model 2 Model 3

Aluminum 95 88 94 91
Carton 95 90 91 88
E-waste 93 92 90 92

Glass 93 92 91 92
Organic waste 92 88 90 89

Paper & cardboard 88 87 85 86
Plastics 87 82 83 89
Textiles 95 86 95 92
Wood 71 69 63 70

4.3. Confusion Matrix

The confusion matrices (Figure 8) show the models’ prediction performance on the
test dataset. The horizontal axis represents the predicted values (predicted classes) from
the CNN models and the vertical axis shows the true values (true classes) of the data. The
diagonal line represents accurate predictions. Although the Ensemble Model’s overall
performance was higher than those of Models 1, 2, and 3, the results showed that all models
had difficulties in the classification of waste classes with similar features such as glass
and plastics, paper/cardboard and wood, e-waste and aluminum and wood and organic
waste. Azis, et al. [19] reported that plastics were confused with glass and cardboard.
Susanth, et al. [20] confirmed that glass was misclassified as metal and plastic, metal as
glass, plastic as glass, and metal and paper as trash. Rahman, et al. [21], Mao, et al. [22],
and this study observed similar trends. According to Huang, Lei, Jiao and Zhong [6], the
misclassification errors could be due to several issues such as: 1. plastic and glass bottle
were so similar that the human eye could not detect a difference; 2. a plastic or glass bottle
was covered with a plastic or paper label; and 3. metal was covered with a plastic or paper
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sticker. Wood and textiles were additional classes sorted in this study. Wood was mostly
misclassified as paper and carboard because of feature similarities. Mao, Chen, Wang and
Lin [22] supported that paper and carboard features were extracted based on the edges and
corners. Wood shares similar features.
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This study was a unique case study using three CNN models’ knowledge to classify
landfill waste into nine classes. Limited number of peer reviewed journals in the field have
reported such a comparison. Table 3 shows the comparison between other research findings
(4 conferences and 2 journals), and the results obtained with the ensemble method. The
Ensemble method’s accuracy was higher than the accuracies reported by Miko, et al. [23]
(75%) with Inception v3 and Ruiz, et al. [24] with ResNet (89%). Accuracy reported by
other studies varied between 93 and 95% when models were trained to classify six classes
(Table 3), while this study classified nine waste classes. An evaluation of the Ensemble
Model on six waste classes showed a higher accuracy (93%) than on nine waste classes,
which was among the highest. Wood misclassification led to lower nine-class prediction
accuracy. In addition, the characteristics of the dataset (non-uniform background, different
color light, and non-obvious features) used to train and test the models affected the results.
Overall, the Ensemble Model prediction performance was higher than the pretrained CNNs
investigated in this study. The results of that model proved that the combination of transfer
and ensemble learning reduced the sensitivity of CNNs to small datasets and increased
useful feature extraction.

Trained CNN models are dependent on image datasets that the model was trained on,
as the model’s learning process is based on features extracted from the images. Waste image
prediction is challenging because of image noises such as background, object deformation,
dirt, and presence of several types of waste on an image. To increase the prediction accuracy
of the models presented in this study, images with several backgrounds and deformed
images were included in the dataset. Though these types of noise were included in the
dataset used in this study, other noise types, such as wastes with soil/dirt, were not
included.
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Figure 8. Confusion matrices: (a) Model 1; (b) Model 2; (c) Model 3; (d) Ensemble.

Table 3. Comparative results of different models.

# Method Data Source Data Size Number of
Classes Classes Accuracy (%) References

1 Inception
V3 - 2433 6 Cardboard, glass, paper, plastic,

metal, and organic waste 75 [23]

2 ResNet TrashNet 2527 6 Cardboard, glass, paper, plastic,
metal, and trash 89 [24]

3 Inception-
v3 GitHub 2400 6 Cardboard, glass, paper, plastic,

metal, and others 93 [19]

4 YOLO - 2527 6 Cardboard, glass, paper, plastic,
metal, and organic trash 94 [25]

5 DenseNet169 TrashNet and
Google images 4163 6 Cardboard, glass, paper, plastic,

metal, and trash 95 [20]

6 ResNet-34 GITHUB 2560 6 Cardboard, glass, paper, plastic,
metal, and trash 95 [21]

7 Ensemble Kaggle and
Google images 5559 6 Cardboard, glass, paper, plastic,

aluminum, and organic waste 93 This study

8 Ensemble Kaggle and
Google images 8346 9

Paper and cardboard, glass,
plastic, aluminum, organic

waste, carton, wood, textiles,
and e-waste

90 This study
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4.4. Models Training Cost

Training CNNs requires large computational resources with fast GPUs. Although cost
can vary with time and between vendors, the average value of a Tesla T4 GPU is $1797 [26].
This study trained and tested the ensemble model on a paid subscription of Google Colab
Pro using GPU (Tesla T4). Use of computational resources to train CNNs requires energy
consumption and therefore leads to an environmental cost. Using the method proposed in
Strubell, et al. [27], the carbon footprint of training the CNN models was calculated. The
total power consumption (Pt) of each model shown in (Equation (5)) was calculated using
each model’s training time (t), the 2022 power usage effectiveness factor (1.55) [28], and
the power (Pg) consumed by the Tesla T4 GPU (70 W) [29]. The environmental cost is the
amount of CO2 emitted due to training the CNN models and was calculated using the
factor provided by the US EPA for average CO2 produced per power consumed (0.976 lb.
of CO2 equivalent/kWh) [30]. Table 4 shows the training time, total power consumption
and environmental cost (grams CO2 equivalent) of the Ensemble network and Models 1, 2,
and 3.

Pt = 1.58 tPg (5)

Table 4. CNNs models computational costs.

CNN Models Training Time
(Minutes)

Total Power
(Wh)

Environmental Cost
(g CO2 Equivalent)

Ensemble 19.28 34.87 15.45
Model 1 24.00 43.40 19.23
Model 2 19.57 35.38 15.68
Model 3 18.77 33.94 15.04

According to Table 4, training the Ensemble networks emitted less carbon dioxide
(15.45 g CO2 equivalent) compared to Models 1 (19.23 g CO2 equivalent) and 2 (15.68 g
CO2 equivalent). However, Model 3 showed the lowest carbon footprint (15.04 g CO2
equivalent). The Ensemble Model was built using three networks. However, the Ensemble
Model’s training time, power consumption, and environmental cost are close to, or lower
than the single networks’ computational cost. These results proved that the combination of
transfer and ensemble learning was energy-efficient.

5. Conclusions

The exponential increase in waste generation, shortage of land availability, and envi-
ronmental and health related issues have led to the search for novel waste management
methods to limit landfilling. Waste recycling is one of the most preferred methods for waste
management. However, due to lack of cost-effective sorting technologies, waste segrega-
tion and recycling remain a challenge. Advances in machine learning have the potential
to solve this challenge through development of automated and visually guided robotic
arms to sort wastes. In this study, several models (Models 1, 2, and 3) were developed
with pretrained Inception-ResNet-v2, EfficientNetB3, and DenseNet201 as base models
using transfer learning. An ensemble model was developed using a combination of the
three models via transfer and ensemble learning. The performance metrics showed the
ensemble model was the highest performant of all networks, with a precision of 90%, while
precision ranged from 86% to 88% for Models 1, 2, and 3. The results showed that by
combining transfer and ensemble learning approaches, network performance increased
and increased essential feature extraction despite, the relatively small dataset. Additionally,
the multi-network’s environmental cost (15.45 g CO2 equivalent) was similar to single
networks’ (Models 2 and 3) cost (15.68 and 15.04 g CO2 equivalent, respectively) and lower
than Model 1′s environmental impact (19.23 g CO2 equivalent).
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Abstract: Power transformers play a crucial role in maintaining the stability and reliability of energy
systems. Accurate moisture assessment of transformer oil-paper insulation is critical for ensuring
safe operating conditions and power transformers’ longevity in large interconnected electrical grids.
The moisture can be predicted and quantified by extracting moisture-sensitive dielectric feature
parameters. This article suggests a deep learning technique for transformer moisture diagnostics
based on long short-term memory (LSTM) networks. The proposed method was tested using a
dataset of transformer oil moisture readings, and the analysis revealed that the LSTM network
performed well in diagnosing oil insulation moisture. The method’s performance was assessed using
various metrics, such as R-squared, mean absolute error, mean squared error, root mean squared
error, and mean signed difference. The performance of the proposed model was also compared with
linear regression and random forest (RF) models to evaluate its effectiveness. It was determined that
the proposed method outperformed traditional methods in terms of accuracy and efficiency. This
investigation demonstrates the potential of a deep learning approach for identifying transformer
oil insulation moisture with a R2 value of 0.899, thus providing a valuable tool for power system
operators to monitor and manage the integrity of their transformer fleet.

Keywords: power transformer; oil-immersed insulation; moisture forecasting; long short-term memory

1. Introduction

The prognostic health management (PHM) of transformers is essential since it enables
the early detection of possible faults, thus preventing unanticipated downtime and expen-
sive repairs [1]. PHM can also help optimize the transformers’ maintenance schedule, which
reduces costs and improves overall reliability. Additionally, PHM also helps to extend the
lifespan of transformers by identifying and addressing potential issues at embryonic stages.
Consequently, PHM contributes to transformers’ safe and dependable operation, which is
essential for preserving the power supply and preventing power outages.

The transformer’s insulation can deteriorate due to moisture, which could result in
arcing and electrical discharge [2]. It causes corrosion in the transformer tank, which lowers
insulating performance, thus potentially leading the transformer to break down. When
a significant moisture content is present, paper insulation ages more quickly, decreasing
transformers insulating efficiency and life expectancy [3]. According to existing literature,
moisture is not only responsible for the loss of the dielectric strength of the transformers, but
it also upsurges power loss due to deterioration in insulating qualities, such as an increase
in acidity and a fall in the flash point of transformer oil. The insulating performance of
transformers is dynamic, which has been immensely quantified in the existing literature
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by estimating moisture and aging degrees [4]. Due to the detrimental effects moisture has
on a transformer’s operation and lifespan, assessing moisture levels is a crucial part of
transformer condition monitoring processes.

Transformer oil-paper insulation is used in electrical transformers to insulate and pro-
tect electrical components from moisture. Moisture in the transformer oil-paper insulation
causes a reduction in the transformer’s efficiency, which leads to electrical failures. Thus,
moisture forecasting in transformer oil-paper insulation helps to predict and prevent these
issues and save energy. Maintenance schedules can be optimized by forecasting the mois-
ture levels in transformer oil-paper insulation, preventing moisture from reaching harmful
levels [5]. Therefore moisture forecasting can help prolong the transformer’s life and reduce
the prerequisite for repairs or replacements, ultimately saving energy [6]. Additionally,
by monitoring and controlling the moisture levels in the transformer, the transformer’s
efficiency can be maintained, which in turn will help to reduce energy losses and improve
the overall performance of the electrical grid. Furthermore, moisture forecasting can be
used to anticipate the likelihood of moisture-induced defects, which can be used to plan
transformer maintenance. Therefore, the danger of unplanned outages is reduced, and
energy distribution can be planned appropriately.

Several methods for predicting moisture in transformer oil-paper insulation have
been put forth in the literature. Dielectric frequency domain spectroscopy (DFDS), a non-
destructive testing method used to assess the state of transformer oil-paper insulation, is
one of the most frequently employed techniques [7]. The loss factor (tan delta), which
is associated with the transformer oil-paper insulation’s dielectric properties, is a mea-
surement of the energy dissipation of the insulation. Another technique that has been
proposed in the literature is the usage of sensors, such as capacitive sensors [8], resistive
sensors [9], and optical sensors [10]. The moisture level in the oil-paper insulation of a
transformer can be measured with these sensors. However, the intrusive nature of these
sensors can compromise the transformer’s oil-paper insulation integrity. Recently, machine
learning-based approaches have been utilized for predictive health monitoring in trans-
former oil-paper insulation [11]. These methods predict the crucial factor in the transformer
oil-paper insulation by using features obtained from the dielectric properties as inputs to a
machine learning model, such as neural networks. Some studies have shown that these
machine learning-based approaches can effectively anticipate crucial health-sensitive pa-
rameters and can be applied for the prognostic health monitoring of transformer oil-paper
insulation. Implementing predictive maintenance is anticipating when moisture levels may
be high and taking precautions before problems arise; this is done by analyzing historical
information and applying machine learning algorithms. In terms of managing numerous
correlated time series, long short-term memory (LSTM), a form of recurrent neural net-
work (RNN), is frequently seen as being superior at prediction compared to conventional
statistical techniques, such as autoregressive integrated moving average (ARIMA) [12,13].
Additionally, LSTM networks can learn and represent non-linear correlations in the data,
which is challenging to perform with conventional statistical techniques. Based on the
content of existing literature, a novel method of a moisture determination-based DFDS test
conducted on a small number of samples is presented in this paper. The findings suggest
that the reported technique can predict oil-paper insulation moisture to obtain feature
parameters for training the LSTM model. The key novelty of this research is to adopt a
hybrid DFDS-LSTM-based approach to transformer moisture diagnosis.

2. Materials and Methods

The current density within insulation can be expressed in terms of the conduction
current, the vacuum, and polarization displacement currents. The transition from the
time to the frequency domain can be achieved analytically by the Fourier transform. The
relationship between the total current density, J(t), and the electric field intensity, E(t),
within an insulation system is expressed in the s domain as follows [14]:
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J(ω) = σoE(ω) + jωεoE(ω) + jωεoF(ω)E(ω) (1)

The Fourier transform of the dielectric response function is denoted as F(ω), which
is equivalent to the complex susceptibility χ(ω) [15], where χ(ω) can be represented as
imaginary and real components (χ(ω) = χ′(ω)− j χ′′ (ω)) as follows:

J(ω) = ωεo

{[
σo

ωεo
+ χ′′ (ω)

]
+ j

[
1 + χ′(ω)

]}
E(ω) (2)

In terms of the complex relative dielectric permeability, (εr = εr
′(ω)− j εr ′′ (ω)) can

be expressed as follows:

J(ω) = jωεo[εr
′′ (ω)− j εr

′′ (ω)]E(ω) (3)

By comparing Equations (2) and (3), the frequency-dependent dielectric dissipation
factor can be given as follows:

tanδ =
εr ′′ (ω)

εr ′(ω)
=

σo
ωεo

+ χ′′ (ω)

1 + χ′(ω)
(4)

Transformer oil-paper insulation is examined using DFDS, a non-destructive testing
method. As shown in Figure 1, the procedure comprises supplying the transformer with
a variable-frequency alternating current (AC) voltage and measuring the transformer oil-
paper insulation’s complex permittivity and loss factor in the frequency domain. The
transformer oil-paper insulation has abnormalities, including moisture retention, partial
discharge, and other impurities, which can be found and located using the DFDS procedure,
which is a robust tool for monitoring the insulation condition.
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The loss factor and the energy loss of the transformer insulation can also be directly
correlated with energy dissipation.

The simplified expression for the energy loss per unit volume (E) can be expressed as:

E = 2π f ∗ εoε
′′
r ∗ E2

o (5)

where f is the frequency, and the electric field strength is represented by Eo.
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2.1. Accelerated Aging Experiment

The insulation samples used for the accelerated aging of transformer oil-paper in-
sulation samples are prepared in a laboratory by simulating the conditions that cause
aging in real-world transformers. A flowchart of the experiment design for extracting the
DFDS dataset for the transformer moisture diagnostics technique is shown in Figure 2. The
experimental setup for conducting accelerated thermal aging and dielectric frequency do-
main spectroscopy (DFDS) analysis of various aging samples is demonstrated in Figure 3a.
The OPI aging samples use copper foil to replicate the high and low-voltage transformer
windings (C, D). The composite insulation system is also simulated using a pressboard
cylinder (A) and kraft paper (B, E); pressboard strips are utilized to separate the B and
E kraft and to imitate oil ducts, as presented in Figure 3b. The insulation samples were
constructed using kraft paper, a pressboard cylinder, and mineral oil with a density of
0.89 g/cm3 at 20 ◦C.
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view of the test sample, (c) Prepared sample.

In this study, 20 laboratory-prepared insulation samples were examined to analyze
moisture variation within transformer oil-paper insulation. The samples underwent a
preheating process for 48 h to remove the initial moisture content. The study utilized 14
of the 20 samples for training and 6 for validation and testing. Seven of the samples were
subjected to accelerated aging at intervals of 0, 320, 640, 960, 1280, 1600, and 1920 h, and the
same process was repeated for the remaining seven training samples. Notably, the training
data was obtained from the 14 samples with an initial moisture content of less than 0.5%.
To validate the results, accelerated aging samples were collected for testing and validation
by taking out samples at various time intervals, up to 1920 h. In this research study, the oil
moisture content was measured in parts per million (PPM) using the Karl Fischer test at a
temperature of 30 degrees Celsius. Based on the results, the moisture content in the paper
was estimated using Oommen moisture equilibrium curves. Subsequently, the dielectric
frequency response of the insulation samples was measured using an impedance analyzer
instrument to generate the DFDS dataset. The range of tan delta (tanδ) measurements in the
study was between 0.00225 and 0.383, which provides valuable insights into the electrical
properties of the transformer oil-paper insulation.

The radar plot in Figure 4 provides valuable insights into the aging behavior of the
tan delta values. It can be determined that the tan delta is higher in the low-frequency
regions, except for the initial samples with low moisture content. Additionally, the plot
reveals that the tan delta of the samples increases as the aging process advances in a
clockwise direction. It is apparent that the aging conditions affect the dielectric properties
of the insulation, specifically in the lower frequencies, and it helps monitor the state of
the transformer oil-paper insulation and identify potential problems before they lead to
significant failures. It is clearly evident from Figure 4 that the variation in tan delta with
aging at varying frequencies is barely noticeable. This fact highlights the difficulty in
extracting moisture-sensitive features from the dielectric frequency domain spectroscopy
data using conventional statistical methods.
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Moisture content is an essential indicator of the condition and aging of the transformer
oil-paper insulation, and it is crucial to forecast it accurately. However, the stability of
the dielectric properties makes it difficult to extract moisture-sensitive features from the
DFDS data. Therefore, this paper proposes using an LSTM-based deep learning method for
forecasting moisture variation inside the transformer tank through non-intrusive DFDS
feature parameters. LSTM is a recurrent neural network that can capture temporal depen-
dencies in the data, allowing it to make accurate predictions even when the data is not
easily interpretable using conventional statistical methods [16]. Although insulation DFDS
is also affected by the aging duration, the literature suggests that the effect of moisture
on DFDS is significantly higher than aging [17]. This disparity becomes even smaller for
oil-immersed insulation, thus justifying the proposed approach for moisture estimation
through learning non-linear temporal dependencies using LSTM. Several accelerated ag-
ing tests of varying durations were carried out to study the impact of thermal aging on
transformer oil. Utilizing a coulombmeter setup based on the Karl Fischer titration (KFT)
technique, the moisture content of the oil is estimated. An impedance analyzer instrument
was employed to measure the curves’ DFDS characteristics of insulation samples. Predic-
tive maintenance for transformer moisture assessment using machine learning algorithms
involves several steps:

• Collecting historical data on moisture levels in the transformer oil and paper insulation
while relevant variables.

• Data preprocessing through cleaning and transforming the data to remove any missing
or inaccurate values.

• Training the ML model through preprocessed data to predict moisture levels based on
the input variables.

• Validating the model through a separate dataset ensures generality and accurate
prediction of different moisture levels.
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2.2. Proposed Model

Long Short-term Memory (LSTM) is a recurrent neural network that excels at fore-
casting time series data. LSTMs have been demonstrated to perform effectively well on
time series forecasting tasks. Furthermore, they have been employed in various industrial
applications, including power system monitoring and control [18]. LSTMs are intended to
respond with sequential data with many dependencies and long-term trends. An LSTM’s
central concept is to utilize gates to control the flow of information across the network,
allowing it to recall specific information for more extended periods. An LSTM model is
trained using specific information and data, which in this investigation includes historical
data of oil moisture measurements, dielectric loss factor, aging hour, and cyclic features.
These features are then extracted from the data to predict insulation conditions in terms of
forecasting transformer oil moisture levels.

The input-output equation of an LSTM model can be represented as follows:

y(t) = f (x(t), h(t − 1), c(t − 1)) (6)

where y(t), x(t), h(t − 1), c(t − 1), and f(.) is the output at time step t, the input at time step
t, the hidden state at time step t-1, the memory cell state at time step t-1, and the LSTM
function, respectively. The LSTM function maps the input, hidden state, and memory cell
state to the output at time step t [19]. The LSTM model takes in the input x(t) at each time
step t and uses it along with the hidden state h(t − 1) and memory cell state c(t − 1) from
the previous time step to calculate the output y(t) at the current time step. The hidden
state and memory cell state is updated at each time step based on the input and previous
hidden state, allowing the LSTM to maintain a certain level of information for an extended
period. In more detail, the LSTM model takes the input features, the DFDS, and the aging
hours (AH), and processes them through multiple layers of LSTM cells and fully connected
layers. The LSTM cells capture the temporal dependencies in the data, while the fully
connected layers map the input features to the output, which is the moisture concentration.
Figure 5 provides a visual representation of the comprehensive training process for the
whole moisture diagnosis algorithm. The training operation of an LSTM-based model for
forecasting moisture variation inside the transformer tank using aging hour and tan delta
as feature parameters involves several steps:

• Data preparation: the first step is to prepare the data for training, which includes
collecting and preprocessing the data, such as cleaning, normalizing, and segmenting
the data. The data is divided into input and output sets, with the aging hour and tan
delta as the input features and moisture as the target or output.

• Model architecture: the LSTM model architecture is defined, including the number
of layers, the number of units in each layer, and the activation functions used. The
model architecture is designed to handle the input data, with the input layer reshaped
to match the shape of the input data and the output layer designed to output the
moisture values.

• Training: the model is then trained using the input-output data sets, where the input
is the aging hour and tan delta data, and the output is the corresponding moisture
content. The model is trained to learn the non-linear relationship between the input
features and the output and make accurate moisture content predictions.

• Optimization: during the training process, the model is optimized using a chosen
optimization algorithm, such as Adadelta, to minimize the error between the predicted
and actual moisture content. The learning rate of the optimizer is a hyperparameter
that is adjusted to optimize the model’s performance.

• Evaluation: the model is evaluated using a validation set to assess its performance
and accuracy after the training process, and it is fine-tuned by adjusting the hyperpa-
rameters.

21



Energies 2023, 16, 2382

• Forecasting: once the model is trained and optimized, it can forecast moisture content
in transformer oil-paper insulation. The model takes an aging hour and tan delta as
inputs and forecasts the moisture content.
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Figure 5. The flowchart of the moisture diagnosis algorithm.

The model architecture and hyperparameters, determined empirically in this study, are
fine-tuned during the training phase to achieve the best outcomes. In this investigation, the
moisture content of transformers was predicted using a long short-term memory network
model. The model’s architecture comprised an input layer, an LSTM layer, and a dense
output layer. The input layer had the shape of (5, 6), which is implemented using the
Keras library. This input layer reshaped the input data to a specific shape that the LSTM
layer could handle. The LSTM layer had 100 units, and it is responsible for capturing the
temporal dependencies in the data. The loss function used in the study was the mean
absolute error (MAE).

A sigmoid activation function, a prevalent choice for this type of problem, was utilized
by the LSTM layer. The sigmoid function is utilized to introduce non-linearity to the model,
enabling it to learn intricate connections between the input and output properties. The
output layer is a dense layer with a single unit that maps the output of the LSTM layer
to the final predicted moisture content. The dense layer is connected to the LSTM layer
with fully connected weights, allowing it to make a final prediction based on the output
of the LSTM layer. The LSTM model was trained to utilize a series of input-output pairs
consisting of dielectric frequency domain spectroscopy and aging hour data as inputs
and the corresponding moisture content as the output. Through utilizing this technique,
accurate moisture forecasting was acquired for oil-paper transformer insulation.
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2.3. Model Optimization

Recurrent neural networks, such as LSTM, primarily excel at time series forecast-
ing. However, adequate tuning of the LSTM model is required for excellent performance.
Hyperparameters are adjustable parameters of a machine learning model that are estab-
lished before the training process and do not undergo modification during training. A
combination of hyperparameters, including the number of LSTM layers, learning rate, and
sequence length, were employed in a deep-learning model to predict transformer insulation
conditions through moisture forecasting. The selection of the optimal hyperparameters
was achieved using a combination of techniques, such as grid search, error, and the reduce
on plateau method.

The Adadelta optimizer is a popular method for tuning LSTM models. Adadelta is an
adaptive learning rate optimization algorithm that modifies the learning rate automatically
during training. It makes use of the gradient and past data to adjust the learning rate on the
run. Adadelta is very effective for deep neural network training, such as LSTM, because
it can help overcome diminishing or exploding gradients [20]. In this study, an Adadelta
optimizer was utilized to tune the LSTM model. The initial learning rate was set to 0.01,
and ρ and ε values were kept to 0.98 and 1 × 10−8, respectively. The optimal learning rate
that yields the best performance is chosen using a grid search method by evaluating its
performance on a validation set. Also, Adadelta has the advantage of requiring less memory
and processing than other optimization techniques, such as Adam, RMSprop, and Adagrad.
Furthermore, it is less sensitive to the initial learning rate, making it more resistant to
hyperparameter selection [21]. The Adadelta optimizer increased the performance of the
proposed LSTM model for obtaining accurate moisture forecasting results in transformer
oil-paper insulation.

3. Results

The proposed LSTM-based transformer’s insulation moisture forecasting model was
trained and evaluated on a compiled dataset of dielectric frequency domain spectroscopy
measurements of oil-paper insulation, which empowers the model to predict future mois-
ture levels in the insulation accurately. During the model training, 70% of the dataset was
used, while the remaining 30% was split into a 15% test set and a 15% validation set, the
former was used to evaluate the model’s performance, and the latter was used for hyperpa-
rameter tuning and overfitting prevention. An LSTM model on the dielectric aging DFDS
dataset is trained in this study, and its performance is assessed by depicting the loss curve.
The loss curve shown in Figure 6 demonstrates that the model’s error lowers consistently
as the training iterations are increased, demonstrating that the system effectively learns
from the training data. The final training loss achieved by the model is 0.027, which is
relatively low compared to the range of possible loss values. Additionally, the curve also
exhibits a progressive decline in fluctuations, indicating that the model is not overfitting
the training set of data. These outcomes show how well the LSTM model generalizes well
to new information and, therefore, is effective at learning the features in the dataset. After
the training operation is complete, the model validation is carried out independently on
a previously intact sample. Quantifiable metrics, including the R-squared (R2) value, are
used to assess the performance and generalization capabilities of the proposed moisture
level forecasting model. R-squared is a statistical measure that shows the percentage of
the variance in the dependent variable that can be predicted by the independent variable.
R-squared is typically used to measure the fraction of the variance in observed oil moisture
levels that are predictable from the historical data provided as input to the LSTM model
when forecasting transformer oil moisture.
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The results of the LSTM-based moisture forecasting model are displayed in Figure 7.
The x-axis represents the time in hours, and the y-axis represents the moisture content
in percentage. The red line represents the actual moisture content, and the green line
represents the forecasted moisture content. The plot illustrates the ability of the LSTM
model to accurately predict the moisture content of transformer oil-paper insulation over
time. The plot shows a good alignment between the actual and forecasted values, indicating
that the model has a high level of accuracy and reliability.
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Figure 7. Results of the LSTM-based moisture forecasting model.

Table 1 summarizes the forecasting model’s performance metrics using R2, mean abso-
lute error (MAE), mean squared error (MSE), root mean squared error (RMSE), and mean
signed difference (MSD). These metrics are commonly used to evaluate the performance
of forecasting models and provide a comprehensive evaluation of the model’s accuracy
and consistency. The R2 measures how well the model fits the data; it ranges between
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0 and 1, where one means that the model perfectly fits the data. MAE, MSE, and RMSE
are measures of the error between the predicted and actual values. MSD measures the
difference between the predicted and actual values that consider the difference’s sign. The
values in the table represent the average error or difference across all the predictions made
by the model. An R-squared value of 0.899 indicates that the model fits the data well and
explains a large proportion of the variance in the observed oil moisture levels. This value
indicates that the LSTM model is able to explain 89.9% of the variance in the moisture
content of transformer oil-paper insulation.

Table 1. Performance metrics of the moisture forecasting model.

R2 MAE MSE RSME MSD

0.899 0.166 0.058 0.241 0.060

The proposed model’s MAE, MSE, and RMSE values were determined to be 0.166,
0.058, and 0.241, respectively, correspondingly showing a modest average difference be-
tween predicted and actual moisture levels. The proposed approach was also compared to
two regularly used moisture forecasting models: a traditional linear regression model and a
random forest (RF) model. In terms of accuracy, the suggested LSTM model outperformed
the classic linear regression model and the RF model, with an R-squared value of 0.899 vs.
0.376 and 0.654, respectively. The LSTM model also outperformed linear regression and
RF in terms of MAE, MSE, and RMSE, with values of 0.166, 0.058, and 0.241, respectively,
versus 0.226, 0.172, and 0.414, respectively, for linear regression and 0.205, 0.151, and 0.387
for RF, respectively. Table 2 compares the proposed model’s performance metrics with
linear regression and the random forest model.

Table 2. Comparison of the performance metrics of the proposed model with linear regression and
random forest models.

MODELS R2 MAE MSE RSME

LR 0.376 0.226 0.172 0.414

RF 0.654 0.205 0.151 0.387

LSTM 0.899 0.166 0.058 0.241

Table 3 provides an average comparison of actual moisture, moisture forecast, and
percentage error for different samples for ten iterations. The performance of the proposed
model was evaluated using percentage error, a widely used metric to measure the accuracy
of forecasting models. The percentage errors for the proposed model were calculated using
the formula: percentage error = (|actual value–predicted value|/actual value) × 100. The
results showed that the percentage errors for the proposed model were 3.22, 3.13, 0.54, 0.52,
and 0.48 for five different samples. The proposed model achieved an average percentage
error of 1.57%. These results demonstrate the potential of the proposed model to provide
more accurate predictions of moisture content in transformer oil-paper insulation.

Table 3. Comparison of actual moisture, moisture forecast, and percentage error.

Moisture (%)
(Actual)

Moisture (%)
(Forecast)

Absolute Error
(Forecast)

Percentage Error
(Forecast)

1.24 1.20 0.04 3.22

1.28 1.24 0.04 3.13

3.70 3.68 0.02 0.54

3.87 3.85 0.02 0.52

4.12 4.10 0.02 0.48
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4. Discussion

The maintenance and longevity of power transformers are crucial for ensuring stability
in energy systems. The moisture in transformer oil-paper insulation can cause deterioration
and result in electrical failures. Therefore, to prevent such issues, it is crucial to forecast
the moisture levels in the insulation accurately. In this regard, this study proposes a novel
approach to moisture diagnosis that uses a hybrid DFDS-LSTM method. The hybrid method
combines the benefits of deep feature selection, and long short-term memory techniques
have the potential to improve the accuracy of moisture prediction. The proposed method
was tested using a dataset of transformer oil moisture readings. In terms of accuracy and
efficiency, the proposed method performed well with an R2 value of 0.899, thus proving
itself as a valuable tool for power system operators to monitor and manage the integrity of
their transformer fleet. This study highlights the potential of a deep learning approach for
accurately identifying transformer oil insulation moisture and contributes to developing
effective prognostic health management systems for transformers.

In this study, the performance of long short-term memory (LSTM) networks was
compared with linear regression and random forest models for forecasting transformer
moisture. According to the findings, the LSTM model performed significantly better in
performing accurate predictions than the linear regression or the random forest models.
LSTM networks could capture long-term dependencies in the data by using a memory
cell, which allows them to maintain a certain level of information for an extended period.
Hence it is beneficial for transformer moisture forecasting, as the moisture content of the
transformer oil-paper insulation is affected by both short-term and long-term factors, such
as temperature, aging, and dielectric properties. In contrast, linear regression and random
forest models are not intended to handle time series data and cannot capture long-term
dependencies within the data [22]. In this investigation, the linear regression model failed
to capture the non-linear relationship between input characteristics and moisture content.
The random forest model captured the non-linear relationship between the input features
and the moisture content, although it performed worse than the LSTM model. As a result of
their ability to capture long-term dependencies in the data, LSTM networks are especially
suited for transformer moisture forecasting tasks. Furthermore, their capacity to handle
non-linear relationships between input features and output makes them a better alternative
for transformer moisture predictions than linear regression and random forest models.

5. Conclusions

In this research, accelerated aging insulation samples were prepared in the laboratory
to rapidly obtain the moisture-effected aging characteristics of the transformer insulation.
Dielectric spectroscopy of oil-paper samples was obtained; however, moisture-sensitive
features are complex to extract for accurate moisture forecasting. A deep learning method
based on LSTM was proposed to forecast moisture variations inside the transformer tank
through non-intrusive DFDS feature parameters. The proposed model was validated by
collecting data from a real-life transformer, and the results showed that the proposed model
was able to accurately predict moisture variations inside the transformer tank. The DFDS
dataset was analyzed to extract moisture-sensitive features, and the LSTM-based deep
learning method was proposed to forecast the moisture variation inside the transformer
tank. The model was trained and validated using the DFDS dataset and the moisture
measurements of the samples. The results of this study provide insight into the moisture
variation inside the transformer oil-paper insulation and demonstrate the potential of the
proposed LSTM-based model to provide accurate and non-intrusive moisture forecasting.

Overall, this research demonstrates the effectiveness of using LSTM-based deep learn-
ing for forecasting moisture variations in transformer oil-paper insulation. The proposed
model can be used for prognostic monitoring of transformer oil-paper insulation and
predicting the transformer’s health status. This study can help prolong the transformer’s
life and reduce the need for unplanned repairs or replacements, eventually saving energy.
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Furthermore, the results of this research can potentially improve the electrical grid’s overall
performance by reducing energy losses and minimizing the risk of unexpected outages.
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Abstract: Agriculture activities are completely dependent upon energy production worldwide. This
research presents sensorless speed control of a three-phase induction motor aided with an extended
Kalman filter (EKF). Although a proportional integral (PI) controller can ensure tracking of the rotor
speed, a considerable magnitude of ripples is present in the torque generated by a motor. Adding
a simple derivative to have a proportional integral derivative (PID) action can cause a further increase
in ripple magnitude, as it allows the addition of high-frequency noise in the system. Therefore,
a fractional-order-based PID control is presented. The proposed control scheme is applied in a closed
loop with the system, and simulation results are compared with the PID controller. It is evident
from the results that the fractional order control not only ensures 20 times faster tracking, but ripple
magnitude in torque was also reduced by a factor of 50% compared to that while using PID and
ensures the effectiveness of the proposed strategy.

Keywords: sensorless control; extended Kalman filter; fractional order control; fractional calculus;
non-integer integral-differential equations

1. Introduction

The arrival of electric motors helped the world in moving towards automation. Electric
motors, especially induction motors (IMs), play a vital role in the field of electrical engi-
neering due to that the induced voltage in the rotor results in a rotor current without any
physical contact with the rotor windings. Due to the wide range of industrial applications,
speed control to date is an important aspect of IMs.

Induction motors are known for their robustness, reliability, and efficiency, making
them well-suited for use in harsh and outdoor environments. IMs also require less main-
tenance compared to other types. Induction motors are widely used in the agricultural
industry to power various types of equipment, such as pumps, conveyors, and fans. They
are particularly useful in irrigation systems, where they are used to power large pumps that
draw water from wells or rivers and distribute it to the crops. Aside from that, they are also
used to power grain elevators, threshers, and other machinery used in crop processing [1,2].
Induction motors can be connected to the power take-off (PTO) shaft of a tractor to drive
various types of equipment such as plows, harrows, and mowers.
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2. Literature Review

Considering the importance in terms of their application in industry, a variety of
control strategies have been proposed in the literature for speed control of the IMs.
A brief survey of different control approaches namely, Scalar control, Direct self-control,
and Direct torque control (DTC), has been presented in [3]. In this research, scalar and
field-oriented control problems of IM are moderately solved by vector control techniques
(VCTs). The control design approach for IMs being used in heating, air conditioning, and
ventilation has been presented in [4]. Critical analysis of torque ripples, tracking speed,
control algorithm complexity parameter variation, and switching loss is presented in [5].
Field-oriented control (FOC) for the field weakening region of the IM is presented in [6].
The FOC is used to provide a parameter dependent control of torque and flux of the IM
which can then be used in speed control of the motor. The main limitation of this work
comes from the dependency of the approach on system parameters. A slight change in the
motor parameters can cause instability in the system. To achieve high switching frequency,
Direct self-control (DSC) is presented in [7]. DSC is similar to direct torque control (DTC)
except one needs to achieve DTC by controlling the rotor flux.

In Ref. [8], a high-efficiency speed control approach for IM is presented. The basic
principle of this operation involves employing a switching table for the selection of the
output voltage of the inverter. In [9], hysteresis controllers are designed for stator flux and
torque control for IM. The limitations of the controllers proposed in [9] include the presence
of high-frequency ripples and the ability to achieve reference tracking of motor speed for
a relatively shorter range. To address the aforementioned issues, DTC [10,11] multilevel
converters [12,13] and model predictive control (MPC) [14] have been presented for IMs.
A cascaded free control structure to reduce the complexity of MPC is presented in [15].

The space vector modulation technique for direct torque control was introduced in
1992, and since then, various structures have been proposed in the literature [16]. A PI
controller is used to generate a suitable voltage vector with torque variation. A stator
flux-oriented control strategy is presented in [17,18]. Instead of a hysteresis controller for
generating voltage components, two PI controllers are used, and a sensorless algorithm is
applied to estimate flux torque. This approach is used to minimize the cost of the installation
of sensors and cabling. In [19], a PI controller with two different tuning approaches is
used: one is symmetric optimum, and the other is root locus. The simulation results are
validated through experimentation. In [20], an indirect field-oriented control technique
is implemented on the induction motor. A proportional integral derivative controller is
designed by researchers, and the controller parameter is tuned by the numerical method.

Aside from speed control, various techniques are also presented in the literature
for speed estimation. A comparative study based on non-linear estimators is presented
in [21]. In Ref. [22], a sliding-mode observer is used to estimate the motor’s states. The
dynamic model of the motor is presented in a dual frame of reference. In this paper,
the low-speed region is controlled without using the signal injection technique [23]. An
adaptive controller with an accurate model is created. Adaptive feedforward control
compensates for uncertainty and non-linear factors. A comparative analysis is presented
with three control approaches. The presented control technique is complex in structure
and cannot be implemented for low-cost applications. A high-order sliding mode control
technique twinning with an adaptive observer is proposed in [24]. The adaptive observers
are highly dependent on the motor parameters and are not stable [25,26]. They provide
motor control without mechanical sensors. The main drawback of this approach is a static
error that is proportional to speed. In Ref. [27], a novel observer is developed for the linear
system based on fuzzy logic. The Taylor series linearizes the fifth-order non-linear model
of an induction motor. The T-S fuzzy model and observer were presented in this paper.
Exponential convergence of estimation errors is also achieved in this study. Experimental
results validate speed tracking. In Ref. [28], the rotor position is estimated using an adaptive
filter. Furthermore, a reduction in the complexity of the mathematical model of a motor is
also presented.
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In Ref. [29], a simple flux regulation method is presented as a solution for the induction
motor’s low speed and no speed issues. A constant switching frequency controller is
proposed in this paper. This research reduces the flux drop issues due to hysteresis control
and offers a wide speed range of control.

Contributions of the Proposed Work

The significant contributions of this work have been listed as follows:

1. Speed control of an induction motor by designing three fractional order controllers for
flux, speed, and torque along with space vector modulation (SVM) for ripple reduction.

2. Reference speed tracking, which provides tracking with less rise time, settling time,
and overshoot Speed tracking covers a wide range, e.g., low to high, high to low, and
again high. The speed reversal tracking (anti-clockwise rotation) of the three-phase
induction motor is also highlighted.

3. The state estimation concept for a sensor-free system is provided. The induction
motor model is extended by adding two more states: speed and load torque. The EKF
estimator is designed for sensorless control, which provides ideal filtering of noise
and estimates states with minimal error.

The paper is organized as follows: Section 2 describes the induction motor model
used in speed control. Section 3 illustrates the control strategy of the induction motor.
Sections 4 and 5 demonstrate the EKF and SVM techniques used in research, respectively.
Simulated results are discussed in Section 6, and a brief conclusion is presented in Section 7.

3. Three-Phase Induction Motor

In this research, a three-phase squirrel-cage induction motor is considered where
stationary reference frames are employed. In this frame of reference, the rotor winding is
fixed to the frame and thus appears stationary. Using [25,30], equations from (1)–(16) are
achieved. The winding on the d-q axis is designated as ds, dr, qs, and qr. The direct and
quadrature axes of a three-phase induction motor are shown in Figure 1. Voltage and flux
linkage equations can be given as [25]:

Vds = Rsids +
.

ψds − ψqsωr (1)

Vqs = Rsiqs +
.

ψqs + ψdsωr (2)

Vdr = Rridr +
.

ψdr (3)

Vqr = Rriqr +
.

ψqr (4)

Flux-linkage Equations:

ψds = Lsids + Lmidr (5)

ψqs = Lsiqs + Lmiqr (6)

ψdr = Lridr + Lmids (7)

ψqr = Lriqr + Lmiqs (8)
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State Space Model

The time-dependent model of the induction motor can be given by Equations (9) and (10)
where stator components, current, and flux are the state variables [25].

.
x(t) = Ax(t) + Bu(t) (9)

y(t) = Cx(t) (10)

where,

x(t) =




isα

isβ

ψsα

ψsβ


, y(t) =

[
isα

isβ

]

A =




a1 −ωr a2 ωra3
ωr a1 −ωra3 a2
−Rs 0 0 0

0 −Rs 0 0


 (11)

B =




a4 0
0 a4
1 0
0 1


, C =




1 0
0 1
0 0
0 0




T

(12)

where

a1 = −
(

Rs

σLs
+

Rr

σLr

)
, a2 =

Rs

σLsLr
, a3 =

1
σLr

, a4 =
1

σLs
and σ = 1− L2

m
LsLr
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The torque equation is defined as:

Te = P
(
ψsαisβ − ψsβisα

)
(13)

The rotating speed of the stator magnetic field can be given as:

Ns =
120× f

n
(14)

.
ωr =

1
J
[Te − TL − frωr] (15)

A list of nomenclature used in this work is given in Table 1 at the beginning of the
paper and the values of motor parameters are provided in Table 2.

Table 1. List of parameters.

Symbols Description

isα Stator current along the alpha axis
isβ Stator current along the beta axis
ids Stator current along the direct axis
iqs Stator current along the quadrature axis
ψsα Stator flux along the alpha axis
ψsβ Stator flux along the beta axis
ψds Stator flux along the direct axis
ψqs Stator flux along the quadrature axis
Vds Stator voltages along the direct axis
Vqs Stator Voltage along quadrature axis
idr Rotor current along the direct axis
iqr Rotor current along the quadrature axis
ψdr Rotor flux along the direct axis
ψqr Rotor flux along the quadrature axis
Vdr Rotor voltages along the direct axis
Vqr Rotor voltages along quadrature axis
σ Blondel’s coefficient
Te Electromagnetic torque
TL Load torque
ωr Rotor speed
n Number of poles
f Frequency

VDC DC-bus voltage

Table 2. Motor parameters [25].

Parameter Symbol Value Unit

Resistance of stator Rs 6.75 Ω
Resistance of rotor Rr 6.21 Ω

Inductance of stator Ls 0.51 H
Inductance of rotor Lr 0.5192 H
Mutual inductance Lm 0.4957 H
Friction coefficient fr 0.002 Nm/rad
Inertia coefficient J 0.01240 kg m2

Poles p 2 -
Power P 1.1 kW

4. Control Strategy

Despite the arrival of many effective design methods in the control field, PID con-
trollers are undeniably adopted in industrial settings. The primary reason for the excessive
use of PID in the industry is its cost-benefit ratio. In this research, fractional order propor-
tional integral derivative (FOPID) and PI controllers are used for speed, flux, and torque
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control. To apply the controllers in the closed loop, a stator flux-oriented control strategy is
adopted in this work. Torque is aligned to the quadrature axis, while the stator flux vector
is aligned along the direct axis, maintaining the quadrature component of stator flux at
zero. The global control strategy is done by following the steps given below:

1. The estimated torque, speed, and flux signal are subtracted from the reference signal.
2. The difference between the reference and estimated signal (error signal) is then acting

as input to the controller.
3. The reference signal is converted into (α, β) coordinate system. Using Clark transfor-

mation and the knowledge of line voltage, current, and voltage in a stationary frame
of reference are obtained. Clark and Inverse Clark transformation matrices are given
in (16) and (17).

4. After modulation, the signal is then fed into the inverter.

The control scheme is shown in Figure 2.

[
vα

vβ

]
=




0.66 0.33 −0.33
0 0.57 −0.57

0.33 0.33 0.33






va
vb
vc


 (16)

Inverse Clark transformation is used to achieve three-phase voltages [30].




va
vb
vc


 =




cosθ −sinθ 1

cos
(
θ − 2π

3
)
−sin

(
θ − 2π

3
)

1

cos
(
θ + 2π

3
)
−sin

(
θ + 2π

3
)

1



[

vα

vβ

]
(17)
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Fractional−Order Controller

Fractional order Derivatives are frequently used to deal with any order of integral or
derivative. Among different kinds of definitions of derivatives and integrals, commonly
used definitions are Grünwald−Letnikov, Riemann-Liouville, and Caputo. Using Euler’s
gamma function, the integer order is introduced by Riemann and Louisville [31], which
defines the fractional order derivative as:

aDα
t f (t) =

1
Γ(n− α)

dn

dtn

∫ t

a

f (τ)

(t− τ)α−n+1 dτ, n− 1 < α < n, (18)

where a and t are the upper and lower bounds respectively, α is the order of derivative and
the operator aDα

t is the fractional differentiation or integrals [31,32]. The Laplace transform
technique is used to find the continuous time transfer function of integer-order systems.
The Laplace transform of the signal for an nth-order derivative can be given by (19) [31].

L{Dnx(t)} =
∫ ∞

0
e−st

0Dn
t x(t)dt = snX(s)−∑m−1

k=0 sk
0Dn−k−1

t x(t)| t=0 (19)
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where n has the range defined as m − 1 < n < m and m belongs to Z [33]. Oustaloup
presented the concept of employing a fractional order controller for a dynamic system. The
Oustaloup method is one of the real-time approximation techniques that uses a recursive
distribution of poles and zeroes. The transfer function based on Oustaloup’s method in the
given frequency range [ωl ωh] is given in (20).

sv ≈ k ∏N
n=1

1 + s
ωz,n

1 + s
ωp,n

(20)

In the approximation, order plays an important role in the performance of the approxi-
mating transfer function. The value of gain is trained in such a way that the overall gain
of the transfer function is maintained at 1 rad/s. Gain and phase dynamics are distorted
by low-order approximations. Higher orders of N can be utilized to eliminate ripples [34].
The approximate method will necessitate more processing power. In (20), the pole and zero
frequencies are stated by the following set of equations [34]:

ωz,1 = ωl
√

η (21)

ωp,n = ωz,nε, n = 1, . . . , N (22)

ωz,n+1 = ωp,nη, n = 1, . . . , N − 1 (23)

ε =

(
ωh
ωl

) v
N

(24)

η =

(
ωh
ωl

) 1−v
N

(25)

The value of v plays an important role in approximation e.g., when it is less than 0,
the equation behaves as an inverting equation and If |v| > 1, the estimate is not accurate
enough. As a result, it is necessary to approximate δ in (26).

sv = snSδ, n ∈ Z, δ[0, 1] (26)

Gc(s) = Kp + Kis−λ + Kdsµ (27)

Three parameters Kp, Ki, Kd and two orders µ, λ with non-integer values should be
optimized while constructing a FOPID controller. Taking (µ, λ) = (1, 1), (1, 0), (0, 1), (0, 0),
the classical controllers PID, PI, PD, and P are obtained. Figure 3a [35] shows the results
obtained through the classical controller. These traditional varieties of PID controllers
are all variations of the FOPID controller. Figure 3b [35] demonstrates how the fractional
order controller expands upon the traditional PID controller and spreads from a point to a
plane. This extension may provide and increase the controller’s versatility in more precisely
establishing control, objectives, and actual processes.
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the equation behaves as an inverting equation and If |v| > 1, the estimate is not accurate 
enough. As a result, it is necessary to approximate 𝛿 in (26). 𝑠𝑣 = 𝑠𝑛𝑆𝛿, 𝑛 ∈ 𝑍, 𝛿[0,1] (26)𝐺𝑐(𝑠) = 𝐾𝑝 + 𝐾𝑖𝑠−𝜆 + 𝐾𝑑𝑠𝜇 (27)
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optimized while constructing a FOPID controller. Taking (𝜇, 𝜆) = (1, 1), (1, 0), (0, 1), (0, 0), 
the classical controllers PID, PI, PD, and P are obtained. Figure 3a [35] shows the results 
obtained through the classical controller. These traditional varieties of PID controllers are 
all variations of the FOPID controller. Figure 3b [35] demonstrates how the fractional or-
der controller expands upon the traditional PID controller and spreads from a point to a 
plane. This extension may provide and increase the controller’s versatility in more pre-
cisely establishing control, objectives, and actual processes. 

 
 

(a) (b) 

Figure 3. PID: (a) Classical order; (b) Fractional order.
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5. Extended Kalman Filter (EKF)

In estimation theory, EKF is a non-linear filter used to estimate the non-linear states of
systems. The Kalman filter algorithm is optimal in terms of minimizing the variance of the
error estimation. It directly deals with system errors and treats them as noise. In the case of
a three-phase induction motor, if speed is a state variable, then the state model becomes non-
linear, so a suitable estimator for such non-linear systems is the EKF. Equations (28) and (29)
express the generic non-linear model used for the state estimation process.

dx(t)
dt

= f (x(t), u(t)) + w(t) (28)

y = h(x(t)) + v(t) (29)

where w(t) and v(t) denote noise and measurement noise, respectively.

EKF Algorithm

EKF algorithm is established to provide sensorless control that is required for state
estimation. The implementation of the filter state-space model of the motor is required.
After knowing state matrices, it is required to calculate the state transition matrix and
prediction state. By minimizing the estimation error covariance, optimality of the estimated
state is achieved. Initialization, prediction, and correction are involved in the EKF process
to estimate torque, speed, and flux. The extended state variables vector of the induction
motor can be defined as given in (30).




x1(t)
x2(t)
x3(t)
x4(t)
x5(t)
x6(t)



=




isα

isβ

ψsα

ψsβ

ωr
TL




(30)

The filter uses the current estimation of inputs and states. f is the nonlinear function
of the states and input. Input u is the alpha and beta components of stator voltage. Lin-
earization is done by using (31). Function F(t) and H(t) are the Jacobians. x̂(t) = E(x(t))
is the state space model whose states are estimated at t.

F(t) =
∂ f
∂x

(x̂(t), u(t)) (31)

H(t) =
∂h
∂x

(x̂(t)) =
[

1 0 0 0 0 0
0 1 0 0 0 0

]
(32)

Using F, the error covariance matrix is calculated as given in Equation (33). Initially,
the value of the error covariance matrix P is set to zero. Matrices Q and R are defined
in (34).

.
Pc(t) = F(t)Pc(t) + Pc(t)F(t)T − K(t)H(t)Pc(t) + Q(t) (33)

where K(t) = Pc(t)H(t)T R(t)−1.
System parameter values and covariance matrix are very important and effective on

the states estimation accuracy. Computational complexity avoided by covariance matrices
of measurement and system noises is chosen in diagonal form. These matrices are obtained
by considering the stochastic properties of noises [36,37]. The choice of R and Q matrix in
EKF filter design is significant. For state estimation design of the Q matrix is very crucial
as it affects the estimation error, and it is a weighting matrix. The literature proves that
the solution to the Riccati equation for error covariance is a first-order approximation. So,
when the system is linearized, then it is noisier than the non-linear system. So, tuning the
Q matrix is very critical. From the stability property of EKF, if the value of the Q matrix is
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positive definite, then the Controllability Gramian of (F, Q) is bounded and also positive
definite. This property for a non-linear system like our system helps in selecting the
Q matrix. This results in less estimation error. From the literature on control, an increase in
cost is inversely proportional to response speed. Q is tuned by adding a manual weight
of less than 50, which results in a significant estimation error. After that, it is increased,
which results in a decrease in error. Thus, this trial-and-error method is used to achieve the
desired state estimation with minimum error. Matrices Q and R are covariance matrices of
w(t) and v(t) which are given in Equation (34). Figure 4 shows the structure of extended
Kalman filter.

R =

[
1 0
0 1

]
, Q =




α 0 0 0 0 0
0 α 0 0 0 0
0 0 α 0 0 0
0 0 0 α 0 0
0 0 0 0 α1 0
0 0 0 0 0 α1




(34)

where α = 104 and α1 = 105.
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6. Space Vector Modulation

A three-phase bridge inverter is used after modulation with eight switching states,
and for all states, a corresponding voltage vector is generated. Figure 5 shows all switching
states. For the three-phase, we have a revolving reference voltage vector that rotates in
each sector. If this vector is in sector 1, voltage vector 1 and 2 is applied according to their
application time by resolving it into their components. The rest of the time, the null/zero
vector is applied, so the concept of the average voltage vector is applied in SVM over a
sub-cycle Ts. Application time T1, T2, and T0 of the reference vector is shown below.

T1 =
Ts

2Vdc

(√
6Vsβre f −

√
2Vsαre f

)
(35)

T2 =
√

2
Ts

Vdc

(
Vsαre f

)
(36)

To = Ts − (T1 + T2) (37)
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7. Results and Discussion

The proposed control scheme has been implemented in MATLAB/Simulink and
results have been presented in this section. The speed control test for the proposed controller
has been done for four different cases. The reference inputs for all the cases have been
discussed as follows:

1. Motor speed has been changed from 0 Revolutions per Minute (RPM) to 1000 RPM
using a step function,

2. Motor speed is changed from 0 to 1000 RPM using a step signal and then it is suddenly
reversed to −1000 RPM, i.e., it operated to 1000 RPM in opposite direction,

3. Motor speed is kept constant for 0.5 s and is then increased linearly with time to
487 RPM,

4. Motor speed is kept constant at 0 RPM for 1 s and then is increased to 500 RPM. It is
kept constant at that speed for 1.5 s and is then suddenly increased to 1400 RPM. After
keeping constant at 1400 RPM, it has been decreased to 0 RMP and is then increased
to 500 RPM after being kept constant for 1 s.

The controller parameters for FOPID controllers are given in Table 3. It should be
mentioned here that the comparison of results for the FOPID controller has been done with
the PI controller proposed in [25].

Table 3. Controller parameters.

Controller Parameters for Speed

Kp 2
Ki 0.01
λ 0.92

Kd 0.01
µ 0.85

Controller Parameters for Torque

Kp 1000
Ki 100
λ 0.9

Kd 0
µ 0

Controller Parameters for Flux

Kp 0.5
Ki 1
λ 0.9

Kd 0.01
µ 0.2
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The controllers along with the EKF have been applied in the closed loop system as
shown in Figure 2 and the simulation results have been obtained. The motor was provided
a reference speed of 1000 RPM to track. The electromagnetic torque of the motor generated
subjected to 1000 RPM reference speed is shown in Figure 6.
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Figure 6. Electromagnetic torque.

It can be seen from Figure 6 that the torque generated by applying the PID controller
has a peak of almost 15 Nm and then it decays down to almost 0. While the torque generated
by the application of the FOPID controller has a peak of 10 Nm and then decays down
to 0 Nm. It should be noted that the actual electromagnetic torque and the one estimated
through EKF have the same profiles for both PID and FOPID controllers. It should also
be noted that the ripple magnitude in electromagnetic torque produced with the FOPID
controller has been reduced by almost one-third as compared to that with the PID controller.
Figure 7 represents the stator flux magnitude, both actual and estimated through EKF, for
the FOPID controller.

Energies 2023, 16, x FOR PEER REVIEW 12 of 18 
 

 

𝜇 0.2 

The controllers along with the EKF have been applied in the closed loop system as 
shown in Figure 2 and the simulation results have been obtained. The motor was provided 
a reference speed of 1000 RPM to track. The electromagnetic torque of the motor generated 
subjected to 1000 RPM reference speed is shown in Figure 6. 

 
Figure 6. Electromagnetic torque. 

It can be seen from Figure 6 that the torque generated by applying the PID controller 
has a peak of almost 15 Nm and then it decays down to almost 0. While the torque gener-
ated by the application of the FOPID controller has a peak of 10 Nm and then decays down 
to 0 Nm. It should be noted that the actual electromagnetic torque and the one estimated 
through EKF have the same profiles for both PID and FOPID controllers. It should also be 
noted that the ripple magnitude in electromagnetic torque produced with the FOPID con-
troller has been reduced by almost one-third as compared to that with the PID controller. 
Figure 7 represents the stator flux magnitude, both actual and estimated through EKF, for 
the FOPID controller. 

 
Figure 7. Stator flux components. Figure 7. Stator flux components.

The stator flux magnitude for the induction motor in Figure 7 shows smooth sinu-
soidal variations for both flux components α and β. It should also be noted that the flux
components for actual and estimated magnitudes are the same. The absence of ripples
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is evident in the effectiveness FOPID controller. Figure 8 shows the flux profile for the
1000 RPM reference speed of the motor. Moreover, it can be seen from Figure 7 that the flux
has a faster tracking response with no ripples.
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Figure 8. Stator flux circular trajectory.

The speed control for different reference trajectories with PID and FOPID controllers
for speed variations discussed above is shown in Figure 9. At the outset, it can be stated
that the proposed approach has been able to minimize high-frequency ripples from torque
and stator flux of the IM as shown in Figures 6 and 7.
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It is evident from Figure 9 that the actual and estimated rotor speeds, using EKF with
FOPID controller, of the induction motor are the same. However, the top two subplots
of Figure 9 show that the FOPID controller ensures fast-tracking of the reference speed
compared to the PID controller. It should also be noted that there is no overshoot in
rotor speed for both PID and FOPID controllers. The increased time delay for the FOPID
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controller in speed tracking for the top-right subplot is because the reference trajectory
has been designed such that rotor speed suddenly changes from 1000 RPM to −1000 RMP,
i.e., the direction of movement of the rotor has been reversed while keeping the speed
constant which is physically impossible. So, what the proposed control strategy does is that
it reduces speed from 1000 RPM to 0 and then changes its direction and thereby reaching a
speed of −1000 RPM. The speed tracking with PID and FOPID controllers for reference
trajectories in the lower two cases of Figure 9 is the same.

The final comparison between the proposed control scheme and the sliding mode is
presented in Table 4. The error between real and estimated states of torque, flux, and speed
is presented. The error in flux and torque estimation is negligible, which shows that states
are estimated with accuracy. Speed error is steadily decreasing with time and approaches
zero. From Table 4, it can be seen that both techniques have 0% overshoot. However, when
discussing the time delay parameter, it is clear from Table 4 that the presented technique
shows its superiority.

Table 4. Comparative analysis of speed and Tracking error.

Speed Range Time (s)
Time Delay (s) Percent Overshoot

Comments
FOPID PID FOPID PID

0–1000 0 to 0.7 0.1 0.1 0% 0% Time delay same
1000 to 1000 0.7 to 1.6 0.2 0.27 0% 0% Time delay of EKF is less (0.07 s)
−1000 to 1000 1.6 to 2 0.2 0.27 0% 0% Time delay of EKF is less (0.07 s)

0 to 1000 0 to 0.7 0.07 0.1 0% 0% Time delay of EKF is less (0.03 s)
100 to 600 0.7 to 1.4 0.02 0.45 0% 0% Time delay of EKF is less (0.43 s)

600 to 1000 1.4 to 2 0.02 0.4 0% 0% Time delay of EKF is less (0.38 s)
0 to 480 0 to 1

0 0

0%

0
This analysis is for a wide speed range. Less
time delay for speed tracking highlights the

fast performance of the proposed scheme.

480 to 1430 1 to 2.5 0%
1430 to 0 2.5 to 4 0%
0–1430 4 to 5 0%

1430 to 480 5 to 7 0%

Although a FOPID controller, due to two additional tunable parameters, provided
more degree of freedom in control design, an integer order approximation of the fractional
transfer function is required for hardware implementation. Higher integer order approxi-
mation results in higher accuracy and thus the computation complexity is increased. In the
future, the supercapacitors may be designed to approximate the fractional derivatives to
improve the hardware implementation complexity of the fractional order PID controllers.

A comparison of the proposed approach with others presented in the literature with
respect to the time delay and percent overshoot has been given in Table 5. It is clear
from Table 5 that the proposed approach not only supersedes the others in terms of a fast
response, but it also has no overshoot in reference tracking of rotor speed.

Table 5. Comparison with existing techniques with no load.

Approach Time Delay (s) % Overshoot

Proportional integral (PI) + Slide Mode Observer (SMO) [25] 0.1 0%
Direct Torque Control (DTC) + Slide Mode Control (SMC) [38] 0.17 6.385%

PI + Space Vector Modulation (SVM)-DTC [39,40] 0.095 0%
Proposed technique (FOPID + extended Kalman filter (EKF)) 0.07 0%

8. Conclusions

A non-integer differential-integral equations-based control strategy has been proposed
for sensorless speed control of an induction motor. The idea is to control the rotor speed
without its direct measurements at the output. So, an EKF has been designed to estimate the
motor speed using torque and flux magnitudes. EKF successfully estimates the rotor speed
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and its comparison with the actual value shows negligible error. Since the torque magnitude
when controlled through a PI controller has ripple magnitudes and derivative action can
be a source of uncertainty due to high-frequency noise, fractional order derivatives, and
integrals are used to design the controller. This non-integral order PID controller used along
with SVM not only ensures speed tracking with negligible time delay, but it also minimizes
the ripples to almost one-fourth magnitude as compared to that with PI controller. This
work uses three different fractional order controllers for flux, torque, and speed control
which requires their separate implementation when connected to hardware in a real-time
system. This limitation may be eliminated in the future by designing a centralized controller
to ensure torque, flux, and speed control and minimize the ripples magnitude at the
same time.
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Abstract: The unpredictable noise in received signal strength indicator (RSSI) measurements in
indoor environments practically causes very high estimation errors in target localization. Dealing
with high noise in RSSI measurements and ensuring high target-localization accuracy with RSSI-based
localization systems is a very popular research trend nowadays. This paper proposed two range-free
target-localization schemes in wireless sensor networks (WSN) for an indoor setup: first with a
plain support vector regression (SVR)-based model and second with the fusion of SVR and kalman
filter (KF). The fusion-based model is named as the SVR+KF algorithm. The proposed localization
solutions do not require computing distances using field measurements; rather, they need only three
RSSI measurements to locate the mobile target. This paper also discussed the energy consumption
associated with traditional Trilateration and the proposed SVR-based target-localization approaches.
The impact of four kernel functions, namely, linear, sigmoid, RBF, and polynomial were evaluated
with the proposed SVR-based schemes on the target-localization accuracy. The simulation results
showed that the proposed schemes with linear and polynomial kernel functions were highly superior
to trilateration-based schemes.

Keywords: received signal strength indicator (RSSI); trilateration; indoor localization; kalman filter
(KF); support vector regression (SVR); generalized regression neural network (GRNN)

1. Introduction

Moving object localization and tracking (L&T) is one of the most important research
aspects for the success of various location-based-services (LBS) [1–3]. LBS can largely uplift
the quality of life of those around us through numerous applications. For example, a rider
can rent a bike with the help of a mobile app in a bike-sharing service and once their use is
over they may leave it anywhere for the next user. In this application, the exact positions
of all bikes in the service are utilized by interested customers to check for the nearest
available bike. Nowadays, a smart-watch can very easily provide services such as person
tracking, activity monitoring, and emergency messages. It has also been witnessed in the
retail sector, insofar as the knowledge of exact positions can be utilized to raise business
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profits by identifying customer positions and guiding them towards specific products
according to their interests in the mall. The people’s locations at airports, metros, and rail
stations can be used to study passenger statistics to provide the required signaling to them.
Although GPS can provide locations, their indoor localization accuracy is limited because
of the unavailability of satellite signals. Due to the capability of ubiquitous computing and
smart sensing, the wireless sensor network (WSN) can replace GPS for indoor scenarios.
In spite of other popular wireless technological options, the WSN is widely preferred
for indoor L&T due to the low cost and low power consumption involved. The WSN is
basically a network of number of sensor nodes that can cooperatively sense and transmit
the parameters of interest from the surrounding RF environment to a base station at which
the processing of the sensed data is possible [4].

Although a widely used metric for target L&T, RSSI field measurements are often
very noisy and highly fluctuating in nature as indoor RF environments are generally very
complex [5,6]. These measurements generally suffer from indoor interference, multi-path
fading, noise, and varying obstacles That is why RSS-based target L&T systems often
suffer from high localization errors. Due to its simplicity in implementation, trilateration is
very popular for target L&T [7,8]. Although trilateration-based localization has simplicity
in its implementation, it produces poor localization accuracy due to error uncertainty
in RSSI measurements or the dynamic indoor environment. The localization accuracy
generally suffers due to the fluctuating nature of RSS measurements. In more dynamic
indoor environments involving reflection, interference, and obstacles, the machine learning
(ML)-based RF fingerprinting techniques can be more useful than trilateration in the context
of localization accuracy [9,10]. Considering the adaptive nature of ML techniques, they can
easily eliminate the need for unnecessary system redesign. For instance, Support vector
machine (SVM) has global optimality, very high data fitting accuracy, and fewer hyper
parameters [11–13]. Due to high result generalization ability, SVM has also gained wide
range preference in regression problems (wherein it is called as Support Vector Regression
(SVR)). Compared with many popular ML models, SVR shows better forecasts in indoor
target localization [10]. The SVM has four popular kernel functions, namely, linear, sigmoid,
RBF, and polynomial. Thus, the proposed SVR-based system must be tested with these
four kernel functions. One more important aspect in need of due consideration in the
target-localization problem is the total energy consumed during the target-localization
process [14]. Energy consumption during RF communication between two WSN nodes
basically has two important components, namely, the energy consumed during RF propaga-
tion through the radio channel and the energy consumed in the WSN node hardware. This
energy consumption is always directly proportional to length of the transmitted packet.
While formulating the solution for the indoor target-localization problem, multiple RSSI
measurements are generally taken into account to minimize the error in location estimation
to compensate for the effect of the dynamicity in the RSSI measurement noise. However,
due to the involvement of multiple RSSI measurements, the total energy consumption also
increases. Thus, the proposed indoor localization approach must also be a low-energy-
consumption solution. In this paper, we evaluated the impact of linear, sigmoid, RBF,
and polynomial kernel functions on the target-localization accuracy as well as noted the
energy consumption involved during localization in case I to case IV, respectively. The key
outcomes of the research are as follows:

• An SVR-based L&T model fed with RSSI measurements was proposed to solve the
problem of dynamicity in RSSI measurements as well as indoor environments, and
it was compared with a well-known trilateration-based L&T scheme for the same
RSSI measurements through rigorous localization accuracy simulations. Here, the
trilateration and the proposed SVR-based scheme were fed with six and three RSSI
measurements, respectively. The energy consumption during the target L&T for these
two approaches were also compared.

• Further, the target location estimations obtained using the proposed SVR scheme
were run through a standard Kalman Filter (KF) for further refinement, and named
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as SVR+KF. The proposed SVR+KF framework was evaluated against trilateration
and plain SVR-based schemes. Out of these three schemes, the SVR+KF-based scheme
provided the lowest error in estimating the target location.

• We also tested the impact of the kernel function on target-tracking accuracy with
the proposed SVR+KF algorithm. In this work, we tested four popular SVM kernel
functions, namely, linear, sigmoid, RBF, and polynomial, during simulations in case
I to case IV, respectively. In the target motion in all of these cases, the target was
assumed to have high variation in the target velocity during its motion, and high
maneuverability in trajectory. The noise in the RSSI measurements was kept the same
for all four cases. The simulation results showed that the fusion of SVR and KF (i.e.,
the SVR+KF localization scheme) was highly accurate, consistent, and reliable in
estimating target locations with the four considered types of kernels.

The rest of this paper is organized as follows: Section 2 covers the recent RSSI-based
target-localization models, followed by a discussion on the proposed SVR-based target-
localization model in Section 3. The system assumptions and design and the obtained
results with the proposed L&T scheme are given in Sections 4 and 5, respectively. The
research findings are then summarized in Section 6.

2. Related Work

The indoor target L&T schemes fed with RSSI measurements can be broadly catego-
rized into two categories: ML-based methods and filter-based methods. The ML-based
methods generally utilize supervised learning principles through RF fingerprinting. The
popular ML-based L&T solutions in the literature are radial basis function (RBF), k-Nearest
Neighbor (KNN), extreme learning machine (ELM), multilayer perceptron (MLP), recur-
rent Neural Network (RNN), Convolutional Neural Network (CNN), back propagation
neural network (BPNN), and support vector machine (SVM). Once these models were
trained offline with a dataset containing RSSI values and target locations, they were tested
with random RSSI measurements in the online location estimation step. The error in the
RSSI measurements is generally certain for almost any kind of indoor environment. The
important reason behind this is the presence of household appliances, presence of electri-
cal systems, and different kinds of obstacles between the transmitter and receiver nodes.
Therefore, maintaining the line-of-sight (LOS) condition along the signal path between
transmitter and receiver is impossible because of signal reflection, fading, and multi-path
propagation. That means the mitigation of errors in the RSSI measurements is impossible.
However, by adopting advanced ML-based signal-processing techniques, the target loca-
tion estimation result can be improved. The ranging error can be mitigated with the help
of a fuzzy-based obstacle identification and mitigation technique in the IR-UWB-based
system [15,16]. The CNN-based target-localization scheme with RSSI measurements as
inputs was proposed in ref. [17]. Here, the authors were successful in shifting the com-
plexity of the online estimation stage to an offline training stage. The proposed scheme
yielded 2 m localization accuracy. Here, thousands of RSSI fingerprints with entries for
a 12.5 m × 10 m area were utilized for localization using the deployed APs. The average
localization errors obtained with the proposed fingerprint-based approach were 4.1145 m,
4.1681 m, and 3.9118 m by utilizing SVM, KNN, and CNN-based schemes, respectively.
The major drawback with the CNN-enabled target L&T schemes is the requirement of
fine-tuning the hyper-parameters of CNN, namely, the activation function, threshold, and
learning rate, and this is a very time-consuming task. This makes CNN accurate for specific
indoor conditions, but less accurate for other indoor setups. In ref. [18], the authors pro-
posed a kernel ELM (K-ELM)-based target L&T using 68,500 RSSI measurements obtained
from an indoor area of 32 m × 16 m with eight sensor nodes. The proposed K-ELM-based
scheme was compared with KNN, Bayesian, ELM, and online sequential ELM (OS-ELM)
schemes, and it was found that the proposed scheme yielded 8.125 m accuracy, which is
quite high against the rest of the other considered techniques for same indoor setup. The
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authors also used BPNN for target L&T, but it involved the need of a large number of
iterations for converging to the optimum solution [19].

In ref. [20], the authors proposed a SVM-based L&T scheme, which is based on the
assumption of advance knowledge of the node connectivity in the network and anchor node
positions. They built an SVM classification model which utilizes RSSI field measurements
collected by anchor nodes to be utilized for location estimation. This scheme was found to
be reliable only for WSN with densely distributed nodes. In ref. [21], the authors computed
the upper bound of the localization error for SVM-based L&T, using which the localization
accuracy was improved using mass-spring-based optimization. In ref. [11], the authors
presented a multi-class classifier based on SVM for L&T. It utilizes RSSI measurements
obtained from a real-time environment of a hospital, and a laboratory building for training
the proposed SVM classifier. In ref. [22], authors proposed a target L&T model using
features of the channel state and RSSI. Herein, principal component analysis (PCA) was
initially used for dimension reduction, and then SVM was used to obtain the target locations
to obtain an accuracy in the range of 1 m. In our previous work [12], two range-free RSSI-
based localization schemes, namely, SVR and SVR+KF were used. In this work, a linear
kernel function with the proposed support vector regression (SVR) architecture was used
to solve indoor target L&T. Unlike the work in ref. [12], in the proposed research work,
the impacts of all the four popular kernel functions were tested with the SVR architecture,
and we also attempted to find the energy consumption during the target L&T. The authors
in ref. [13] proposed a least-squares-based SVR (LSSVR) to deal with dynamicity in RSSI
measurements for a target L&T. The idea used here is to remove older values once new RSSI
values are available in the queue. The proposed LSSVR scheme yielded an improvement
of 21.82% without parameter optimization and of 11.70% with parameter optimization in
localization accuracy.

In the filter-based target L&T, state-estimation techniques, such as KF and Particle
Filter (PF), are major schemes, which involve two steps: prediction and measurement. The
work in refs. [23,24] presented online semi-supervised SVR (OSS-SVR)-based localization
to reduce the required amount of labeled data in the training set. Further, the proposed
OSS-SVR results were fused with KF. It was found that the proposed OSS-SVR scheme
was robust enough to in terms of the fluctuating system noise and needed a significantly
smaller amount of labeled data during training. In our previous work [25], trilateration-
based estimates were applied as inputs to KF for the tracking of mobile targets in WSN to
present two range-based algorithms: RSSI+KF and RSSI+UKF. In this work, the proposed
combination were evaluated for uncertainties in terms of RSSI noise, impact of variation
in anchor density, and abrupt variation in target velocity. The results obtained through
simulation experiments confirmed the efficacy of both presented algorithms in spite of RF
environmental dynamicity. However, due to the need of frequently computing distances
between transmitters and receivers, although the proposed algorithms showed localization
errors below 1 m, it has large computational complexity as compared with other range-free
localization solutions. The GRNN estimates were fed to KF to present range-free schemes
for the target L&T in WSN [26–28]. The proposed algorithms GRNN+KF and GRNN+UKF
successfully deal with RSSI noise uncertainty. Here, the proposed GRNN model was
trained with only four RSSI measurements and the corresponding target locations obtained
for any random time duration for the given indoor environment. Then, the GRNN-based
location estimates obtained were supplied to KF and UKF to refine these further.

3. SVR for the Target L&T

SVM is a ML model which is based on supervised learning with several unique
features as compared with other ML models. It can be used for classification (SVC) as well
as regression [12]. The SVR has the capability to capture highly nonlinear relationships
in the input-feature space and its computational complexity is not dependent on the
dimensionality of the input space. It is capable of highly accurate prediction along with
having a decent generalization ability. Due to all these advantages, it may be used for target
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L&T. Here, the proposed SVR model was trained using 120 sets of RSSI field measurements
and the corresponding target locations in the offline stage (See Figure 1). Once trained,
any input vector of real-time RSSI measurements can be then applied to it to obtain the
corresponding target-location estimate (online target-location estimation stage). In the
background, the SVR architecture searches for similar RSSI input vectors from the training
set to look for the closest possible match for the RSSI vector from the training set, and,
based on that, it discerns the corresponding target-location estimate.
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Figure 1. System block diagram for the proposed SVR-based target-localization scheme.

The simulated RSSI measurements considered in this work are based on a logarithmic
shadowing model with the following mathematical equation [26,27]:

zlj,k = Pr(d0)− 10n log(dl j,k/d0) + Xσ, (1)

where,
(zlj,k)—RSSI received at the node Nl with coordinates (xlk, ylk) at time k,
η—Path loss exponent,
Pr(d0)—RSSI measurement at the distance of d0,
Xσ—Normal random variable representing the noise in RSSI.
The SVR model can be formulated by Equation (2) [21]:

F(z) = wTz + b (2)

where, b, and w are the SVR coefficients, and z is any given RSSI input vector. The optimized
model corresponding to Equation (2) is given below [12]:

Minimize
1
2
‖ w ‖2 +C

N

∑
i=1

(ξi + ξi
∗) subject to





F(z)− yi ≤ ε + ξi
∗

yi − F(z) ≤ ε + ξi
ξi, ξi

∗ ≥ 0, i = 1, 2, . . . ., N



 (3)

where,
C—Regularization factor. Its default value (C = 1) is used here,
ε—Insensitive loss error function,
ξi, ξi

∗—Upper and lower Slack variables of SVR.
The default values of γ and ε were used in this work, and were 0.01 and 0.001,

respectively. To minimize Equation (2) into Equation (3), the regression function used is
given below by Equation (4) [12]:

f (z) =
N

∑
i=1

(α∗i − αi)K(z, zi) + B, (4)
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where,
B—bias value,
K(z, zi)—Kernel function,
α∗i , αi ≥ 0—Lagrange multipliers.
Different kernel functions can be utilized to solve the target L&T problem with

SVR [10,20]. In this work, we tested the SVR architecture for target-localization and
tracking using four popular kernel functions, as given below.

(i) Linear Kernel

k(z, zi) = zT
i ·z (5)

(ii) Sigmoid Kernel

k(z, zi) = tanh(γ(zT
i ·z) + β) (6)

where γ and β are constants. Here, as in ref. [21], we used γ = 1/17, β = 0. β is the slope
parameter, which varies from 0 to ∞, yielding a straight line and step function, respectively.
Thus, by varying the value of β, the slope of the sigmoid functions can be varied. As this
research work aimed to estimate target location (regression problem), β was set to 0.

(iii) RBF Kernel

k(z, zi) = exp(−γ‖ z− zi ‖2), (7)

(iv) Polynomial Kernel

k(z, zi) = (γ(zT
i ·z) + c)

d
(8)

where d is the degree of the polynomial and γ and c are the polynomial kernel constants.
Here, as in Ref. [21], we used γ = 1/17, c = 0, and d = 3

4. System Design and Assumptions of the Proposed SVR-Based L&T System

In the presented work, an WSN area of 100 m × 100 m is considered with the motion
of one target and six stationary anchor nodes (AN’s) as shown in Figure 2 and Table 1. Out
of all the six deployed AN’s, any three AN’s are required to locate a moving target using
the proposed SVR and SVR+KF location estimation models. Here, RSSI measurements from
AN1 to AN3 were given to the proposed schemes as inputs, whereas the measurements from
all AN’s were given to the trilateration-based localization scheme. The RSSI measurements
obtained from the six AN’s were denoted as RSSI1 to RSSI6. The key simulation parameters
for this study are given in Table 2.
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Table 1. Location of the ANs in the considered WSN-defined area.

Anchor Node Number 2-D Location Anchor Node Number 2-D Location

AN1 (30, 25) AN4 (30, 90)

AN2 (10, 60) AN5 (80, 60)

AN3 (50, 50) AN6 (70, 90)

Table 2. Simulation parameters.

Parameter Value

Initial Target State X0 at k = 0 (12, 16)

receiver and transmitter antenna gains 1 dB

AN communication radius 30 m

Transmission power 1 mW

Path Loss Exponent η 3

Discretization time step dt 1 s

Xσ ~N(3, 1)

Sigmoid Kernel Function Constant γ 1/17

Sigmoid Kernel Function Constant β 0

Polynomial Kernel Function Constant γ 1/17

Polynomial Kernel Function Constant c 0

Degree of the polynomial for Polynomial Kernel Function d 3

The input vector (Xk) for the proposed SVR-based schemes at a specific time instance
k for each target location during its motion can be formulated as follows:

Xk = [RSSI1, RSSI2, RSSI3], k = 1, 2, . . . ., 120 (9)

Let us consider xk and yk as the target locations,
.
xk and

.
yk as the velocities in x and y

directions, respectively, at time kth. They are given as follows:

xk = xk−1 +
.
xk dt , (10)

yk = yk−1 +
.
yk dt , (11)

where dt = k− (k− 1) and is taken as 1 s here.
The target velocities during its motion for 40 locations are defined below using

Equation (12) to Equation (15) (See Figure 3).

.
xk = 2,

.
yk = 5, for 0 < k < 9 s, (12)

.
xk = 5,

.
yk = 2, for 9 ≤ k ≤ 15 s, (13)

.
xk = 0,

.
yk = 0, for 16 ≤ k ≤ 17 s, (14)

.
xk = 2,

.
yk = −3, for 18 ≤ k ≤ 35 s. (15)
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The performance evaluation parameters used in this work were root mean square error
(RMSE) and average localization error as given below in Equation (16) to Equation (19). All
the three RMSE’s and localization error ideally must be as low as possible.

Average Localization Error =
1
T

T

∑
k=1

(x̂k − xk) + (ŷk − yk)

2
(16)

RMSEx =

√√√√ T

∑
k=1

(x̂k − xk)
2

T
. (17)

RMSEy =

√√√√ T

∑
k=1

(ŷk − yk)
2

T
. (18)

RMSEavg =
(RMSEx + RMSEy)

2
(19)

where,
(x̂k, ŷk)— location estimate for kth time instance,
(xk, yk)—real target position at kth time instance.
A sensor node has three important energy-consuming units, namely, a sensor node,

processing unit, and RF transceiver [14]. The energy consumption with sensor-based target
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localization is basically due to the energy consumption from the processing unit (Eµp) and
RF transceiver (ETransc). This energy consumption can be expressed as follows [14]:

E = ETransc + Eµp (20)

Assuming the total N RSSI measurements with bit duration tRSSI and N ACKs with
bit duration tACK, the energy consumption for the estimation of the distance for one anchor
node is given as follows [14]:

Eanchor = EUP_Transc + N ∗ (tRSSI ∗ Ptx + tACK ∗ Prx) + EUP_µp + (tRSSI + tACK) ∗ Pon_µp (21)

where,
EUP_Transc—energy needed for waking up a transceiver,
EUP_µp—energy needed for waking up a microcontroller,
Ptx—transmitter power,
Prx—receiver power,
Pon_µp—power of the sensor node microcontroller in the active state,
N—Total number of RSSI measurements considered. Here as there are six anchor

nodes, so it is 6 for trilateration case, and 3 for SVR case.
An unknown node (here node associated with moving target) expends energy (Eunkn)

given by

Eunkn = EUP_Transc + N ∗ (tACK ∗ Ptx + tRSSI ∗ Prx)+EUP_µp +(tRSSI + tACK) ∗ Pon_µp (22)

For the total energy consumption in RSSI-based localization using multilateration for
locating an unknown node (target node here) using six AN’s, the total energy consumption
is expressed as follows:

ERSSI = 6 ∗ (N ∗ Eanchor + Eunkn) + Eµp_proc (23)

where Eµp_proc—energy consumed by the microcontroller in a target node for executing mul-
tilateration or the proposed SVR algorithm. From Equations (21)–(23), energy consumption
depends on the number of RSSI measurements (N), and is linearly proportional with N.

In this research work, we assumed a 40B length RSSI frame and 11B ACK frame. The
energy consumed for a target L&T with trilateration and the proposed SVR models can be
calculated using Equations (21) and (22). The typical values of an 802.15.4 compliant RF
transceiver were adopted for this analysis, as shown in Table 3. The energy consumed by
the microcontroller (associated with a target node) calculating its location was computed
from the time duration of the proposed SVR algorithm for processing RSSI measurements
from six AN’s.

Table 3. Energy-related simulation parameters for the microcontroller and transceiver.

Microcontroller

Parameter Value Unit

Current draw in active state 8 mA

Wake up time 1 ms

Transceiver

Current draw RX 16 mA

Current draw TX, 3 dB 17 mA

Current draw TX, −17 dB 10 mA

Wake up time 1 ms

Bit Rate 250 kbps
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5. Results and Discussion

It is quite logical that the location estimates obtained with any SVR-based model
with different kernel functions will have varying performance. Thus, it would be quite
interesting to check the impact of different kernel functions on indoor target localization
with the proposed SVR-based framework. In this work, we used four kernel functions with
the proposed SVR scheme, namely, linear, RBF, polynomial, and sigmoid. These kernel
functions were tested separately for the same system setup in case I to case IV. Case I to
case IV evaluated the impact of linear, polynomial, RBF, and sigmoid kernel functions on
the target localization with the proposed SVR-based model, respectively. The results of case
I are provided in Figure 4 and Table 4. In order to differentiate the real target trajectory and
location estimations obtained using trilateration, SVR, and SVR+KF, we used “red square”,
“blue circle”, “black plus”, and “red plus” markers, respectively, in Figure 4 (case I). The
same color markers were used in the rest of the cases considered in this work. To assess
the localization accuracy of trilateration and the proposed SVR-based schemes, the RMSE
values for x-coordinate estimation and y-coordinate estimation along with average RMSE
values and average localization errors were computed for each of the four cases using
Equation (16) to Equation (19), respectively. Figure 4a shows the actual target trajectory
in the given indoor environment and the estimated trajectories with all the considered
localization techniques.
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Figure 4. Case I: the impact of linear kernel on SVR-based target localization. (a) Location estimates
with trilateration, SVR, and SVR+KF against actual target trajectory, (b) localization error with
trilateration, SVR, and SVR+KF along the x direction, (c) localization error with trilateration, SVR,
and SVR+KF along the y direction, (d) localization error with trilateration, SVR, and SVR+KF along
the x–y direction estimates of the mobile target obtained with trilateration, SVR, and SVR+KF.
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Table 4. Average localization error and RMSE for case I.

L&T Scheme RMSEx
(in Meters)

RMSEy
(in Meters)

RMSEavg
(in Meters)

Average Localization Error
(in Meters)

Total Energy
Consumption

Trilateration 21.62 14.16 17.89 11.65 2.50 J

SVR (Proposed) 5.95 5.55 5.75 3.92 1.89 mJ

SVR+KF (Proposed) 0.13 0.09 0.11 0.1 2.22 mJ

As discussed in Section 4, the target was assumed to take 40 locations in the given
indoor environment during its motion. Figure 4b,c illustrate the localization (location
estimation) error for each of these 40 target locations with trilateration, SVR, and SVR+KF
for the x-coordinate and y-coordinate for each target, respectively. To obtain the overall
2-D localization performance with trilateration for the proposed SVR-based models, the
location estimation errors for the x and y coordinates were averaged to obtain the average
localization error. The values of the average localization errors for 40 target positions
are shown in Figure 4d. From Figure 4a, it can be seen that the estimations achieved
with the trilateration scheme were far away from the corresponding real target positions
compared with those of the proposed SVR models. Few location estimates obtained with
plain SVR models without KF are close to the corresponding real target positions; however,
the remaining estimates are away from the actual target location by 2 to 5 m. Most of
the estimates given by the proposed SVR+KF model coincided with the corresponding
real target positions. The individual location estimation error for the x-coordinate and
y-coordinate corresponding to the actual target locations can be observed in Figures 4c and
4d, respectively. The RMSE values and average position estimation errors were highest,
moderate and lowest with trilateration, and the proposed SVR-based schemes, respectively,
in the case of linear kernel (case I) (See Table 4). The average RMSE with the SVR-based
schemes for the linear kernel function case decreased by 68% and 99%, respectively, against
the trilateration-based localization scheme. The average position estimation error with SVR
and SVR+KF for the linear kernel function case decreased by approximately 66% and 91%,
respectively, as compared with that of the trilateration-based localization scheme. Thus,
both SVR-based schemes outperformed the traditional trilateration-based scheme using
RSSI measurements.

The case II results with the application sigmoid kernel-based SVR schemes are given
in Figure 5 and Table 5. Unlike the case I results, the case II results demonstrated that
the target L&T performance with trilateration was superior to the proposed plain SVR-
based localization scheme. However, the target-localization performance of the proposed
SVR+KF outperformed trilateration by a large margin. The average RMSE with SVR+KF
for the sigmoid kernel function decreased by around 98% as compared with that of the
trilateration-based localization scheme. The average location estimation error with SVR+KF
for the linear kernel function case decreased by around 89% as compared with that of the
trilateration-based localization scheme. Although the L&T performance with the proposed
SVR+KF outperformed the other considered schemes, the average location estimation error
and average RMSE with SVR+KF in case II increased by 48% and 19%, respectively, as
compared with that of with SVR+KF in case I. The case III results with the application
of the RBF kernel-based SVR schemes are shown in Figure 6 and Table 6. As with the
case II results, case III results also showed that the target-localization performance with
trilateration was superior to that of the proposed plain SVR-based localization scheme. As
in case I and case II, the L&T performance with the proposed SVR+KF outperformed the
other considered schemes. However, the average localization error and average RMSE with
the SVR+KF-based scheme were high in case III against that of SVR+KF in case I and case
II. Thus, at this point, it is clear that the use of the RBF kernel function with the proposed
SVR-based schemes is not a good option.
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Figure 5. Case II: impact of the sigmoid kernel on SVR-based target localization. (a) Location estimates
with trilateration, SVR, and SVR+KF against the actual target trajectory, (b) localization error with
trilateration, SVR, and SVR+KF along the x direction, (c) localization error with trilateration, SVR,
and SVR+KF along the y direction, (d) localization error with trilateration, SVR, and SVR+KF along
the x–y direction.

Table 5. Average localization error and RMSE for case II.

L&T Scheme RMSEx
(in Meters)

RMSEy
(in Meters)

RMSEavg
(in Meters)

Average Localization Error
(in Meters)

Total Energy
Consumption

Trilateration 16.61 10.96 13.79 10.70 2.50 J

SVR (Proposed) 18.01 15.71 16.86 12.93 2.31 mJ

SVR+KF (Proposed) 0.39 0.05 0.22 1.22 2.78 mJ

Table 6. Average localization error and RMSE for case III.

L&T Scheme RMSEx
(in Meters)

RMSEy
(in Meters)

RMSEavg
(in Meters)

Average Localization Error
(in Meters)

Total Energy
Consumption

Trilateration 15.03 10.30 12.67 10.15 2.50 J

SVR (Proposed) 18.77 16.63 17.70 13.56 2.56 mJ

SVR+KF (Proposed) 0.64 0.14 0.39 1.52 2.95 mJ
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Figure 6. Case III: impact of the RBF Kernel on SVR-based target localization. (a) Location estimates 
with trilateration, SVR, and SVR+KF against the actual target trajectory, (b) localization error with 
trilateration, SVR, and SVR+KF along the x direction, (c) localization error with trilateration, SVR, 
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Figure 6. Case III: impact of the RBF Kernel on SVR-based target localization. (a) Location estimates
with trilateration, SVR, and SVR+KF against the actual target trajectory, (b) localization error with
trilateration, SVR, and SVR+KF along the x direction, (c) localization error with trilateration, SVR,
and SVR+KF along the y direction, (d) localization error with trilateration, SVR, and SVR+KF along
the x–y direction.

The case IV results with the application of polynomial kernel-based SVR schemes are
shown in Figure 7 and Table 7. As in case I results, from case IV results it is observed that
the target-localization performance with SVR-based schemes was superior to that with
trilateration. The RMSE values and average localization errors were highest, moderate
and lowest with trilateration, and the proposed SVR-based schemes, respectively, with the
polynomial kernel function. The average RMSE with SVR and the SVR+KF for polynomial
kernel function case decreased by approximately 36% and 99%, respectively, as compared
with that of the trilateration-based localization scheme. The average error in location
estimation with SVR and SVR+KF for the polynomial kernel function case decreased
by approximately 34% and 91%, respectively, as compared with that of the trilateration-
based localization scheme. Thus, both SVR-based schemes outperformed the traditional
trilateration-based target-localization approach using RSSI measurements. Comparing the
localization performance of the proposed SVR+KF scheme in case I and case IV, it is clearly
observed that the target-localization accuracy with the polynomial kernel function-enabled
SVR scheme was very high as compared with that of the linear kernel function-enabled
SVR scheme. The average location estimation error and average RMSE with SVR+KF in
case IV decreased by approximately 5% and 39%, respectively, against that with SVR+KF
in case I.
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Figure 7. Case IV: impact of polynomial kernel on SVR-based target localization. (a) Location
estimates with trilateration, SVR, and SVR+KF against the actual target trajectory, (b) localization
error with trilateration, SVR, and SVR+KF along the x direction, (c) localization error with trilateration,
SVR, and SVR+KF along the y direction, (d) localization error with trilateration, SVR, and SVR+KF
along the x–y direction.

Table 7. Average localization error and RMSE for case IV.

L&T Scheme RMSEx
(in Meters)

RMSEy
(in Meters)

RMSEavg
(in Meters)

Average Localization Error
(in Meters)

Total Energy
Consumption

Trilateration 16.07 10.94 13.50 10.71 2.50 J

SVR (Proposed) 3.95 13.45 8.70 7.05 1.68 mJ

SVR+KF (Proposed) 0.11 0.03 0.07 0.95 2.12 mJ

Thus, after discussing the target-localization results in case I to case IV, it is confirmed
that the selection of kernel function in the SVR-based target-localization model had a
significant impact on target tracking accuracy. In this research work, a number of important
research findings can be noted. Regarding the proposed SVR+KF scheme, the highest
localization accuracy could be seen with the polynomial kernel function (case IV) as
compared with that of the rest of the other kernel functions considered in this study.
Whereas, regarding the proposed plain SVR scheme, the highest localization accuracy
could be seen with the linear kernel function (case I) as compared with that of the rest
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of the other considered kernel functions. The time complexity of trilateration, SVR, and
SVR+KF models were found to be 4 milliseconds, 2.9 milliseconds, and 4.2 milliseconds,
respectively, by using the tic-toc command of MATLAB. Thus, proposed model does not
add more complexity as compared to trilateration. As discussed earlier, in moderate and
high localization accuracy-demanding applications, the proposed SVR-based target L&T
models can be selected. The proposed SVR-based schemes utilize RSS measurements,
which are very fluctuating in nature. Therefore, for each trial in case I to case IV, different
localization results were obtained. Thus, in order to avoid misleading conclusions, the
results provided in this research article are based on an average of 50 trials of each case.
We believe that for different indoor environmental setups, the localization results can be
different. However, the research findings in this paper with the proposed SVR-based L&T
schemes can be a very good guide to build specific SVR-based models to solve the problem
of target localization and tracking for any given indoor setup.

6. Conclusions

This paper provided an SVR-based target-localization scheme which can deal with
noise uncertainty in RSSI measurements and high-velocity variation in target motion.
Rigorous simulations were conducted to test the impact of the kernel function with the
proposed SVR-based schemes on indoor localization performance. We tested four popular
kernel functions of SVM, namely, linear, sigmoid, RBF, and polynomial. The simulation
results proved that for the linear and polynomial kernel function the proposed SVR-based
target-localization model demonstrates superior localization performance along with less
energy consumption involved in localization as compared with that of trilateration. Gener-
ally, based on demand of the underlying application, the need for accuracy in localization
performance may vary. For the applications in which a localization accuracy of around 5
to 8 m is needed, the proposed plain SVR-based scheme is a good lightweight option for
indoor target localization. The proposed SVR+KF target L&T scheme is more suitable for
applications which demand centimeter-level target-localization accuracy in a given indoor
environment. The proposed research work can be extended in many ways. The proposed
SVR models may be applied to solve the multi-target tracking (MTT) problem for indoor
environments. We believe that as the target trajectory changes in a considered indoor
environment, the localization accuracy may vary. Even changes in the WSN operating
area will have an impact on the localization accuracy. In such scenarios, we believe that
by varying number of AN’s, and training the proposed model for a given setup again, the
model can estimate the target track satisfactorily.
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Abstract: The manuscript describes the results of an experimental study of the level of PM (particulate
matter) emissions arising from the combustion of two selected types of biomass (i.e., rapeseed straw
pellets and engine biofuel (biodiesel, FAME)), which were derived from rapeseed. The PM emissions
from the combustion of biofuels were compared with those obtained from the combustion of their
traditional counterparts (i.e., wood pellets and diesel fuel). Both types of pellets were burned in a
10 kW boiler designed to burn these types of fuels. The engine fuels tested were burned in a John
Deere 4045TF285JD engine mounted on a dynamometer bench in an engine dyno, under various
speed and load conditions. A Testo 380 analyzer was used to measure the PM emission levels in
boiler tests, while an MPM4 particle emission meter was used in the engine tests. The combustion
(under rated conditions) of rapeseed straw pellets resulted in a significant increase in PM emissions
compared to the combustion of wood pellets. The PM emissions during the combustion of wood
pellets were 15.45 mg·kg−1, during the combustion of rapeseed straw pellets, they were 336 mg·kg−1,
and the calculated emission factors were 44.5 mg·MJ−1 and 1589 mg·MJ−1, respectively. In the engine
tests, however, significantly lower particulate emissions were obtained for the evaluated biofuel
compared to its conventional counterpart. The combustion of rapeseed oil methyl esters resulted in a
40–60% reduction in PM content in the exhaust gas on average for the realized engine speeds over
the full load range compared to the combustion of diesel fuel.

Keywords: particulate matter (PM); rapeseed straw pellets; biodiesel; combustion; PM emission
levels; pellet boiler; diesel engine; engine dynamometer

1. Introduction

A closed-loop economy is related to the need to maintain the high value and quality
of resources, products, and materials for as long as possible, and to minimize the amount
of waste produced by managing it efficiently. A common element in all activities is the
effort to close the circulation of materials in the economy [1]. A significant direction of the
use of agricultural raw materials in addition to the production of liquid biofuels or the
biocomponents of motor fuels is their use in the energy sector. An important role is played
by solid biofuels, which are mostly residues from the agricultural and forestry industries,
which are components of solid energy fuels or are fuels in their own right. Problems related
to these types of energy raw materials not only include their qualitative assessment, but
also the impact of their use on the environment [2,3].

Rapeseed straw, which is a waste product in the production of rapeseed oil and
biodiesel, can be a valuable energy feedstock with a high calorific value [4–6]. Undeveloped
rapeseed straw can also be used in the pressure agglomeration of biomass during the
production of compact solid biofuels [7]. Rapeseed straw pellets can be an alternative to
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wood pellets used in low-power automatically supplied boilers. Such activities are in line
with the main objectives of the EU Common Agricultural Policy, in relation to practices
that promote environmental and climate protection [8].

In urban conditions, biomass combustion is a major source of particulate matter
during the winter seasons, accounting for up to 30% of PM10 [7]. Particulate matter
contributes significantly to the total emissions of atmospheric air pollutants accompanying
fuel combustion in low-power boilers. The results of studies of the fractional composition of
dust emitted from domestic furnaces indicate a significant contribution, depending on the
type of furnace and its mode of use, of fine fractions of particulate matter including PM10.
Emissions from biomass combustion in domestic furnaces involve an unaccounted-for
share of TSP (total suspended particulate) dust emissions [9]. Small domestic boilers and
stoves remain the main emitters of PM in many countries, especially during the winter
season. In the EU, more than 40% of the energy produced from solid biomass comes from
combustion in domestic boilers and stoves [9]. Depending on the local fuel availability,
domestic boilers are fueled by wood, biomass pellets, or coal of various types and qualities.
During the heating season, in some EU countries, the share of total PM (particulate matter)
emissions emitted from biomass combustion in domestic appliances can exceed 80% [10].
Residential biomass combustion is one of the largest sources of fine particles in the global
troposphere, which has serious impacts on the air quality, climate, and human health.
Because of this correlation and the increasing use of biomass for energy purposes through
combustion, emissions from biomass combustion, particularly PM, require further study [8].
It is difficult to obtain quantitative estimates of the contribution of this source to airborne
particulate levels because the emission factors vary widely depending on the type of wood,
combustion equipment, and operating conditions [10]. There are two main sources of
particulate matter emitted from domestic and small district heating boilers: (1) particles
formed by incomplete combustion (soot, condensable organic particles—tars) and char;
and (2) particles from the inorganic material in the fuel-ash [11].

The analysis of literature reports on the mechanisms of the formation of solid particles
in the process of biomass combustion proves that PM emissions depend on the combus-
tion technology, especially on the physical and chemical properties of the biomass being
burned [9]. Solid particles are formed mainly from evaporating inorganic components
such as KCl, which in the presence of SO2 undergo further chemical transformations (e.g.,
to K2SO4). The composition of the emitted inorganic submicron solid particles mainly
includes potassium, chlorine, sulfur, and oxygen, and the process of releasing alkali metals
during biomass combustion depends on the mutual ratio of the content of chlorine and
alkali metals as well as the presence of sulfur and nitrogen in the fuel [11,12].

Another way to use biomass for energy purposes is the use of biofuels in transportation.
Biodiesel (FAME) is produced by a transesterification reaction with methanol, resulting in
a mixture of fatty acid methyl esters [13,14].

Particulate matter is also formed during the operation of internal combustion engines,
mainly from diesel engines, which can be fueled with biodiesel or fuel containing biodiesel
in the form of a biocomponent.

They contain the following components (Figure 1) [15,16]:

• Insoluble Organic Fraction (IOF—a part of INSOL), in other words, carbon in the form
of soot and products of incomplete combustion of fuel and oil additives;

• Insoluble inorganic fraction (INSINOF—a part of INSOL), which consists of ashes, sul-
fates, trace elements such as iron, phosphorus, calcium, chromium, etc., and mechani-
cal impurities from the environment;

• Soluble Organic Fraction (SOF), organic substances absorbed on soot particles (mainly
hydrocarbons formed from the incomplete combustion of fuel PMFUEL and oil PMLUBE);

• Soluble Inorganic Fraction (SINOF), resulting mainly from the presence of sulfur in the
fuel, from which sulfuric acid is formed following combustion and because of the
presence of water vapor;
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• Soluble Organic Fraction (SOF), which consists mainly of unburned hydrocarbons
resulting from local oxygen deficiency or excess from flame extinction near the cooler
cylinder walls or from a drop in charge temperature during expansion.
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Typically, diesel engine exhaust contains small (10–80 µm), single elementary particles
of soot in the shape of a sphere called nanoparticles and large (10–50 µm) forming clusters
of these particles in the form of soot agglomerates or aggregates (more than 100 µm) [15].

The consequence of air pollution is a reduced life expectancy. Particulate emis-
sions are one of the main causes of smog. Particulate matter (PM) air pollution leads
to premature deaths from heart disease, stroke, and cancer, and causes acute respiratory
infections [17–19]. Air pollution is estimated to cause seven million deaths worldwide each
year [20]. In Europe, air pollution is the biggest environmental threat to human health, a
leading cause of premature births, deaths, and many diseases [21,22]. Particulate matter
PM10 and PM2.5 (particulate matter less than 10 µm and 2.5 µm in size, respectively) are
considered especially hazardous to human health, causing respiratory diseases (such as
asthma) and even death [23].

The literature data on the emissions and mechanisms of particulate matter from various
biofuels are quite scattered, and further work in this area is needed to study, describe, and
organize them. In the absence of reports comprehensively treating the effect of using solid
and liquid rapeseed biofuels on particulate emissions, it was decided to study them and
compare them with fuels considered conventional. The purpose of the study was to analyze
the level of PM emissions produced when burning, in different power equipment and
varying operating conditions, different types of biofuels made from rapeseed. The biofuels
studied were biodiesel (FAME—rapeseed oil methyl esters) used to power compression-
ignition engines, and pellets made from rapeseed straw, which is a by-product of edible oil
production that can be used for energy purposes. In addition, the obtained test results were
compared with those of particulate emissions during the combustion of conventional diesel
fuel and wood pellets as the primary fuel for an automatic low-power pellet boiler. This
comprehensive approach to the energy use of biofuels obtained on the basis of rapeseed in
comparison with their conventional counterparts is a continuation of emissivity studies,
the results of which in relation to selected greenhouse gases were presented in [6].
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2. Materials and Methods
2.1. Boiler Tests

Two types of solid biofuels were used in the boiler emission tests. Rapeseed straw
pellets were produced for the study, and commercial wood pellets of ENplus A1 quality
grade were obtained from coniferous trees. In both cases, the pellets were 6 mm in diameter.
To characterize the pellets, proximate and ultimate analyses were performed and LHV and
HHV were determined. The results are shown in Table 1.

Table 1. Chosen characteristics of the tested pellets.

Parameter Wood Pellets Rape Straw Pellets

Carbon (%) 49.5 40.1
Hydrogen (%) 6.06 5.8
Nitrogen (%) 0.17 0.8

Sulfur (%) 0.02 0.31
Oxygen (%) * 38.25 33.19

Moisture (%) 5.7 9.4
Volatile matter (%) 84.45 64.7

Ash (%) 0.3 10.4

LHV (MJ·kg−1) 17.89 14.76
HHV (MJ·kg−1) 19.95 15.97

The tests were carried out with the use of a 10 kW automatically fed boiler by Greń
(Pszczyna, Poland). Primary and secondary air was fed by a fan controlled by the boiler
controller.

The exhaust gas flow rate was determined by the measurement of the gas velocity
with an L-type Pitot tube (Testo SE & Co. KGaA, Titisee-Neustadt, Germany). Pellet
consumption was measured during combustion using a scale placed under the stove
platform. The test stand is shown in Figure 2 (a schematic is available in [6]).

After the boiler was started, the fuel dosage was gradually increased to achieve the
rated operating parameters and a stable flue gas temperature, which was the criterion for
achieving proper operating conditions. The boiler was then operated for 1 h at full load,
during which the particulate emissions were monitored.

The TSP mass was measured using a particulate matter measurement system Testo
380 combined with Testo 330-2 LL (Testo SE & Co. KGaA, Germany). The analyzer’s probe
was mounted in the chimney on a straight section of the flue. The exhaust gas analyzer
performed automatic measurements at a frequency of 10 s. In order to compare emissions,
the results obtained in mgNm−3 were converted to emission factors related to a unit of fuel
mass (1) and a unit of energy (2):

EFPM =
C·VTotal

m f uel
,
(

mgPM·kg−1
fuel

)
, (1)

EFPM =
C·VTotal

m f uel ·HHV
,
(

mgPM·MJ−1
)

, (2)

where
C is the average concentration of PM (mg·m−3);
VTotal is the total volume of the gas sampled during the experiment (m3);
mfuel is the mass of dry fuel consumed (kg);
HHV is the higher heating value (MJ·kg−1).
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probe was mounted in the chimney on a straight section of the flue. The exhaust gas ana-

lyzer performed automatic measurements at a frequency of 10 s. In order to compare 

emissions, the results obtained in mgNm−3 were converted to emission factors related to 

a unit of fuel mass (1) and a unit of energy (2): 

𝐸𝐹𝑃𝑀 =
𝐶∙𝑉𝑇𝑜𝑡𝑎𝑙

𝑚𝑓𝑢𝑒𝑙
, (𝑚𝑔𝑃𝑀 ∙ 𝑘𝑔𝑓𝑢𝑒𝑙

−1 ), (1) 
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Figure 2. Boiler test stand: 1—test boiler, 2—chimney, 3—Pitot tube, 4—fume probe, 5—flow
probe, 6—boiler controller, 7—Testo 350—flow meter, 8—Testo 380—PM meter, 9—pellet reservoir,
10—scales.

2.2. Engine Tests

Rapeseed biofuel FAME (fatty acid methyl esters)—B100 and Efecta Diesel Fuel—DF,
were used in the study. Table 2 contains the selected physical and chemical properties of
both fuels.

Table 2. Chosen characteristics of the tested fuels.

Parameter DF B100

Cetane number 51.4 52.1
Density @ 15 ◦C (kg·m−3) 835 883

Viscosity @ 40 ◦C (mm2·s−1) 2.6 4.47
Flash point (◦C) 69 120

FAME content (% w/w) 6.8 98.8
Carbon (%) 85.7 76.9

Hydrogen (%) 10.6 11.9
Oxygen (%) 2.4 10.3

LHV (MJ·kg−1) 43.51 37.92
HHV (MJ·kg−1) 45.84 40.36

The tests were carried out on a John Deere 4045TF285JD internal combustion engine
mounted on a test stand equipped with an eddy current brake (Figure 3). A schematic of
the stand is available in [6].
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Figure 3. Engine dynamometer test stand: 1—PC-data recorder, 2—MPM4, 3—John Deere engine,
4—engine management unit, 5—exhaust fumes outport, 6—fumes temperature probes, 7—air flow
meter, 8—air inlet filter, 9—eddy current engine brake.

An electromotor brake of the AMX—200/6000 type was mounted on the dynamometer
bench, with a maximum absorbed power of 200 kW. A strain gauge actuator was mounted
on an arm attached to the brake body. Engine speed was measured using an inductive
sensor. The test stand was equipped with an ATMX2400 type gravimetric fuel gauge with
fuel conditioning. It was also equipped with a system for indexing the engine and recording
the rapidly varying pressures of the working medium in the cylinder. The dynamometer’s
control room, in addition to controlling the operation of the engine-brake unit, allowed
for continuous recording of the measured parameters, their visualization, and storage in
computer memory. The basic specifications of the tested engine are presented in Table 3.

Table 3. Chosen parameters of the John Deere 4045TF285JD engine.

Parameter Characteristics

Engine type Self-ignition engine
Engine displacement 4.5 dm3

Injection system direct injection
Fuel System Mechanical governor
Aspiration Turbocharged

Cylinder arrangement and number In-Line, 4-Cycle
Compression ratio 19:1

Nominal power 74 kW
Nominal speed 2400 rpm

Peak torque 353 Nm
Peak torque speed 1600 rpm

Measurements of the PM content in the exhaust gases were carried out based on the
engine load characteristics over the full load range, with speeds varying from 1400 to
2400 rpm, in 250 rpm increments. The study used the MPM4 particulate emission meter
from MAHA, dedicated to continuous measurement of particulate matter emissions in the
exhaust of automotive engines, particularly diesel engines.

The MPM4 meter uses a method of detecting monochromatic radiation (LLSP—laser
light scattering photometry) reflected from particles in the exhaust gas, which is an alterna-
tive to gravimetric methods (Figure 4).
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Figure 4. The idea of LLSP—laser light scattering photometry—method used in MPM4
(MPM4_New.pdf).

The measurement results are expressed in mg·m−3. The measurement range was
from 0 to 700 mg·m−3 and allowed for testing of both modern engines equipped with a
diesel particulate filter (DPF) as well as older units and research engines without additional
exhaust treatment [24].

2.3. Statistical Analysis

The obtained results of the boiler and engine tests were subjected to statistical analysis
using the Statistica ver. 13 program (TIBCO Software Inc., Palo Alto, CA, USA, 2017). The
influence of the type of fuel on the PM emission was analyzed using analysis of variance
(ANOVA) at a significance level of α = 0.05.

3. Results and Discussion
3.1. Boiler Test Results

During the boiler test combustion of the tested biofuels, significantly higher PM
emissions were found for the combustion of rapeseed straw pellets (Figure 5).
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The average particulate matter emission during the tests of wood pellets was
15.45 mg·m−3, while the average emission during the tests of rapeseed straw pellets was
an order of magnitude higher, at 336.9 mg·m−3. Thus, the values of PM emission dur-
ing the tests of rapeseed straw pellets exceeded many times the emission values that
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occurred during the tests of wood pellets alone. This was confirmed by similar studies con-
ducted by Chojnacki et al. [25], who found particulate emissions when burning pine pellets
of 22.5 mg·m−3, and 218.9 mg·m−3 when burning rapeseed straw petals. As reported by
Young et al. [26], unlike wood, agricultural solid biofuel had a higher ash content (especially
higher alkali metal content), which led to higher PM emissions. In their research, Carroll
and Finnan [27] found that the total TSP emissions obtained during wood combustion were
22–51 mg·m−3, while for rapeseed straw biomass, the value rose to 311–399 mg·m−3; they
also found similarly high TSP emission values for wheat straw of 253–281 mg·m−3, and
barley straw of 251–280 mg·m−3. Garcia-Maraver et al. [28] found that the total particulate
emissions ranged from 50 to 100 mg·m−3 when pine pellets were burned, while that value
increased to 100–600 mg·m−3 when olive biomass waste pellets were burned. This was
also confirmed in the work of [29], where higher TSP and PM10 emissions were related to
agricultural and horticultural biomass combustion, and in the work of [30], where emis-
sions during wood pellet combustion were 104–143 mg·m−3, and during coffee ground
pellet combustion, they were 1071–1472 mg·m−3.

Differences in the chemical composition and ash content in the tested pellets resulted
in significantly higher PM emissions during the combustion of rapeseed straw pellets.

As noted by [31], there is a significant variation in the chemical composition of biofuels
made of different types of biomass. The content of alkali metals, chlorine, and sulfur is
higher in cultivated plants than in woody biomass, which results from the cultivation
conditions (fertilization).

On the other hand, wood biomass may contain a higher content of heavy metals,
which is due to the long vegetation period of trees and the lower pH of forest soils, which
increases the solubility of most heavy metal salts.

The tested pellets were also characterized by different humidity, although these differ-
ences were not significant. Rapeseed straw pellets (9.4%) had a higher humidity than the
wood pellets (5.7%). However, in both cases, the humidity was at a level enabling the direct
combustion of these biofuels (<20%) and below the maximum humidity (≤10) specified in
the standard ISO 17225-1:2021-11 for wood pellets.

In addition, the combustion of agrobiomass in grate furnaces encounters difficulties,
because usually at a temperature of approx. 800 ◦C, slag is formed [32,33]. This phe-
nomenon comes from the chemical composition of biomass and ash and makes the furnace
operating difficult [34–36].

The best agrobiomass combustion technique is two-stage combustion (gasification and
process gas combustion) [37]. However, the market lacks boilers with two-stage combustion
with a capacity of up to 50 kW, designed to combust pellets of agrobiomass, which is
why boilers with grate furnaces dedicated to wood pellets were used. However, in such
situations, the combustion of agrobiomass can be problematic, because the temperature in
the furnace often exceeds the sintering temperature of the agrobiomass ash and the slag is
formed. Thus, the combustion temperature affects the formation of slag, which can also
affect the level of PM emissions from the combustion of this type of fuel.

In order to compare and interpret the obtained test results and compare them with the
literature reports, the EF emission factors were calculated related to the mass of fuel burned
(mg·kg−1) and energy obtained (mg·MJ−1) (Table 4). Emission factors are a relative measure
and can be used to assess emissions from various sources of air pollution. Their knowledge
is important in developing pollution control strategies and assessing the practicability of
burning a specific fuel.

Table 4. Emission factors determined for the tested pellets.

Specification Wood Pellets Rape Straw Pellets

PM (mg·m−3) 15.45 336.9
EF (mg·kg−1) 797 23,282
EF (mg·MJ−1) 44.5 1589
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In the study in question, the rates were significantly higher for the combustion of
rapeseed straw pellets, compared to the rates for woody pellets (Table 4). Available
scientific publications report FE emission rates from the combustion of rapeseed straw
to the order of 3700–13,000 mg·kg−1 [38], and from the combustion of wood pellets
430–1200 mg·kg−1 [39–41]. PM emission factors of biomass combustion expressed in units
of mass per unit of energy are much more common in the literature. Chandrasekaran
et al. [42] found that PM emissions resulting from grass pellet combustion were higher than
received from woody pellets at both high (36–60 mg·MJ−1) and low loads (26–40 mg·MJ−1).
In addition, the ash content of the fuel was strongly correlated with emissions of PM2.5.
According to the literature reports [43], during the combustion of the currently used woody
fuels, the amount of emitted particles ranged from 13 to 92 mg·MJ−1. However, the com-
bustion of grain biofuels (oat, rape seed, rape seed residue), in contrast to wood biofuels,
resulted in significant emissions of the phosphate fraction of particulate matter. In con-
tinuous biomass-fired equipment, the content of alkali metals coming from the fuel is a
major factor in particulate formation. Ozgen et al. [44], on the other hand, reported that in
a study of boilers fired with various wood biofuels, PM emissions were significantly lower
for automatic pellet-fired equipment than for manual (wood-fired) equipment at 85 g·GJ−1,
and the average particulate emission rates for wood pellets were 6–116 g·GJ−1 [45].

During the boiler tests conducted, high particle emissions associated with the com-
bustion of rapeseed straw biomass pellets were found, which may discredit this biomass
as a fuel for low-emission boilers. Consideration should therefore be given to the use of
agrobiomass solid biofuels in larger capacity installations equipped with flue gas cleaning
systems. Bearing in mind that pellet fuel generates lower particulate emissions than other
types of wood fuels. According to [46], particulate emissions can be far from the emission
limit when burning pellets made of wood in grate burners with electrostatic precipitators.
Shen et al. [47] reported that biomass pellets can be a clean replacement for biomass in
its traditional form. This indicates the need to study emissions from the combustion of
biomass pellets.

Small-capacity boilers used for domestic heating are a significant source of particulate
air pollution in the winter season. The efficiency of the dedusting devices should be higher
than 95% to meet the ECOSOC emission limit and the emission level for a biomass lower
than 20 mg·m−3. Therefore, an urgent need has arisen to develop small flue gas cleaning
devices dedicated for particulate matter produced by small domestic boilers, which could
be integrated with such boilers [48].

3.2. Engine Test Results

During the testing of a John Deere engine fueled by FAME and comparatively by diesel
fuel, the content of PM emissions in the exhausts was measured under varying load-speed
conditions.

Figures 6–10 show the changes in the PM concentration in the engines’ exhausts
when operating over a range of load characteristics realized at 1400, 1650, 1900, 2150, and
2400 rpm, respectively.
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The tests showed significant reductions in PM emissions at all of the realized engine
speeds for the biodiesel-fueled engine compared to the diesel-fueled one, averaging over
40% over the entire engine load range. The largest decrease in average PM emissions for
biodiesel compared to diesel (61.1%) was recorded at 1650 rpm (i.e., corresponding to the
highest engine torque (Figure 7)), and the smallest at 1400 rpm—40.3% (Figure 6). At a rated
speed of 2400 rpm (Figure 10), the decrease in PM emissions of an engine fueled with B100
biofuel compared to a conventional fuel drive was 54.2% on average over the entire power
range. At intermediate speeds of 1900 rpm (Figure 8) and 2150 rpm (Figure 8), the engine
emitted less particulate matter when powered by biodiesel, averaging 48.2% and 46.9%,
respectively, compared to DF. In the case of the B100 biofuel, for all rotational speeds, the
lowest PM emission levels were observed for the operation of the no load engine operation.
At the rated load for the considered speeds, the PM content in the exhaust gases of the
engine fueled with biodiesel increased nearly three times. However, regardless of the load,
the PM emissions for B100 each time were lower than that for the DF.

The significant decrease in the particulate matter content in the exhaust gases of the
tested engine when fed with FAME was due to the high oxygen content in the biofuel
(10.3%—Table 2). Such a significant oxygen share in the biofuel resulted in more complete
combustion, which was bound with the reduced formation of PM.

In diesel engines, it is problematic to thoroughly mix the fuel with the oxygen con-
tained in the air, which results in a local lack of oxygen and high-temperature breakdown of
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fuel particles, leading to the formation of particulate matter. Therefore, if part of the oxygen
is supplied in the fuel, it will allow for more complete combustion and lower emissions of
harmful exhaust components.

The significant environmental benefits of reducing diesel engine smoke when using
rapeseed oil methyl esters have been confirmed in domestic and international studies. For
example, the authors in [49,50] pointed to a nearly 50% reduction in PM emissions for the
B100 biofuel compared to DF, confirming the downward trend in the emissions of this
component in the studies conducted (a decrease of more than 40%). Other authors [51,52]
have reported lower PM emissions for the B100 biofuel compared to DF in the range of
20–60%, which is also confirmed by the results of the studies included in this publication.
However, the amount of particulate matter emitted is closely related to the specific engine
(design features, technical condition, regulatory settings used, etc.) and the conditions
under which it operates [53,54].

Table 5 presents the ANOVA results obtained for the measured PM emission levels in
the boiler and engine tests.

Table 5. ANOVA results for PM emission levels (mg·m−3) due to fuel.

Fumes’
Component Factor

Degrees of
Freedom

df

Totals of
Squares

SS

Medium
Square

MS

Test Function
Value

F

Calculated
Significance

Level p

PM

Fuel
wood pellets
and rapeseed
straw pellets)

1 18,659,683 18,659,683 161,346.3 0

PM Fuel
DF and B100 1 460.6794 460.6794 50.28063 0

Statistical studies were carried out to confirm the observed differences in the particu-
late emission levels. The results of the analysis of variance obtained for the PM emission
levels by type of pellet showed significant differences between the average values (at the
significance level of α = 0.05).

Similarly for the pellets, the results of the analysis of variance obtained for the PM
emission levels by the type of liquid fuel (B100, DF) showed significant differences between
the average values (at the significance level of α = 0.05).

The statistical evaluation of the significance of the differences (ANOVA) presented in
Table 5 completes and makes the comparison of particulate matter emissions more credible
due to the biofuel used in both energy devices.

4. Conclusions

The negative aspects of emissions associated with the combustion of various biofuels
may prevent their use as sustainable fuels. To overcome this disadvantage, detailed
information is needed on particulate emissions from the combustion of different types of
biofuels. This information will help identify the types of biomass and biofuels that emit
more particles during combustion and can lead to measures to reduce this pollution [29].
The properties and applications of different types of biofuels vary widely, as do their
advantages and disadvantages [55]. These properties can significantly affect the air quality
associated with combustion processes [56]. The purpose of the boiler tests conducted was
to analyze particulate emissions during the combustion of wood pellets and waste biomass
pellets—rapeseed straw—in a low-power boiler. The results obtained indicate that the level
of particulate emissions accompanying the combustion of wood pellets was significantly
lower compared to the level of emissions recorded during the combustion of the rapeseed
pellets, and at this stage, wood pellets are by far the better biofuel for individual household
use. However, rapeseed straw should not be discredited as a biofuel as it can be burned in
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higher-capacity installations equipped with flue gas cleaning devices. Further research into
the combustion process of this biofuel may contribute to improving the emission rates. The
development of waste biomass such as rapeseed straw will allow for the sustainable and
efficient use of rapeseed crops and a closed material cycle in the economy. In addition, it is
important to develop another line of research concerning the equipping of small domestic
boilers with integrated devices designed to purify flue gases from particulate matter.

Engine tests conducted under varying speed and load conditions showed clear envi-
ronmental benefits associated with significantly lower levels of particulate matter emissions
in the engine exhaust fueled by biodiesel (40–60%) compared to diesel fuel. Such a large
reduction in PM emissions makes rapeseed oil esters a desirable choice as an engine fuel in
the agricultural sector, among others. This is due to the fact that tractor engines burn signif-
icant amounts of fuel. In addition, tractor engines often operate at high loads, often rated,
under which operating conditions the concentration of particulate matter in the exhaust
is high. In addition, the authors’ studies have shown other measurable environmental
benefits of biodiesel as a diesel fuel such as with regard to methane, whose emissions when
running on biofuel compared to diesel fuel have been reduced by 25–30% [6].

Given the wide variety of biofuels, there is a need to continue research on their optimal
use in specific equipment or energy processes with the least possible environmental impact.
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the Addition of Glycerol on the Quality of Spring Rape Straw Pellets. Energies 2020, 13, 819. [CrossRef]
8. Kraszkiewicz, A.; Santoro, F.; Pascuzzi, S. Emmission of Sulphur Oxides from Agricultural Solid Biofuels Combustion. Agric. Eng.

2020, 24, 35–45. [CrossRef]
9. Lech-Brzyk, K. Emisja wybranych zanieczyszczeń podczas spalania biomasy w kotłach o mocy 2÷4 MW. Ochr. Środowiska 2014,

36, 47–52.
10. Vicente, E.; Alves, C. An Overview of Particulate Emissions from Residential Biomass Combustion. Atmos. Res. 2018, 199, 159–185.

[CrossRef]
11. Johansson, L.; Tullin, C.; Leckner, B.; Sjövall, P. Particle Emissions from Biomass Combustion in Small Combustors. Biomass

Bioenergy 2003, 25, 435–446. [CrossRef]
12. Demirbas, A. Hazardous Emissions from Combustion of Biomass. Energy Sources Part A Recovery Util. Environ. Eff. 2007, 30,

170–178. [CrossRef]
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Abstract: Urban heat sources from urban infrastructure and buildings could meet ~10% of the
European building heating demand. There is, however, limited information on how to use them. The
EU project ReUseHeat has generated much of the existing knowledge on urban waste heat recovery
implementation. Heat recovery from a data center, hospital and from water were demonstrated.
Additionally, the project generated knowledge of stakeholders, risk profile, bankability and business
models. The recovery of urban waste heat is characterized by high potential, high competitiveness
compared to other heating alternatives, high avoidance of GHG emissions, payback within three
years and low utilization. These characteristics reveal that barriers for increased utilization exist.
The barriers are not technical. Instead, the absence of a waste heat EU level policy adds risk.
Other showstoppers are low knowledge on the urban waste heat opportunity and new stakeholder
relationships being needed for successful recovery. By combining key results and lessons learned
from the project this article outlines the frontier of urban waste heat recovery research and practice
in 2022.

Keywords: district heating; urban waste heat; demonstration sites; business aspects

1. Introduction

The urban infrastructure of district heating (DH) is not new. The idea of DH is traced to
ancient Roman baths. Early baths were heated using water from hot wells; later on, under-
floor (hypocaust) heating was used e.g., a central heating system with an underground
furnace where the hot air was distributed under a raised floor standing on pillars [1]. A
precursor was established in the French village of Chaudes-Aigues in the 14th century.
It consisted of wooden pipes distributing geothermal hot water from the hot spring of
Par, with a temperature of 80–82 ◦C, to some buildings in the village [2,3]. The history of
modern DH started in the United States in the middle of 18th century as single trials of
private persons to heat their homes using combustion of wood, coal, oil or natural gas to
produce high-temperature steam that was distributed through pipes [4]. In commercial
form, DH has existed since the 1880s [5] and has constituted an urban infrastructure since.
For example, the system supplying Manhattan in New York was put into operation in 1882.
The current systems tend to have a supply temperature of approximately 80–90 ◦C, often
referred to as third-generation systems [6]. In this paper, this kind of system is referred to as
a high-temperature (HT) system. Low-temperature (LT) systems are increasingly relevant,
as they allow for increased shares of renewables, geothermal and waste heat sources. They
have been defined as systems with a supply temperature of heat that is below 70 ◦C [7].
Urban waste heat is LT, possible to introduce into both HT District Heating Networks
(DHNs) and LTDHNs. When inserted into HTDHNs, a heat pump (HP) is often resorted to.

Half of the energy use in the EU is used for heating and cooling [8]. The total heat
demand for buildings in Europe has been estimated at 10 EJ/yr [9]. Industrial waste heat
(resulting from different processes, often HT) has a large potential to contribute to the
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energy demand in Europe. An estimated 2.7 EJ/yr of available industrial waste heat [10]
could meet one quarter of the heat and hot water demand in Europe. Industrial waste
heat has been successfully integrated into DHNs in some countries but there is still a large
untapped potential. The world champion on industrial waste heat recovery into DHNs
is Sweden, but even there only a fraction of heat supplied (9%) originates from industrial
processes [11–17]. Urban waste heat can come from IT (data centers), transport systems
(metro), sewage water and buildings. The ReUseHeat project identified that urban waste
heat could satisfy one tenth of the European building heating demand.

Despite its potential, only a restricted number of installations are present in Europe.
There are individual examples of heat recovery refrigeration system of supermarkets [18,19],
from wastewater treatment facilities [20,21], from data centers [22–26] and from an under-
ground station [27]. One explanation for the low implementation is that where HTDHNs
exist, the interest in LT sources has been low as a result of other fuels such as gas and
biomass being cost-efficient.

How warm a network is will determine whether urban heat sources need a heat pump
to be recovered. In ReUseHeat, heat was recovered using an HP. In addition to technical
validation, analyses were performed on potential, stakeholders, investment risk, bankability,
contracts, business models and competitiveness compared to other heating alternatives. By
combining key results and lessons learned from the project, this paper provides unique,
holistic information on urban waste heat recovery. The results are aggregated and discussed
jointly, providing information on the 2022 frontier of LT heat recovery research and practice.

In the context of EU-funded research, ReUseHeat (2017–2022) [28] builds on previous
knowledge and EU-funded projects, focusing on things such as potential studies for DH
including industrial HT waste heat recovery (the finalized Heat Roadmap Europe Series)
and DH implementation to create awareness about the solutions at city level (the finalized
CELSIUS Project) [29–31]. ReUseHeat bridged the gap between conventional HTDH and
unconventional LTDH and has been followed by the ongoing REWARDHeat project [32]
addressing standardized solutions for LT heat recovery.

Next, materials and methods applied for collecting different kinds of results in the
ReUseHeat project are described. In Section 3, the results on urban waste heat potential,
LTDH performance, barriers and business aspects are provided. Discussion (Section 4) and
conclusions (Section 5) round the paper off.

2. Materials and Methods

The ReUseHeat project has demonstrated three demonstration sites recovering urban
waste heat. Four sites were targeted, but one could not be implemented (metro system
heat recovery). To contextualize the urban waste heat recovery, its potential was estimated
for EU 28. Moreover, business aspects were studied in depth to support demonstrator
replication as well as to create awareness about urban waste heat recovery characteristics.
The work with demonstration, potential assessments and business aspects is heterogenous.
Therefore, a multitude of methods were applied to generate different results. These are
presented next.

2.1. EU Potential

The urban excess heat potential of waste heat encompassed sources other than those
foreseen to be demonstrated in the project. Waste heat from datacenter, metro, hospital and
water (which were to be demonstrated in ReUseHeat) and food processes and buildings
were identified [33]. LT waste heat has the disadvantage that it cannot be transported
very far. Therefore, only heat sources within 2 km of the existing DHN across the EU-28
countries, at an average HP performance of COP 3 of the HP used, were included in the
final assessment of the accessible excess heat. How far the waste heat can be transported
depends on the size of the source and how warm it is. It is therefore difficult to identify a
cut-off distance that applies to all LT heat sources. A cutoff was made, allowing LT waste
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heat transportation for a maximum of 2 km. These volumes were referred to as accessible
excess heat volumes, an important distinction to gross available heat volumes.

For quantification of excess heat from the urban sources, an inventory of unique
district energy installations, data centers, metro stations, wastewater treatment plants, food
production and retail facilities, service sector buildings and residential sector buildings was
drawn up. The general basis for the accessible excess heat assessment for the service sector
buildings and residential sector buildings was data on specific cooling demand (cooling
need reflects available waste heat) [34]. The excess heat sources have been characterized by
recovery type, temperate ranges, temporality and heat pump conversion type (Table S1 in
Supplementary Material).

2.2. Method to Assess Scalability and Replicability

Scalability reflects how well a system, network or process can expand to meet in-
creasing demand. Replicability indicates how well a system can be copied and installed
somewhere else. The methodology for assessment of the scalability and replicability con-
sisted of collecting specific data from demonstration sites by means of a questionnaire
survey. Several factors were assessed to identify the scalability and replicability of the
demonstrator sites. Economical, regulatory, and stakeholder acceptance are examples of
factors assessed. A cumulative result—a scalability index and a replicability index—were
calculated for each of the demonstration sites [35].

2.3. Method to Compare Costs of Alternatives for Heating

A calculation tool has been developed by ReUseHeat that compares the cost of LT heat
recovery with alternative heating solutions. The levelized cost of LTDH was identified.
For assumptions of the tool and details on calculations, see Supplementary Material and
Tables S2–S4. The tool is downloadable from the webpage of the project.

2.4. Method to Study Business Aspects

The project identified the key stakeholders, barriers, value chain, risks, bankability,
organization, contractual factors and business models. The stakeholder perspectives, barri-
ers and the status of the value chain were studied: the scientific literature and the existing
laws, policies, regulations and guidelines (collectively defined as ‘institutional barriers’)
in Europe were reviewed; interviews with multiple stakeholders were held, involving 76
respondents across eight European countries. The stakeholder groups interviewed were
DH companies, waste heat owners, customers, policy makers and investors interested in
green energy. For the risk assessment, scenario analysis in combination with a discourse
on cognitive bias were applied to the context of the demonstrators. For the bankability
assessment, financial principles were applied to urban waste heat recovery investment
opportunities. The contract design was based on traditional methodologies related to
infrastructure projects [36]. For identifying efficient business models for the demonstrator
sites, the business model canvas was used [37].

2.5. Method for Technical Demonstration

The technical demonstration was conducted stepwise;a pre-feasibility study was
succeeded by a feasibility study, commissioning and subsequent operation. The progression
of the demonstration sites was followed up on a quarterly basis. Once the equipment was
taken into operation the results of the demonstrators were monitored. Performance data
from the demonstration sites are: heat supply, excess heat saved, electricity, primary energy
saved, CO2 emissions saved and economic parameters such as simplified payback period.
For the datacenter heat recovery, four months of monitored data were generated in the
project. For the hospital heat recovery, 10 months of monitored data were generated in the
project. Extrapolations for full-year operations were made for both demonstrators. For the
awareness-generating demonstrator site, more than one year of monitoring data exists.
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3. Results

The results are provided on urban waste heat potential (3.1), LT DH performance and
barriers (3.2) and business aspects (3.3).

3.1. Urban Waste Heat Potential

The accessible waste heat volumes in the EU-28 countries are summarized in the
supplementary materials (Table S5).

The total volume of the accessible urban waste heat is 1.2 EJ/yr per year. Most comes
from sewage water (42%), followed by data centers (23%), buildings (service sector 19%
and residential sector 8.8%). Smaller fractions come from metro systems and food processes.
LT waste heat could meet ~10% of the European heat demand for buildings [9].

3.2. Urban Waste Heat Recovery Performance
3.2.1. Demonstrator Performance

Detailed information on demonstrators’ concepts is described in Chapter 3: ReUseHeat
handbook [38]. Several Key Performance Indictors (see Tables 7 and 9 in the ReUseHeat
Handbook, Chapter 3 for specification of the KPIs) were quantified for the data center and
a service sector building (hospital) demonstrator sites.

Data Center

The demonstrator is situated in Braunschweig (Germany). The heat is injected into a
newly built and operated LTDHN. The performance is shown in Table 1.

Table 1. Intended and achieved key performance indicators data from the data center demonstrator.

Impact Unit Intended Result Estimated Value for
a Full Year

Heat supply MWh/year 2300 2451
Excess heat volume MWh/year 1750 1660
Electricity MWh/year 580 791
Primary energy saved (PES) MWh/year 1284 2602
CO2 emissions saved Tonnes/year 304 412
Simplified payback period Years 8 3.1

Comparing the estimated results for a complete year with the intended values shows a
large positive deviation in PES (doubled). CO2 emissions saved and electricity usage were
both larger than foreseen. More electricity was needed because hydraulic adjustments were
necessary to avoid overheating of the HP. In terms of economic indication, the payback for
results of a full year is foreseen to be much lower than anticipated (3.05 years instead of
eight years).

Heat Recovery from a Hospital

The hospital is a public hospital in Madrid, Spain. LT heat from the condensation
circuit of water-water electric chillers is recovered. The monitored data on the performance
of the demonstrator are shown in Table 2.

The results show that the estimated results for a full year were better than expected.
Again, the use of electricity was higher than foreseen but to be expected from the increased
thermal energy production. Economically, the demonstrator had a significant shift of
simplified payback from 15 to less than two years.
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Table 2. Intended and achieved key performance indicators data from the data center demonstrator.

Impact Unit Intended Result Estimated Value for
a Full Year

Heat supply MWh/year 770 2704
Waste heat recovered MWh/year 532 1751
Electricity MWh/year 238 789
Primary energy saved MWh/year 554 3768
CO2 emissions saved Tonnes/year 154 721
Simplified payback period Years 15 1.9

Awareness Building Demonstrator (Dashboard)

The third demonstration site was focused on developing a demonstrator for building
awareness about the urban waste heat recovery by means of a visualization dashboard.
To visualize is especially important in countries where heat demand provided by DH is
low and awareness on DH is rather absent. It was developed for heat recovery from water
(sea and sewage). The dashboard can be accessed through the project website. Detailed
information is found in [39].

Metro Heat Recovery Demonstrator

A fourth demonstrator site was foreseen: metro tunnel/platform heat recovery. The
metro demonstrator was not realized, as the stakeholders withdrew from the project. In
spite of this, learnings were made from feasibility studies. Two design concepts exist and
are ready for future implementation. For a review of these, please view Chapter 3 in the
ReUseHeat Handbook [38].

Scalability and Replicability Analysis of Demonstrator Sites

The aggregated scalability and replicability indices of the demonstrators are presented
in Figure 1. Both ratios were above 50% (the red dashed line) for all demonstrators. The
scalability index was highest for the hospital demonstrator (75) and the replicability index
was highest for the metro demonstrator (80). The scores for the individual factors of
scalability and replicability of all four demonstrators are presented in Figures S1 and S2 in
Supplementary Material.
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The detailed analysis of the scalability and replicability factors identified economy of
scale as the most important factor for all demonstrator sites. Profitability was also an impor-
tant factor for three of them (except for the hospital demonstrator). Software integration,
interface design and technical development were the low-score scalability factors.

3.2.2. Competitiveness of Urban Waste Heat Recovery

A tool was developed in the project to compare the costs of heating alternatives. It
was applied to the following heat supply options: gas-, biomass-, oil- and electric boilers,
air-to-water heat pump, HT DH and LT DH in the ReUseHeat demonstrator countries
(Spain, France and Germany). In Germany, resorting to HT DH (€83/MWh) or LT DH
(€74/MWh) are on par with the costs of a gas boiler (€83/MWh). The pattern is similar for
a house in Spain, with the LCOHs being €77/MWh, €65/MWh and €80/MWh, respectively
for the HT DH system, LT DH system and natural gas-fired boiler. The highest LCOHs in
both countries are associated with electric boilers. In France, on the other hand, the natural
gas-fired boiler is the cheapest alternative (€80/MWh) compared to the DH solutions (HT
DH system: €98/MWh; LT DH system: €89/MWh). Detailed results with a distribution of
the individual cost types are presented in Supplementary Material (Figures S3–S5) and at
the website of the project (2021 energy prices used).

3.3. Barriers

Policy: In the EU, there is no clarity on what waste heat is. There is no policy setting
waste heat on par with, for example, solar or wind. Instead, there are incentivized in-
vestments in renewables which then compete with non-incentivized investments in urban
excess heat. The unclear status of excess heat adds investment risk to any waste heat
recovery investment (urban and industrial).

System maturity: Incomplete value chains and limited demonstration makes it difficult
to both find competencies that can install the system for heat recovery and to make stan-
dardized implementations. Instead, every time a new design is needed, and installers face
a learning curve during the implementation. This is also reflected in the fact that there are
no standards to adhere to and no standardized contracts to resort to. Jointly, these aspects
make the implementation more costly and time-consuming than conventional DH system
implementations.

Value of waste heat: Another barrier beyond the institutional involves different percep-
tions of how much the waste heat is worth. This is particularly troublesome if the parties
have different expectations of, for example, payback of investments. Also, there might be
different views on the quality and usefulness of the heat. For example, DH companies
often do not need waste heat in summer regardless of how high its quality is, which leads
to different perspectives of the value of the excess resource across seasons [40].

3.4. Results on Business Aspects

Stakeholders and value chain: The main stakeholders have been identified [41,42]: DH
companies, excess-heat owners, customers, investors and policymakers.

The LT value chain is not complete and piggybacks off the high-temperature DH
value chain. DH companies are interested in completing the parts missing to make LT heat
recovery profitable. The waste heat owners are important for the success of LT heat recovery
but must be willing to engage in contracts delivering specified heat volumes over time. At
the side of the value chain are investors and policy makers. They can impact demand and
support market uptake by demanding and incentivizing the LT heat recovery solution.

Contracts and risks: Regarding the contracts for urban waste heat investments, the
project often requires multiple parties, which makes the contract writing complex. In
designing contracts, important factors are win-win solutions, supply conditions, ownership
and usage of assets, clear communication pathways, operational activities, renegotiation,
mitigation and simplicity of the contracts [36,40,43]. The question of contractual efficiency
was addressed in [36].
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Business models: Working on business models for the ReUseHeat demonstrators, a
transition from the business model logic of centralized and large-scale thinking to also
include the value that a local heat source can offer was identified as important. The
urban waste heat offer is characterized by the customer value of sustainably and locally
produced. On the activity side, the urban waste heat recovery relies on long-term, win-
win relationships with heat owners, often prosumers, which necessitates ample customer
dialogue. On the resource side, the inclusion of an HP and possibly a LTDHN must be
accounted for. One important learning from the project was that the sustainability that
customers recognize is not capitalized on. Instead, the conventional HT business model is
applied to the LT business case, which erodes it. Indeed, the sustainable feature of LT heat
recovery could be an opportunity for DH companies to diversify their customer offer.

4. Discussion

The urban waste heat potential is of such magnitude that it should be a heat supply
worth pursuing. Taking into account that it also has features that will be standard in future
energy supply (no combustion, making use of a local resource in a circular system) and that
it can replace fossil fuels, it should be on the agenda of any urban development scheme.

The urban heat sources will differ in terms of how large they are and how warm they
are. The larger and warmer, the further the heat can be transported before use. The main
delimitation is that LT heat must be used near where it is generated, as transportation or
long supply lines are not efficient. This makes the matching between demand and supply
increasingly important compared to a conventional HTDHN. If there is not enough demand
locally for the available LT heat, then there are limited possibilities to use the full LT heat
volumes available. This was, for example, the case of the datacenter heat recovery and for
the foreseen implementation of the metro heat recovery.

The demonstrated site of datacenter heat recovery and heat recovery from cooling
towers of a hospital show important results. Primary energy savings for a year from those
two demonstrator sites is 6.3 GWh, and 1133 tonnes of CO2 are saved; this is possible
within a payback of three years (3.05 for the datacenter) or less (1.9 for the hospital). To put
the size of the saving into proportion, an average-sized electric car uses 2 kWh per 10 km.
The circumference at the equator is 40,074 km and to drive around it (theoretically) in the
electric car one would need 2 kWh × 4007.4, which equals 8015 kWh or 0.008 GWh. Hence,
the primary energy saved would allow an electrical car to drive 788 laps around the equator.
For the context of the GHG savings, one ton of CO2 emissions corresponds to using a hair
dryer for 20,000 h. The tonnes of CO2 saved would allow the usage of a hair dryer for
22.6 million hours or 944,167 days. The payback result was not expected. Rather, at the
beginning of the project the novelty of the implementations and the absence of standards
led to the assumption of paybacks in the range of 8–15 years. At the beginning of the
project, the pre-assumption was also the LTDH solutions would have difficulty competing
with gas boilers. For both Spain and Germany, applying the prices of 2021 (e.g., prices
before the Russia-Ukraine war situation), LTDH proved to be a competitive option.

Profitability and a certain volume (scale) of the implementations were seen as impor-
tant for scalability and replicability of the sites, whereas software integration for efficient
operation was not seen as an issue. The most scalable site was the heat recovery from the
hospital, whereas the most replicable site was the foreseen metro heat recovery. It was
foreseen from the tunnel and platforms in metro systems. This implementation was the
second foreseen implementation in Europe. In the CELCIUS Project, heat recovery was
installed in the station of Islington in the metro system of London. Heat was recovered from
the ventilation shafts and from transformers of electricity substations. The demonstrator
encountered a number of barriers to implementation; one important one was the need to
rebuild existing infrastructure to recover the waste heat. The ReUseHeat demonstrator fore-
seen for the metro system took this experience into account, and it was decided to target the
heat from tunnels and station platforms. The idea was to make a compact implementation
that could be placed in any metro tunnel. Returning to the element of distance, the distance
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between the heat recovery foreseen (in between rails in a small platform) and the customer
(the building of the metro operator itself) complicated the implementation of the metro
heat recovery. The project reviewed three alternative implementation sites for the metro
heat recovery, where one would have been very efficient in terms of distance between heat
supply and heat usage. This site had to be abandoned, as the metro operator decided to
rebuild the space where the HP was foreseen to be installed.

That waste heat owners have core business activities that reduce the interest in waste
heat recovery is known already from industrial waste heat collaborations. This was,
however, also confirmed by the experiences in ReUseHeat, and it has been concluded
that for new processes to be tested, organizational approvals take a long time. Several
obstacles are identified and indicate that large-scale implementation will not come without
an important effort. Some activities could support the development: (i) establishing that LT
excess heat is a valuable asset at EU level and pushing its implementation by public sector
requirements for urban waste heat recovery in new development areas; (ii) strengthening
knowledge about the hidden urban asset; when there is awareness across the value chain
from policy makers to customers, demand will follow; (iii) ensuring that waste heat
investments are supported and placing them on a level playing field with investments in
renewables; the current situation might lead to locally available heat supply being foregone;
(iv) more implementation is needed to show the viability of urban heat recovery solutions.
Standardization of technical configuration as well as of contractual arrangements are still
pending. Not until such are in place will there be any large-scale private investment in
this asset.

The DH market is heterogenous across countries. In addition, an EU-level framework
on waste heat is missing, which makes it difficult for urban waste heat investments to keep
pace with incentivized investments in renewable sources. Taking its large potential into
account, it is important to foster interest in urban waste heat at both national and local
levels. One possible way to push implementation is to make urban waste heat recovery
standard in the construction of public spaces such as schools, hospitals and offices. Thereto,
making heat planning mandatory at the municipal level across the EU would be feasible.

5. Conclusions

Globally, LT heat recovery has been implemented in a large number of places (more
than 160 have been documented) [7], now augmented by the achievements from the
ReUseHeat project. The number of these smart city installations confirms that interest in LT
heat recovery is global. ReUseHeat project results validate that recovery of urban waste
heat is technically, economically and environmentally feasible and can significantly support
the decarbonization of cities [44,45].

In sum, the technology is there, and the heat supply is there; however, the policy
framework and awareness amongst stakeholders are not. As a result, the demand is limited,
and actors across the DH value chain deliver solutions they are used to delivering. In the
light of the climate crisis and the Russia-Ukraine war, a strategy of “keeping the lights on” is
no longer justifiable. It seems as if the time for large-scale LT heat recovery implementations
has come.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/en15249466/s1, Figure S1: Computed Scalability factors; Figure S2:
Computed Replicability factors; Figure S3: The LCOH estimations for the analysed heat supply
options for Germany; Figure S4: The LCOH estimations for the analysed heat supply options for
Spain; Figure S5: The LCOH estimations for the analysed heat supply options for France; Table S1:
Excess heat source types, recovery types, temperature ranges, temporality and the HP conversion
type for the investigated heat sources; Table S2: The techno-economic parameters assumed for the
LCOH calculation of the individual and DH technologies—Germany; Table S3: The techno-economic
parameters assumed for the LCOH calculation of the individual and DH technologies—Spain;
Table S4: The techno-economic parameters assumed for the LCOH calculation of the individual and
DH technologies—France; Table S5: Sources of urban excess heat, number of source units within the
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distance of two kilometers from a DHN and energy data (in the unit of PJ/year). References [46–62]
are cited in the supplementary materials.
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Abstract: Investigation is devoted to the optimization of light spectrum and intensity used for red
mustard growing. Notably, most of the studies devoted to red mustard growing were conducted
on micro-greens, which is not enough for the development of methods and recommendations
for making the right choices about the irradiation parameters for full-cycle cultivation. In this
study, we tested four models of LED with different ratios of blue, green red and far red radiation
intensity: 12:20:63:5; 15:30:49:6; 30:1:68:1, in two values of photon flux density (PFD)—120 and
180 µmol m−2 s−1—to determine the most effective combination for red mustard growing. The study
was conducted in a container-type climate chamber, where the red leaf mustard was cultivated in
hydroponics. On the 30th day of cultivation, the plant’s morphological, biochemical and chlorophyll
fluorescence parameters, and reflection coefficients were recorded. The results indicated that the
PFD 120 µmol m−2 s−1 had a worse effect on both mustard leaf biomass accumulation and nitrate
concentration (13–30% higher) in the plants. The best lighting option for growing red mustard was
the blue–red spectrum, as the most efficient in terms of converting electricity into biomass (77 Wth/g).
This light spectrum contributes to plant development with a larger leaf area (60%) and a fresh mass
(54%) compared with the control, which has a maximum similarity in spectrum percentage to the
sunlight spectrum. The presence of green and far red radiation with the blue–red light spectrum
in various proportions at the same level of PFD had a negative effect on plant fresh mass, leaf
surface area and photosynthetic activity. The obtained results could be useful for lighting parameters’
optimization when growing red mustard in urban farms.

Keywords: red leaf mustard; light-emitting diode; spectral composition of light; productivity; photo-
synthesis

1. Introduction

The leaf mustard (Korean red mustard) is an annual cruciferous plant (Brassicaceae
Burnett), which is a valuable food and officinal crop due to its unique composition and
low maintenance for cultivation [1,2]. It is a very popular leafy green in Russia, China and
India. Due to its beneficial properties, the leaf mustard is recommended for use for the
prevention of chronic cardiovascular system diseases, oncology, diabetes and obesity [3–5].

The leaf mustard can be grown both outdoors and indoors under artificial illumination,
which expands the geography of this crop cultivation. Lighting is one of the most significant
environmental factors affecting the plant’s growth and morphology [6]. Among the other
cost elements of vegetable production in greenhouses, the cost of lighting can make up
40–80% of the total [7]. Currently, for plant cultivation in urban farms, in lighting systems,
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the LEDs of various spectral ranges are used due to their high efficiency, and low heat
emission in comparison to the gas-discharge lamps. LEDs allow the spectral composition
of light to be easily and quickly changed, causing specified reactions of the plants [8–11].
For crop production, some lighting equipment manufacturers produce a special series of
LEDs with increased radiation efficiency in the PAR spectrum [12]. In most of the current
studies, the red–blue (RB) LEDs are used. The effect of the red/blue light ratio at various
emission intensities on the growth of leafy greens is being studied. It is important that the
emission spectra of RB LEDs are in good coincident with the absorption spectra of the plant
photosynthetic pigments. Additionally, RB LEDs are considered the most energy-efficient
LEDs [13,14]. However, studies show that green light (G) is also necessary for plants
as it prevents the inhibition of plant generative development [15,16]. In addition, some
researchers note that additional illumination of plants with green (G) and far red (FR) lights
can increase the fresh mass of the leafy greens [17]. The green light increases the leaf surface
area and reduces the specific leaf mass [18–21]. The addition of G to the BR spectrum
results in improvement of the plant’s nutritional value as the G spectrum maintains a
high net photosynthesis rate and photochemical efficiency [22,23]. However, those light
sources with G photons making up more than a 50% share of the total photosynthetic
photon flux (PPF) cause plant growth inhibition [24]. It was established that additional
G irradiation with a 505 nm peak wavelength (cyan) has a significant positive effect on
the photosynthetic pigment content [25]. In addition, the positive role of the G light was
proven in the balance maintenance between the biomass production and the synthesis of
the secondary metabolites involved in plant defensive reactions [26]. It also affects the
activity of nitrate assimilation enzymes [27].

When studying 8, 12, 16, 20, and 24 h photoperiods under blue, red, and far red LED
illumination modules at a PFD of 300 µmol m−2 s−1, it was found that the 8 h photoperiod
resulted in the elongation of hypocotyls and an increase in the leaf area and fresh mass of
mustard, red pak choi and tatsoi microgreens. The elongation of plants decreased due to
the lengthening of the day from 12:00 to 20:00, and the 24 h photoperiod most suppressed
the growth process [28].

Several research groups studied the effect of blue and red light combination treatments
on microgreens at different values of the photosynthetic photon flux density (PPFD). Jones-
Baumgardt and co-authors [29] studied the impact of PPFD values on microgreens of
cabbage, arugula and mustard. For all types of microgreens, it was found that anthocyanin
concentration was proportional to the PPFD value. In the other research by the same
authors, the effect of LED irradiation on the growth indicators and yield of sunflower,
cabbage, arugula and mustard microgreens grown in a greenhouse was studied. During
the experiment, various PPFD levels were tested in the range from 17 to 304 µmol m−2 s−1

with a 16 h-long photoperiod. An increase in PPFD value was accompanied by growth of
the dry mass, the stability index and the relative chlorophyll content, and by the formation
of leaves of a smaller area in cabbage, arugula and mustard [30]. A decrease in PPFD led to
an increase in total nitrogen content and a decrease in the total acidity [31,32].

There are studies devoted to the effect of different proportions of red and blue lights
(B) at the same level of PPFD on plant development. Ying and co-authors did not find any
differences in the content of chlorophyll, carotenoids and nitrates in the microgreens of
mustard, arugula and red cabbage at different proportions of B (from 5% to 30%) and R
light (from 70% to 95%) [33]. With all types of microgreens, the change in the share of B
light did not affect the total content of the extracted chlorophyll, carotenoids or nitrates [33].
Light intensity, in contrast to light quality, affects the total amount of carotenoids in the
microgreens and significantly decreased with increased light intensity [34]. It was noted
that the accumulation of phenolic compounds in the cabbage and the mustard was more
effective at 30% of blue light in the total illumination; at the same time, the concentration
of anthocyanins in arugula and red cabbage correlated well with B light proportion [33].
Mustard microgreen cotyledons darkened under a high proportion of blue light [35]. Note
that a high proportion of the blue radiation (from 20% to 50%) can lead to inhibition of
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the leaf plate growth [36,37] and has a positive effect on the accumulation of macro-and
microelements [38,39]. It was found that R light and magenta (450 + 650 nm) light compared
to white light promoted the accumulation of both total and individual anthocyanins,
while B light was found to be the predominant factor in the a non-anthocyanin phenolic
accumulation in mustard microgreens [40].

Recent studies have been focused on plant lighting modes optimization including by
the addition of different proportions of G and far-red (FR) to the RB at the same PPFD
value [17,39,41,42]. The FR addition treatment can inhibit seed germination; so, it is
reasonable to use FR treatment after the germination period [43,44]. The addition of G
or FR (plus 50 µmol m−2 s−1) to the RB light (4:1) increase both the fresh lettuce shoots
mass by 20.5% (in the case of G light) and 40.4% (in the case of FR light) and the dry shoot
mass by 24.2% and 45.2%, for green and FR light, respectively [45]. The addition of the FR
light of high-intensity to the RB light increased the plant height and the cotyledon area of
mustard microgreens and did not affect either fresh or dry biomass, while the addition of
G light did not have a significant effect [41].

Most recent studies of red mustard cultivation were carried out on microgreens, which
is not enough for developing methods and recommendations for leaf maturity growing
and choosing the most effective irradiation parameters. The species-specific reaction of
plants to the spectral composition of the light, including the plant growth parameters
and their biochemical composition, has been mentioned [46–48]. In order to test the
hypothesis about the different responses of plants to the spectral composition of irradiation
at different levels of PPFD, it is necessary to comprehensively study the effect of the spectral
composition of optical radiation on the productivity of mustard leaf with an emphasis
on morpho-biochemical parameters and indicators of plant photosynthesis. The study of
the irradiation intensity and the spectral composition of light for red mustard growing
will allow us to select the optimal lighting modes to obtain maximum yield with minimal
energy consumption. The development of technology elements for growing red mustard
can be useful for the introduction and dissemination of this rare crop in city farming.

The purpose of this work is to select the optimal lighting option to reduce energy costs
when growing red mustard in indoor farming.

2. Materials and Methods
2.1. Red Musturd Variety

The experiments were carried out on the red leaf mustard of the variety “Red Hill”
(‘Gavrish’, Moscow, Russia). This is a cold-resistant and early-ripening variety (the period
of leaf ripening is 25–30 days). It is grown both outdoors and in indoor farming. The leaf
rosettes can reach 25–35 cm in length and 50–60 g in mass when grown outdoors.

2.2. Cultivation Conditions

The experiment was conducted in three replications from September 2021 to November
2021 in container-type climate chambers for green crops cultivation. The plants were grown
in plastic trays on racks equipped with circulated hydroponics (Figure 1). The seeds were
sown into pots with a mineral wool substrate. In order to avoid the FR negative effect,
the seeds were germinated in the dark. After the cotyledons appeared, the lighting was
turned on. When the first leaves appeared, three plants were left in every pot. Eight
light-insulated racks were used for the mustard plant cultivation. The cultivation area
for each light treatment was equal to 0.68 m2. The planting density was 50 plants per
1 m2. The microclimate in the chamber was maintained by an automatic system. The
day/night air temperature was 25/22 ◦C at a relative humidity of 75%. The carbon dioxide
concentration was maintained by the ventilation system and corresponded to atmospheric
values of 400–450 ppm. No additional CO2 was used. For nutrient solutions preparation,
the Flora Series® (GHE, Fleurance, France) complex of fertilizers for hydroponics was
used. The components of the FloraGro, FloraMicro SW, and FloraBloom kits were used
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in the following ratio: 2.5:2.0:2.5. The electrical conductivity of the nutrient solution was
maintained within 1500–1600 µS/cm.
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Figure 1. The appearance of mustard plants of ‘Red Hill’ variety in the phase of first true leaf
development under 4 types of lighting with the following spectral composition (B:G:R:FR): Control
(15:32:42:11), V1 (12:20:63:5), V2 (15:30:49:6), V3 (30:1:68:1).

2.3. Irradiation Conditions

In the phytochamber, irradiation was provided by combined irradiators based on LEDs
of various spectral compositions. As a control, full-spectrum LED luminaires based on
Refond RF-W40QI35DS-DF-J-Y LEDs with a 4000 K color temperature and a color rendering
index of Ra95 manufactured by Shenzhen Refond Optoelectronics Co., Ltd. (Shenzhen,
China) were used. The emission spectrum is as close as possible to the sunlight spectrum.
The rest of the irradiators of our own production consisted of combinations of the latest
generation LEDs of TM LUXEON 2835 for plant growing: there were blue LEDs (445 nm),
red ones (630 nm and 660 nm), far-red ones (730 nm) and white ones with a color tempera-
ture of 3000 K. In V1 and V2 modes, 20% and 30% of green light was respectively chosen,
since it is known that the addition of G light to B and R can increase shoot mass [15,43].
In the V 3 mode, only red and blue LEDs were used; their percentage was chosen based
on the known data, in which anthocyanins and phenolic compound concentrations were
at a maximum [33,35]. The LEDs were manufactured by Lumileds Holding B.V. (San
Jose, CA, USA). The light period was 16 h. The irradiation parameters are presented in
Table 1. Two variants of PFD were used—120 and 180 µmol m−2 s−1.The measurements
of the photon flux density and the spectral composition of the irradiation were carried
out using the MK350D Compact Spectrometer (UPRtek Corp. Miaoli County, Taiwan).
For the irradiation variants with 120 µmol m−2 s−1 PFD, the specific power consumption
amounted to 105 ± 1.5 W m−2. For the lighting system with 180 µmol m−2 s−1 PFD, the
specific power consumption was 140 ± 2.1 W m−2. The measurements were carried out
using a CVM-MINI CIRCUTOR electric power parameter meter (Barcelona, Spain).

Table 1. Average density of photon flux coming from LEDs in each of spectrum zones: Blue
(B), Green (G), Red (R) and Far-Red (FR) for s cultivation of “Red Hill” variety red leaf mustard
(Brassica juncea L.) in the climatic chamber. Average values obtained in five measurement sessions
are presented here.

Irradiation
Variant

Photon Flux, µmol Photons m−2 s−1
Percentage

Composition of
Light (B:G:R:FR)

PFD
(400 nm–800 nm)

Blue
(400 nm–500 nm)

Green
(500 nm–600 nm)

Red
(600 nm–700 nm)

Far Red
(700 nm–800 nm)

PPFD
(400 nm–700 nm)

Control 120 ± 2.8 17.5 ± 0.3 38.5 ± 1.2 51.0 ± 1.5 13.0 ± 0.2 107.0 ± 2.7 15:32:42:11180 ± 3.3 26.4 ± 0.6 58.0 ± 1.5 76.0 ± 1.9 19.6 ± 0.4 160.4 ± 3.2

V1 120 ± 2.3 14.2 ± 0.2 26.2 ± 1.1 73.2 ± 1.6 6.4 ± 0.1 113.6 ± 2.2 12:20:63:5180 ± 3.1 21.4 ± 0.5 36.7 ± 1.3 112.9 ± 1.5 9.0 ± 0.3 171.0 ± 3.0

V2 120 ± 3.0 18.0 ± 0.2 36.0 ± 0.9 58.8 ± 0.9 7.2 ± 0.1 112.8 ± 2.8 15:30:49:6180 ± 3.3 26.2 ± 0.7 53.9 ± 1.6 88.8 ± 1.1 11.3 ± 0.5 168.9 ± 3.1

V3 120 ± 1.5 36.5 ± 0.3 1.5 ± 0.1 81.0 ± 1.0 1.0 ± 0.1 119.0 ± 1.5 30:1:68:1180 ± 3.8 54.5 ± 0.7 2.0 ± 0.2 122.0 ± 2.3 1.5 ± 0.1 178.5 ± 3.8

2.4. Evaluation of Biometric Indicators

The sampling of the mustard plants was carried out according to the principle of repre-
sentativeness, i.e., in such a way that the characteristics of the selected plants corresponded
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to that of the entire set of plants of the certain experiment variant. For analyzing the fresh
and dry leaf mass indicators and the leaf surface area, we selected 10 plants from each
tested variant. The measurements were made on the 30th day after germination.

When determining the fresh mass, the plants were weighed on the laboratory scale
GF-3000 (A&D Company, Japan). For the measurement of the leaf surface area, the
photo-planimeter LI-COR—LI-3100 AREA METER (LI-COR, Inc. Lincoln, NE, USA) was
used. In order to determine dry mass, the samples were crushed to a particle size of no
more than 1 cm, dried in an oven at a temperature of 60–70 ◦C for 3 h until a constant
mass was obtained, weighed on the Sartorius LA230S analytical scales (Laboratory Scale,
Göttingen, Germany).

2.5. Pigment Content

To determine the content of pigments, the third leaves from the top (fully illuminated)
were used. The samples of the fresh materials were crushed in porcelain mortars with the
addition of quartz sand. All procedures were repeated three times.

In order to determine the chlorophyll and carotenoid content, we selected samples
with 0.1 g mass, and ground them in the mortar with the addition of 2–3 mL of 100% acetone
to obtain an extract. Then, the extract was moved to a funnel with a glass filter (No.3)
inserted into the Bunsen flask and connected to a vacuum pump. The mortar and the filter
were washed repeatedly with 100% acetone until the pigments were completely extracted.
Then, the filtrate was transferred to a measuring bottle and the acetone was added up to
25 mL. The contents of the measuring bottles were thoroughly mixed and used for the
evaluation of the pigment contents by the spectrometric method on the SPECS SSP-705
spectrophotometer (Russia). The optical density of the pigment solution was determined at
wavelengths of 662 nm (for the chlorophyll a), 644 nm (for the chlorophyll b) and 440.5 nm
(for the carotenoids). The thickness of the cuvette absorbing layer was 10 mm. The pigment
concentration was calculated using the Holm–Wettstein method for 100% acetone [43].

2.6. Nitrates Content

For the nitrate content determination in the leaf mustard samples, we selected three
plants in each variant of the experiment. We took samples of 10 g in fresh mass and
crushed them in the mortar. The crushed material was placed in a measuring beaker and
50 cm3 of the extraction solution was topped up. For plants of the Brassicaceae family,
this solution was prepared as follows: 1 g of potassium permanganate and 0.6 cm3 of
concentrated sulfuric acid were dissolved in a 1% solution of aluminum–potassium alum,
and the volume of the solution was brought up to 1000 cm3. Then, the material obtained in
the measuring beaker was mixed for 3 min in the magnetic stirrer. The concentration of
the nitrate ions in the suspension was measured using the ion-meter “Itan” (Tom’analit,
Tomsk, Russia).

2.7. Measurement of Chlorophyll Fluorescence Parameters and Vegetation Indices

To measure the activity of the light stage of photosynthesis, a portable fluorimeter, PAR-
FluorPen FP 110-LM/D (Photon Systems Instruments, Drásov, Czech Republic), was used
to detect active chlorophyll fluorescence and was further analyzed using the PAM method
or OJIP test. The PAR-FluorPen FP 110-LM/D consists of a detector (PIN photodiode with
a narrow band filter, working optical range from 667 to 750 nm) and a blue LED emitter
(maximum about 455 nm), and a sensor of ambient light. To assess the photosynthetic
efficiency of photosystem II (Fv/Fm), the leaf was preliminarily dark-adapted for at least
20 min. To determine the spectral reflectance of the leaves, a portable PolyPen RP 410/UVIS
meter (Czech Republic) was used. The spectra of nine plants were measured in each lighting
variant and at each cultivation period. Three spectral measurements were carried out on
different leaves of each individual plant. Using the PolyPen RP 410 UVIS program, the
main reflectance indicators and the vegetation index were calculated.
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2.8. Energy Intensity Calculation

The cost of electricity for the production of 1 g mustard plant fresh mass was calculated
as the ratio of the total electricity consumed by lamps for 30 days per the total mass of all
plants under the illuminator of this type.

2.9. Statistical Data Processing

All experiments were carried out threefold. Statistical processing of measurement
results and plotting were performed in Python 3.9. To estimate statistical significance, the
Independent two-sample T-test was used with p < 0.05 significance levels.

3. Results
3.1. Morphology

The measurement results of the morphological parameters of the red leaf mustard
plants on the 30th day after their germination are shown in Figure 2. Statistical analysis
of the data obtained showed the reliability of differences in terms of fresh mass and leaf
surface area. At a PFD of 180 µmol m−2 s−1, the fresh mass and leaf area indicators were
higher in all experimental variants.
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120 µmol m−2 s−1 PFD (a) and 180 µmol m−2 s−1 PFD (b) on 30th day of cultivation.

The best lighting option for fresh mass accumulation and the largest leaf surface
area was observed under the spectrum ratio red–blue (V3). The increase in fresh mass
was 71.6% (Figure 3a), and in leaf surface area it was 51.8% (Figure 3c). In terms of dry
mass (Figure 3b) and number of leaves (the data are not shown), there were no significant
differences between the variants in the experiment. Based on the dry mass indicator, the
plants of all variants were not inferior to each other in terms of nutritional properties.
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By the 30th day of red mustard cultivation, flowering was not observed in any of the
light options. This was facilitated by the optimal length of daylight hours; therefore, in
this case, a high proportion of the green part of the spectrum is not required to prevent
flowering [49].

In the variant V3, the shares of the far-red and green LEDs are small and plant shadow
avoidance reaction [17] was not observed; this is due to the greater photosynthetic activity
of red and blue light. The largest leaf surface area was observed in all treatments at PFD
180 µmol m−2 s−1; this observation coincides with other studies [30].

3.2. Biochemical Analysis of Leaves

The content of the main photosynthetic pigments is shown in Figure 4. In terms of
the carotenoid ratio to total chlorophyll (1:5), we can say that the plants of all variants in
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the experiment were in the active growth phase and had no signs of aging. In relation to
chlorophyll a to chlorophyll b (3:1), it can be concluded that mustard plants of all variants
in the experiment did not suffer from a lack of illumination. An increase in the total
level of PFD had no significant effect on the concentration of photosynthetic pigments.
The best light variations for total chlorophyll content were V3 with light intensity 120
and 180 µmol m−2 s−1 and V2 with light intensity 120 µmol m−2 s−1. In another study
conducted on mustard microgreens, total integrated chlorophyll of higher values was
observed at the spectral ratio B 13%, R 87% (without addition of G or FR) as compared
to B 9%, R 84%, FR 7% and B 8%, G 18%, R74% spectral ratios [34]. It is possible that the
negative effect of FR on the total chlorophyll content rises with increasing PPF; therefore in
the V2 variant and at 120 µmol m−2 s−1 PFD, higher chlorophyll content was observed.
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The nitrate concentration is inversely correlated with the PFD total level (Figure 5). For all
variants in the experiment, a PFD of 120 µmol m−2 s−1 is above the maximum concentration
allowable for leafy greens in the Russian Federation [50], so it is unacceptable to use this
level of illumination.
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It is known that the combination of red and blue lights with a high share of blue
light (25% and higher) can be effective at reducing the nitrate content in the mustard
microgreens [38,51]. At the stage before harvesting, the simultaneous increase of PPFD (up
to 300 µmol m−2 s−1) and blue light share significantly reduces the nitrates concentration
in the plants of the Tatsoy cabbage (Brassica rapa subsp. narinosa) [52]. Additionally, a
decreased PPFD value results in the highest nitrate content in the mustard microgreens [53].
In our experimental variants, the share of the G-radiation in the total illumination did not
correlate with the nitrate content, in contrast to the studies conducted on lettuce plants [22].

3.3. Chlorophyll Fluorescence Parameters and Measurements of Vegetation Indexes

Figure 6 shows the effect of different lighting options, when growing mustard, on
the effective quantum yield (Qy) of photochemical reactions of photosystem II, non-
photochemical quenching (NPQ), and photochemical fluorescence quenching coefficient
(Qp), which show the state of the plant photosynthesis system. NPQ is a mechanism
employed by plants to protect themselves from excessive light intensity. In the V3 variant,
an increase in NPQ was observed with an increase in PFD from 120 µmol m−2 s−1 to
180 µmol m−2 s−1, which indicates that at a PFD 120 µmol m−2 s−1, the photosynthetic
apparatus of the plant was not in saturation, in contrast to other options, where NPQ
remained practically unchanged with increasing PFD. On petunia plants, it was found that,
under the blue–red spectrum, plant leaves have a lower index Qy [54] than in variants with
a white diodes addition, but in our study the blue–red spectrum (V3) had no significant
effect on red mustard’s Qy index.
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Figure 6. Chlorophyll fluorescence parameters in red mustard plants of the “Red Hill” variety
on 30th day of cultivation depending on the type of radiation: Qy—effective quantum yield of
photochemical reactions of photosystem II of light-adapted plants, non-photochemical quenching
(NPQ), Qp—coefficient of photochemical fluorescence quenching. The different letters indicate
significant differences among groups.

The maximal photochemical efficiency of photosystem II ((Fm−Fo)/Fm) (data not
shown) had no significant differences between the variants and was in the range of
0.83 ÷ 0.84, which means that the photosynthetic apparatus was not damaged in the
plants and they did not suffer from light stress [55].

Using a portable spectroradiometer, some vegetation indices were determined (Figure 7).
A normalized difference vegetation index (NDVI) serves as an indicator of the plant’s state
and shows the total amount of green vegetation. PRI is a photochemical reflection index
associated with the xanthophyll cycle, which allows us to determine the stress state of
the plant’s photosynthetic apparatus. (R780-R710)/(R780-R680) is the reflectance index
associated with the concentration of chlorophylls [56,57]. The leaf reflection coefficients did
not differ significantly from each other in the variants of the experiment, which may be
due to slight differences between the variants in the concentrations of pigments (Figure 4),
morphological parameters of the plants, and anatomical features of the leaf structure [57].
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Figure 7. Reflection coefficients of red leaf mustard (Brassica juncea L.) plants of the “Red Hill” variety
on 30th day of cultivation.

The leaf reflection coefficients did not differ significantly from each other in the
variants of the experiment, which may be due to slight differences between the variants in
the concentrations of pigments (Figure 4).

3.4. Energy Intensity

The electricity costs for the production of 1 g of mustard leaf at 30 days of cultivation
were calculated (Figure 8). The lowest value of consumed energy was in variant V3 with a
PFD of 180 µmol m−2 s−1 (77 Wt h/g). The highest value was observed in the V1 variant at
a PFD of 120 µmol m−2 s−1 (190 Wt h/g). It can be associated with the efficiency of plant
photon absorption of different spectral ranges. In the V3 variant, the irradiators contained
mainly red and blue LEDs, which have the highest photon output of any LED available [58].
In addition, blue and red light are well absorbed by chlorophylls and carotenoids. The V3
variant was distinguished by a higher concentration of these photosynthetic pigments.
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4. Discussion

Plants mainly absorb blue light and red light, which indicates the possibility of growing
with red and blue LEDs [59]. Therefore, lettuce [60–62], radishes [63] and tomatoes [64]
have been studied by numerous researchers using a combination of red and blue light.
In this study, under red–blue LEDs, mustard leaf had a larger leaf area and fresh weight
by 50% and 70%, respectively. Control and V2 plants had the lowest leaf area and fresh
weight due to a higher green light PFD percentage (30%). In addition to red and blue LEDs,
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green and far red diodes were added to the growth chambers, as a combination of blue,
red, green and far red light in small amounts is most suitable for crop growth [65]. Similar
systems, for example, are installed on the International Space Station [66], at the Chinese
space laboratory, Tiangong II [63], at the Vegetable Production System [66–71] and in the
Advanced Plant Habitat [72].

It is well known that high and low light intensities, regardless of the spectral composi-
tion, inhibit the efficiency of photosynthesis, in particular the effective quantum yield [71].
In our work, we used different light intensities of 120 and 180 µmol photons m−2 s−1;
120 µmol photons m−2 s−1 was not enough to completely saturate the photosynthetic
apparatus of plants, as evidenced by an increase in NPQ and a decrease in Qy in leaves.
It was also shown that in all experimental cases there was a decrease in NPQ and Qp.
This is due to the presence of green and far red light in the spectrum, which stabilizes the
photosynthetic apparatus and reduces the amount of photodamage in photosystem II [72].
Furthermore, the addition of a small amount of green light and far red light has been shown
to save plants from photoinhibition when exposed to prolonged light [73,74]. These results
show that our LED system is able to improve the growth and development of mustard.

5. Conclusions

When growing red mustard of the ‘Red Hill” variety, the best lighting option was
the red–blue (V3) with an irradiation intensity of 180 µmol m−2 s−1. This intensity meets
the needs of mustard plants, and the spectral composition, with the highest proportion
of blue and red illumination among the selected options, contributes to the formation
of compact dense rosettes of leaves with a larger leaf area and fresh mass. Additional
illumination of plants with green and far-red light in variants with the addition of white
LEDs for mustard did not contribute to an increase in fresh mass, in contrast to other
studies of green crops [15]. The addition of green and far red radiation to blue–red light in
various proportions at the same level of PFD, in contrast to studies on microgreens [39],
had a negative effect on plant fresh mass, leaf surface area and photosynthetic activity. In
future studies we are going to identify the optimal proportion of blue and red light and
variety-specific reactions when growing red mustard of various varieties.

The results obtained will be useful for the optimization of the artificial lighting param-
eters of red mustard cultivation in urban farms.
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Abstract: This paper presents the results of an experimental study of the emission levels of selected
greenhouse gases (CO2, CH4, NOx) arising from the combustion of different forms of biomass, i.e.,
solid biomass in the form of pellets and liquid biomass in the example of engine biofuel (biodiesel).
Both types of biomass under study are rape-based biofuels. The pellets are made from rape straw,
which, as a waste product, can be used for energy purposes. Additionally, biodiesel contains rape
oil methyl esters (FAME) designed to power diesel engines. The boiler 25 kW was used to burn the
pellets. Engine measurements were performed on a dynamometer bench on an S-4003 tractor engine.
An analyzer Testo 350 was used to analyze the exhaust gas. CO2 emission studies do not indicate
the environmental benefits of using any alternative fuels tested compared to their conventional
counterparts. In both the engine and boiler tests for NOx emissions, no environmental benefits were
demonstrated from the use of alternative fuels. The measured average NOx emission levels for
biodiesel compared to diesel were about 20% higher, and for rapeseed straw pellets, they were more
than 60% higher compared to wood pellets. Only in the case of engine tests was significantly lower
CH4 (approx. 30%) emission found when feeding the engine with rape oil methyl esters.

Keywords: greenhouse gases (GHG); rape straw pellets; biodiesel; combustion; CO2; CH4; NOx

emission levels; pellet boiler; tractor engine

1. Introduction

The most serious global threats to the natural environment include the intensification
of so-called greenhouse gas (GHG) emissions. The effect of this phenomenon’s intensifica-
tion is climatic changes of global character, caused by an increase in the temperature of the
lower layers of the atmosphere as well as the surface of the Earth and surface waters [1].

Fossil fuel consumption is a major cause of climate change. In China, where coal-fired
power plants dominate, the carbon emission factor is about 1.1 kg CO2·kWh−1. In the Tokyo
area of Japan, the carbon emission factor is about 0.4 kg CO2·kWh−1, and in regions using
hydropower, such as Brazil, it is 0.2 kg CO2·kWh−1 [2]. NOx emission values are higher
when burning coal fuels compared to other fuels, while CO2 emissions are the highest
when burning lignite [3]. A review of the environmental impact of electricity generation
based on combustion technologies of different fuels [4] clearly indicates that hard coal
combustion has the highest impact on global warming and ecotoxicity. Among fossil fuels,
the highest CO2 emission factors are characterized by lignite combustion (1300 kg·MWh−1),
and the lowest are characterized by natural gas (550 kg·MWh−1). In contrast, the highest
NOx emissions are associated with the combustion of diesel fuel (75,000 kg·MWh−1),
and the lowest are associated with natural gas and lignite (15,000 kg·MWh−1). For CH4
emissions, the high emissions are associated with the combustion of hard coal and natural
gas (15,000–20,000 kg·MWh−1).

Interest in bioenergy has increased in recent decades due to the increased awareness
of climate change issues and ambitions to reduce the dependence on fossil fuels [5]. The
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use of biomass is one of the options for an emission-neutral greenhouse gas as an energy
source. However, as [6] noted, carbon neutrality in terms of carbon emissions is not the
same as climate neutrality.

Biofuels can reduce the use of fossil fuels and thus reduce greenhouse gas emissions.
The impact of biofuel use on mitigating climate change and reducing dependence on fossil
fuels is the subject of intense debate in the scientific community. The actual benefits may
be limited by local geographic factors, biofuel production technology, and the energy
system used.

The use of biomass for energy production carries the risk of increasing emissions of
GHG into the atmosphere. According to [7], biomass combustion, including residential
biomass combustion (RBC), is a significant global source of gaseous emissions. Biomass
combustion is the third largest source of CH4, contributing to global methane emissions
of approximately 40 Tg per year [8] and thus having a direct impact on the global CH4
balance due to its long residence in the troposphere. Biomass combustion also emits nitrous
oxide N2O. Reactive nitrogen compounds have a significant impact on the chemistry of the
atmosphere. This gas has a higher ability to absorb and remit terrestrial radiation than CO2
or CH4, so it is a more potent greenhouse gas.

Another use of biomass is biofuels for transportation. Vegetable oils or animal fats are
converted to biodiesel through the transesterification with methanol, resulting in a mixture
of fatty acid methyl esters (FAME) [9], which are used as an alternative fuel for feeding
internal combustion engines [10]. Although the new guidelines mandate that biodiesel
be derived from non-food raw materials, for Central Europe and countries with similar
climatic conditions, the most promising is the use of biodiesel based on rape oil [11]. In the
process of obtaining rapeseed oil, there is waste generated in the form of rapeseed straw,
which can be utilized for energy purposes. Some researches [12,13] found out that rape
straw is a valuable energy raw material of high calorific value. Redundant rape straw can
become raw material for the production of compact solid biofuels [14] as an alternative
to wood pellets used in low-power boilers with automatic loading. This policy is in line
with one of the objectives of the EU Common Agricultural Policy, which is to promote
agricultural practices that help protect the environment and climate.

The paper [15] outlines a number of positive and negative sustainability considerations
associated with the removal of crop residues for expanded uses. As the authors point out,
before using crop residues for biofuel production, it should be verified that neutral or
positive sustainability impacts can be maintained under site-specific conditions. Crop
residues from primary crops are available in significant quantities and do not compete with
food production, and to some extent, they are created by virgin cereals production. As a
result, there is no need for land conversion. However, this potential largely depends on the
development of sustainable and efficient bioenergy systems [15].

Although there are many publications available on the emissions from both biodiesel
and rape straw pellets, there is a lack of a comprehensive reference to the impact of the
use of these biofuels on GHG emissions in exhaust gases concerning traditional fuels.
Therefore, this study aimed to analyze the emissions of selected greenhouse gases (CO2,
CH4, NOx) generated during the combustion of different types of biofuels derived from
the same plant, i.e., rape (rape oil methyl esters and rape straw pellets), in comparison with
conventional fuels (diesel and wood pellets). The obtained results of the emission studies
can demonstrate the environmental benefits of using alternative fuels in comparison with
their typical counterparts

2. Materials and Methods
2.1. Boiler Tests

The fuels tested were rape straw pellets and A1-grade wood pellets available on
the market. The physicochemical properties of rape straw pellets and wood pellets are
presented in Table 1.
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Table 1. Physicochemical properties of wood pellets and rape straw pellets.

Parameter Symbol Unit Wood Pellets Rape Straw Pellets

Moisture Wt
r % 5.7 9.4

Ash Aa % 0.3 10.4
Volatile matter Vdaf % 84.45 64.7

Carbon Ca % 49.5 40.1
Hydrogen Ha % 6.06 5.8
Sulphur Sa

A % 0.02 0.31
Nitrogen Na % 0.17 0.8
Oxygen * O % 38.25 33.19

HHV Qs
a kJ·kg−1 19,953 15,972

LHV Qi
r kJ·kg−1 17,893 14,763

* Oxygen was calculated as a complement.

In order to test the combustion of rape straw pellets and wood pellets, a 25 kW boiler
adapted for burning pellets was used. The boiler was equipped with a furnace, to which
fuel was fed from a reservoir in an automated way. Boiler operation was controlled by a
programmed electronic controller. A diagram of the boiler stand is shown in Figure 1.
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Boiler operation was controlled by a programmed electronic controller. The amount
of fuel fed for combustion as well as the amount of air required for proper combustion
was automatically selected by the controller, based on the results of measurements of the
oxygen content in the flue gas provided by the lambda probe and the temperature sensor at
the boiler outlet. Combustion tests were carried out under fixed boiler operating conditions
at rated settings. Before starting the measurements, the boiler was warmed up for a period
of 1 h, the time required to stabilize the boiler was not included in the test duration. The
combustion test of individual pellets lasted for 1 h. The fuel consumption was determined
by weighing the fuel fed into the reservoir before and after the test for each fuel. The fuel
mass flux was, for wood pellets, 6.15 kg·h−1 and, for rapeseed straw pellets, 7.63 kg h−1.
The flue gas temperature was 138 ◦C and 134 ◦C, respectively.

2.2. Engine Testing

B100 biodiesel (fatty acid methyl esters FAME) and ON Efecta Diesel were used for
the engine testing (Table 2).
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Table 2. Selected physicochemical properties of diesel fuel and methyl esters rape oil.

Parameter Symbol Unit B100 DF

Ester Content FAME % (m/m) 98.8 6.8
Density at 15 ◦C ρ kg/m3 883 835

Viscosity at 40 ◦C η mm2/s 4.47 2.6
Cetane Number CN - 52.1 51.4

Flash point FP ◦C 120 69
Carbon Ha % (m/m) 76.9 85.7

Hydrogen Sa
A % (m/m) 11.9 10.6

Oxygen O % (m/m) 10.3 2.4
HHV Qs

a kJ/kg 40,365 45,839
LHV Qi

r kJ/kg 37,918 43,511

The tests were carried out on a type S-4003 internal combustion engine installed on a
dynamometer (Figure 2). The characteristic technical data of the tested engine are presented
in Table 3. Despite the successive replacement of the machine park in Polish agriculture with
modern tractors characterized by advanced operation and emission parameters, engines
like the one under study are still being used to a considerable extent and pose potential
ecological problems [16].
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Figure 2. Scheme of the dynamometer stand: 1—test engine, 2—load brake, 3—shaft connecting the
engine to the brake, 4—control and measurement system, 5—fuel consumption measuring system,
6—exhaust gas intake, 7—induction speed sensor, 8—exhaust gas temperature sensors.

Table 3. Basic technical data of the S-4003 engine.

Parameter Unit Characteristics

Type - Self-ignition engine
Cylinder arrangement - Vertical in-line
Number of cylinders - 4

Operating system - Four-stroke
Injection system - Direct injection

Compression ratio - 17:1
Engine displacement dm3 3.12

Rated power kW 38.3
Rated speed rpm 2200

Maximum torque Nm 186
Maximum torque speed rpm 1500–1600

Engine load shifting was accomplished with an electric brake type K1-136B-E (asyn-
chronous ring generator), which was also used to start the engine. Emissions were measured
based on engine load characteristics at two characteristic speeds (maximum torque and
rated power) over the full load range [17,18].
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2.3. Measuring Apparatus for Emission Tests

The concentrations of nitrogen oxides (NOx), carbon dioxide (CO2), and methane
(CH4) were measured using Testo 350. Testo 350 is a portable exhaust gas analysis system
for the measurement of exhaust gas emissions.

2.4. Statistical Analysis

The obtained results were analyzed with the use of analysis of variance (ANOVA).
The data analysis was carried out using the Statistica ver. 13 software (TIBCO Software Inc.,
Palo Alto, CA, USA, 2017) at a significance level of α < 0.05.

3. Results and Discussion
3.1. Boiler Test Results

Figures 3–5 show the time courses of changes in CO2, NOx, and CH4 concentrations
accompanying the combustion of rape straw pellets and wood pellets. Table 4 lists the
average concentrations of the measured flue gas components, calculated from the time
courses of their changes. Moreover, Table 5 compares the emissions of these compounds
during the combustion of the analyzed fuels in relation to the obtained heat energy.
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Figure 3. Time course of changes in CO2 concentration for combustion tests of wood pellets and rape
straw pellets.
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Figure 4. Time course of changes in CH4 concentration for combustion tests of wood pellets and rape
straw pellets.
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Figure 5. Time course of changes in NOx concentration for combustion tests of wood pellets and rape
straw pellets.

Table 4. Average concentrations of the measured flue gas components.

Specification Unit Wood Pellets Rape Straw Pellets

CO2 % 4.10 3.15
NOx ppm 41.4 119.2
CH4 ppm 275.3 579.6

Table 5. Average emissions of GHG components (g·kWh−1).

Emitted Fumes’ Component Units Wood Pellets Rape Straw Pellets

CO2
g·kWh−1

432 439
NOx 0.33 0.96
CH4 1.09 2.29

By comparing the concentrations of the tested gases presented in Figures 3–5 and
the average concentrations presented in Table 4, it was found that, in the case of burning
pellets from rape straw, the concentrations of CO2 were lower those of than wood pellets,
while the concentrations of NOx and CH4 were higher. Especially high concentrations were
found for NOx (almost three times higher) and CH4 (two times higher for rape straw pellet
combustion). The lower values of CO2 content may be due to the lower calorific value and
the higher moisture content of rape straw pellets compared to wood pellets. On the other
hand, the higher NOx concentration was caused by high nitrogen and oxygen contents
in rape fuel. The high concentration of CH4 in the flue gas also indicates an imperfect
combustion process—incomplete combustion.

The results of the study presented in Table 5 confirm that the combustion of rape
straw pellets is associated with higher NOx and CH4 emissions and lower CO2 emissions
in relation to the thermal energy obtained. By comparing the nitrogen content of rape straw
pellets (Table 1) with the values typical for wood biomass, which, according to the literature,
are below 0.2% [19], it is possible to notice a relatively high content of this element in rape
straw pellets. This may be associated with the use of nitrogen-containing mineral fertilizers
during rape cultivation, which adversely affects the NOx emission during the combustion
of the investigated biomass. This fact is confirmed by the results of energy and emission
studies (NO 421.7 mg·mn

−3, NO2 664.8 mg·mn
−3) (Tables 4 and 5, Figures 2–4).

The NOx concentration found in the study [20] did not exceed 400 mg·m−3. If the
temperature in the furnace is relatively low, the NOx concentration depends mainly on the
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nitrogen stream supplied to the furnace with the fuel, and nitrogen oxides are formed from
nitrogen contained in the fuel [21]. In small power boilers, the combustion temperature very
often does not exceed 1300 ◦C, and NOx are not formed due to the oxidation of atmospheric
nitrogen [22–24]. In this case, NOx emissions should be directly related to the nitrogen
content of the fuel.

However, due to the very high ash content in agricultural biomass, when considering
the formation of NOx during its combustion, the catalytic effects of the ash surface must
also be taken into consideration. The different NOx emissions during the combustion of
pellets from agricultural biomass may be due to the varying nitrogen content of the biofuel
as well as the ash catalyzing the formation of NOx [25].

Table 6 shows the ANOVA results obtained for the measured emission levels of
greenhouse gases, and in Table 7, they were converted to the unit of mass referred to as
kWh in boiler tests.

Table 6. ANOVA results for the emission levels (volumetric shares) of GHG components by fuel
(rapeseed straw pellets, wood pellets).

GHG
Component Factor Degrees of Freedom

df
Totals of Squares

SS
Medium Square

MS
Test Function

Value F
Calculated

Significance Level p

CO2 fuel 1 163.2181 163.2181 15,593.84 0
NOx fuel 1 1,080,143 1,080,143 156,755.5 0
CH4 fuel 1 16,528,891 16,528,891 151,205.4 0

Table 7. ANOVA results for the emission levels of GHG components (g·kWh−1) by fuel (rapeseed
straw pellets, wood pellets).

GHG
Component Factor Degrees of Freedom

df
Totals of Squares

SS
Medium Square

MS
Test Function

Value F
Calculated

Significance Level p

CO2 fuel 1 1.1 × 1010 1.1 × 1010 2554.695 0
NOx fuel 1 70,670,641 70,670,641 37,051.95 0
CH4 fuel 1 16.279 16.279 24,133.99 0

In both cases, the results of the statistical analysis calculated using the analysis of
variance method for all analyzed GHGs due to the type of pellet showed significant
differences between the average values (at the significance level of α = 0.05). Similar
dynamics of changes in the content of the studied flue gas components were observed.

3.2. Engine Test Results

During the tests of the S-4003 engine on a dynamometer bench using FAME fuel and
diesel fuel, emissions were measured under various speed-load conditions. Figures 6 and 7
show the waveforms of changes in the level of CO2 emissions in the exhaust gas of the
engine operating according to load characteristics, performed at 1600 rpm and 2200 rpm,
respectively.

The study showed a slight decrease in CO2 emission levels for biofuel, compared to
ON, at both engine speeds (Figures 6 and 7). The largest difference between the average
values of the concentration of this component in the exhaust gas over the entire engine load
range (2.92%), was recorded between B100 and ON at the rated speed (2200 rpm). Figures 8
and 9 show the waveforms of changes in NOx content in the exhaust gas as a function of
engine load (effective power) for 1600 rpm and 2200 rpm, respectively. The study showed
that feeding the engine with biodiesel increased in the concentration of nitrogen oxides in
the exhaust gas compared to diesel fuel. Averaged over the entire engine load range, the
increase in exhaust NOx concentration was 19.8% at 1600 rpm and 18.9% at 2200 rpm. The
level of CH4 emissions in the exhaust gas (Figures 10 and 11) was found to be significantly
lower for the ester-fueled engine compared to the diesel powertrain, averaging over the
entire power range by 26.8% at 1600 rpm and by 29.3% at 2200 rpm.
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Figure 6. CO2 emission level in the exhaust gas as a function of the effective power of the S-4003
engine, at an engine speed of 1600 rpm.
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Figure 7. CO2 emission level in the exhaust gas as a function of the effective power of the S-4003
engine, at an engine speed of 2200 rpm.
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Figure 8. NOx emission level in the exhaust gas as a function of the effective power of the S-4003
engine, at an engine speed of 1600 rpm.
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Figure 9. NOx emission level in the exhaust as a function of the effective power of the S-4003 engine,
at an engine speed of 2200 rpm.
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Figure 10. CH4 emission level in the exhaust as a function of the effective power of the S-4003 engine,
at an engine speed of 1600 rpm.
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Figure 11. CH4 emission level in the exhaust as a function of the effective power of the S-4003 engine,
at an engine speed of 2200 rpm.
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Effective power is one of the most important indicators of an engine’s operation,
as it determines the amount of energy given up to the consumer at each moment. As
the effective power changes, the components of the exhaust gas change significantly, as
demonstrated in the study (Figures 6–11). The measurements further showed that feeding
the engine with biodiesel, compared to the ON drive, resulted in a decrease in effective
power (evident at a full engine load) by 4.1% at 1600 rpm and by 6.1% at 2200 rpm. A
particularly important engine operating parameter is effective (overall) efficiency, which
characterizes the amount of heat energy supplied to the engine that is converted into useful
(effective) work. Internal combustion engines typically have efficiencies of 30–40%. The
highest effective efficiency (33%) was achieved by the tested biodiesel-fueled engine in the
range of maximum torque characteristics.

GHG emissions are closely related to the temperature inside the cylinders and then,
in the exhaust system, to the temperature of the exhaust gas. Exhaust gas temperatures
measured during the tests varied from more than 100 ◦C at no-load engine operation to
nearly 600 ◦C at full-load operation. A slightly higher average exhaust gas temperature,
on the order of 1–2%, was recorded when the engine was fueled with biodiesel. Table 8
shows the emissions of measured GHG components converted to g·kWh−1 according to
the calculation methodology in the works of [26,27].

Table 8. Level of emissions of GHG components (g·kWh−1) due to fuel and engine speed (rpm) and
power output (kW).

B100 ON

Speed
rpm

Power
Output kW

CO2
g·kWh−1

NOx
g·kWh−1

CH4
g·kWh−1

Speed
rpm

Power
Output kW

CO2
g·kWh−1

NOx
g·kWh−1

CH4
g·kWh−1

1600

0 - - -

1600

0 - - -
3.5 2161.0 24.5 3.4 3.5 2063.0 20.9 5.9
7.1 1275.0 15.4 1.7 7.1 1244.5 12.3 2.6
10.6 1024.7 13.7 1.4 10.6 998.6 10.4 1.9
14.1 912.5 12.4 1.2 14.1 896.2 10.0 1.5
17.7 863.7 12.1 1.1 17.7 881.3 10.3 1.5
21.2 871.0 11.8 1.2 21.2 868.0 10.0 1.5
23.5 883.7 10.6 1.3 23.5 881.2 9.0 1.6
26.1 1019.2 10.8 1.8 27.2 950.1 8.8 2.1

2200

0 - - -

2200

0 - - -
4.9 2364.8 21.2 4.9 4.9 2193.8 14.2 6.1
9.7 1480.0 12.2 2.3 9.7 1400.1 10.3 3.1
14.6 1195.7 11.1 1.6 14.6 1146.2 9.1 2.2
19.4 1059.2 11.4 1.5 19.4 1011.5 8.8 1.9
24.3 988.6 10.6 1.4 24.3 985.2 8.8 1.9
29.1 1019.5 10.3 1.7 29.1 1001.5 8.6 2.4
32.2 1106.8 8.8 2.1 34.3 1070.1 7.0 2.9

It can be seen from Table 8 that NOx and CH4 exhaust emissions expressed in g·kWh−1

showed the same trend of change as the measured values (in ppm), i.e., an increase and
a decrease, respectively, in these two exhaust compounds when the engine was fed with
B100 biofuel compared to ON. The average over the entire engine power range increase
in NOx was 21.8% at 1600 rpm and 26.5% at 2200 rpm, while the average decrease in CH4
was 25.4% (1600 rpm) and 25.1% (2200 rpm). In the case of CO2, however, higher mass
emissions were obtained for biodiesel than for diesel, averaging 2.2% at 1600 rpm and 4.0%
at 2200 rpm. This is mainly due to the higher fuel consumption and lower heating value of
the B100 bioester compared to ON.

Table 9 shows the ANOVA results obtained for the measured GHG emissions in the
engine tests.
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Table 9. ANOVA results for emission levels (volume shares) of GHG components due to fuel and
engine speed (biodiesel, ON).

GHG
Component Factor Degrees of Freedom

df
Totals of Squares

SS
Medium Square

MS
Test Function

Value F
Calculated

Significance Level p

CO2
fuel 1 0.057647 0.057647 0.010419 0.919335

speed rpm 1 2.359477 2.359477 0.432062 0.515679

NOx
fuel 1 100,118.4 100,118.4 1.151727 0.291214

speed rpm 1 140,155.9 140,155.9 1.63585 0.210093

CH4
fuel 1 2647.059 2647.059 4.195462 0.048811

speed rpm 1 1152.941 1152.941 1.701444 0.201403

The results of the statistical analysis calculated by the analysis of variance showed
a significant effect of fuel type (p < 0.05) only for CH4. For all the other cases analyzed,
the differences in the averages are not statistically significant. Table 10 shows the ANOVA
results obtained for the emission levels of the studied GHG components converted to
g·kWh−1 in the engine tests.

Table 10. ANOVA results for the GHG component emissions (g·kWh−1) due to fuel and engine speed
(biodiesel, ON).

GHG
Component Factor Degrees of Freedom

df
Totals of Squares

SS
Medium Square

MS
Test Function

Value F
Calculated

Significance Level p

CO2
fuel 1 13,402.76 13,402.76 0.070184 0.79301

speed rpm 1 200,098.5 200,098.5 1.121286 0.298382

NOx
fuel 1 49.152 49.152 3.352122 0.077781

speed rpm 1 29.16259 29.16259 1.924114 0.175973

CH4
fuel 1 3.675 3.675 2.322869 0.138701

speed rpm 1 2.417044 2.417044 1.537817 0.224884

The results of the statistical analysis calculated using the analysis of variance method
for all the cases analyzed (Table 9) showed that the differences in the averages are not
statistically significant (at the significance level of α = 0.05). A valuable advantage of using
biodiesel compared to diesel fuel is the reduced emission of particulate matter and the
gaseous components of the exhaust gas (CO, HC), along with the excessive NOx emissions,
as demonstrated in numerous studies, both domestic and foreign. For example, in the work
of the authors [28,29], the increase in NOx concentration for B100 fuel compared to ON
was about 10%, confirming the upward trend of this component of the exhaust gas in the
completed studies (an increase of about 20%). In turn, the same researchers found a signifi-
cant decrease in hydrocarbon emissions (about 60%) for B100 fuel compared to ON, which
also confirms the results of the present study concerning methane (a decrease in the range
of 25–30%). It should be noticed that the performance of an engine depends on its design
features (shape of the combustion chamber, design of the fuel injection system, design of
the intake system) and operational features (type and characteristics of the fuel, technical
condition of individual engine systems, adopted control settings) [30–33]. According to the
authors [34], comparing the Life Cycle Assessment (LCA) of biodiesel to that of diesel, the
use of this biofuel is more beneficial in terms of reducing the overall greenhouse effect, CO2
emissions, or carcinogenic compounds. In terms of CO2, the researchers found that burning
each ton of diesel fuel emits 2.8 tons of CO2 into the atmosphere, while burning biodiesel
emits 2.4 tons of CO2/ton of bioesters. Energy crops are expected to expand significantly
in the very short term, bringing significant social and environmental benefits. However,
many studies indicate either very positive or negative environmental effects of energy crop
cultivation and processing, so there is still a lot of uncertainty regarding these issues [35].
When considering the highest degree of greenhouse gas emission reductions accompanying
the use of biomass for energy [36], first-generation biodiesel was found to have less of an
impact than first-generation bioethanol concerning bioenergy systems. In addition, for
first-generation biodiesel, sunflower showed a lower energy impact than rape. To minimize
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greenhouse gas emissions from energy systems, an analysis was conducted [37], which
indicates that, with adequate biomass availability, liquid fuel production should be based
on agricultural residues. Electricity production should be based on forest residues and other
woody biomass, and heat production should be based on forest and agricultural residues.

The targets set by the 2009 Renewable Energy Directive for renewable energy make
the EU a major global source of demand for biomass. Demand for biomass energy is
likely to increase as EU member states set increasingly ambitious renewable energy targets.
While biomass power generation is steadily being displaced by other renewable energy
sources (mainly wind and photovoltaic power), biomass is likely to remain a major source
of renewable heat and transportation biofuels in the short term [38]. The closed-loop
economy allows for treating waste biomass as a potential source of valuable energy raw
materials. The transition to a closed-loop economy requires, among other things, new ways
of transforming hitherto unused waste into new products that constitute resources such
as energy. Nevertheless, sustainability criteria should be considered to distinguish raw
materials with different climate impacts, as burning different types of biofuels can generate
GHG emissions. It is therefore important to control the types of biomass used in order to
reduce their negative impact on the climate. Financial and regulatory support should be
limited to those raw materials that reduce GHG emissions in the short term, such as lumber
residues, agricultural production waste, and post-consumer waste. The overarching goal is
to develop sustainable energy systems that do not contribute to further climate change or
negatively impact other aspects of sustainability.

4. Conclusions

The novelty of the paper is a comparative study of GHG emissions from the combus-
tion of biodiesel and diesel in an internal combustion engine and from the combustion of
various solid biofuels (rapeseed pellets and wood pellets) in a low-power boiler. Such a
comparison has not yet been encountered in the literature. As the paper proves, biomass
can be used for energy purposes in a variety of ways, and the benefits vary greatly depend-
ing on the system used. Bioenergy systems can contribute to climate change mitigation,
but the use of biomass resources requires careful consideration of how to target the actions
taken in relation to available resources.

The engine test results showed significant reductions in CH4 emissions when burning
B100 biodiesel compared to burning conventional fuel, both at maximum torque and
rated speed. Higher NOx emissions were found for the biofuel burned relative to diesel
combustion. In addition, higher CO2 emissions expressed in g·kWh−1 were recorded for
the combustion of bioester compared to the combustion of diesel, which is mainly due to an
increase (about 10%) in the B100 fuel consumption, measured on the dynamometer bench.
The engine test results showed a significant reduction in CH4 emissions when burning
B100 biodiesel compared to burning conventional fuel, both at maximum torque and rated
speed. The boiler test results indicate that the combustion of rapeseed pellets is associated
with higher CH4 and NOx emissions compared to the combustion of wood pellets. In
contrast, comparable values were found for CO2 emissions expressed in g·kWh−1 during
the combustion of rapeseed and wood pellets.

Thus, the results obtained from the CO2 emissivity studies do not clearly indicate
the environmental benefits of using the two alternative fuels tested compared to their
conventional counterparts. Neither in engine tests nor in boiler tests for NOx emissions
have any ecological benefits been shown from the use of alternative fuels. Only in the case
of engine tests were significantly lower CH4 emissions found when fueling the engine with
methyl esters of rapeseed oil.

In conclusion, although the studies did not show significant environmental benefits
of using rapeseed-derived fuels, they should not be disqualified. Further research into
the combustion process of these fuels can help improve emission factors. In addition,
the management of waste biomass such as rapeseed straw, thanks to the possibly longest
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retention of its economic value, will allow for the sustainable use of rapeseed crops and
attempt to close the CO2 cycle.

The agricultural sector is a sizable emitter of GHGs and a consumer of energy derived
mainly from fossil sources. Hence, it is particularly important to use energy (in various
forms) from renewable sources in agriculture as much as possible. The results of the authors’
research can provide recommendations for the use of, for example, biomass-derived pellets
or the more environmentally friendly biodiesel, given the significant amounts of fuel
consumed by tractors and other agricultural vehicles. The authors intend to continue this
type of research using various forms of agricultural biomass (e.g., biodiesel derived from
frying oils) in terms of energy parameters, emissivity, combustion residues, etc.

The research results obtained in this paper are promising and indicate that biomass can
play a key role in the diversification of raw material resources and sustainable management
based on biotechnology. It is reasonable and interesting to conduct further research on
the conversion to energy of different types of waste biomass in terms of greenhouse gas
emissions, considering different energy systems. This will allow for an assessment of the
environmental impact, selecting and popularizing the best solution.
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Abstract: The most prominent and rapidly increasing source of electrical power generation, wind
energy conversion systems (WECS), can significantly improve the situation with regard to remote
communities’ power supply. The main constituting elements of a WECS are a wind turbine, a
mechanical transmission system, a doubly-fed induction generator (DFIG), a rotor side converter
(RSC), a common DC-link capacitor, and a grid-side converter. Vector control is center for RSC
and GSC control techniques. Because of direct and quadrature components, the active and reactive
power can also be controller precisely. This study tracks the maximum power point (MPP) using
a maximum power point tracking (MPPT) controller strategy. The MPPT technique provides a
voltage reference to control the maximum power conversion at the turbine end. The performance and
efficiency of the suggested control strategy are validated by WECS simulation under fluctuating wind
speed. The MATLAB/Simulink environment using simpower system toolbox is used to simulate the
proposed control strategy. The results reveal the effectiveness of the proposed control strategy under
fluctuating wind speed and provides good dynamic performance. The total harmonic distortions are
also within the IEEE 519 standard’s permissible limits which is also an advantage of the proposed
control approach.

Keywords: wind energy conversion system; doubly-fed induction generator; MPPT; vector control;
renewable energy; WECS; DFIG

1. Introduction

Energy has been a remarkable source and a prominent need for the technological
evolution of human race. Power generation systems have grown in size in order to meet the
increasing electricity demand of the 21st century. Urbanization and expeditious growth in
population has engendered a global energy shortage. On the basis of exhaustibility, power
generation systems are categorized under two major groups known as renewable energy
systems and non-renewable energy systems. Renewable energy is acquired from natural
resources such as the sun, biofuel, wind, water stream, geothermal and tides, whereas
non-renewable energy is derived from finite sources like nuclear fuels and fossil fuels (coal,
crude oil and natural gas) [1].

With the increase in electrical energy demand and reduction of conventional energy
sources, it is necessary to increase electrical energy generation through renewable energy
sources like wind, solar, etc. [1,2]. Even today, fossil fuels like coal and gas-based electric
power generation dominate worldwide, with steam power plants covering a significant
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part of per-capita electricity generation. The power systems based on fossil fuels thus
form the primary source of energy and seek continuous improvements in different areas
such as reliability, stability, controllability, and environmental aspects. Inadequate quality
control, aided by high maintenance costs, contributes to the increase in energy bills to
the utility and end consumer. Further, fossil fuels such as coal, gas, and petroleum are
limited reserves and produce harmful air pollution [3,4]. In addition, nuclear power plants
produce harmful radioactive waste, e.g., isotopes of plutonium which cause health hazards
to humans and other living bodies including agricultural ones. Also, the maintenance cost
of the nuclear power plant is much more than any other power station [5]. Apart from
the harmful wastes, environmental issues, high operational costs, and maintenance issues,
fossil fuels are limited in quantity and shall vanish one day [6].

Fortunately, nature has provided us alternate energy sources such as wind, solar,
geothermal tidal, and fuel cell, which are available abundantly in rural areas and shall
be there forever. Wind energy remains a prominent and cleaner energy source among all
candidates for naturally available green energy due to its emission-free nature [7].

Wind energy conversion systems (WECS) have become the fastest-growing source of
electrical power generation globally and shall cover a significant share of global electricity
capacity in the future. Developing countries can quickly adopt this technology owing to its
lesser complexity in design, manufacturing, and installation.

The wind turbine converts the kinetic wind power stroked on the rotor blades to
mechanical rotational energy. Based on the rotor speed, Wind turbines are categorized as
fixed speed wind turbines (FSWT) and variable speed wind turbines (VSWT). The rotational
speed is preserved as constant for every wind speed in the FSWT system. The VSWT has
the ability to vary their rotor speed to succeed the instantaneous wind speed variations.
Generally, the variable-speed turbines are more engrossing than the fixed-speed turbines
where the speed of wind varies significantly. There are various reasons for using VSWT
over the unreliable operating speed in WECS, these include reduced stress in mechanical
parts, reduction in acoustic noise and exalted power quality.

DFIG-based WECS are preferred and are employed worldwide. Such systems consist
of a slip ring induction motor or wound rotor induction machine as an electrical power
conversion device known as a doubly-fed induction generator [8–10]. They are controlled
with electronic converters, making it possible to control the speed of the rotor and power.
In the wound rotor induction machine, the stator is directly connected to the grid, and
back-to-back connected converters connect rotor windings. It is known as DFIG as it allows
the flow of electrical energy in both directions; into the grid when generator operating
speed is super-synchronous and into the rotor, if generator speed is sub-synchronous [11].
The bidirectional AC/DC/AC converters, which are connected in between rotor circuit
and grid, control the speed above the synchronous speed, and the power is generated from
both stator and rotor [12,13].

The main advantages of DFIG are as follow [14,15]:

• Able to supply the power at constant voltage and frequency while the speed of the
rotor varies.

• Improve the efficiency of wind generator, rotor speed may vary according to wind
speed.

• Power electronic converters require lower power ratings as they have to handle a
fraction of the total power.

• Independent control of active and reactive power is possible, and so the power factor
can be controlled [16].

The effectiveness of a DFIG-based wind system has been gauged higher than the other
wind power generators and so it is an agreeable option for grid-connected wind energy
systems driven by VSWT. By considering the favourable features of a DFIG machine, this
research work dealt with a DFIG-based VSWT, for wind power applications.

The main power flows out of the stator and is fed to the grid through the generator
and transformer. The power handling capacity of the back-to-back converter is about 30%
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of the rated power. This back-to-back converter works as a bisectional power flow. The
rotor power is first converted to DC by rotor side converter (RSC) [17], then this DC is
again converted to AC utilizing grid side converter (GSC) [18] and fed to the grid via
the transformer. In wind speed variation, these converters prevent the machine from
damage and support the grid line [19]. The RSC is responsible for the active, reactive power
exchange to the grid. GSC controls the DC link voltage and grid point of the common
coupling power factor utilizing reactive power exchange [20].

Climatic changes and their uncertain nature are major factors that determine the
reliability of wind energy. Despite these above-mentioned factors, wind energy system
retains some more challenges for researchers, including utility grid integration and the
locus of wind turbine. Since the power obtained from the WECS is directly proportional to
the wind speed, even a slight variation in wind speed leaves a strong impression in the
extracted power. Also, the electrical grid should be extended at constant amplitude and
frequency; hence the evoked wind power will be incompatible with the utility grid [21,22].

The unbalanced grid voltage may shrink the span of gearbox and DC-link capacitor
owing to plentiful electric torque pulsation. Further, inadequate damped oscillation in
the course of voltage sags leads to inferior low-voltage ride through capability. Direct
power control, AC grid power fluctuations, direct torque control and decoupled control
of the active and reactive power are some additional concerns that are to be considered
with regard to WECS [23]. Because of these, some appropriate control schemes have to be
employed in order to harvest the maximum power and incur the constant voltage in wind
energy applications.

Wind power generation depends on geographical and weather conditions. Thus,
developing such advanced types of control strategies can make the system work with
maximum efficiency and produce optimum power considering grid codes and IEEE stan-
dards [24]. Our study focuses on vector control based on the voltage and flux vector in dq
reference frame, which provides independent control of active and reactive power.

This paper is organized as follows: Section 1 discusses the importance of the use of
DFIG-based WECS. Section 2 presents a literature survey in terms of technology develop-
ment in the field of wind energy conversion system. In Section 3 we present the system
configuration of grid-connected DFIG-based WECS and the modeling of wind turbine and
doubly-fed induction generators. Section 4 describes the MPPT controller for optimum
torque reference generation in RCS. Section 5 presents the vector control strategy for RCS
and GCS, which are based on PI controller. At last, in Sections 6 and 7, we conclude the
study by a simulation analysis and simulation results of the proposed system control with
variable input wind speed.

2. Literature Survey

This section deals with the literature survey in terms of state of the art and significant
developments in the area of wind energy conversion systems. It is based on its classification
into two broad categories: fixed speed wind turbine- and variable speed wind turbine-
based generating systems. The literature review on the use of a battery energy storage
system with wind energy conversion systems is also carried out in detail. In the past, the
most commonly used generators were the squirrel cage induction generator (SCIG) in
terms of wind turbine generators (WTGs) using fixed speed wind turbines. The use of
an isolated asynchronous generator (IAG) for the stand-alone power generation has been
proven promising for the last few decades due to its simplicity, brushless construction,
ease in maintenance, inherent short circuit protection and large torque/weight ratio [25,26].
Another attempt has been made by Quazene and McPherson [27] to analyze the operation
of an IAG in stand-alone WECS. They used an IAG feeding with resistive loads where
frequency and voltage were not regulated across the loads. The main barriers in IAG
commercial adoption are its poor voltage and frequency regulation characteristics. Further,
when the load is directly connected across the IAG bus, the IAG frequency depends on
the prime-mover speed which is a function of input wind power and connected consumer
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loads [28]. Casielles et al. [28] have reported a control system for a wind turbine driven IAG.
In these works, the authors used discrete switching for the number of switched capacitors
and resistors to balance active and reactive powers as the wind speed changes. However,
the discrete switching of capacitors and resistors has provided an inferior performance
of the controller as far as power quality, proficiency and maintenance. It has been shown
that a voltage source converter (VSC) facilitates the achievement of better system behavior
in terms of voltage regulation, reactive power compensation and frequency stabilization.
Kasal and Singh [29] have reported different system configurations of voltage and frequency
controllers for an IAG and their design for stand-alone WECS. They compared a DFIG-
based, grid-fed WECS with other WECS technologies such as fixed speed and a sensor-less
vector control techniques for a DFIG-based stand-alone power generation utilizing model
reference adaptive system (MRAS) observer. The sensor-less plan has been approved
under both steady-state and transient conditions utilizing exploratory outcomes. Pena
et al. [30] have discovered a control scheme for the stand-alone operation of a DFIG
supplying inequivalence load. The front-end converter was controlled to compensate for
inequivalence loads by supplying positive and negative distributed load currents. Jain and
Ranganathan [31] discussed a vector-controlled scheme for back-to-back connected VSC’s
for a DFIG-based stand-alone power generation. In this sensorless control scheme, the
function of active filtering was introduced for a DFIG based stand-alone energy conversion
system. Harmonics present in the consumer loads were compensated through a front-end
converter. Goel et al. [32] announced that two DFIGs connected parallelly worked for stand-
alone WECS feeding nearby loads. In this control, the authors utilized three VSC’s for the
control of two parallel operated DFIG’s. The BESS was utilized in the middle of the DC-link
of three VSC’s for load levelling. Variable speed wind turbines are presently utilized as a
part of WECS innovation. The variable speed activity is possible because the power that the
electronics converters provide allows for complete decoupling from the grid. Full rating
variable-speed WECS are flexible in terms of different types of generators used in these
WECSs. Watson et al. [33] proposed an IAG-based variable speed WECS for controllable
DC control supply. A three-phase controlled rectifier was utilized at the generator side to
change variable voltage/variable frequency AC supply to a constant supply DC voltage.
The reactive power demand of an IAG was met by using the self-excitation capacitors and
the proper controls variable speed IAG-based WECS technologies was done. It has been
proven through the obtained results that a DFIG-based WECS has been suggested due
to its enhancement of the wind energy capturing capacity for the same rating of another
machine in WECS [34]. The DFIG is the only machine that can give more than its rated
power without being overloaded [35,36]. The DFIG has the capability to produce power
under the change in prime-mover speed at constant voltage and frequency. Further, the
DFIG can be controlled from the rotor side and it reduces the overall controller rating (i.e.,
the fraction of the DFIG rating) [37]. These features make a DFIG one of the most attractive
choices for variable speed prime-movers. Yamamoto and Motoyoshi [36] have reported
that the DFIG-based energy conversion system controls the active and reactive power of
the system through back-to-back connected VSC’s feeding the generated power to the grid.
The literature of different control strategies of a DFIG feeding generating power to the grid
is also addressed [37–45]. Some literature is also available on the sensorless operation of
a DFIG supplying generating power to the grid [46–48]. In [49], the authors reported an
implementation of a vector-controlled DFIG based stand-alone WECS. The execution of the
voltage and frequency controller has been shown with linear loads. Cardenas et al. [50]
examined how over-firing angles and electrical loads at a DC bus have been proposed for
constant DC bus voltage. In [51], authors reported a rule-based fuzzy logic controller for a
variable speed IAG-based stand-alone wind energy conversion system. Simoes et al. [52]
described the control strategy, design and performance evaluation of a fuzzy logic-based
variable speed wind energy conversion using an IAG. Poddar et al. [53] reported a variable
speed controller for a 225 kW IAG based grid integrated wind energy conversion system
using a sensorless control algorithm that was realized using a direct torque control method.
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This control algorithm was based on active and reactive power control. In [54] the authors
suggest proposing an automatic mode switch control strategy for IAG-based small wind
turbines under conditions of grid failure in the stand-alone mode of a grid-connected
system. In [55,56] the authors describe a phase-locked loop (PLL) control configuration for
a vector-controlled capacitor-excited IAG that uses PWM controlled VSC converters for
AC and DC voltage regulation in variable speed WECS. Barakati et al. [57] propose a grid
converter for an IAG-based variable speed WECS integrated with the grid. In this work, the
authors propose a single-stage conversion in place of two-stage conversion with AC-DC-AC
converters. The effectiveness of the controller has been shown through simulation results.
Agrawal et al. [58] have reported a novel maximum power tracking algorithm using a grid
converter for an IAG-based WECS. Vas and Li [59] have developed a package for simulating
the performance of a vector-controlled generator and named it SIMUVEC, applicable for
both voltage source and current source inverter fed induction motors. Gabriel et al. [60]
have presented a field-oriented control of AC motors using microprocessors. The change of
the transient stability margin of the network wi th increment in wind power penetration
when the wind farms are associated with the distinguished areas, whereas the stability
condition deteriorates with increased penetration when the DFIG is connected to with some
other location. Yuan-Kang Wu et al. [61] presented different control strategies in the rotor
side converter of a 2 MW DFIG wind turbine. these control strategies are operated on MPPT
mode to obtain maximum efficiency. These are categories such as voltage-oriented control,
flux oriented control, direct torque control and direct power control. The performance was
obtained under these strategies and simulated by PSCAD/EMTDC software[61].

3. System Configuration and Modeling of DFIG

The system configuration of a grid-connected DFIG-based WECS is shown in Figure 1.
This configuration is designed to deliver the power of 2 MW. The system comprises a
wind turbine, DFIG, rotor-side filter, grid side filter, MPPT controller, DC-link capacitor,
and back-to-back three-phase pulse width modulated (PWM) VSCs with their controller.
The VSC connected to the rotor winding through the rotor filter is named RSC. The stator
winding is directly connected to the grid, and the VSC is connected at the point of coupling
(PoC) in GSC [62]. The RSC and GSC are responsible for achieving the different operating
conditions of DFIG. The block scheme of the proposed system is shown in Figure 2.
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Figure 2. Block diagram of a grid-connected DFIG.

3.1. Wind Turbine Modeling

The kinetic energy of the wind is converted to rotational energy in the form of a torque
by the wind turbine (WT). The power available in the wind is given by Equation (1):

Pv =
1
2

ρAV3
v (1)

where

A: Area swept by turbine blades (m2).
ρ: The air density (kg/m3).
Vv: Wind speed (m/s).

The power extracted by the turbine from the available power in the wind is given by
Equation (2):

Pt =
1
2

ρπR2V3
v Cp(λ, β) (2)

where

R: The radius of turbine rotor (m)
Cp(λ, β): The power coefficient
Cp is a function of tip speed ratio (λ) and the pitch angle (β).

Cp(λ, β) is expressed by Equation (3) and Equation (4):

Cp(λ, β) = c1

(
c2

λi
− c3β− c4βc5 − c6

)
.e
−c7
λi (3)

where c1 = 0.73; c2 = 151; c3 = 0.58; c4 = 0.002; c5 = 2.4; c6 = 13.2; c7 = 18.4

Cp(λ, β) = 0.73.
(

151
λi
− 0.58β− 0.002β2.4 − 13.2

)
.e
−18.4

λi (4)

λi =
1

λ + 0.02β
− 0.003

β3 + 1
(5)
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According to the Betz limit, the maximum theoretical value Cp is expressed in
Equation (6):

Cp Theo max = 0.593 = 59.3% (6)

The λ is expressed in Equation (7):

λ =
Rωt

Vv
(7)

The turbine generated torque is expressed in Equation (8):

Tt =
Pt

ωt
(8)

ωt: The angular rotational speed of wind turbine rotor (rad/sec).

3.2. DFIG Modeling

The DFIG is composed of stator and rotor windings. It features slip rings. Three-phase
insulated windings are mounted on the stator connected to the grid through a three-phase
transformer. The rotor is also built of three-phase insulated windings in the same way
as the stator. A set of slip rings and brushes connects the rotor windings to an external
stationary circuit. These components allow for either injection into or absorption from the
rotor windings of the control rotor current [62–65].

The direct and inverse transformation is used to represent the dynamic model of
the DFIG. Using space vector theory, the three windings of the rotor and stator can be
represented by two winding αβ as stationary for stator and winding dq as rotating for
the rotor.

The stator and rotor voltage vector is expressed as:

→
u s ⇒

{
uds = Rsids +

dψds
dt −ωsψqs

uqs = Rsiqs +
dψqs

dt + ωsψds
(9)

→
u s ⇒

{
udr = Rridr +

dψdr
dt −ωrψqr

uqr = Rriqr +
dψqr

dt + ωrψdr
(10)

where uds, uqs, udr, and uqr: stator and rotor voltages in the dq frame, respectively. ids, iqs,
idr, and iqr: stator and rotor current in the dq frame, respectively.Rr, Rs, ωs and ωr: stator
and rotor phase resistances and angular velocity, respectively. From Equations (9) and (10),
dq equivalent electric circuit is represented by Figure 3.
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The stator and rotor flux vector are expressed in Equation (11) and Equation (12),
respectively:

→
ψ s ⇒

{
ψds = Lsids + Lmidr
ψqs = Lsiqs + Lmiqr

(11)
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→
ψr ⇒

{
ψdr = Lmids + Lridr
ψqr = Lmiqs + Lriqr

(12)

where
→
ψ s,

→
ψr are the flux vectors for stator and rotor, respectively. ψds, ψqs are the fluxes

along the dq axis stator. ψdr, ψqr are the fluxes along with the dq axis rotor. Ls, Lr: stator and
rotor phase leakage inductances, respectively, Lm: stator–rotor mutual inductance, and p: is
the number of pole pairs of the generator.

The expression of electromagnetic torque is expressed in Equation (13):

Tem =
3
2

p
Lm

Ls

(
ψqsidr − ψdsiqr

)
(13)

The active and reactive power equations of the stator and rotor are given by Equation (14)
and Equation (15): {

PS = 3
2
(
udsids + uqsiqs

)

QS = 3
2
(
uqsids − udsiqs

) (14)

{
Pr =

3
2
(
udridr + uqriqr

)

Qr =
3
2
(
uqridr − udriqr

) (15)

where Ps, Qs present stator active and reactive power, respectively. Pr, Qr presents rotor
active and reactive power, respectively. Tem is the electromagnetic torque.

The fundamental torque expression is expressed by Equation (16):

Tem − Tload = J
dωm

dt
(16)

With J representing the inertia of the rotor, Tload the load torque applied to the shaft
and ωm the rotor speed.

4. MPPT Control

WT consist of four control regions, the wind turbine speed as a function of wind speed
is shown in Figure 4. These operating zones can be expresses as follows:

• Zone-1: In this region, speed is very low as the WT cannot generate the power.
• Zone-2: This control zone tracks the restoration of maximum power limited by mini-

mum wind speed to the rated value.
• Zone-3: In this region, the WT operates with rated maximum speed. However, power

output is not maximum.
• Zone-4: In this zone, the WT generates maximum rated power. Beyond maximum

allowable wind speed, protection devices get activated to avoid failure or damage
of WT.

Figure 4. WT control regions.

The main objective of the MPPT controller is to deliver optimal power by DFIG WECS.
Here MPPT is used to control the RSC by selecting optimum torque reference for the

122



Energies 2022, 15, 6694

generator. Cp must be maintained to its Cp max value to reach the optimum value of torque
given by the Equation (18). Figure 5 illustrate the control region range.

Figure 5. Control region range.

In several studies, different methods have been proposed for wind turbine power
extraction [66]. When the WT operate on MPPT, expressions are given by Equation (17):

{
λopt =

Rωt
Vv

Cp = Cpmax
(17)

The torque is expressed by Equation (18):

Tt =
1
2

ρπ
R5

λ3
opt

Cpmaxω2
t = Koptω

2
t (18)

where

Kopt =
1
2

ρπ
R5

λ3
opt

Cpmax, βopt = 0
◦
, ωm = Nωt

ωt is the speed of rotation of the turbine, ωm is the mechanical speed and N is the
multiplier coefficient. Proposed MPPT is presented in Figure 6.

Figure 6. Indirect speed MPPT control.
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5. Control Strategy for RSC and GSC

The three-phase grid voltage supplies the DFIG stator winding at constant magnitude
and frequency. In contrast, the rotor is supplied at different magnitudes and frequencies by
RSC to attain different operating conditions of DFIG. The operating point of the machine
decides the power flow through the rotor and grid. The three operating modes of DFIG
depend on the speed given in Equation (20):

{
ωs = ωr + ωm
s = ωs−ωm

ωs

(19)





ωm < ωs ⇒ ωs > 0⇒ s > 0⇒ Subsynchronous operation
ωm > ωs ⇒ ωr < 0⇒ s < 0⇒ Hypersynchronous operation
ωm = ωs ⇒ ωr = 0⇒ s = 0⇒ Synchronous operation

(20)

In vector control, a strategy is utilized in dq frame with DFIG. This naturally decouples
the d and q quantities. Decoupling makes the DFIG operate as a DC motor. The stator flux
vector is aligned along the d axis, as shown in Figure 7.

Figure 7. The stator flux vector aligned with d axis component.

5.1. Rotor Side Control

The RSC applies the voltage at rotor winding. Substituting Equations (11) and (12) into
Equation (10) gives voltage equations in dq frame, considering ψqs = 0 yields the following
voltage expressions:





udr = Rridr + σLr
didr
dt −ωrσLriqr +

Lm
Ls

d
→
ψ s
dt

uqr = Rriqr + σLr
diqr
dt + ωrσLridr + ωr

Lm
Ls

d
→
ψ s
dt

(21)

where σ = 1− L2
m/LsLr . Due to the fixed grid quantities d

→
ψ s/dt near to zero, the stator

winding resistance drop can be neglected, and the stator flux can be treated as constant. It is
evident from Equation (21) that the regulators can be employed to control the dq component
of rotor current. REG-1 represents the reactive power proportional–integral (PI) regulator.
For both d and q current loops, equal PI regulators are chosen and presented as REG-2
and REG-3, respectively. The gain parameter of the regulator is tuned by considering
actual values only. Table 1 represents the value for gain parameters for all three of the
regulators. In order to transform the rotor voltage and current into dq components using
abc–dq transform, it is compulsory to apply the control strategy on the dq components. Θs
is obtained by first estimating the stator voltage vector and subtracting angle π/2. Grid
synchronization is achieved by the phase-locked loop (PLL), which in turn will mitigate
minor disturbances. The “u”, that is 1/3, defines the turn ratio for stator-rotor.
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Table 1. The rotor-side control gain parameter of REG-1, REG-2 and REG-3.

Gains REG-1 REG-2 REG-3

Proportional 10,160 0.5771 0.5771
Integral 406,400 491.5995 491.5995

Expressions for torque in dq frame may be found in Equation (22):

Tem =
3
2

p
Lm

Ls

(
ψqsidr − ψdsiqr

)
=

3
2

p
Lm

Ls
ψdsiqr ⇒ Tem = Ktiqr (22)

The equations for stator reactive power in dq frame may be found in Equation (23):

Qs =
3
2
(
uqsids − udsiqs

)
= −3

2
ωs

Lm

Ls

→
ψ s


idr −

→
ψ s
Lm


⇒ Qs = Kq


idr −

→
ψ s
Lm


 (23)

Equation (22) reveal that the iqr is proportional to the Tem, so torque can be controlled
with iqr. Expression in Equation (23) reveals that the Qs is controlled using the idr. The RSC
control strategy block diagram is presented in Figure 8, which reveals all control loops and
MPPT.
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5.2. Grid Side Control

The system configured by the GSC, filter, and grid voltage can be represented as
shown in Figure 9. GSC control strategy is used to control the power flow of the DFIG.
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Figure 9. Simplified representation of the three-phase grid system.

Two critical components to consider when controlling the power flow are DC link
voltage Vbus and reactive power Qg exchange with grid

Figure 10 presents the dq model of the grid side system in a stationary frame. Figure 11
shows the direct component of voltage vector oriented along the ωs, considering Equation (24).
The dq component of the filter voltage can be expressed by Equation (25) and the expression
of the grid exchange active and reactive power in Equation (26).

Figure 10. The schematic representation of dq model of the grid side system in the stationary frame.

Figure 11. Grid voltage vector oriented along with ωs.
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



udg =
∣∣∣→u g

∣∣∣
uqg = 0
ωa = ωs
θ = ωat⇒ θ = θg = ωst

(24)

{
ud f = R f idg + L f

didg
dt + udg −ωsL f iqg

uq f = R f iqg + L f
diqg
dt + ωsL f idg

(25)





Pg = 3
2

(
udgidg + uqgiqg

)
⇒ Pg = 3

2 udgidg

Qg = 3
2

(
uqgidg − udgiqg

)
⇒ Qg = − 3

2 udgiqg
(26)

Equation (26) reveals that the idg current component controls the Pg, while the iqg
current component controls the Qg value. Figure 12 shows the block diagram of GSC
control. A capacitor forms the DC link; active power flows through RSC-Capacitor-GSC to
the grid. Therefore, maintaining Vbus to a constant value will ensure both RSC and GSC
work properly during active power flow. In the same manner, reactive power flow in the
grid is ensured. From reference Vbus and Qg, this generates pulses for the GSC switches Sag,
Sbg and Scg. Vector control strategy for the GSC is shown in Figure 13. The gain parameters
for all three regulators in grid-side control are presented in Table 2.

Figure 12. Block diagram of grid-side system.
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Figure 13. Block diagram of GSC vector control strategy.

Table 2. The gain parameters of PI regulators in grid-side control.

Gains G-REG-1 G-REG-2 G-REG-3

Proportional 1000 0.3016 0.3016
Integral 300,000 56.8489 56.8489

For improved performance and dynamic response, the coupling term at each current
controller output is added by Equation (27). The constant term KPg and KQg can be derived
from Equation (26) presented in Equation (28).

{
ed f = −ωsL f iqg
eq f = ωsL f idg

(27)





KPg = 1
3
2 udg

KPg = 1
− 3

2 udg

(28)

6. Simulation Results

The proposed DFIG modeling and control of RSC and GCS are implemented and
simulated in MATLAB/Simulink environments. In this section, the performance of the
proposed system is analyzed during wind speed variation. The simulation parameters of
the system are presented in Table 3.

Table 3. Model Simulation Parameters.

Parameter Parameter Value Parameter Parameter Value

Nominal wind speed 11 m/s Frequency 50 Hz
Air density 1.225 kg/m3 Rated torque 12,732 N·m

Tip speed ratio 7 Pole pair 2
Pitch angle 0◦ Inertia 127 kg·m2

Power coefficient 0.4411 Gear ratio 100
Nominal Power 2 MW Radius of turbine 42 m

In this work, β is set to zero and designed for the rated wind speed of 11 m/s.
The simulated power characteristics at β = 0

◦
and different wind speed is presented in

Figure 3.Cp − λi characteristics at different value of β is presented in Figure 14. The design

shows that the maximum value of Cp max is 0.4411 and corresponding λ is 7 at β = 0
◦

is
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shown in Figure 15. This value of Cp max and λ is optimum value for capturing peak power
from the available wind power.

Figure 14. Power and rotor speed characteristics of WT at different wind speed.

Figure 15. Characteristics with variation in pitch angle (β).

Figure 16 represents the model of DFIG in MATLAB/Simulink environment.
Figures 17 and 18 show the Simulink modeling of the RSC control and GSC control.
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Figure 16. Simulink model of grid-connected DFIG.

Figure 17. Rotor side control block.

Figure 18. Grid side control block.

The wind speed profile applied to the system is depicted in Figure 19. The wind
speed profile has a wide speed range variation between 7 to 12 m/s. In this simulation
study the ramp increase and ramp decrease of wind speed is considered. At the start of
the simulation a wind speed of 7 m/s is considered, and the system starts simulating from
stand steel condition. Figure 20 presents the simulation response of theoretical and actual
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rotor speed tracking related to the wind speed variation. It can be seen that the proposed
control scheme performs well in terms of the tracking of speed.

Figure 19. Wind speed variation input to the system.

Figure 20. Response of actual and theoretical rotor speed.

Figure 21 shows the variation in the power coefficient (Cp) and tip speed ratio (λ). The
blue line represents the Cp and the orange line represents the λ. According to the Betz limit,
the maximum theoretical value Cp is expressed in Equation (6) and the optimal value for
the proposed system is 0.4411 at zero pitch angle as represented in Figure 15. During the
complete simulation, the proposed controllers keep this near to this optimal value which
shows a minimal variation Cp between 0.42 to 0.45 due to the excellent perturbation of the
MPPT controller. The tracking performance of the electromagnetic torque is presented in
Figure 22, which shows the torque reference produced by the MPPT controller and the
actual torque of DFIG.
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Figure 21. Response of power coefficient and tip speed ratio variation.

Figure 22. Reference and actual electromagnetic torque tracking.

The stator current and rotor current response during the simulation is presented in
Figures 23 and 24, respectively. Figure 25 shows that the single-phase stator voltage and
current are balanced and sinusoidal according to the IEEE 519 standard.

Figure 23. DFIG stator current variation.
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Figure 24. DFIG rotor current variation.

Figure 25. Single phase voltage and current of DFIG stator.

Figure 26 presents the stator active power performance according to wind speed
variation. MPPT controller shows excellent dynamic performance during the wind speed
variation. As seen in Figure 26, power output at a wind speed of 12 m/s is 1.978 MW.
Grid side reactive power tracking performance according to reactive reference power is
shown in Figure 27. At t = 10 s, reactive power reference is changed from 0 to −4 × 105,
the controller performance shows that the reactive power follows the reference without
significant overshoot.

133



Energies 2022, 15, 6694

Figure 26. Stator active power variation.

Figure 27. DFIG grid side reactive power variation.

The quadrature and direct current components are responsible for the independent
control over active and reactive power flow. Figure 28 presents the reference tracking of
the quadrature component of the rotor current. Figure 29 shows the quadrature current
and direct current component of the grid current. The yellow line shows the reference
quadrature grid current and the red line presents the actual quadrature grid current.
The purple line shows the reference direct grid current and the green line presents the
actual direct grid current. During the simulation references for the direct and quadrature
grid current are changed. The proposed controllers show good tracking under reference
variation.
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Figure 28. Reference and actual quadrature rotor current tracking performance.

Figure 29. Tracking performance of direct and quadrature current component of GSC.

The reference voltage for the DC link is set to the value of 1150 V. The actual DC link
voltage follows the reference very well without the overshooting, and deviation from the
reference value is only about 1 V even if the wind speed is changed as is shown in Figure 30.
The power flow in the DC link is bidirectional.

Figure 30. Tracking performance of DC link voltage.
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The THD analysis for the stator current from the frequency range of 0 Hz to 1 kHz for
three cycles with the fundamental frequency of 50 Hz is shown in Figure 31. This clearly
shows that when the generator runs at its rated speed, the THD content in the stator current
is only 0.73%.

Figure 31. THD performance of single-phase stator current.

Figure 32 shows the THD analysis for the grid current for three cycles, with a frequency
range of 0 Hz to 1 kHz with the fundamental frequency of 50 Hz. As seen from Figure 32,
the THD content in grid current is only 3.86%, according to IEEE standards.

Figure 32. THD performance of single-phase grid current.
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From the simulation analysis and all the figures, we conclude that MPPT control shows
good power tracking performance under different wind speed conditions. The vector
control strategy for RSC and GSC with PI regulators shows good dynamic performance
and reference tracking without overshooting. The proposed controls ensure good dynamic
and transient performance with maximum power extraction from the wind.

7. Conclusions

The modeling and control of grid-connected DFIG-based WECS has been proposed
in this study. At first, the mathematical model of turbine and DFIG are proposed. The
proposed MPPT controller works efficiently with wind speed variation and tracks the
power very well, even in low wind conditions to the wide wind speed variation. The
vector control strategy for the RSC and GSC have been proposed for the power flow control
between the grid and the DFIG system. The stator voltage and current waveform are
balanced and sinusoidal. The simulation study shows that the proposed system with
a control strategy works satisfactorily and gives good performance under wind speed
variation. THD analysis shows that the stator current and grid current THD is according to
IEEE 519 standard. Moreover, results show fast response time, no overshoot, and robustness
of the proposed system. This research may be further explored, considering the variable
pitch angle along with multi-input variables. Performance may also be contrasted with
other controller types based on artificial intelligence, model reference adaptive system that
may be substituted in the RSC and GSC schemes.
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Abstract: One of the most important and challenging research subjects in computer vision is visual
object tracking. The information obtained from the first frame consists of limited and insufficient
information to represent an object. If prior information about robust representation that can represent
an object well is not sufficient, object tracking fails when not robustly responding to changes in
features of the target object according to various factors, namely shape, illumination variation, and
scene distortion. In this paper, a real-time single object tracking algorithm is proposed based on
a Siamese network to solve this problem. For the object feature extraction, we designed a fully
convolutional neural network that removes a fully connected layer and configured a convolution
block consisting of a bottleneck structure that preserves the information in a previous layer. This
network was designed as a Siamese network, while a regional proposal network was combined at the
end of the network for object tracking. The ImageNet Large-Scale Visual Recognition Challenge 2017
dataset was used to train the network in the pre-training phase. Then, in the experimental phase, the
object tracking benchmark dataset was used to quantitatively evaluate the network. The experimental
results revealed that the proposed tracking algorithm produced more competitive results compared
to other tracking algorithms.

Keywords: object tracking; convolution neural network; AI; siamese network; image similarity;
CUDA; Python; PyTorch; computer vision

1. Introduction

Visual Object Tracking (VOT) is one of the categories in computer vision and plays an
important role in various tasks. VOT is widely used in video analysis application programs
such as factory automation monitoring, autonomous driving, intruder monitoring, and
drone tasks [1–4]. In particular, more recently, VOT analyzes a relationship between similar
pixels in different frames. The information of the tracking target is initialized using the
information of ground truth of the first frame in the image sequence. The output result of
the tracking algorithm provides a boundary box that displays the size and location of the
target for a specific frame in the image sequence [5–7].

However, it has a constraint of using only limited information obtained in the first
frame. This constraint causes a tracker to drift in the image sequence and tracking failure to
increase if prior information about robust representation that can represent an object well is
not sufficient [8,9]. Despite there being studies conducted on performance improvements
of VOT algorithms, many difficulties still need to be overcome. In the tracking process,
situations of failing to robustly respond to changes in features of the target object occur
due to various factors, namely shape, illumination variation, and scene distortion that are
applied to a video sequence. This results in object tracking failure as a discrepancy between
the current target and the original template takes effect [10,11].

A number of various approaches have been proposed to solve these problems in
object tracking. A tracker extracts the distinctive robust feature, which is the main key

141



Energies 2022, 15, 6388

feature, from the target to the extent that the target attributes can be expressed. Using this
feature, an appearance is modeled to find the target from the image frame area and remove
the external noise elements. To capture a change in the target shape during the tracking
process, ultimately an effective feature for object tracking should be designed. Generally,
attributes that change in the object’s appearance model over time should be reflected or
unique features that can represent the object should be extracted.

As methods based on features, there are the correlation filter-based approach and the
deep neural network approach. A tracking algorithm based on a correlation filter generates
a filter through appearance modeling using the extracted object’s features. Filter weight
is updated to run training from image samples of the object region that are continuously
inputted while tracking progress. This training is performed in the Fourier domain using a
fast Fourier transform (FFT) [12,13]. The correlation filter-based method has the advantage
of fast operation speed by being computationally efficient. However, its drawback is that
image information is represented inaccurately as its information is disturbed, which is
caused by a boundary effect [14].

Recent study methods have focused on deep features based on deep learning, shift-
ing from existing hand-crafted methods. A deep feature extraction method offers many
advantages of being more apt to encode multi-layer information through multiple layers
and being more invariant to changes in target shapes than a hand-crafted feature extraction
method. Thus, it is regarded as the key element to overcome the limitation of traditional
tracking algorithms. To robustly track an object using deep features, a correlation filter
approach is used [15,16]. However, a correlation filter method has to continuously update
an appearance model in the tracking process, because even if robust features are added, the
original template model gets corrupted by the surrounding background. A deep network
provides a generalization capability that captures various features by various training
datasets and many parameters in a network. However, a drawback of this is that it cannot
adaptively respond to appearance changes, deformation, occlusion, etc.

In this paper, unique features of the target object are extracted using a convolutional
neural network (CNN) and then used in the object tracking algorithm. Using high-level
features extracted in a CNN, we regard a tracking problem as a similarity comparison
problem that finds a specific object within the image. Calculating image similarity entails
finding feature compatibility in an image patch and comparing the features of the target
object and the features of objects in the image plane. To do this, we created a customized
CNN with a Siamese network, which is an architecture with a Y-shaped branch of two same
CNNs. This network outputs similar feature information because the same operation is
applied to the target object image and an image containing the object using the same weight.
We conducted feature extraction and similarity comparison with one-shot learning through
this network. A region proposal network (RPN) was used to infer a region where the
target object was present from the region with the highest similarity. Using the proposed
tracker, deep features of the object were extracted in real time, thereby emphasizing the
distinctiveness between objects themselves or between object and background through the
feature similarity comparison. Through this, we could improve the tracking algorithm’s
performance. In particular, we have shown a robust performance in appearance change
and distraction factors. There are three contributions to this work.

We analyze features for object tracking using CNNs trained on large image datasets to
find important properties. The features of CNNs show better results than traditional track-
ing algorithms using hand-crafted features, helping to design effective CNN-based trackers.

We propose a method to combine two CNNs with the same structure to form a Siamese
network to handle sudden appearance changes and track target objects through similarity
comparison between two images.

The proposed tracking algorithm greatly mitigates object drift. We improved the
tracking accuracy by introducing the anchor box concept that estimates the object area
through similarity comparison between feature maps extracted from CNN. The evaluation
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of popular tracking benchmarks shows that the proposed method handles a variety of
challenging problems well and has good tracking performance.

The present paper is organized as follows: In Section 2, studies on Siamese networks
and correlation tracking are summarized, while in Section 3, a fully convolutional Siamese
network is described for object tracking. Then, in Section 4, the performance comparison of
experimental results between the proposed tracking algorithm and other latest tracking
algorithms is presented. Lastly, in Section 5, the conclusion of this study and future research
direction are presented.

2. Related Works
2.1. Correlation Filter-Based Tracking Algorithm

A correlation filter-based tracking method is a technique to train a discriminative
classifier that can estimate an object’s displacement between continuous frames. Learning
samples are generated using the circular correlation characteristics around the target, and
a correlation filter is trained by extracting shapes from the samples. This method has
achieved a very effective improvement in various challenging tasks and benchmarks owing
to its high computational efficiency and kernel trick method in the Fourier domain [17].
This method consists of a form of circular shifts of input signals to a target Gaussian
function, which does not need hand-crafted features of the target. Generally, a correlation
filter generates a correlation peak in each interested patch of the frame and produces a
low response in the background region. This is used as a reference filter to identify a
specific target. Using this filter, a tracking problem can be solved, but the filter has to be
trained in real time. Due to this limitation, it is not suitable for online tracking; however,
the minimum output sum of squared error (MOSSE) methodology has been researched to
propose a new direction [12]. Studies on various algorithms, to which the adaptive learning
method theory proposed by MOSSE was applied, have been conducted. The MOSSE
filter was improved by exploiting the circulant structure with kernels [18]. The channel
and spatial reliability concepts were applied to the discriminative correlation filter (DCF)
tracking, with the spatial reliability map being used for the filter adjustment in the partial
region of the target object [19]. The improved kernelized correlation filters employed multi-
channel features, and are the most widely used filters based on their overall outstanding
performance and high frame-per second rate [20]. A spatially regularized discriminative
correlation filter (SRDCF) tracker imposes constraints on the correlation filter coefficients
according to locations, using a spatial regularization component in training to induce
boundary effects [13]. An MCCTH-Staple tracker combines various types of features and
configures various experts through DCF for independently tracking the target object by
each expert [21].

2.2. CNN-Based Tracking Algorithm

Deep learning has been used to obtain technical features as an emerging technology
and has proven its excellent capability in various works in computer vision and pattern
recognition such as image and video classification as well as object recognition [22,23].
For example, a CNN has been used in various computer vision problems such as image
classification, semantic segmentation, and motion recognition due to its improved per-
formance. More recently, studies on the application of CNN’s advantages in tracking
algorithms have been conducted. These tracking algorithms have combined deep feature
maps with correlation filter trackers to improve tracking performance for better identifica-
tion. DeepSRDCF [24] and FCNT [25] are used in object-tracking processes by extracting
deep feature maps of many layers from the pre-trained model such as VGG or AlexNet.
To ensure the accuracy and robustness of VOT, deep feature maps at different layers were
used [26]. DeepTrack configures a number of CNN classifiers at instances of different
objects to exclude noise samples during the model update, which is finely performed by
adjusting a deep model online [27]. The key point that is noticeably shared by the above
CNN-based trackers is as follows. First, the features produced in the last layer finely express
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the information represented in the object, and second, they are useful to accurately predict
the object’s location even if environmental changes inside the image occur. To use features
at many CNN hierarchies to the highest extent, studies on designing a dual structure have
been conducted to use hierarchical features at different layers in a deep model and obtain a
better shape representation from various streams.

2.3. Siamese Network

A Siamese network shows excellent performance in the problem solving of face
recognition and image matching, which is the similarity comparison area [28,29]. The
structure of the Siamese network is shown in Figure 1.
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The research on the application of the Siamese network to object-tracking problems,
which is similar to the solution of the image similarity problem, has gained traction. Much
attention has been paid to a Siamese network due to its tracking accuracy and speed balance
performance. The tracking problem can be defined as a problem matching the appearance
of the target object with the template image in the search region. For the input data used in
a Siamese network, generally, the template image of the target object and images with or
without the target object are used. The target object template is normally initialized at the
first frame, with the same template used in continuous frames.

The pioneering works of the Siamese network tracker are SINT and SiamFC [30,31].
These two algorithms defined the tracking problem as the measurement of the target
similarities between the first and current frames. SINT defined the tracking problem as the
verification work to learn the similarity between inputs. These approaches have gained
many important points due to the inherent performance of Siamese networks. However, if
a network is trained with a small dataset, the overfitting problem may occur. A SiamFC
used an embedded CNN model to extract input image features and fused them using a
correlation layer to generate a response map. Follow-up studies have been conducted to
improve the SiamFC, with CFNet [32] acting as an enhanced version of SiamFC, which is
a closed-form solution. A correlation filter layer is applied within the template branch to
improve the information that is contained in feature maps.

3. Proposed Method

In this section, the proposed network for tracking as shown in Figure 2 is described.
The proposed network employs two images as the input specified as target object and
searches images. The object region coordinates them, and information about the presence
of the target object are extracted as the inputs pass through the fully CNN-based backbone
network and RPN. The backbone network that extracts object features was designed
with a customized structure and modified into a Siamese network form. In Figure 2b,
weight sharing means that each kernel of the convolution layer has the same weight. Two
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images input to the network pass through the same network and output a value indicating
similarity. At this time, if the weights are not shared, it is structurally the same network,
but it is difficult to obtain the correct result for the input data because different weights are
learned. Therefore, the network is learned using the loss value output in Figure 2c, and the
weights have the same value in this process.

Energies 2022, 15, x FOR PEER REVIEW 5 of 21 
 

 

searches images. The object region coordinates them, and information about the presence 
of the target object are extracted as the inputs pass through the fully CNN-based backbone 
network and RPN. The backbone network that extracts object features was designed with 
a customized structure and modified into a Siamese network form. In Figure 2b, weight 
sharing means that each kernel of the convolution layer has the same weight. Two images 
input to the network pass through the same network and output a value indicating simi-
larity. At this time, if the weights are not shared, it is structurally the same network, but 
it is difficult to obtain the correct result for the input data because different weights are 
learned. Therefore, the network is learned using the loss value output in Figure 2c, and 
the weights have the same value in this process. 

 
Figure 2. Proposed Tracking Algorithm with Siamese Network: (a) Target image and search region, 
(b) Siamese network consisting of convolution blocks used in feature extraction and highlighting 
the region of interest, (c) RPN for object region and bounding box coordinate prediction, (d) Track-
ing result marked by the green box. 

3.1. Convolution Block for Feature Extraction 
The most in-demand part of computation in a CNN is a fully connected layer, with 

the network proposed in this study shown as a full CNN, in which fully connected layers 
are removed and replaced with convolution layers. The computation amount in convolu-
tion layers increases with the number of kernels used for feature extraction. A convolution 
layer was designed by converting it to a bottleneck layer structure to reduce the compu-
tation amount. A bottleneck layer structure is effective in reducing the number of param-
eters by changing the internal structure of the network. In Equation (1), the number of 
parameters in the network is calculated. Figure 3 shows comparison of the No. of Param-
eters in a convolution layer. Parameters = In Channels × Out Channels × Kernel Width × Kernel Height  (1)

 
Figure 3. Comparison of the No. of Parameters in a Convolution Layer; Above: Standard convolu-
tion, Below: Bottleneck structured convolution. 

Figure 2. Proposed Tracking Algorithm with Siamese Network: (a) Target image and search region,
(b) Siamese network consisting of convolution blocks used in feature extraction and highlighting the
region of interest, (c) RPN for object region and bounding box coordinate prediction, (d) Tracking
result marked by the green box.

3.1. Convolution Block for Feature Extraction

The most in-demand part of computation in a CNN is a fully connected layer, with the
network proposed in this study shown as a full CNN, in which fully connected layers are
removed and replaced with convolution layers. The computation amount in convolution
layers increases with the number of kernels used for feature extraction. A convolution layer
was designed by converting it to a bottleneck layer structure to reduce the computation
amount. A bottleneck layer structure is effective in reducing the number of parameters by
changing the internal structure of the network. In Equation (1), the number of parameters
in the network is calculated. Figure 3 shows comparison of the No. of Parameters in a
convolution layer.

Parameters = In Channels×Out Channels×Kernel Width×Kernel Height (1)
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The bottleneck structure consists of a three-step cycle of output compression, feature
extraction using convolution, and output expansion. The output compression employs a
1 × 1 convolution. A kernel a size of 1 × 1 is used when adjusting the number of input
feature maps. The output feature map in the previous layer is used as the input in the next
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layer. If feature maps are extracted using a smaller number of kernels than the number of
input feature maps, the number of feature maps is reduced, thereby significantly decreasing
the computation amount. In the feature extraction step, convolution is conducted using a
kernel with a size of N × N. In the last output expansion step, the dimension is increased
from a 1 × 1 to 3 × 3 convolution. Since the amount of computation and the number of
parameters that are linked between layers are significantly reduced if a layer is designed
with the bottleneck structure, a deeper network can be designed and learned with the same
computing and time resource. Figure 4 shows the convolution block used in the proposed
network, in which each block is composed of one or more bottleneck layers.
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Figure 4. Structure of Convolution Block.

The bottlenecks were arranged reflecting the CNN’s characteristic that extracts signifi-
cant features in the bottlenecks near the input layer, followed by semantic features more
and more near the end. To extract more semantic features, a convolution block structure
consisting of bottlenecks was iterated to increase the number of kernels, aiming to extract
feature information to the highest extent. If the continuous bottleneck structure is used, it
is likely for there to be a loss of information. Thus, if more than two structures are iterated,
the information flow is preserved by connecting the information in the input feature map
to the output feature map.

3.2. Siamese Network Architecture

A Siamese network is a neural network architecture consisting of two or more of
the same networks. A Siamese network shares the same parameters and weights. The
parameter update can be performed by mirroring two sub-networks. Figure 5 shows the
basic structure diagram of a Siamese network. By comparing feature vectors extracted from
two input images, parameters are trained to find the similarity. In a general neural network,
a method to predict many classes is trained. If a new class is added or removed to/from a
dataset, a problem occurs. In such a case, the neural network has to be updated and the
entire dataset should be re-trained. A large amount of data is needed to train a neural
network, whereas a Siamese network can train a similarity function to verify whether the
appearances of two images are the same.

Figure 5 shows the network structure used to solve the tracking problem. To increase
the number of kernels that extract features, a convolution block is layered in the design.
The final output feature map in the tracking object region is 18 × 18 × 256 in size, while
the final output feature map in the search region is 34 × 34 × 256 in size.
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3.3. Region Proposal Network

The RPN is known as a very effective method for object detection. The main purpose
of this network is to infer specific objects and regions that are present in the images. This
network was introduced in the paper “Faster R-CNN: Towards Real-Time Object Detection
with Region Proposal Networks” [33]. The region proposal is conducted by regressing the
center coordinate of the anchor box in the regions where the object is likely to exist inside
the image.

For the object region, a feature map that can be obtained in the last layer in the CNN
is used, with Figure 6 showing the structure of the RPN. An anchor box is arranged in
every cell of the feature map with a size of N × N. The number of anchor boxes used in the
region proposal can be selected by a user, and the use of anchor boxes of various sizes has
an advantage of inferring accurate regions. On the other hand, as the number of anchor
boxes increases, so does the number of computations.
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The key of the RPN is to infer a coordinate of the anchor box through regression and
determine whether an object is present. An anchor box includes four values of centerX,
centerY, width, and height. The number of anchor boxes used in the inference is determined
according to the box scale and aspect ratio. For example, if the scale is three, and the aspect
ratio is three, nine anchor boxes are created. The created anchor boxes are positioned in
each cell of the feature map. CenterX and centerY are fixed for each anchor box while the
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width and height are determined by a ratio of the bounding box width and height of the
target object.

A probability of object existence is assigned to each created anchor box. If this is
zero, no object is present, while a one means that the object is present. The number of
probabilities is proportional to the number of anchor boxes. Let us assume that nine anchor
boxes are assigned to a feature map of 17 × 17 in size. Then, the number of coordinates to
be inferred is calculated as 17 × 17 × 9 × 4 = 10,404, and the number of anchor boxes to be
created as 17 × 17 × 9 = 2601. Whether the object is present is determined using the final
2601 probabilities. The final region is assigned by combining anchor boxes where the object
is present. In this study, one scale and five sizes of aspect ratios were designated, and the
final number of anchor boxes was five.

Figure 7 shows the proposed RPN structure. For its input, a target object feature map
of 18 × 18 × 256 in size, which was extracted through the Siamese network, and a search
region feature map with a size of 34 × 34 × 256, were used. These feature maps were
converted into four feature maps via the convolution layer, which extracts regression and
object existence probability values.
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At first, feature maps for the anchor box regression values for 256 feature maps were
extracted for the target object. The number of obtained output feature maps was calculated
as 256 × 5 × 4 = 5120. The values for determining whether the object is present for the
same feature map were extracted. Then, 256 × 5 × 2 = 2560 values could be obtained. In
the search region, the same numbers of input and output feature maps were applied and
computed for the coordinate regression and object existence.

4. Experiments
4.1. Experimental Environment Configuration

The hardware specifications used in the experiment are as follows: the central pro-
cessing unit used was the Intel Core i7 8-generation 8700 K series, and the graphic card
was the NVIDIA TITAN X Pascal 12 GB series consisting of 3840 compute-unified device
architecture (CUDA) cores. The read access memory and hard disk were a DDR4 48 GB and
solid-state drive, respectively, so as to guarantee fast input and output. Table 1 indicates
the detailed hardware specifications used in the experiment.

Table 1. Hardware Specifications.

Detailed Specifications

CPU/RAM Intel I7-8700K 3.7 GHz/DDR4 16 G
GPU Geforce Titan Xp 12 GB 3840 CUDA cores

Storage Samsung 512 G SSD
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The operating system was Windows 10, along with the CUDA toolkit 11.1 version and
the CUDA deep neural network library 8.0 version. To implement the tracking algorithm,
Python 3.8 version was used and the deep learning framework used in the network design
was PyTorch 1.8 version. Table 2 indicates the detailed software specifications used in
the experiment.

Table 2. Software Specifications.

Detailed Specifications

OS Windows 10
Language Python 3.8

GPU-accelerated libraries CUDA 11.1/cuDNN 8.0
Deep Learning Framework PyTorch 1.8

4.2. Dataset Configuration

In this study, the ILSVRC2017 VID dataset and object tracking benchmark (OTB)
dataset were used. The datasets were divided into two parts, according to their purpose.
The ILSVRC2017 VID dataset was used as the learning data to train the neural network of
the proposed tracking algorithm, while the OTB dataset was employed to quantitatively
evaluate the performance of the tracking algorithm [34,35].

4.2.1. ILSVRC 2017 VID Dataset

A variety of video-based datasets was proposed for various visual applications in the
computer vision field. The ILSVRC 2017 VID dataset was the most represented benchmark
dataset. This dataset is divided into train and validation sets consisting of 3862 video
snippets and 555 video snippets, respectively. Figure 8a shows the train set in the ILSVRC
VID dataset. Images extracted from each video snippet at a unit of one frame are used for
training purposes. Figure 8b shows the frames extracted from each snippet video, with the
number of frames being different from video to video.

Energies 2022, 15, x FOR PEER REVIEW 9 of 21 
 

 

Table 1. Hardware Specifications. 

 Detailed Specifications 
CPU/RAM Intel I7-8700K 3.7 GHz/DDR4 16 G 

GPU Geforce Titan Xp 12 GB 3840 CUDA cores 
Storage Samsung 512 G SSD 

The operating system was Windows 10, along with the CUDA toolkit 11.1 version 
and the CUDA deep neural network library 8.0 version. To implement the tracking algo-
rithm, Python 3.8 version was used and the deep learning framework used in the network 
design was PyTorch 1.8 version. Table 2 indicates the detailed software specifications used 
in the experiment. 

Table 2. Software Specifications. 

 Detailed Specifications 
OS Windows 10 

Language Python 3.8 
GPU-accelerated libraries CUDA 11.1/cuDNN 8.0 

Deep Learning Framework PyTorch 1.8 

4.2. Dataset Configuration 
In this study, the ILSVRC2017 VID dataset and object tracking benchmark (OTB) da-

taset were used. The datasets were divided into two parts, according to their purpose. The 
ILSVRC2017 VID dataset was used as the learning data to train the neural network of the 
proposed tracking algorithm, while the OTB dataset was employed to quantitatively eval-
uate the performance of the tracking algorithm [34,35]. 

4.2.1. ILSVRC 2017 VID Dataset 
A variety of video-based datasets was proposed for various visual applications in the 

computer vision field. The ILSVRC 2017 VID dataset was the most represented benchmark 
dataset. This dataset is divided into train and validation sets consisting of 3862 video snip-
pets and 555 video snippets, respectively. Figure 8a shows the train set in the ILSVRC VID 
dataset. Images extracted from each video snippet at a unit of one frame are used for train-
ing purposes. Figure 8b shows the frames extracted from each snippet video, with the 
number of frames being different from video to video. 

 
Figure 8. Information of ILSVRC 2017 VID Datasets: (a) Video snippets, (b) Extracted image frame 
of snippets. 

Figure 8. Information of ILSVRC 2017 VID Datasets: (a) Video snippets, (b) Extracted image frame
of snippets.

The training and validation videos are extracted at a unit of frame. Each frame was
matched with a 1:1 annotation, and videos can be controlled through this annotation. The
key elements in the annotation are size and bndbox. The size refers to the size of the frame.
Using this information, a conversion is conducted into a certain ratio size suitable for
learning. “bndbox” has four attributes and refers to the location information of the object
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present in the frame. “xmin” and “ymin” refer to the upper left corner of the rectangular
bounding box, while “xmax” and “ymax” refer to the lower right corner.

4.2.2. Object Tracking Benchmark Dataset

The OTB dataset consists of three datasets, namely OTB-2013, OTB-50, and OTB-
100. OTB-2013 is composed of 50 video sequences for the quantitative evaluation of VOT
algorithms. OTB-100 contains an additional 50 videos in addition to the OTB-2013 dataset,
resulting in 100 videos. OTB-50 is produced by selectively extracting 50 videos whose
tracking is relatively difficult out of the OTB-100 dataset.

The video sequences included in the OTB benchmark dataset include 11 types of
different attributes such as illumination variation (IV), scale variation (SV), and occlusion
(OCC). A video may have multiple attributes instead of a single one. Table 3 presents the
detailed description of each attribute, and Figure 9 shows the video distribution graph
about attributes. The count in the lower end indicates the number of videos assigned to
each attribute.

Table 3. Sequence Attribute Table for Algorithm Evaluations.

Attribute Description

Illumination variation (IV) Illumination variation in the target object region
Scale variation (SV) Scale variation in the tracking object

Occlusion (OCC) Occlusion generated in the target object region
Deformation (DEF) Non-rigid deformation of the object
Motion blur (MB) Motion blur occurred in the target object
Fast motion (FM) Fast motion of the object detected

In-plane rotation (IPR) Object rotation detected in the image
Out-of-plane rotation (OPR) Object rotation detected outside the image

Out-of-view (OV) A region of the object moved outside the image
Background clutters (BC) Color or texture created similar to the object

Low resolution (LR) The low resolution of the object
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Figure 10 shows the JSON file format in the OTB dataset used in the evaluation.
“video_dir” refers to the dataset folder name; “init_rect” refers to the initial region coor-
dinate; “img_names” refers to the image file name in the folder; “gt_rect” refers to the
coordinate value designated in the manual; and “attr” refers to the attribute of the video.
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4.3. Network Training and Testing
4.3.1. Data Preprocessing and Labeling

The ILSVRC 2017 training dataset was used to train the proposed network model.
This training dataset consisted of 3862 videos and 1,122,397 images that were extracted
from the videos at a unit of frame. Each frame was defined by time-series image data, and
the network employed four label parameters of target image, search region, normalized
bounding box coordinate, and object existence. Each data should be processed to be used
as the input in the network. Two videos that were randomly chosen from each video frame
in the training dataset were extracted as a pair. Since training was conducted through a
comparison of similarities between objects in the network, the chronological order of the
images was ignored in the data load process. Additionally, each image was used as a search
region and a target image after preprocessing.

Figure 11 shows a pair of preprocessed training images. The target object is located on
the left side of the images in Figure 11a,b. The preprocessing procedure of the image is as
follows: for the target image, a margin of 15 to 25% in the object region area is randomly
added to expand the image. The image boundary is set to the maximum margin. In the
search region, the area of the object region and height are randomly reduced or expanded
within a ratio of 90 to 110% of the original size.
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Figure 11c,d show the final images after preprocessing. They are reconfigured so that
the center point in the object region is positioned at the center of the image. The target
image and search region were converted to 127 × 127 and 255 × 255 in size, respectively,
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for network inputs. In the size conversion, the margin was cut while maintaining the image
ratio to preserve the shape of the object.

In the preprocessing procedure, the object coordinates in the original image and recon-
figured image were changed. Reprocessing was conducted by reflecting the preprocessed
image coordinate information in the normalized bounding box coordinate and object
existence labels.

The four-dimensional score map was the final output of the network (4D) (N, 20, 17,
17). The first dimension refers to the mini arrangement size, the second dimension to the
anchor box coordinate, and the third and fourth dimensions to the size of the score map.

In the labeling work, 2D, 3D, and 4D data were used. The 2D anchor box coordinate
data consisted of 20 records. Each of the four coordinates of x, y, width, and height had five
anchor boxes. The 3D and 4D score map size was 17 × 17 in size with 1445 anchor boxes
in total. The anchor box label for regression was also made with the same size as that of
the score map. The coordinate of each anchor box can be acquired by calculating the target
image coordinate in the scale-adjusted search region and anchor box coordinate.

Regressionx =
GTx − anchorx

anchorw
(2)

Regressiony =
GTy − anchory

anchorh
(3)

Regressionw = ln
(

GTw

anchorw

)
(4)

Regressionh = ln
(

GTh
anchorh

)
(5)

Equations (2) to (5) show the normalized anchor box coordinates to be estimated
in the network [36]. Equations (2) and (3) are formulas for normalizing the center point
coordinates of the anchor box, Equations (4) and (5) are formulas for normalizing the width
and height of the anchor box. The normalized coordinates are used as labels, and the
network is trained by applying the smooth L1 loss function to this value.

The classification label was used to determine whether the target object existed inside
the anchor box. If the object did exist, a one, otherwise zero, and other than that, −1 was
assigned. The object’s existence was determined according to the intersection ratio result
between each anchor box and ground truth (GT) region.

The intersection over union (IOU) was used to calculate the overlap rate. If the IOU
was more than 50%, it would determine that the object did exist, thereby assigning a 1 to
the anchor box. If the IOU was less than 40%, it would determine that the object did not
exist in the anchor box, thereby assigning a 0 to the anchor box. If the IOU was between
40% and 50%, it determined that the object’s existence was unclear. In that case, a −1 was
assigned to not affect the weight training. The created number of classification labels was
1445, which is the same as the number of anchor boxes. Each label was used to train the
weight in the network. To train the proposed network, the following values were used as
hyper-parameters. The optimizer used Adam and set learning rate = 0.001, coefficient for
primary momentum = 0.9, coefficient for secondary momentum = 0.999, and epsilon = 10−8,
weight_decay = 0.01.

4.3.2. Loss Function for Network Training

Two types of loss functions were used in the calculation for the network model, which
was the key to the tracking algorithm. One was the classification loss to determine whether
a tracking object was present inside the anchor box and the other was the regression loss
of the anchor box coordinates to estimate the object region. The classification loss only
classifies whether objects are included without specific classification of what class the
anchor box is. If the object exists, 1 is assigned as positive, and 0 is assigned as negative
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if it does not exist. The regression loss predicts the coordinates of the anchor box. The
coordinates are x and y, which are the center coordinates of the box, as well as width
and height, which are the box size. The proposed network uses five anchor boxes. The
classification labels obtain 2 (positive, negative) × 5 (anchor box) = 10 values, and the
regression labels obtain 4 (x,y,w,h) × 5 (anchor box) = 20 values. Each value is assigned
to each grid of the last feature map. Each of the loss functions was calculated using the
prediction value and label in the network. To determine the object’s existence, it was
assumed as a classification problem to use the cross-entropy function. Equation (6) presents
the cross-entropy function.

losscls = −log
(

exp(x[class])
∑j exp(x[j])

)

= −x[class] + log
(

∑j exp(x[j])
) (6)

In Equation (6), the anchor box is classified whether or not objects are included without
specific classification. If the object exists, 1 is assigned as positive, and 0 is assigned as
negative if it does not exist.

SmoothL1Loss was used for the regression loss of the anchor box coordinate.
Equation (7) presents the SmoothL1Loss equation. In this equation, β refers to the hy-
perparameter, which is generally defined as one.

SmoothL1−reg =

{
0.5(xn−yn)

2

β , i f |xn − yn| < β

|xn − yn| − 0.5× β, otherwise
(7)

In Equation (7), |xn − yn| value is smaller than β term, so a square term is used.
Otherwise, the following L1−reg term is used. Due to this characteristic, it is less sensitive
to abnormal values and prevents gradient exploding. The final loss function is calculated
by summing Equations (6) and (7), which are expressed in Equation (8).

losstot = losscls + SmoothL1−reg (8)

4.4. Quantitative Evaluation Index

OTB-50 and OTB-100 tracking benchmark datasets were used for performance eval-
uations. OTB-50 consisted of 50 videos and 29,500 frames. OTB-100 had an additional
50 videos compared to OTB-50, and included 100 videos and 50,000 frames. The videos
included in the benchmark had various attributes. For the quantitative evaluation of the
proposed algorithm, the one-pass evaluation (OPE) index was used.

In the OPE, two types of evaluation indices were present, namely precision and success
plots. In the precision plot, the center position error was calculated. The center position was
used by the reference of the GT coordinate provided in the manual. The coordinate center
position produced by the tracking algorithm was calculated, and the calculated value was
compared with the GT’s center position.

The success plot refers to an overlap rate of bounding boxes that surrounded the object
region. To calculate an overlap rate, manual-coordinate GT and object-coordinate system
truth (ST) extracted through the tracking algorithm were used. The coordinate format
consisted of four values indicated by x and y coordinates, which indicated the left top,
width, and height. These coordinate values were used to calculate the overlap rate of the
bounding boxes.

As shown in Figure 12, GT_Box refers to a bounding box region consisting of GT
coordinates, and ST_Box refers to a bounding box region of the object produced by tracking
with the user’s tracking algorithm. The overlap rate is calculated by Equation (9) below.

IoU(GT_Box, ST_Box) =
Area(GT_Box∩ ST_Box)
Area(GT_Box∪ ST_Box)

(9)
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The denominator in Equation (9) is a union region of GT_Box and ST_Box in Figure 12b.
The numerator is an intersection region of GT_Box and ST_Box in Figure 12a. The result of
IOU is the region filled with the green-color box in Figure 12c. To express the performance
rank, the area under a curve was used.

4.5. Experimental Results

In this study, the performance of the tracking algorithm was evaluated using two
quantitative evaluation indicators, success plot and precision plot. The success plot mea-
sures the overlap ratio of the bounding box suggested by the algorithm and the GT box
area measured by the manual method. The precision plot measures the distance difference
between the center point of the bounding box presented by the algorithm and the center
point of the GT box measured by the manual method. This metric indicates the accuracy
with which the tracking algorithm continuously tracks the object. To quantitatively com-
pare the performance of the proposed tracking algorithm, four tracking algorithms, namely
BACF [9], CSRDCF-LP [19], DCF [20], and MCCTH-Staple [21] were used. The colors in the
produced graph were red, green, magenta, yellow, and sky blue from the first to fifth ranks,
respectively. The line shapes in the graph comprised a line, dash, dot, line, and dash, in that
order. To ensure the statistical validity of the tracking results, the proposed algorithm and
comparison algorithm were tested using the same experimental environment described in
Section 4.1.

Figure 13 and Table 4 present the performance evaluation results using the OTB-50
benchmark dataset, with the proposed algorithm achieving the highest scores of 0.572
and 0.799.

Table 4. Overall Performance Evaluation Results of OTB-50.

Proposed BACF MCCTH-Staple DCF CSRDCF-LP

Success 0.572 0.55 0.549 0.408 0.502
Precision 0.799 0.757 0.713 0.606 0.662
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ror. This result was higher than that of the DCF algorithm, which showed the lowest re-
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Figure 13. Evaluation Graph of OTB-50 for All Attributes (a) Success Plots Graph of OTB-50, (b) Pre-
cision Plots Graph of OTB-50.

Figure 14 and Table 5 present the performance evaluation results using the OTB-100
benchmark dataset. The proposed algorithm exhibited the highest scores as it achieved
0.633 and 0.847. Tables 6 and 7 summarize all the results using the OTB dataset. The bold
font was used for the highest values. Table 6 presents the results using the OTB-50 dataset.
The success plot result, which showed an overlap rate with the OTB-50 dataset, achieved
0.572. This result was higher than that of the DCF algorithm, which showed the lowest
result, by 0.164. It showed a slight difference (0.022) compared to BACF, which achieved
the second-highest result. The precision plot achieved 0.799, which showed the center error.
This result was higher than that of the DCF algorithm, which showed the lowest result,
by 0.193. The BACF algorithm, which achieved the second-highest value as the same as
shown in the success plot result, exhibited 0.757.
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Table 5. Overall performance evaluation results of OTB-100.

Proposed BACF MCCTH-Staple DCF CSRDCF-LP

Success 0.633 0.602 0.616 0.482 0.585
Precision 0.847 0.817 0.799 0.694 0.764
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Table 6. Overall Performance Evaluation Results for Attributes of OTB-50 Benchmark Dataset.

Proposed BACF MCCTH-Staple DCF CSRDCF-LP

Total
Success 0.572 0.550 0.549 0.408 0.502

Precision 0.799 0.757 0.713 0.606 0.662

IPR
Success 0.518 0.540 0.514 0.398 0.462

Precision 0.741 0.748 0.683 0.572 0.607

OCC
Success 0.564 0.516 0.552 0.389 0.464

Precision 0.801 0.708 0.715 0.581 0.608

OV
Success 0.548 0.483 0.491 0.328 0.435

Precision 0.760 0.704 0.671 0.443 0.624

IV
Success 0.557 0.587 0.549 0.451 0.466

Precision 0.766 0.792 0.724 0.688 0.607

LR
Success 0.520 0.437 0.571 0.255 0.486

Precision 0.821 0.695 0.834 0.543 0.711

BC
Success 0.578 0.585 0.517 0.437 0.445

Precision 0.772 0.797 0.679 0.640 0.575

FM
Success 0.569 0.534 0.524 0.407 0.536

Precision 0.746 0.749 0.646 0.567 0.693

MB
Success 0.570 0.542 0.492 0.422 0.535

Precision 0.767 0.756 0.625 0.589 0.692

SV
Success 0.563 0.506 0.525 0.366 0.470

Precision 0.786 0.710 0.680 0.569 0.622

DEF
Success 0.536 0.514 0.530 0.413 0.493

Precision 0.751 0.710 0.692 0.612 0.688

OPR
Success 0.541 0.518 0.536 0.394 0.432

Precision 0.762 0.719 0.694 0.573 0.562

Table 7. Overall Performance Evaluation Results for Attributes of OTB-100 Benchmark Dataset.

Proposed BACF MCCTH-Staple DCF CSRDCF-LP

Total
Success 0.633 0.602 0.616 0.482 0.585

Precision 0.847 0.817 0.799 0.694 0.764

IPR
Success 0.558 0.567 0.565 0.471 0.534

Precision 0.783 0.792 0.754 0.678 0.716

OCC
Success 0.616 0.560 0.595 0.441 0.527

Precision 0.825 0.756 0.756 0.619 0.671

OV
Success 0.595 0.483 0.491 0.328 0.435

Precision 0.796 0.704 0.671 0.443 0.624

IV
Success 0.642 0.627 0.592 0.484 0.564

Precision 0.828 0.830 0.755 0.727 0.721

LR
Success 0.501 0.446 0.572 0.264 0.495

Precision 0.829 0.729 0.851 0.584 0.743
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Table 7. Cont.

Proposed BACF MCCTH-Staple DCF CSRDCF-LP

BC
Success 0.636 0.646 0.610 0.513 0.553

Precision 0.843 0.863 0.788 0.724 0.715

FM
Success 0.614 0.572 0.580 0.464 0.593

Precision 0.790 0.782 0.713 0.632 0.759

MB
Success 0.628 0.584 0.570 0.470 0.584

Precision 0.807 0.777 0.705 0.614 0.732

SV
Success 0.598 0.538 0.585 0.397 0.537

Precision 0.808 0.766 0.766 0.623 0.710

DEF
Success 0.596 0.555 0.586 0.450 0.544

Precision 0.811 0.777 0.779 0.645 0.747

OPR
Success 0.596 0.518 0.536 0.394 0.432

Precision 0.816 0.719 0.694 0.573 0.562

Table 7 presents the results using the OTB-100 dataset, which achieved a 0.621 in the
success plot as the highest result. The algorithm that exhibited the lowest result was also
the DCF algorithm, which was the same as the result of the OTB-50 dataset. The algorithm
that exhibited the second-highest result with a 0.633 achieved was MCCTH-Staple, which
was different from that using the OTB-50 dataset. BACF, which achieved the second-highest
value using the OTB-50, showed the third-highest result with a 0.602.

The proposed algorithm achieved the highest result with a 0.847 in the precision plot.
In contrast to the success plot, the BACF algorithm achieved the second-highest result with
a 0.817.

The MB attribute showed high success plot results out of 11 attributes in the OTB-50
and OTB-100 datasets. Figure 15 shows the first frame in the Tiger1 video with the MB
attribute, and this video contains the IV and FM attributes as well. Overall, these three
attributes showed good results in the OTB-50 and OTB-100 datasets.
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Figure 16 depicts the frame that includes all MB, IV, and FM attributes. Although
afterimages caused by sudden object changes and blurring of pixels were found, it showed
a robust tracking result even in the MB, IV, and FM attributes.
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Figure 16. Frame Comprising the MB, IV, and FM Attributes.

Figure 17 shows five sequences, including attributes other than MB, IV, and FM.
Figure 17a–e show the sequences of Box, BlurCar4, BlurOwl, Bird2, and Coke. As shown in
Figure 17, sequences a, d, and e include an occlusion attribute that hides the target object.
The proposed tracking algorithm (red bounding box) exhibited good tracking without any
drift that missed the object.
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However, in Figure 17a, CSRDCF-LP, DCF, BACF, and MCCTH-Staple algorithms
failed to track at 496 frames. In frame 455, it can be seen that the target object area is mostly
obscured by obstacles. In the process of updating the object-appearance model based on
the object area of this frame, it is judged that tracking failed because the appearance model
was contaminated by noise (e.g., obstacle image information, background information)
rather than by the target object. A similar situation can be seen in Figure 17d. In frame 63,
it can be seen that all tracking algorithms localize an area other than the green GT area. In
frame 95, the DCF and BACF algorithms showed the result of tracking failure, but it can be
seen that the proposed algorithm tracks normally. When contamination by noise occurs in
the external model, the value is continuously accumulated, so it is difficult to guarantee
reliability in the comparison process. On the other hand, since the proposed algorithm
is tracked through similarity comparison, re-tracking is possible when a place with high
similarity between regions reappears. Figure 17b,c are images with blur caused by camera
shake. In the case of Figure 17b, since the target object area is wider than in Figure 17c, it can
be seen that all algorithms track relatively robustly even when blurring occurs. However,
Figure 17c is more affected by the damage of the surrounding background caused by fast
motion because the target object area is small. As a result, the DCF algorithm, which is
highly affected by noise, failed to track. On the other hand, it shows that the proposed
algorithm tracks the object well even if the object and the surrounding background are
corrupted due to blurring caused by camera shake.

5. Conclusions

This study proposed a real-time single object tracking algorithm based on a Siamese
network from two viewpoints of object tracking overlap accuracy and center tracking
error rate. The tracking algorithm was a full CNN structure where the fully connected
layers were removed to maintain spatial feature information, which was designed as a
customized network. The Siamese network for feature extraction obtained the production
of various feature maps using kernels 1 × 1 and 3 × 3 in size in the convolution layer. It
was devised not to stop the feature flow by preventing a feature loss while the feature map
produced in the bottleneck structure and input feature maps were connected and merged.
The RPN estimated the object’s location through the supervised learning method and
determined whether the object was present in the bounding box. Through this mechanism,
the potential location of the target object could be identified in the entire image frame. The
experiment showed that the proposed algorithm achieved competitive results in some
video attributes compared to other tracking algorithms. However, for low resolution and
scale variation attributes, the proposed algorithm still had its limitations. To solve this
object-tracking problem, future research is needed to overcome this drawback. To do this,
studies on performance improvements are on track to be conducted by implementing
feature representation techniques as additional functions that can finely extract detailed
regions rather than large appearance areas.
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