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Preface

Carbon capture, utilization, and storage (CCUS) is a vital technology for the large-scale industrial

reduction of carbon dioxide emissions and is considered a foundational technology for achieving

carbon neutrality in the next 30 to 50 years, gaining widespread consensus globally. CCUS technology

primarily encompasses four areas: carbon capture, carbon transportation, carbon utilization, and

carbon storage. From the current technological development trends in carbon capture, sources

such as steel, cement, and coal-fired power plants with low-concentration carbon dioxide emissions

are increasingly receiving attention. Moreover, direct carbon capture from the air is an area of

focus. Regarding carbon transportation, pipeline delivery is the most economical method, whereas

the long-distance safe transportation of supercritical carbon dioxide with impurity gases remains

a challenge. In addition, with respect to carbon utilization, geological methods that enhance oil

recovery hold the most potential for scalable applications; yet, researching the mechanisms of carbon

dioxide enhanced oil recovery under porous media conditions and efficient recovery methods is a

priority for the upcoming period. For carbon storage, increasing storage capacity and accelerating

safer mineralization storage through microbial facilitation are significant research directions in the

future.

From the papers collected in this CCUS Special Issue, researchers are utilizing more advanced

technologies, such as atomic force microscopy and molecular dynamics simulations, to conduct

finer mechanistic studies in micro- and nano-spaces, pore dead-ends, and shale surfaces. They are

exploring more economical, efficient, and safe CCUS technologies. We have every reason to believe

that, with the collective effort of the vast scientific elite, the green low-carbon Earth that humanity

hopes for will arrive sooner rather than later.

We sincerely thank everyone who has helped.

Weifeng Lv, Tiyao Zhou, Yongbin Wu, and Xiaoqing Lu

Editors
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Abstract: The research and application of CO2 storage and enhanced oil recovery (EOR) have
gradually emerged in China. However, the vast unconventional oil and gas resources are stored in
reservoir pores ranging from several nanometers to several hundred micrometers in size. Additionally,
CO2 geological sequestration involves the migration of fluids in tight caprock and target layers, which
directly alters the transport and phase behavior of reservoir fluids at different scales. Micro- and
nanoscale fluidics technology, with their advantages of in situ visualization, high temperature and
pressure resistance, and rapid response, have become a new technical approach to investigate gas–
liquid interactions in confined domains and an effective supplement to traditional core displacement
experiments. The research progress of micro–nano fluidics visualization technology in various
aspects, such as CO2 capture, utilization, and storage, is summarized in this paper, and the future
development trends and research directions of micro–nano fluidics technology in the field of carbon
capture, utilization, and storage (CCUS) are predicted.

Keywords: microfluidic and nanofluidic chip; phase behavior; confined fluids; CCUS

1. Introduction

Current global conventional oil and gas resources are tending to depletion, and un-
conventional oil and gas is gradually becoming a strategic replacement energy source. Its
contribution and position in global oil and gas production are increasingly prominent,
and in the future, it will shoulder the three major missions of global energy security,
stable oil and gas production, and green and low-carbon development [1]. Developing
unconventional oil and gas resources can not only accelerate the achievement of the “dual
carbon” goal but also to some extent solve the energy supply and demand contradiction
in our country. Compared to other enhanced oil recovery (EOR) methods that increase
energy supply and promote carbon neutrality by sequestering greenhouse gases, CO2
flooding for improving oil recovery in unconventional reservoirs has both economic and
social benefits. However, although CO2 flooding for unconventional reservoirs has been
ongoing for several years, the understanding of the multi-phase flow and behavior mech-
anism of multiscale reservoirs under displacement is still lacking. The reason for this is
that unconventional reservoirs exhibit the characteristics of coexisting micro–nano pores
across scales [2], with pore size distributions ranging from several nanometers to several
micrometers, and even millimeter-scale fractures.

The average free path of nanoscale confined fluids is comparable to the pore size, and
this confinement in a small space restricts molecular thermal motion (as shown in Figure 1),
leading to phenomena different from the bulk phase, such as surface adsorption, density
differences, increased capillary forces, and the contraction of phase envelopment lines.
These phenomena not only affect oil production and gas injection process selection [3]

Energies 2023, 16, 7846. https://doi.org/10.3390/en16237846 https://www.mdpi.com/journal/energies1
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but also impact the efficiency and cost of oil and gas extraction [4,5]. Therefore, gaining a
comprehensive understanding of the transition of wall wetting in micro–nanochannels, the
mechanical characteristics of fluids, and their impact on phase behavior is of significant
engineering importance for applications such as CO2 geological storage and petroleum
extraction [6,7]. CO2 flooding has become one of the most important extraction methods
since the early 1980s due to its excellent extraction and dissolution capabilities. However,
the development of CO2-enhanced oil and gas recovery in China still lags behind foreign
countries, as shown in Figure 2, and currently, CO2-enhanced oil and gas recovery and
geological sequestration face the challenge of the aforementioned multiscale pore size
distribution. As a complex multiphase dissolution and migration method, CO2 flooding
and geological storage are influenced by various factors such as reservoir and fluid physical
properties, flow parameters, etc. The key to its technical application lies in understanding
the mechanisms of gas–liquid interactions across micro- and nanoscales. In cracks and
large pores (>50 nm [8]), fluid flow exhibits bulk phase characteristics, while in nanopores
(<50 nm), the flow behavior deviates significantly from the bulk phase [9,10]. Existing theo-
retical models for studying the multiscale mechanisms of multiphase flow mainly rely on
molecular simulations, digital rock models, and equations of state (EOSs). These methods
require certain assumptions and lack sufficient experimental data support. In addition,
the results of traditional theoretical simulations are inconsistent with existing microfluidic
experimental results [11,12] and are depicted in Figure 3a. Most experimental methods
simulate the limiting effects of pure component fluid static and dynamic behaviors based
on a single nanopore size. Therefore, further understanding the multiscale pore-scale oil
and gas seepage and migration mechanisms is the basis for developing effective enhanced
oil recovery techniques and large-scale CO2 sequestration, as well as a prerequisite for
multiscale reservoir flow simulation and parameter optimization [13].

Figure 1. Comparison between bulk-phase fluids and nanoscale reservoir matrix fluids.

Figure 2. CCUS at home and abroad to strengthen oil and gas technology development level.
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(a) (b) 

Figure 3. (a) Bulk, the theory and experiment of the phase envelope; (b) CO2 capture, utilization,
and storage.

Thanks to the advances in chip processing technology, micro–nanofluidics technology
has the advantages of the fine description of nanoscale pores and in situ visualization
detection, providing a new experimental perspective for the study of unconventional oil
and gas microscale seepage and phase characteristics [14]. It has become one of the most
promising tools for visual analysis of oil and gas. Currently, it has been successfully applied
in the petroleum and natural gas industry for physicochemical analysis [15], heavy oil
recovery [16,17], hydraulic fracturing [18], chemical flooding [19–21], gas flooding [22], and
other studies on multiphase flow mechanisms. It serves as an effective complement to tra-
ditional oil displacement mechanism evaluation techniques such as theoretical simulation
and experimental analysis.

This paper summarizes the current research status in the field of micro–nano fluidics
technology applied to CO2 capture, storage, and utilization, as shown in Figure 3b, and
identifies the shortcomings in current research.

2. Micro–Nanofluidic Devices and Chip Manufacturing

Extensive theoretical research has indicated that when the pore size reaches the sub-
nanometer scale [12,23–27], the interactions and wettability characteristics between the
liquid and solid substrates intensify the flow–solid interaction in nanoscale pore throats [28],
and the phase characteristics and seepage behavior of the fluid are significantly altered.
The properties of reservoir fluids and wettability [29,30] further complicate the confine-
ment effects, necessitating experimental tools to address this highly coupled phenomenon.
In recent years, with the development of unconventional oil and gas resources, micro–
nanofluidic experimental platforms [31–34], as shown in Figure 4, have been introduced
into the petroleum and natural gas industry. Different imaging modes of optical microscopy
(bright field, dark field, and fluorescence) enable the in situ visualization monitoring of
micro–nanochannel samples. In addition, spectroscopic methods such as infrared Ra-
man can be used for the fine characterization of micro–nanofluidic systems [35]. The
materials used for the chips include silicon, glass, ceramics, and other polymers, such as
polydimethylsiloxane (PDMS) [36]. However, the high-temperature and high-pressure
experimental conditions in the oil and gas industry and the research requirements for
organic nonpolar fluids make silicon the most ideal manufacturing material. As depicted
in Figure 5, the micro–nanofluidic chip transfers the characteristics of reservoir porous
media micro–nanochannels onto a silicon substrate using techniques from the semicon-
ductor industry [37], and the silicon substrate is bonded to a glass plate to form enclosed
channels [38]. The chip channels can be modified on the wall surface [39,40] or filled with
modified nanoparticles [41] to simulate the real conditions of reservoir porous media and
address the fundamental issues of reservoir dynamics and fluid flow [42]. The so-called
nanochannels have at least one dimension (width and depth) within the range of 1 to
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100 nm. During processing, care must be taken to avoid channel collapse caused by cap-
illary or van der Waals forces. Due to the high aspect ratio and challenging fabrication
of high-throughput nanochannels, current research focuses mainly on low-aspect-ratio
channels with nanoscale depth and micrometer-scale width [38].

Figure 4. Schematic diagram of microfluidic and nanofluidic devices.

Figure 5. Chip model.

3. Research on CO2 Capture

Carbon capture is the process of collecting greenhouse gases, such as those emitted
from fossil fuels, through fixed emission channels, and then compressing and transporting
them for utilization or storage. As the first step in the CCUS process, carbon capture
technology is crucial for the long-term feasibility of CCUS technology. Existing research
has demonstrated the potential of micro–nanofluidic technology in CO2 capture. Currently,
CO2 capture technologies mainly include absorption, adsorption [43–45], and membrane
separation. Absorption methods involve physical and chemical absorption, which uti-
lize organic solvents or alkaline solutions with high solubility, selectivity, and stability
to separate CO2. Adsorption methods mainly rely on carbon-based materials, zeolites,
nanomaterials, and other chemical adsorbents to capture CO2. The mechanisms of solvent
absorption, porous medium absorption, and separation dissolution related to CO2 capture
using organic solvents and alkaline solutions, as well as nanomaterials, can be further stud-
ied using micro–nanofluidic control technology, as demonstrated in previous research [46].
In particular, the carbon capture applications of deep eutectic solvents (DESs) and ionic
liquid analogues [47] hold significant engineering significance.

4. Research on CO2 Enhanced Oil and Gas Recovery

Phase behavior is crucial in gas displacement processes as it determines gas–liquid
equilibrium, swelling effects, gas solubility, and minimum miscibility pressure [48,49].
The complexity of phase behavior in unconventional reservoir fluids is attributed to the
diversity of oil and gas components and the influence of porous media and reservoir rock
properties [50]. In unconventional reservoirs, the ratio of pore surface area to volume
increases significantly, leading to phenomena such as bubble point depression, dew point
trajectory deviation, and variations in critical parameters, which directly result in a rapid
decline in initial production rates (approximately ten times faster than conventional reser-
voirs) [14]. Although theoretical simulations [27,51,52] and instrumental analyses [53,54]
have provided reliable means for studying restricted fluid phase behavior, as shown in
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Table 1, experimental studies to validate the effectiveness of correction calculations are still
in their early stages. Micro–nanofluidic technology allows for high-resolution imaging of
fluids in nanochannels under high-temperature and high-pressure conditions, providing
visual support for understanding the phase transition characteristics and flow behavior
of fluids in confined spaces. It serves as a new experimental approach to investigate and
validate predictions of nanoscale properties and the phase behavior of fluids in multi-
scale media.

Table 1. The research methods of the phase behavior.

Research Methods Principles Advantages Disadvantages

Experimental
methods

Rock core displacement
experiment [55]

Analyze recovery rate and
other data based on

experimental parameters

Realistic rock core
displacement with high

fidelity

Long cycle, not visually
observable, and poor

repeatability

Adsorption–desorption
method [56,57] Isotherm adsorption line

Direct approach to
observe the phase

transition point and
critical behavior of

hydrocarbons in
nanoporous carbon

Most are non-realistic
rock cores

Differential scanning calorimetry
(DSC) [58]

Determining material thermal
properties by measuring the

rate of heat release or
absorption during

temperature increase

Simulating the bubble
point temperature of

confined hydrocarbons

Difficulty in controlling
and measuring phase

transition rates

Theoretical
simulation

Molecular
simulation

Molecular
dynamics
(MD) [59]

Numerically solving the
classical equations of motion
allows for the determination
of the phase trajectory of a
molecular system and the

characterization of its
macroscopic thermodynamic

properties

High accuracy for
simple components

High computational
cost, difficulty in

calculating near the
critical point

Monte Carlo
(MC) [12]

Repeatedly sample different
configurations of a molecular
system and calculate the total
energy of each configuration

The equation of state [27,51] Phase equilibrium and force
calculation

Consider capillary
forces and critical

displacement

Depend on the
equation of state

Density functional theory
(DFT) [52,60]

Fluid molecular density as
the fundamental variable to

describe the thermodynamics
of a system

Exhibits minimal
discrepancies with

molecular simulation
results

Limited to simple
molecular density

statistics

Instrumental analysis

Nuclear magnetic resonance
online scanning (NMR) [61]

1H and 13C nuclei resonate in
the magnetic field

Full-scale pore
observation in the

range of nanometers to
millimeters

In situ imaging of oil or
water requires phase
shielding, resulting in
low imaging accuracy

and high costs

CT scanning Three-dimensional image
scanning and reconstruction Digital rock

High sample
requirements and high

costs

4.1. Phase Behavior

In oil and gas extraction, bubble nucleation and vaporization are more favorable in
larger pores, while they are constrained in nanoscale porous matrices, significantly affecting
the fluid critical parameters and occurrence states. For instance, with the enhancement of
confinement effects, the bubble point pressure is significantly reduced, while the upper
dew point pressure increases and the lower dew point pressure decreases. Such phase
behavior differences may have a significant impact on oil and gas recovery or data fitting.

Currently, methods for predicting phase behavior in nanoscale confined spaces in-
clude density functional theory [62] (DFT), molecular simulations [63–65], modified equa-
tion of state considering various parameter influences (such as the Peng–Robinson equa-
tion) [66,67], or a combination of the aforementioned methods [24]. However, the predicted
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results sometimes remain controversial [68], necessitating experimental verification of
prediction accuracy. For instance, in the case of the offset phenomenon in confined space
bubble points, the most commonly used method is to modify critical properties in vapor–
liquid equilibrium calculations and consider the capillary pressure in the modified equation
of state. The bubble point pressure lines generated using these two different methods ex-
hibit slight differences, particularly with significant discrepancies near the critical point.
Therefore, more experimental data are required for the accurate comparison and calibra-
tion of these methods. Experimental methods include differential scanning calorimetry
(DSC) [58], the constant volume method [69], or traditional PVT experiments to determine
the bubble point through volume–pressure curves. The testing apparatus is generally a
plunger or piston-type PVT instrument, which consumes a large amount of oil sample
and requires long equilibration time. Micro–nanofluidic chip devices have small thermal
mass and rapid response, enabling the continuous measurement of multiple saturation
pressures [70]. By confining the fluid sample within a closed cavity at the end using CO2
and oil properties, the precise isolation of the fluid sample within the cavity is achieved,
compensating for the existing experimental limitations. Currently, research on the evapora-
tion and condensation of single-component fluids at ambient temperature and pressure
based on micro–nanofluidic technology is relatively well-developed (as shown in Table 2).

Table 2. The investigation of phase behavior in single-component systems.

Experimental Objective Component Size Phenomenon

Evaporation

n-pentane [71] 50 μm 145 nm

Nanoporous capillary confinement enhances
liquid capture and significantly impedes liquid
evaporation, reducing the evaporation rate by

approximately 16 fold.

n-pentane [72] 100 nm 5 μm
The confinement effect leads to the preferential

evaporation of the fluid in microchannels
over nanochannels.

Condensation

propane [11] 30 nm 50 nm 500 nm

The condensation pressure for the 50 nm chip
is close to the prediction of the Kelvin equation,

while for the 30 nm chip, the condensation
pressure is significantly lower than the

predicted value.

propane [73,74] 70 nm 100 nm There exist disparities between the two
length scales.

n-butane [12] 2 nm The deviation of the condensation pressure
from the bulk phase reaches as high as 22.9%.

Bubble point temperature n-hexane, n-octane,
n-heptane [50] 4 nm 20 nm 50 nm 100 nm

The bubble point temperatures for 4 nm and 10
nm confinement exhibit significant deviations

compared to those for 100 nm and 50 nm
confinement. The confinement effect is more
pronounced in the 4 nm channel, leading to a

noticeable increase in the bubble
point temperature.

Dew point pressure n-butane [75] 4 nm 10 nm 50 nm
At 4 nm, the dew point pressure exhibits a

deviation of up to 14% compared to the
bulk phase.

Factors influencing the phase behavior of multi-component systems are more complex
compared to single-component systems [72], and research in this area is relatively scarce.
Zhang et al. [76] conducted experimental studies on the static phase behavior and fluid
flow behavior of pure CO2 and CO2-C10 systems in shale dual-scale porous reservoirs. The
results showed significant changes in the static behavior of the fluid from the bulk phase to
the nanoscale. Jatukaran et al. [77,78] used chip simulations to investigate the evaporation
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rates of methane, propane, and butane ternary hydrocarbon mixtures in nanoscale pores,
revealing a 3000-fold reduction in evaporation rate, which further decreased at low temper-
atures. Alfi et al. [79] studied the bubble point temperatures of butane, hexane, and heptane
mixtures using etched chips with depths of 10 nm, 50 nm, and 100 nm, and observed
significant deviations in the bubble point temperatures at the 10 nm scale. Despite the
progress made in multi-component phase-behavior studies across different length scales,
these studies have not considered the mass transfer diffusion and the impact of flow on
evaporation. Therefore, further improvement is needed in this area of research.

4.2. Seepage

Capillary forces, as the main driving force of seepage, make the seepage effect in
nanopores more significant. Multiple studies have shown that the pore size of reservoir
rocks reaches the nanoscale, and capillary pressure increases to several megapascals. The
seepage of fluids in microchannels can be described as:

q =
Pca

f
= wh

dl
dt

(1)

where q is the mass flow rate, Pca represents the capillary force, f is the flow resistance, w
represents the width of the nanochannel, h represents the depth of the nanochannel, and l
represents the seepage distance.

The capillary pressure in a circular channel can be represented as:

Pca =
2γ cos θ

r
(2)

However, microfluidic chip designs often have a high aspect ratio with channel widths
in the micrometer range and depths in the nanometer range (w » h). Therefore, the fluid flow
in such channels resembles that of a flat plate flow. Consequently, combining Equations (1)
and (2), the capillary pressure Pca in these channels can be expressed as:

Pca =
2γ cos θ

h
(3)

where γ represents the surface tension, and θ is the contact angle.
Flow resistance:

f =
12μl
wh3 (4)

Therefore, the seepage distance can be obtained as shown in Equation (5):

l =

√
γh cos θt

3μ
(5)

where μ is the fluid viscosity, t represents the time.
According to the Washburn equation [80], seepage is closely related to surface tension

and viscosity, and as the pore size decreases, the surface tension and viscosity of fluids
deviate significantly from the bulk phase [81]. However, there are differences in the
results of seepage experiments in confined spaces. For example, Li et al. [82] studied the
effect of surface tension, viscosity, and contact angle on seepage in polar and non-polar
mixtures at the 8 nm scale using microfluidic chips, and the experimental results showed
that the Washburn equation was generally applicable in confined spaces. Another study
showed that the oil uptake rate of shale in a 34 nm channel was only 40% of the theoretical
calculation [83]. The reason for this is that the strong interaction between the nanochannel
wall and the fluid increases the resistance, thereby slowing down the self-seepage process.
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4.3. Diffusion Mass Transfer Study

The effectiveness of CO2 for enhanced oil recovery depends on its potential to alter the
properties of the reservoir oil, known as the phase-mixing ability, which in turn depends
on the mass transfer capability between CO2 and oil [84,85]. Studying the mass transfer
and reaction kinetics in gas–liquid two-phase flow is of great significance for improving
oil recovery.

The key parameter in the diffusion process is the molecular diffusion rate. At the
nanoscale, the size of substance molecules approaches the limiting size, leading to a
deviation between nanoscale diffusion rate and bulk diffusion rate, even though some
convection [86] is restricted, resulting in relatively high mass flow rates [87], which affects
mass transfer. However, under supercritical conditions, the interfacial effects are signif-
icantly weakened, and both convection and diffusion transport are enhanced. Previous
studies on oil and gas mass transfer and diffusion laws have mostly relied on traditional
PVT experiments or bubble towers to determine the kinetic data in the liquid phase. Under
certain conditions, after gas makes contacts with oil, it diffuses into oil under the influence
of concentration difference, and a diffusion model is used to fit the pressure drop curve
to obtain the diffusion coefficient [88]. However, such methods not only have low heat
and mass transfer efficiency but also have difficulties in separating diffusion from convec-
tion in large-scale measurement systems. For example, convection caused by changes in
liquid-phase density due to gas dissolution is often ignored, leading to uncertainties and
inaccuracies in measurements of phase, composition, velocity, and concentration.

Microfluidic technology, as a small-scale and non-invasive method for precise measure-
ment of gas–liquid diffusion coefficients, is necessary for revealing quantitative information
about gas–liquid contact and mass transfer diffusion. This method can calibrate the rela-
tionship between different concentrations and fluorescence emission intensity and convert
fluorescence intensity into pH values using a standard curve [89]. The Fick diffusion
equation is used to fit the change in concentration with diffusion distance to obtain the
diffusion coefficient. Qiu et al. [90] used a fluorescence-based microfluidic chip method
to measure the diffusion coefficient of NO2 in H2O2 solution. Hu et al. [91] studied liquid
flow in microscale pores at various flow rates and heat fluxes, analyzing the relationship be-
tween liquid supply capacity in the two-phase region and enhanced heat transfer in porous
structures. The above studies indicate that at the nanoscale, the classical Fick diffusion law
still has some applicability, but the diffusion coefficient of molecules will be significantly
smaller than the macroscopic theoretical prediction.

4.4. Minimum Miscibility Pressure

The minimum miscibility pressure (MMP) is a key parameter for evaluating and
optimizing CO2 flooding in oil reservoirs, representing the lowest pressure at which gas
and oil form a miscible phase. When the pressure (P) is lower than MMP, CO2 and oil
do not mix, and the displacement process is dominated by mobility and capillary forces,
leading to fingering and premature breakthrough. On the other hand, when P is higher than
MMP, CO2 and oil reach a near-miscible or miscible state, the gas–oil interface disappears,
the crude oil expands, and hydrocarbons evaporate. In the miscible flooding process, the
capillary forces caused by pore size differences are significantly reduced, resulting in a
significant increase in oil recovery efficiency [92] (as shown in Figure 6). Conventional
reservoirs are associated with convection-dominated transport, while unconventional
reservoirs are associated with diffusion-dominated transport [93], indicating that pore size
to some extent affects MMP. The determination of MMP is generally based on the solubility
theory, which can be expressed as:

δ =

√
T
(

∂P
∂T

)
ν

− P (6)
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P =
RT

ν − b
− a

ν(ν + b) + b(ν − b)
(7)

where ν is the molar volume, δ is the solubility, R is the universal gas constant, and a and
b represent the pressure and volume terms, respectively, in the Peng-Robinson equation
of state.

a =
0.45724R2Tcp

2

Pcp

[
1 + k

(
1 −

√
T

Tcp

)]2

(8)

b =
0.0778RTcp

Pcp
(9)

where k is a function of the eccentric factor, Tcp and Pcp are the supercritical temperature
and pressure in the confined space, and their relationship with the critical temperature and
pressure can be expressed as:

Tcp = Tc − Tc

(
0.22958

(Tc/Pc)
1
3

r
− 0.014378

(Tc/Pc)
2
3

r2

)
(10)

Pcp = Pc − Pc

(
0.22958

(Tc/Pc)
1
3

r
− 0.014378

(Tc/Pc)
2
3

r2

)
(11)

where r is the pore radius, and Tc and Pc are the critical temperature and pressure.

 

Figure 6. CO2 miscible displacement mechanism.

In conclusion, the solubility δ is a function of the critical temperature and pressure
parameters Tc, Pc, the molar volume ν, and the pore radius r. This indicates that the
transition from bulk phase to nanochannel critical properties dominates the miscibility of
fluids in confined spaces [94].

Traditional experimental methods for determining MMP mainly include the slim tube
experiment (ST) [95], rising bubble method (RBA) [96], and the disappearance of interfacial
tension method (VIT) [97]. However, these experimental methods are time-consuming,
subjective, lack quantitative information, and are not suitable for complex mixtures [98].
Theoretical methods simulate the situations of immiscible and miscible phases by coupling
the Navier–Stokes equation, interface tracking equation, and convection–diffusion equation,
or calculating critical parameters using state equations. For example, Zhang et al. [99]
calculated that the critical temperature and pressure decrease as the pore radius decreases
based on the van der Waals state equation and the semi-analytical state equation. The
Peng–Robinsion EOS (PR EOS) proposes different fitting formulas based on the magnitude
of the eccentricity factor, thereby exhibiting better performance near the fluid’s critical point.
As a result, the PR EOS is currently the most popular equation of state in the petroleum
industry [100,101]. However, these calculations are computationally expensive and depend
on boundary conditions. In recent years, methods such as nuclear magnetic resonance
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and CT scanning have emerged for determining MMP, which can measure the minimum
miscibility pressure of oil and gas without invasive procedures. However, the high cost of
equipment limits their large-scale application [102]. Therefore, the existing methods are
unable to meet the requirements for the in situ detection of oil–gas miscibility pressure at
the micro- and nanoscale. Microfluidic experimental platforms estimate MMP by observing
the appearance of the interface between CO2 and oil [103], or quantitatively observe the
mixing process of CO2 and crude oil in microchannels using fluorescence imaging. The
design of quasi-static (dead-end) microfluidic chips can also avoid complex experimental
operations and potential measurement errors caused by pressure drop in dynamic flow,
enabling a large number of tests to be performed in a short period of time. Compared to
standard ST tests, this method provides a sufficient number of data points, and existing
experiments have demonstrated its effectiveness [104].

4.5. Displacement Efficiency

The spreading law refers to the behavior of fluid displacement in different scales,
including the flow and transport mechanisms in nanoscale pores and fractures. Gas in-
jection for enhanced oil recovery (EOR) includes CO2 [105–107], natural gas [108], and
nitrogen [109], among which CO2 has been widely studied due to its high displacement
efficiency and applicability in low-permeability reservoirs [110]. The improvement of oil
recovery by CO2 involves the flow of oil and gas in nanoscale pores, gas dissolution, and
diffusion [111] in low-permeability matrix, oil swelling [112], wettability alteration [113],
the reduction in interfacial tension [114], and interaction between fractures and matrix.
Therefore, a comprehensive understanding of the flow and transport mechanisms in porous
media and fractures at different scales is crucial for the development of effective techniques
to enhance oil recovery. In China, there is an urgent need to scale up the application of CO2
flooding technology for stable and increased oil production. So far, various CO2 injection
schemes have been developed by the industry and academia for carbon sequestration and
oil and gas extraction. Fluids in nanochannels enter the supercritical state in a sequence
of smaller pores before entering larger ones, which exhibits a positive influence on the
microscale spreading efficiency and flow path of CO2, while the curvature of porous media
may have a negative impact. Therefore, studying the miscible and immiscible displacement
patterns across scales is of great engineering significance for understanding the displace-
ment processes in real reservoirs. However, few experimental studies have considered the
impact of cross-scale effects on unconventional reservoir displacement spreading.

Conventional core displacement experiments rely on analyzing changes in core mass
before and after displacement or using characterization techniques such as nuclear magnetic
resonance, which are time-consuming and have low repeatability [115]. Additionally,
the spatial distribution and surface morphology of reservoir fractures are complex, and
the unique flow patterns are the focus of displacement studies. For example, in actual
production, as the reservoir pressure decreases, CO2 in the oil grows and condenses into
large gas bubbles that escape from the matrix into the fractures. The oil in the fractures is
drawn into the matrix and reoccupies the pore space, significantly affecting the oil recovery
in the matrix phase and hindering the geological storage of CO2 in the reservoir. However,
existing technologies are unable to directly observe and fully simulate the complex flow
characteristics of reservoirs.

Microfluidic experiments based on micro- and nanofluidic chips with different matri-
ces (as shown in Figure 7) can not only investigate the spreading laws of oil displacement
in micro- and nanoscales but also directly observe the coupled mechanisms of oil flow and
phase behavior under different displacement modes. For example, Lu et al. [116] studied
the multiphase transport mechanisms during CO2 imbibition under different wettability
conditions, and the experimental results showed that the presence of water phase can
slow down the rapid transport and gas channeling of CO2 from the matrix to the fractures,
thereby improving oil recovery. Huang et al. [117] used a high-pressure visualization
system at the pore scale to study the influence of the presence of aqueous phase on CO2 ex-
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solution under different initial states, pressure drop rates, and wettability conditions [118].
Guo et al. [119] found that the residual saturation of the displacing fluid increases with the
increase in the number of capillary tubes. Zhong et al. [120] studied the pressure threshold
effect of N2 immiscible displacement and CO2 miscible displacement in confined spaces of
60 nm.

    
(a) (b) (c) (d) 

Figure 7. CO2 displacement model of the chip (a). Homogeneous matrix model (b). Heterogeneous
matrix model (c). Heterogeneous matrix model (d). Cracks in the chip model.

5. Research on CO2 Geological Sequestration

CO2 geological sequestration primarily involves CO2-enhanced oil (natural gas) re-
covery and storage, CO2 displacement for coalbed methane storage, and CO2 storage in
saline aquifers [121]. Among them, reservoir storage and saline aquifer storage utilize
mechanisms such as structural trapping, capillary trapping, dissolution trapping, and
mineral trapping (as shown in Figure 8). The sequestration process is controlled by various
parameters such as fluid properties, interfacial tension, wetting [122,123], solubility, and
pore throat characteristics. Due to the coupling phenomena of fluid flow, geochemistry,
and biogeology in porous media during CO2 sequestration, traditional core displacement
experiments are insufficient to understand the pore-scale mechanisms of CO2 storage, and
there are significant changes in thermophysical properties near the critical point. There-
fore, accurate data on the interaction between CO2-saline water-porous media are key
to improving storage capacity and the reliability of numerical simulations for geological
sequestration [124]. Conventional methods are time-consuming, and there is a greater
need for rapid, accurate, and reproducible methods to precisely describe key data. Micro–
nanofluidic experiments can be used to optimize numerical and modeling methods from
the pore scale to the reservoir scale, making it an ideal experimental approach for studying
CO2 sequestration.

5.1. CO2-Enhanced Oil and Gas Recovery and Sequestration Technology

During the process of CO2-enhanced oil and gas recovery and storage, the majority of
CO2 is stored in underground structural and capillary spaces, a portion dissolves in residual
underground fluids, and a small fraction is mineralized in underground rocks. Some CO2
is also produced to the surface along with oil and gas flow. The dissolution of supercritical
CO2 into the saline water of the target reservoir, the physicochemical reactions between
acidic saline water and solid matrix, the parameters of the aquifer, and the presence
of fractures [125], as well as the information on the geometry of the pores introduce
uncertainties to large-scale CO2 storage applications. Additionally, capillary trapping,
deposition structures, and the permeability of the target layer significantly affect the
migration pathways of CO2 [126]. Micro–nano fluidics technology provides a new approach
for simulating the migration of CO2 in complex geological structures and porous media.
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(a) (b) 

  
(c) (d) 

Figure 8. Mechanisms of CO2 geological storage. (a) Structural trapping. (b) Mineralization trapping.
(c) Confinement space trapping. (d) Dissolution trapping.

5.2. Saline Aquifer CO2 Sequestration Technology

Saline aquifers have great potential for CO2 storage, but the density difference between
CO2 and the surrounding fluids increases the risk of upward migration and leakage. Salt pre-
cipitation in porous media can hinder carbon capture and storage in saline aquifers. Therefore,
when CO2 is dissolved into the formation brine, saline aquifer storage has a higher level of
safety. Injected CO2 diffuses in the porous media, displaces formation water, and is eventually
stored underground after undergoing a series of physical and chemical reactions [127,128]. The
dissolution of CO2 in water depends on temperature, pressure, and salinity conditions [129].
Therefore, developing more effective methods to represent the interaction between CO2 and
water and the behavior of water and gas in porous media is the basis for calculating the
amount of carbon storage in saline aquifers [130]. CT scanning is commonly used to observe
sediment distribution and changes in pore size and permeability to determine the impact of
salt precipitation on geological carbon storage (GCS) [131]. Additionally, scanning electron
microscopy (SEM) and X-ray diffraction (XRD) can analyze the products of the interaction
between nanoscale porous media and CO2 [132]. Microfluidic technology is an emerging
method for studying salt precipitation and has been used to investigate the effects of two
configurations of precipitates and pore structure on salt crystal growth rate [133], as well as
co-confocal Raman spectroscopy for solubility studies [134].

6. Limitations

(1) The dimensions of microfluidic chips currently mainly focus on longitudinal depth
differences, and the manufacturing of high aspect ratio chips with higher throughput
still faces technological and cost issues. In addition, there are discrepancies between
existing microfluidic experimental results and theoretical simulations (such as mixed-
phase pressures and phase envelopes), and the reasons for these discrepancies still need
further exploration. Furthermore, there is no unified definition for the size boundary of
the confinement effect, and extensive experimental research and simulation predictions are
still needed.

(2) Most existing studies mainly focus on the phase behavior of small molecule hydrocar-
bons or binary mixtures at a single-pore-size scale. However, the multi-component nature of
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reservoir fluids further complicates the confinement effect, and the mass transfer diffusion
between components cannot be ignored. There are still certain deficiencies in the study of
multi-component mixture phase behavior across scales based on micro-fluidic technology. In
addition, idealized pore geometries and pure fluid systems are not sufficient to represent the
inherent complexity of multi-component mixtures in unconventional reservoirs.

(3) Target formations for CO2 geological sequestration often contain brine, and the
interaction between CO2 and pore media and formation water under high temperature
and pressure conditions still needs further clarification. The rate of salt growth and in situ
distribution of precipitation at the pore scale require extensive experimental research.

7. Prospects

(1) Pores below 10 nm approach the scale of CO2 and hydrocarbon molecules more
closely, and the effects of fluid continuity, solid–liquid interface properties, and critical
parameters on phase behavior may have important implications for recovery and storage
rate analysis.

(2) Micro–nano fluidics experiments can provide support for future studies on CO2
migration in water and tight caprock, and serve as a reference for the design of CO2
geological storage and simulation of supercritical CO2 dissolution processes.

(3) The development of micro–nano fluidics technology should be combined with
innovation from multiple disciplines to achieve more precise fluid control and response.
For example, the simulation of reservoir wettability in CO2-enhanced oil recovery and
geological storage can refer to surface modification of chips from disciplines such as
biomedicine. The study of droplet condensation, adsorption, and separation in CO2 capture
processes can also draw inspiration from micro–nano fluidic technologies. Additionally,
insights can be gained from filtration and separation applications in other disciplines.

(4) In the future, micro–nano flow control experiments can investigate how the effi-
ciency of CO2 flooding and storage can be improved by studying the effects of additives
such as surfactants, foams, and nanoparticles, as well as changes in physical and chemical
conditions. They can also explore emerging fields such as microbial enhanced oil recovery
or geothermal energy to enhance the understanding of fine-scale mechanisms in pore
structures and establish connections with reservoir-scale phenomena.

(5) Supercritical CO2 is in a state that exists between gas and liquid at critical conditions.
It has wide-ranging industrial applications. In the future, research on supercritical CO2 based
on micro–nanofluidic experimental platforms can refer to low-carbon extraction technology
using supercritical CO2 as an organic solvent, the facile control of morphological structure
in the synthesis of nanoparticles, supercritical drying technology, carriers for nanoscale drug
synthesis, and reaction media for organic synthesis under special conditions.

8. Conclusions

The capture, utilization, and storage of CO2 have broad application prospects, and the
application of micro–nanofluidics technology in CO2 capture is just beginning to emerge
and requires further exploration. Although the application of CO2-enhanced oil and gas
recovery has been ongoing for many years, it is currently limited to the study of simple
mixtures at a single scale due to manufacturing processes and fluid control limitations.
There is a significant lack of research on more realistic scenarios such as crude oil degassing,
CO2 extraction, and stripping. Additionally, there is a scarcity of research on caprock
leakage in CO2 geological storage, and further clarification is needed on the mechanisms of
CO2 interaction with saltwater and rocks. In conclusion, there is a tremendous demand for
research on CO2 capture, utilization, and storage based on micro–nanofluidics technology,
making it an indispensable and important tool in future experimental developments.
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Abstract: The goals of carbon neutrality and peak carbon have officially been proposed; consequently,
carbon dioxide utilization and sequestration technology are now in the limelight. Injecting carbon
dioxide into reservoirs and solidifying and sequestering it in the form of carbonates after a series
of geochemical reactions not only reduces carbon emissions but also prevents carbon dioxide from
leaking out of the formation. Carbon dioxide mineralization sequestration, which has good stability,
has been considered the best choice for large-scale underground CO2 sequestration. To provide a
comprehensive exploration of the research and prospective advancements in CO2 mineralization
sequestration within Chinese oil and gas reservoirs, this paper undertakes a thorough review of
the mechanisms involved in CO2 mineralization and sequestration. Special attention is given to
the advancing front of carbon dioxide mineralization, which is driven by microbial metabolic activ-
ities and the presence of carbonic anhydrase within oil and gas reservoirs. The paper presents an
in-depth analysis of the catalytic mechanisms, site locations, and structural attributes of carbonic
anhydrase that are crucial to the mineralization processes of carbon dioxide. Particular emphasis
is placed on delineating the pivotal role of this enzyme in the catalysis of carbon dioxide hydra-
tion and the promotion of carbonate mineralization and, ultimately, in the facilitation of efficient,
stable sequestration.

Keywords: carbon dioxide sequestration; mechanism of mineralization; microbial-assisted mineralization;
carbonic anhydrase

1. Introduction

Excessive emissions of greenhouse gases such as carbon dioxide have caused global
temperatures to rise [1]. According to six major international datasets integrated by the
World Meteorological Organization (WMO), the world’s average temperature in 2021 is
about 1.11 (±0.13) ◦C above pre-industrial levels (1850–1900) [2–4]. During the meeting of
the United Nations General Assembly in September 2020, the Chinese government outlined
its 2030 “carbon peak” and 2060 “carbon neutrality” goals in response to the global climate
crisis [5]. Carbon dioxide capture, sequestration, and utilization (CCUS) are recognized
as critical and viable means of achieving carbon neutrality and mitigating the greenhouse
effect [6–8], as illustrated in Figure 1. Carbon dioxide sequestration represents a pivotal
aspect of CCUS technology; primarily, it involves the injection of captured carbon dioxide
into deep geological formations and storing it in geological bodies such as saline aquifers [9],
depleted oil and gas reservoirs, and unexploited coal seams [10,11] through geological
structures, capillary force binding, dissolution, and mineralization [12–14]. Among the four
main sequestration methods, mineralization sequestration involves reacting carbon dioxide
with minerals in the rock layer to create a stable secondary mineral and then permanently
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storing it in the form of solid carbonate. Mineralized sequestration is considered the most
secure and stable method for carbon sequestration due to its durability and the safe and
stable storage of the products. Achieving mineralized sequestration through natural forces
alone typically requires at least a century [15], as shown in Figure 2. Consequently, how to
accelerate the mining process with the assistance of microorganisms has become a research
hotspot. This paper comprehensively reviews the metabolic mechanism of microbial-
induced mineralization, the historical research, the action sites, and the mechanisms of the
key enzyme, carbonic anhydrase, in mineralization induction. Additionally, it addresses
the existing challenges and prospects.

 
Figure 1. CCUS industrial concept diagram.
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Figure 2. Carbonic anhydrase accelerates mineralization [16].

2. Sequestration Mechanism of Carbon Dioxide Mineralization

Currently, oil fields such as Daqing and Shengli are in the developmental phase; they
are characterized by low permeability and a high water cut and present challenges in their
operation [17–19]. Injecting carbon dioxide into oil reservoirs has been shown to enhance
the recovery rate while securely sequestering carbon dioxide [20–22]. Figure 3 illustrates
the schematic diagram of carbon dioxide geological sequestration. This technology has
a double effect in fostering economic development and contributing to environmental
protection. Therefore, CO2 mineralization in an underground reservoir environment is
considered to be one of the most promising and safe methods for reducing CO2 emissions.

 

Figure 3. Schematic diagram of carbon dioxide geological sequestration.
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The concept of mineralized utilization of carbon dioxide emerged in the 1990s; it
primarily involves the carbonation of natural silicate minerals [23,24]. Carbonation can be
broadly categorized into dry carbonation and wet carbonation [25]. In wet carbonation,
water primarily serves as a medium to facilitate mineral dissolution and carbon dioxide
dissolution.

Carbon dioxide mineralization in the reservoir belongs to in situ wet carbonation.
During the process of carbon dioxide injection into the target layer (usually at a depth of
800–3000 m), both the temperature and the pressure exceed the critical point of the carbon
dioxide phase diagram (31.1 ◦C and 73.9 bars), as shown in Figure 4, and the carbon dioxide
is in a supercritical state [26].

 
Figure 4. Carbon dioxide phase diagram (Copyright © 1999 Chemical Logic Corporation, 99 South
Bedford Street, Suite 207, Burlington, MA 01803 USA. All rights reserved).

Supercritical carbon dioxide is introduced into the deep reservoir, following the prin-
ciple of similar phase dissolution. During this process, a portion of the carbon dioxide
dissolves in the crude oil while another portion dissolves in the formation water. Notably,
the solubility of carbon dioxide in crude oil is significantly higher than in water. A fraction
of the CO2 undergoes hydration within the formation, resulting in the formation of car-
bonic acid, which subsequently ionizes into CO3

2− and HCO3
−. Biogeochemical processes

eventually convert some of the CO2 into solid carbonate, while a minute amount remains
in a free state. The different occurrence states of CO2 within the reservoir are illustrated in
Figure 5 below.

Supercritical carbon dioxide undergoes a reaction with water, resulting in the produc-
tion of carbonic acid. This carbonic acid, in turn, engages in distinct dissolution reactions
with various types of minerals [28–30]. Leaching cations (Ca2+, Mg2+, Fe2+, etc.) combine
with carbonic anions produced by carbonic acid ionization to produce carbonate precipita-
tion. Under specific conditions, this combination leads to the precipitation of carbonates,
facilitating the enduring sequestration of carbon dioxide in a solid state. The whole process
can be roughly divided into three stages: carbon dioxide dissolution and ionization, mineral
dissolution, and carbonate mineral deposition.
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Figure 5. Carbon dioxide in the reservoir occurrence state [27].

(1) Dissolution and ionization of carbon dioxide

Upon the entry of supercritical carbon dioxide (scCO2) into the formation, a density
disparity between the scCO2 and the formation water is evident. This prompts the initiation
of a gravity-driven flow in the longitudinal direction, causing some scCO2 to ascend and
react with the cap rock. Due to the higher density of the scCO2 flow compared to the
formation of water, a significant portion of the scCO2 settles, resulting in natural convection
between the scCO2 and the brine aquifer during this phase [31]. Subsequently, as the
gravity flow reaches the interface of the scCO2–brine phase, the scCO2 undergoes molecular
diffusion and dissolves into the brine aquifer due to concentration differences. Concurrently,
at the phase interface, the CO2 undergoes a hydration reaction, forming carbonic acid water,
and continues to engage in ionization reactions, generating free protons. The hydration
reaction of carbon dioxide exhibits a pH dependence, presenting roughly two reaction
forms in different pH ranges. The reaction formulas are as follows:

CO2 + H2O ↔ H2CO3 ↔ H+ + HCO3
−(pH < 8) (1)

CO2 + OH− → HCO3
−(pH > 10) (2)

Considering that the pH of reservoir groundwater typically remains within a neutral
or weakly alkaline range within the oil–gas reservoir environment, the carbon dioxide
hydration reaction aligns with Equation (1). The kinetic constant of the reaction ranges
from 0.026 to 0.044 s−1 at a room temperature of 25 ◦C [32,33]. The hydration rate of carbon
dioxide is relatively slow. To expedite the hydration reaction of carbon dioxide, domestic
and international researchers primarily employ catalysts such as phosphate buffers, metal
nanoparticles (e.g., nickel nanoparticles or NiNPs), and carbonic anhydrase [34–36].

(2) Mineral corrosion

The surfaces of clay minerals, carbonate minerals, and feldspar mineral particles are
enveloped by a carbonate water film. This film leads to the leaching of alkaline earth metal
ions such as calcium, magnesium, and iron, resulting in the acquisition of Ca2+, Mg2+, Fe2+,
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OH−, HCO3
−, CO3

2−, and Si-O groups [37]. The mineral dissolution process is depicted in
Figure 6, and the reaction equations are presented below:

MxSiyOx+2y(s) + 2H+(aq) → M2+(aq) + SiO2(s) + H2O(l) (3)

Calcite + H+ ↔ Ca2+ + HCO3
− (4)

Dolomite + H+ ↔ Ca2+ + Mg2+ + HCO3
− (5)

Siderite + H+ ↔ Fe2+ + HCO3
− (6)

Magnesite + H+ ↔ Mg2+ + HCO3
− (7)

Ca − felspar + 2H+ + H2O ↔ Ca2+ + Al2Si2O5(OH)4 (8)

Na − felspar + 2H+ + H2O ↔ 2Na+ + Al2Si2O5(OH)4 + 4SiO2(aq) (9)

K − feldspar + 2H+ + H2O ↔ 2K+ + Al2Si2O5(OH)4 + 4SiO2(aq) (10)

 

Figure 6. Mineral dissolution process.

Through laboratory static reaction experiments, domestic and foreign researchers have
found that carbonate minerals represented by dolomite, feldspar minerals represented by
potassium albite, and clay minerals such as chlorite show different degrees of dissolution
in the early stage of the reaction, indicating that the degree of dissolution of minerals
depends on their chemical structure [38–41]. Due to the limited presence of carbonate
rocks and the comparatively low reactivity of feldspar minerals in domestic reservoir
minerals, the dissolution of minerals is generally considered to be the rate-limiting step
in the mineral carbonation process. Literature indicates that factors such as reservoir
temperature, pH [42], and mineral surface area influence the dissolution rate [37,43]. In
general, higher temperatures, lower pH values, and the larger specific surface areas of
minerals lead to faster dissolution rates and higher degrees of mineral dissolution within
the same time frame. Furthermore, research has shown that the addition of a salt solution
(e.g., a mixed solution of sodium chloride and sodium bicarbonate or a mixed solution of
potassium nitrate and sodium nitrate) during the reaction can act as a catalyst, accelerating
the leaching of alkaline earth metal ions to a certain extent [44,45].

(3) Carbonate mineral deposition

As the minerals continue to dissolve and consume protons, the pH of the environment
gradually rises, reaching a slightly alkaline level. In this alkaline environment, when carbon
anions (carbonates and bicarbonates) within the environment reach the supersaturated state,
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they combine with cations such as Ca2+, Mg2+, Fe2+, and others and form the respective
carbonate precipitates. The equations are listed as follows:

M2+(aq) + CO3
2−(aq) → MCO3(s) (11)

Mg2SiO4 + 2CO2 + 2H2O → 2MgCO3 + H4SiO4 (12)

Mg3Si2O5(OH)4 + 3CO2 + 2H2O → 3MgCO3 + 2H4SiO4 (13)

CaSiO3 + CO2 + H2O → CaCO3 + H2SiO3 (14)

Indoor experiments involving carbon dioxide–water–rock interactions have been
conducted to detect and analyze sedimentary minerals. These experiments have revealed
that the sedimentary minerals mainly consist of carbonate rocks, predominantly calcite and
dolomite. Additionally, a smaller proportion consists of silicate rocks, including kaolin,
dolomite, and quartz [40,46,47].

Regarding the three phases of geochemical reactions, the literature has consolidated
the key factors influencing mineral deposition efficiency, encompassing the concentration of
carbon anions in the solution, the concentration of divalent metal cations like calcium and
magnesium, and the availability of mineral nucleation sites [48]. From a reaction kinetics
perspective, the rate of carbonate deposition is directly influenced by the concentrations
of carbon anions and divalent metal cations such as calcium, magnesium, and iron in the
solution. Divalent metal cations primarily stem from groundwater composition and the
dissolution and weathering of rock minerals [49]. The existing literature data demonstrate
marked distinctions in the mineral composition of reservoir rocks between those of typical
domestic regions and those of foreign regions, as outlined in Table 1. Among these minerals,
the dissolution of both carbonate minerals and clay minerals can supply divalent metal ions.
However, the dissolution and the re-precipitation of carbonate minerals do not significantly
contribute to carbon dioxide sequestration. Therefore, the content of clay minerals in
reservoir rock holds substantial importance in the context of carbon dioxide mineralization
and sequestration.

Most of the reservoirs in China are terrestrial and are characterized by quartz clastic
minerals and carbonate minerals, which are their principal components. In contrast, clay
minerals constitute a relatively minor portion compared to foreign marine-phase reser-
voirs [50,51]. Among these minerals, the dissolution of both carbonate minerals and clay
minerals can supply divalent metal ions. However, the dissolution and the re-precipitation
of carbonate minerals do not significantly contribute to carbon dioxide sequestration. There-
fore, the content of clay minerals in reservoir rock holds substantial importance in the
context of carbon dioxide mineralization and sequestration.

To maximize the sequestration of CO2 in the form of solid carbonates, it is essential for
the reservoir rock to possess a relatively high clay mineral content, as this indicates richness
in silicate minerals (e.g., chlorite, illite, montmorillonite, kaolinite, etc.). These silicate
minerals neutralize acids and provide the necessary raw materials for precipitation by
providing Ca2+, Mg2+, and Fe2+. Consequently, achieving effective carbonation of natural
silicate minerals is most feasible in porous minerals rich in divalent metal cations, such
as basalts and mantle peridotites [61–63]. An exemplar of implementation is the Carbon
Fix project in Iceland, where carbon dioxide was injected into the ground in the form of
carbonated water. Remarkably, over 95% of the carbon dioxide mineralized into carbonate
minerals within 2 years and completed in situ mineralization [64].

Constrained by reservoir conditions, mineralized carbon dioxide sequestration in
China’s oil reservoirs faces significant challenges, which are primarily characterized by
a slow natural mineralization rate and a lengthy cycle. Furthermore, the indoor in situ
static simulation experiments conducted thus far have predominantly remained at the
dissolution stage of rock minerals. To expedite the mineralization process, both domestic
and international researchers commonly opt for the introduction of microorganisms.
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Table 1. Rock mineral composition of typical regions at home and abroad.

Region
Felsic Mineral

Content/%
Carbonate Mineral

Content/%
Clay Mineral

Content/%
Reference

Cambrian Yurtus Formation, Tarim Basin,
China

21.2–94.8
57.8

(Mean)

0.1–69.6
16.9

(Mean)

0.8–48.5
15.7

(Mean)
[52]

Cretaceous Qingshankou Formation,
Songliao Basin, China

3.7–73.4
49.4

(Mean)

0.1–93.5
13.1

(Mean)

2.5–49.6
33.6

(Mean)
[53]

Permian Luchaogou Formation, Junggar
Basin, China

0.1–73.5
49.4

(Mean)

0.1–91.5
32.8

(Mean)

0.8–48.5
11.9

(Mean)
[54]

Paleogene Kongdian Formation, Cangdong
Sag, Bohai Bay Basin, China

0.1–56.0
36.7

(Mean)

0.1–95.0
32.8

(Mean)

0.8–48.5
15.7

(Mean)
[55]

Permian Longtan Formation, Southeast
Xiang-tan Depression, China

9.0–43.0
27.0

(Mean)

23.0–50.0
38.0

(Mean)

0.8–48.5
15.7

(Mean)
[56]

Devonian–Mississippian of the Western
Canadian Basin

21.2–94.8
57.8

(Mean)

0.1–85.4
4.7

(Mean)

0.8–48.5
15.7

(Mean)
[57]

Barnett Shale, Fort Worth Basin, USA 51.9 8.1 35.0 [58]

Upper Jurassic Haynesville Shale, Gulf of
Mexico Basin, USA 31.8 22.7 45.5 [59]

West Philippine Sea
22.7–75.4

66.3
(Mean)

14.6–41.5
28.0

(Mean)

5.3–54.3
21.5

(Mean)
[60]

3. Mechanism of Microbial-Assisted Mineralization

Microorganisms play critical roles in elemental cycling, as well as in the transformation
of metals and minerals, decomposition, and the formation of soil and sediment [65]. Reser-
voirs act as natural geological bioreactors [66], harboring a diverse array of microorganisms,
which primarily include fermenting bacteria, sulfate-reducing bacteria, nitrate-reducing
bacteria, iron-reducing bacteria, methanogens, etc. [67]. These microorganisms are directly
or indirectly involved in the nucleation, crystallization, and growth processes of minerals
during mineral formation. Academics classify the microbial involvement in mineralization
into two main categories based on the mode of microbial action: microbial-induced min-
eralization and microbial-controlled mineralization. Microbial-controlled mineralization
refers to the process in which microbial cells and metabolic products are directly involved
in the carbonation process, resulting in microbial minerals with distinctive properties.
On the other hand, microbial-induced mineralization involves microbes altering the local
microenvironment through metabolic activities, creating physicochemical conditions that
are conducive to mineral precipitation and thus lead to the formation of induced micro-
bial minerals. The process of microbial-assisted carbon dioxide mineralization in the in
situ environment of oil reservoirs is considered a microbial-induced process. As early
as 1973, Boquest et al. isolated 210 strains of Proteus vulgaris from soil microorganisms,
demonstrating the ability to induce calcium carbonate precipitation generation through
metabolic activities [68]. Subsequently, numerous experiments have highlighted the fact
that microbial-induced mineralization is mainly achieved through metabolic activities [69],
such as urea hydrolysis [70,71], denitrification [72,73], trivalent iron reduction [74], sulfate
reduction [75], and organic matter degradation. Table 2 lists the main microorganisms
involved in mineralization.
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Table 2. Major microorganisms that assist mineralization.

Types of
Microorganisms that
Assist Mineralization

Typical Microbial
Representative

Main Mechanism Environment Reference

Sulfate-reducing bacteria Acinetobacter calcoaceticus
SRB4

Consumption of specific
electron donors, forming

a metal sulfide
precipitate

Anaerobic environment
rich in organic matter,

calcium, and sulfate; can
survive in oil reservoirs

[76]

Iron-reducing bacteria Shewanella oneidensis
MR-4

Consumption of specific
electron donors,

adjusting Eh value,
promoting siderite

precipitation

Anaerobic environment;
most of them are

thermophilic bacteria,
and a few can survive in

oil reservoirs

[77]

Urea-decomposing
bacteria Thermoanaerobacterium Decomposition of urea Aerobic environment [78]

Denitrifying bacteria Pseudomonas stutzeri Consumption of specific
electron donors

Anaerobic environment;
can survive in oil

reservoirs
[79]

Methanogenic bacteria Methanococcales Oxidization of methane,
producing carbon anions

Anaerobic environment;
can survive in oil

reservoirs
[55,80]

Photosynthetic
microorganisms Cyanobacteria

Consumption of CO2,
promoting carbon anion

generation

Aerobic environment,
light conditions [81]

Microorganisms
producing carbonic

anhydrase
Sporosarcina Kluyver

Accelerating CO2
hydration, increasing

carbon anion
concentration

Aerobic environment [82]

(1) Reservoir microbial function in carbon dioxide mineralization

Reservoir microorganisms play a pivotal role in CO2 mineralization and sequestration;
this role is primarily manifested in two key aspects: the regulation of environmental factors
(e.g., pH, Eh value) and the adherence to minerals to offer nucleation sites.

Reservoir microorganisms engage in metabolic activities that utilize crude oil compo-
nents in the environment, humic substances in minerals, and sulfates in the brine aquifer,
resulting in the generation of organic acids (formic acid, acetic acid, citric acid, etc.) and H2S,
among other acidic substances. These acidic substances can regulate the environmental
pH by hydrolyzing and producing protons. Concurrently, the generated protons can react
with feldspar minerals (e.g., potassium feldspar and sodium feldspar) and carbonate rock
minerals (e.g., calcite and dolomite) to liberate additional free metal ions (e.g., Ca2+, Mg2+,
Fe2+, etc.), providing raw materials for the formation of carbonate mineral precipitates.
Moreover, microorganisms in oil reservoirs encompass a significant population of electron
acceptor-reducing bacteria. These bacteria, which are categorized based on their electron
acceptor redox potential from high to low, include nitrate-reducing bacteria, iron-reducing
bacteria, and sulfate-reducing bacteria. Among them, nitrate-reducing bacteria are responsi-
ble for reducing nitrate to nitrogen or ammonium, and some have the ability to metabolize
monosaccharides, polysaccharides, and volatile fatty acids into small organic acids and
gases such as nitrogen and carbon dioxide. Iron-reducing bacteria utilize hydrogen, carbon
dioxide, and certain small organic acids as electron donors. These bacteria utilize extracellu-
lar Fe(III) as the terminal electron acceptor, reducing Fe(III) to Fe(II) through the oxidation
of organic matter. The presence of iron-reducing bacteria facilitates the reduction of Fe(III)
to Fe(II), which regulates the environmental redox value (Eh) and creates a conducive
environment for the generation of rhodochrosite precipitation. The potential metabolic
pathways of reservoir mineralization and precipitation are depicted in Figure 7.
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Figure 7. Possible metabolic pathways of reservoir mineralization and precipitation.

More importantly, microorganisms create a favorable microenvironment for precipi-
tation, and their metabolism produces extracellular polymers (EPSs) that can provide the
nucleation sites necessary for nucleation and accelerate the growth of carbonate crystals, as
shown in Figure 8. Reservoir microorganisms predominantly exist in the form of microbial
communities within the scCO2–water–rock system, which can synergistically resist extreme
environments and further develop into biofilms [65]. In the scCO2–water–rock system,
where sandstone serves as a porous medium, microbial retention and attachment are highly
favorable. Microorganisms proliferate on the moist surface of the porous reservoir medium,
secreting viscous extracellular polymeric substances (EPSs) that culminate in biofilm for-
mation. Due to the presence of various organic functional groups, such as carboxyl and
hydroxyl, on the biofilm surface, it exhibits a certain degree of hydrophobicity [83–85]. The
interplay of the electrostatic force, the van der Waals force, and hydrophobicity leads to
a robust and stable adhesion between microorganisms and porous media. Additionally,
the extracellular polymers typically consist of polar amino acids such as metabolically
produced glutamic acid and aspartic acid. These amino acids are highly prone to proton
dissociation under alkaline conditions, which results in an overall negative charge on the
biofilm surface. This charge facilitates the adsorption of cations such as calcium, mag-
nesium, and iron, providing essential nucleation sites for the formation of minerals like
dolomite, calcite, and ferro-dolomite [61,86,87]. In parallel with extracellular mineralization,
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intracellular bio-mineralization occurs in certain prokaryotic bacteria, algae, etc. Benzerara
et al. found that amorphous calcium carbonate can be formed by some cyanobacterial
cells [88]. Yan Huaxiao and other researchers utilized Bacillus subtilis Daniel-1 to study
biomineralization and found that intracellular and extracellular mineralization can occur
simultaneously and that the two have a synergistic effect under certain conditions [89].

 
Figure 8. Microorganisms provide nucleation sites [90].

(2) Key microbial enzymes in CO2 mineralization

Currently, the critical enzymes implicated in mineralization and sequestration pri-
marily encompass urease and carbonic anhydrase, as demonstrated in Table 3. Urease
chiefly elevates the environmental pH by decomposing urea, whereas carbonic anhydrase
augments the CO3

2− concentration by expediting CO2 hydration. However, most urea-
producing and urea-decomposing bacteria are aerobic bacteria, which do not exist in the oil
reservoir environment. Furthermore, the ammonia generated during urea decomposition
poses new environmental risks. Consequently, this paper places emphasis on carbonic
anhydrase as the auxiliary enzyme for CO2 mineralization in the reservoir. The core func-
tion of carbonic anhydrase in accelerating CO2 mineralization in reservoirs is to achieve
rapid and efficient conversion between CO2 and bicarbonate and carbonate. Notably, CO2
hydration stands as a pivotal component of this conversion and represents one of the
critical rate-limiting steps in the mineralization process, alongside mineral dissolution.
The reaction rates of both processes are somewhat dependent on the ambient pH value.
The mineralization of carbonate deposition occurs in weakly alkaline environments, and
the kinetics of CO2 hydration in mildly alkaline solutions are notably sluggish, merely
0.026–0.044 s−1 at room temperature [91], during which the rate of carbonic anhydrase-
catalyzed hydration is dramatically increased by the addition of carbonic anhydrase, with
turnover numbers of up to 1.4 × 106 s−1 at 25 ◦C and pH 9, surpassing the natural rate
by 108 times [92,93]. Thus, carbonic anhydrase plays an important role as a key enzyme
catalyzing the CO2 hydration reaction during CO2 mineralization.
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Table 3. Key enzymes involved in carbon dioxide mineralization.

Key Enzyme for
Carbon Dioxide
Mineralization

Main Role Catalytic Rate
Maintain Active

Environment
Application Reference

Urease Decomposes urea
and increases the pH -

pH 7.0, 40 ◦C
catalyzed the

conversion of urea to
ammonium

carbonate; the
optimal pH is 7.4.

Ecological
restoration, soil
reinforcement

[78]

Carbonic anhydrase

Accelerates CO2
hydration and

increases CO3
2− ion

concentration

Kcat 104–106/s

The pH value
between 4.0 and 9.0
and the temperature

below 65 ◦C can
maintain high

activity and stability.

Fixed CO2,
biological

monitoring
[94]

3.1. Catalytic Mechanism of Carbonic Anhydrase

Carbonic anhydrase (CA) constitutes a class of metalloenzymes that utilize metal
ions such as Zn2+, Co2+, Fe2+, Cd2+(ζ− CAcontaining), Cu2+, and other related metal
ions; the active sites are responsible for the participation in the reversible hydration of
carbon dioxide [91,95]. The discovery of carbonic anhydrase traces back to the 1930s, when
scientists like Meldrum, in their investigations into carbon dioxide transport in the blood,
identified a protein in the blood that was responsible for converting carbon dioxide into
carbonic acid [96]. Since then, scientists have progressively detected carbonic anhydrase
in various mammals, plants, and microorganisms [97–99]. Carbonic anhydrases can be
broadly categorized into eight major groups based on amino acid sequence differences;
these are α, β, γ, δ, ζ, η, θ, and � types [100–104], of which α, β, and γ are widely distributed
in plants and animals, algae, bacteria, and other organisms, with α-carbonic anhydrase
alone exhibiting the presence of at least a dozen isozymes.

Currently, the most detailed structural analysis of carbonic anhydrase is that of the
isoenzyme CAII within α-CA. Due to its robust catalytic activity, the predominant carbonic
anhydrase sequestered by carbon dioxide mineralization in reservoirs belongs to the α

type. The structure of α-CA is depicted in Figure 9 [105]. The active region of carbonic
anhydrase comprises multiple peptide chains shaped by β-folding, α-helix, and other
structural elements within the cavity. The catalytic center of the cavity is anchored by a Zn2+

positioned approximately 15Å (1.5 × 10−9 m) from the bottom of the cavity. Simultaneously,
four coordination bonds extend around the zinc ion, connecting three amino acid residues
(His-94, 96, 119) and a water molecule or OH-, which together form a nearly symmetric
tetrahedral coordination geometry [106,107]. When the environmental pH becomes neutral
or weakly basic, the ligand H2O attached to the site at the time deprotonates, resulting
in the formation of a hydroxide ligand (-OH−). The genesis of this tetrahedral structure
primarily hinges on the binding force between the zinc ions and the nitrogen atoms in the
imidazole group of the side chain of the three histidine residues, as well as the oxygen
atoms in the water molecule. Additionally, the cavity environment near the catalytic site of
Zn2+ can be roughly divided into hydrophobic and hydrophilic regions. The hydrophobic
side chain is composed of branched amino acids such as valine (Val143,121), tryptophan
(Trp-209), and leucine (Leu-198), which surround the active site to form a hydrophobic
pocket responsible for CO2 fixation and act as a catalytic binding site for CO2 [108]. On
the other hand, the hydrophilic portion consists mainly of histidine (His-64), threonine
(Thr-199), glutamic acid (Glu-106), and water molecules, forming a proton channel in which
histidine plays the role of a proton shuttle, which provides a chain of water molecules to
remotely control the E·ZnH2O deprotonation process [109].
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Figure 9. Active region structure of carbonic anhydrase [105]. Yellow represents the proton transport
chain and green represents the hydrophobic pocket.

A large number of studies have revealed the structure of α-CA with zinc as the active
center and have provided insights into its catalytic mechanism [95,97,99,110]. During its
active state, carbonic anhydrase readily binds to OH− to form E · ZnOH−. Subsequently,
E · ZnOH− launches a nucleophilic attack on the carbon atom of the carbon dioxide
molecule surrounded by a hydrophobic pocket and combines to form E · ZnHCO3

−. Later,
the water molecule reacts with the zinc bicarbonate, E · ZnHCO3

−. Once the bicarbonate is
displaced into the solution, the enzyme is inactivated as it combines with water to produce
E · ZnH2O. The catalytic process of carbonic anhydrase is illustrated in Figure 10.

 

Figure 10. Catalytic process of carbonic anhydrase [111].

To restore carbonic anhydride enzyme activity, the deprotonation of E · ZnH2O has
to be completed [95,112,113]. The E · ZnH2O deprotonation process, during which the
proton transfer rate is only 106 s−1, represents the key rate-limiting step in the carbonic

31



Energies 2023, 16, 7571

anhydrase catalytic process and is crucial for ensuring the sustained stability of the catalytic
process. The proton is transferred to His64 in three steps along the hydrogen-bonded
water molecule chain. This protonated His64 side chain undergoes rotation to maximize its
exposure to the solvent outside the enzyme. Upon the release of H+, His64 rotates back to
its initial position. The literature suggests that the proton exchanger during deprotonation
may be a buffer in the solution, in addition to water, as depicted in Equation (20). However,
the contribution of carbonic anhydrase to the catalytic efficiency of the deprotonation
process diminishes, resulting in a reduced catalytic effect [110]. The equations describing
the carbonate precipitation process induced by carbonic anhydrase are as follows:

E · ZnH2O ↔ E · ZnOH− + H+ (15)

E · ZnOH− + CO2 ↔ E · ZnHCO3
− (16)

E · ZnHCO3
− + H2O ↔ E · ZnH2O + HCO3

− (17)

HCO3
− + OH− ↔ CO3

2− + H2O (18)

Cell + Ca2+ ↔ Cell − Ca2+ (19)

E · ZnH2O + buffer → E · ZnOH− + bufferH+ (20)

Overall, carbonic anhydrase-producing bacteria grow and multiply in the reservoir
environment and secrete carbonic anhydrase to catalyze carbon dioxide hydration, thus
promoting the conversion between carbon dioxide and bicarbonate and carbonate and
increasing the CO3

2− concentration in the formation water. Meanwhile, carbonic acid
formed by carbon dioxide hydration dissolves minerals such as silicates, releasing divalent
cations, which are adhered to the surface of microbial membranes through electrostatic
forces. Eventually, the cations combine with locally oversaturated carbonate ions, culminat-
ing in carbonate precipitation, and thereby achieve the solid-state mineralization of carbon
dioxide. The process of carbonate deposition induced by carbonic anhydrase-producing
microorganisms is shown in Figure 11.

 
Figure 11. Mechanistic modeling of carbonate deposition induced by carbonic anhydrase-producing
microorganisms.
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3.2. Carbonic Anhydrase Catalytic Activity and Stability Factors

Carbonic anhydrase (CA), which is renowned as an environmentally friendly and
highly efficient catalyst for carbon dioxide hydration, is widely used in various industrial
processes for carbon dioxide abatement. To align with the technical requirements of in-
dustrial applications, CA must endure severe environments, including, but not limited to,
those with high-temperature and high-salinity conditions. Thus, a key research focus is on
the preservation of its catalytic activity and stability under extreme conditions [114,115].
Some studies have underscored that the catalytic activity and thermal stability of carbonic
anhydrase are largely influenced by the enzyme structure [104,116].

The function and catalytic activity of proteases are fundamentally controlled by the
sequence of amino acids comprising the protease (enzyme primary structure). The pep-
tide chain adopts stable secondary structures such as α-helix and β-folding, forming a
foundation upon which the peptide chain further folds to attain a three-dimensional or
four-dimensional protease structure. Most carbonic anhydrases exist in forms like dimers,
trimers, and tetramers. Upon the three-dimensional structure analysis of several isozymes
(I, II, III, IV, V, XII, XIII, and XIV), a notable structural resemblance is observed. They
all exhibit a tetrahedral-like structure, with the metal ions located within the interior of
the tetrahedral cavity, the three conserved histidine residues, and a water molecule or
hydroxyl as the four ligands of the tetrahedral structure. The tetrahedral cavity struc-
ture can be roughly divided into two parts according to its distribution of amino acid
sequences; the hydrophobic part is mostly composed of nonpolar amino acids such as ala-
nine (Ala121, 135), valine (Val 207), phenylalanine (Phe91), leucine (Leu131, 138, 146, 109),
and proline (Pro201, 202), whereas the hydrophilic portion of the cavity is mainly composed
of polar amino acids such as histidine (His64, 67, 200), aspartic acid (Asn69), glutamine
(Gln92), threonine (Thr199), and tyrosine (Tyr7). The hydrophobicity of these residues
plays a crucial role in catalysis. Consequently, some researchers have utilized amino acid
modification to reinforce the hydrophobic pocket to minimize the exposure of hydrophobic
groups in aqueous solutions, thus enhancing the structural stability and enzymatic activity.
Furthermore, the arrangement of amino acids and the presence of disulfide bonding also
influence the enhancement of stability and catalytic activity. In CAII, which is characterized
by high catalytic activity, the histidine residue His64 primarily governs the conversion of
Zn2+-bound water molecules into hydroxide ions before catalysis. This histidine residue is
a pivotal component of the proton shuttle process. The replacement of this histidine residue
with other residues, such as Phe66, Tyr64, Glu207, etc., significantly impacts the catalytic
activity of the CA enzyme. Additionally, the formation of a disulfide bond between the two
conserved cysteine residues can reduce the degree of freedom for conformational changes
in the protease, enhancing thermal stability. Consequently, researchers have explored
methods to enhance protease surface densification by introducing disulfide bonds, among
other approaches, to bolster rigidity and thermal stability.

3.3. Application of Carbonic Anhydrase Immobilization in CO2 Mineralization

Carbon dioxide geological sequestration is a crucial strategy for meeting carbon emis-
sion reduction targets [8]. Carbon dioxide in geological formations exists in various states,
including dissolved, free, bound, and mineralized states, among which the mineralized
state in the form of carbonate is the most secure, stable, and sustainable. The mineralization
process is facilitated by carbonic anhydrase (CA), an efficient and environmentally friendly
catalyst that accelerates carbonate deposition by catalyzing CO2 hydration. However, its
protease activity is affected by a variety of factors, including temperature, pressure, pH,
ionic strength, and the presence of metal ions [117,118]. Even under optimal conditions, the
enzyme’s catalytic activity gradually decreases as the reaction progresses [119]. To maintain
the tolerance and catalytic activity of carbonic anhydrase in the anaerobic environment at
the high temperature and pressure in oil and gas reservoirs [114], domestic and foreign
researchers have pursued immobilization techniques, binding the enzyme in a specialized
phase to enhance its suitability within oil reservoirs.
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Common enzyme immobilization methods mainly include adsorption, embedding,
covalent binding, and cross-linking [117,120–122], which are shown in Figure 12. Vari-
ous types of carrier materials are used for immobilization and encompass organic and
inorganic materials such as polyacrylamide gel [123], polyurethane foam, diatomaceous
earth [124], and silica [125]. Additionally, newer materials like magnetic nanoparticles
and hollow nanofiber membranes are being explored [126]. Scientists, such as B. Ray and
others, have embedded and immobilized carbonic anhydrase on polyacrylamide gel to
enhance the thermal stability; carbonic anhydrase (CA) immobilized on polyacrylamide
gel improved the tolerance to sulfonamide inhibitors [123]. Another study immobilized
carbonic anhydrase on surfactant-modified silylated chitosan (SMSC) to induce bionic-
driven carbonate precipitation. The results demonstrated improved stability, prolonged
enzyme activity, and increased carbonate production compared to the free enzyme under
the same conditions [127]. Building upon this research, Vinoba et al. modified the porous
nanomaterials and immobilized carbonic anhydrase on the modified materials, and the
experimental results indicated that the cross-linking method for immobilizing the CA
enzyme resulted in catalytic activity comparable to that of the free enzyme [128]. Utilizing
biomimetic principles, the synthesis of biomimetic materials emulating the activity of natu-
ral carbonic anhydrase and the subsequent immobilization through material modification
using chemical reagents has shown promise. This method can solve not only the problem of
the slow rate of carbon dioxide absorption and hydration but also the problem of the poor
stability of the natural carbonic anhydrase. Furthermore, it allows controllable adjustments
in the molecular structure, catalytic rate, and other parameters, enhancing its potential
for practical applications. Simultaneously, domestic and international researchers have
conducted numerical simulations to predict carbon dioxide sequestration on a 10,000-year
scale. The consensus is that natural conditions will facilitate carbon dioxide mineral seques-
tration within approximately one hundred years. Currently, by employing bionic carbonic
anhydrase immobilization technology, the introduction of carbonic anhydrase coagulation
nuclei has proven effective in reducing the critical concentration for induced carbonate
precipitation. This advancement enables a mineralization process with controllable speed
and the ability to regulate the size of carbonate precipitation particles.

 

Figure 12. Common enzyme immobilization methods [120].

4. Comparisons of the Natural and Microbial-Catalyzed Sequestration Processes

Based on the natural mineralization mechanism, microbial-assisted mineralization
integrates the characteristics of accelerated hydration by carbonic anhydrase and those
of the surface nucleation site provided by microorganisms. Compared with the natural
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mineralization process, it has more advantages in terms of storage time, storage cost,
efficiency, and derivative application value.

According to previous studies [16,129–131], the storage processes of sedimentary
basins within 1000 years primarily consist of structural storage, residual storage, and
dissolution storage, as seen in Figure 2. Mineralization storage is limited due to the compar-
atively low reactivity of sedimentary rock minerals and the low content of bivalent metals
producing carbonate minerals, and it may take thousands of years to accomplish in situ
formation mineralization storage. Currently, most of the research on in situ mineralized
carbon sequestration is conducted in laboratories, with only a few countries carrying out
pilot test projects. Unlike the traditional carbon dioxide storage of sandstone reservoirs,
dissolution storage and mineralization storage play a major role in the in situ carbon se-
questration projects of basalt reservoirs; this, in a sense, is equivalent to advancing the
mineralization process and achieving the mineralization effect in a short time, thus enhanc-
ing the project’s safety. In the case of the supercritical CO2 mineralization sequestration
project in Wallula, USA, 60% of the injected CO2 (293 tons/year) was fixed as a carbonate
mineral within two years [132,133]. Similarly, the CarbFix dissolved CO2 mineralization
sequestration project in Iceland mineralized 95% of the injected CO2 (57–75 tons/year)
within two years [64,134]. The latter sequestration time is advanced in part because the
injection of dissolved CO2 reduces the time for CO2 hydration. In the natural state, the hy-
dration rate of CO2 is slow; the microbial carbonic anhydrase catalyzes the hydration, and
the conversion number is increased by about 108 times that of the natural hydration, thus
significantly shortening the hydration time and accelerating the mineralization process. At
present, the research on microbial-assisted mineralization mainly remains at the laboratory
research stage, and relevant engineering test data are temporarily lacking. Combined with
the results of the laboratory experiments, it can be seen that microbial-assisted mineraliza-
tion can significantly improve the mineralization rate and is expected to advance the time
scale to several decades.

Carbon dioxide is turned into stable carbonate minerals by injecting captured carbon
dioxide into geological formations such as oil reservoirs; this results in long-term carbon
fixation and emissions reduction while enhancing oil and gas recovery. In terms of environ-
mental benefits, in situ mineral carbonation achieves storage by fixing carbon dioxide in the
reservoir minerals as stable carbonates, successfully capturing carbon dioxide and lowering
the danger of carbon dioxide leakage. Mineralization is accelerated by microbial-assisted
in situ mineralization with no additional energy use. From the perspective of economic
benefits, even though carbon dioxide storage accounts for the smallest proportion of in-
vestment in the entire CCUS industry chain, the cost of carbon dioxide storage is expected
to be CNY 40–50/ton by 2030 [135]. However, due to the high capture and transport and
operating costs of CCUS projects, oil companies must increase oil and gas production to
break even. In recent years, China has carried out CO2 flooding demonstration projects
for low-permeability and ultra-low-permeability reservoirs, covering about 100 million
tons of reserves and improving the recovery rate by 6–20% [21]. Carbon dioxide injection
into oil and gas reservoirs has both the economic benefits of enhanced oil recovery and the
environmental benefits of storage and emissions reduction. At present, microbial-assisted
mineralization for the porous media of oil and gas reservoirs is still at the laboratory re-
search stage, and the mineralization rate and effect are affected by many factors; therefore,
the economic benefits and emission reduction efficiency of reservoir mineralization storage
are difficult to predict.

In terms of mineralization storage derivative applications, microbial-induced miner-
alization is primarily employed in soil reinforcement [136,137], micro-crack repair [138],
cement bonding [139], environmental remediation, and other domains [140]. Carbonate
formed by carbon dioxide mineralization in reservoirs can be employed to plug dominant
seepage pathways, thereby improving volumetric sweep efficiency and oil recovery. The
activity and stability of microorganisms and their enzymes will continue to improve in the
future as the fields of extreme-environment microorganism mining, protein transformation
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engineering, and enzyme immobilization technology develop. This will broaden the scope
of applications and increase the likelihood of industrial application.

5. Outlook

In the context of the carbon peak and the commitment to carbon neutrality, carbon cap-
ture, utilization, and storage (CCUS) technology holds significant potential for application
and development. The Annual Report of China on Carbon Dioxide Capture, Utilization,
and Storage (CCUS) in 2021 highlights that CCUS technology stands as the sole technologi-
cal option for achieving the decarbonization of fossil energy. Additionally, it underscores
that China possesses a substantial geological sequestration potential for CO2, which is
estimated to range from 12.1 to 41.3 million tons [141]. CO2 mineralization and fixation
represent effective technologies for mitigating the greenhouse effect and decelerating global
warming. These approaches offer new avenues for the study of the multiphase reactions
of CO2 with water and rocks, as well as the exploration of the application of microbial
carbonic anhydrase in multicomponent reactions.

Overall, CO2 mineralization and sequestration are still primarily at the laboratory
stage, with only a few pilot demonstration projects. Currently, several key challenges are
being faced in the realm of CO2 mineralization sequestration.

The storage potential of supercritical carbon dioxide in the subsurface is influenced
by various complex environmental factors, including the stratum temperature, pressure,
mineralization level of the formation water, and mineral composition of the stratum.
However, there is currently a lack of established methods to measure and assess the specific
impact of each factor. It is crucial to introduce evaluation indices to quantitatively measure
the influence of each factor on the rate of mineralization and the amount of sequestered
carbon dioxide.

In contrast to the extensive research conducted by foreign scholars on carbon dioxide
sequestration mechanisms in typical marine sedimentary minerals, China boasts abundant
deep saline aquifers with terrestrial sedimentation. Given the significant disparities in
rock types and mineral compositions between marine and terrestrial sedimentary strata,
the mechanisms of mineralization and sequestration differ. Currently, there is a dearth of
research on the CO2–water–rock interaction mechanisms specific to CO2 mineralization
and storage in the deep saline aquifers associated with terrestrial deposition. Future
research should focus on investigating the intricate mechanisms of CO2 mineralization
and storage. Particular attention should be given to the reaction mechanisms between the
typical terrestrial sedimentary minerals and CO2 in saline solutions. This research will
facilitate the evaluation of suitable geological conditions and storage technologies and
ultimately enhance the efficiency and safety of CO2 storage.

Investigation into accelerated mineralization induced by microorganisms is currently
confined to indoor simulations and lacks on-site samples. Numerous studies have been
conducted at ambient temperature and pressure and have primarily employed exogenously
cultivated CA-producing bacteria instead of reservoir-originated microorganisms. The
adaptability of microorganisms to the extreme environment of mineralization and seques-
tration in oil reservoirs and deep saline aquifers has not been thoroughly assessed. Future
research should prioritize the targeted evolution, screening, and cultivation of microorgan-
isms that are highly adaptable to extreme environments and should aim to obtain carbonic
anhydrase with superior catalytic activity from native microorganisms. Furthermore, the
research should delve into the catalytic mechanism and active sites of key enzymes like
carbonic anhydrase in microbial-assisted mineralization. Structural alterations and immo-
bilization should be explored for enzyme modifications, with the aim of enhancing enzyme
activity and stability in extreme environments.

Additionally, most microorganisms are adversely affected by high temperature, high
pressure, and scCO2, resulting in a significant reduction in their activity and biomass within
a specific time frame. There is a need to identify viable alternatives to microorganisms to
assist with mineralization. Simultaneously, chemo-mimicry is vital to the enhancement of
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the adaptability for engineering applications, given the impact of extreme environments on
microbial activity. In ongoing studies related to the synthesis and preparation of biomimetic
enzymes, broader focus should be placed on evaluating enzyme-induced mineralization
performance in simulated in situ reservoir core replacement experiments. Moreover, it
is critical to investigate the factors influencing the activity and stability of bionic CA
enzymes. Establishing a comprehensive evaluation system for bionic carbonic anhydrase,
including reference comparisons with biological enzymes, will optimize the function of
bionic enzymes and provide a scientific basis for the subsequent engineering applications
of bionic carbonic anhydride-induced mineralization.

6. Conclusions

Carbon dioxide mineralization sequestration is regarded as the safest and most effec-
tive method for CO2 geological sequestration; it has a crucial role to play in the achievement
of carbon neutrality goals. Through the utilization of the calcium- and magnesium-based
resources present in reservoir rocks, captured industrial CO2 is injected into reservoirs.
Through the carbonation reaction between silicate minerals and CO2 within the reser-
voir, a permanent fixation of CO2 is achieved, which is in alignment with the objective of
carbon neutrality.

Drawing upon the relevant literature on CO2 mineralization sequestration and
microbial-induced mineralization, several fundamental conclusions can be outlined:

(1) The geophysical–chemical process of carbon dioxide mineralization in reservoirs
primarily encompasses three stages: carbon dioxide dissolution ionization, mineral
dissolution, and carbonate mineral precipitation.

(2) The rate of CO2 mineralization sequestration in alkaline environments is influenced by
factors such as carbon anion concentrations; concentrations of divalent metal cations
like calcium, magnesium, and iron; and the availability of mineral nucleation sites.

(3) Microbial induction can expedite the mineralization process by enhancing the pre-
cipitation environment and providing nucleation sites. Additionally, the carbonic
anhydrase produced during microbial metabolism is a pivotal enzyme in the process
of CO2 mineralization induced by bacteria.

(4) Carbonic anhydrase primarily catalyzes the carbon dioxide hydration reaction, influ-
encing the CO2 mineralization process. Its enzyme activity and stability are impacted
by factors like the structure of the active region, the environmental temperature, and
the pressure. Utilizing covalent bonding and other methods to prepare immobilized
carbonic anhydrase by chemo-mimicry can augment enzyme catalytic activity, thereby
enhancing the rate of bio-induced mineralization.
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Abstract: In this study, the corrosion behavior of X52 pipeline steel affected by H2O content in
supercritical CO2 streams containing O2, H2S, SO2 and NO2 impurities was investigated by the weight
loss test and surface characterization. The corrosion differences of the steel in impure supercritical
CO2 streams containing different H2O contents were analyzed. The influence of the variation of H2O
content on the corrosion mechanism of steel in the complex impurity-containing supercritical CO2

streams was discussed. The results show that the H2O content limit is 100 ppmv in supercritical
CO2 streams containing 200 ppmv O2, 200 ppmv H2S, 200 ppmv SO2 and 200 ppmv NO2 at 10 MPa
and 50 ◦C. The impurities and their interactions significantly promote the formation of corrosive
aqueous phase, thereby exacerbating the corrosion of X52 steel. The corrosion process of X52 steel in
the environment with a low H2O content is controlled by the products of impurity reactions, whereas
the impurities and the products of impurity reactions jointly control the corrosion process of the steel
in the environment with a high H2O content.

Keywords: supercritical CO2; H2O content; impurity; corrosion; corrosion product film

1. Introduction

Carbon capture, utilization and storage (CCUS) is an important technique to combat
climate change [1,2]. A large number of CCUS projects have been successfully applied
worldwide, and the success of these projects relies heavily on the safety, reliability, and cost
effectiveness of the CCUS process [3,4]. In CCUS projects, CO2 pipeline, as the primary
transport manner of CO2, is a key component in ensuring the safe and efficient transport
of CO2 from the capture site to its destination [5]. However, the inevitable presence of
corrosive impurities such as H2O, O2, SO2, NO2 and H2S in the supercritical CO2 streams
transported by pipelines can pose a serious threat to the service safety of carbon steel
pipelines [2,6–13].

It is generally accepted that CO2 itself is not corrosive and does not cause the cor-
rosion of pipeline steel when transported as pure CO2 [14]. However, the presence of
impurity components in the captured gas is inevitable. For the particular system of super-
critical CO2 transportation pipelines, H2O in supercritical CO2 streams usually exists in
a dissolved state, and this form of H2O is largely unlikely to cause corrosion of pipeline
steel [2,15–17]. However, the presence of other impurity gases, such as O2, SO2, NO2 and
H2S, can significantly reduce the solubility of H2O in supercritical CO2 and induce the
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precipitation of free aqueous phase [8,17–20]. In addition, there are also complex chemical
reactions among these impurity components, which can not only react to generate H2O
but also form strong corrosive substances such as H2SO4 and HNO3, thereby exacerbating
the corrosion of pipeline steel [6]. Therefore, for the application of CCUS, it is of great
interest to clarify the threshold of H2O content that does not cause significant corrosion for
impurity-laden supercritical CO2 transport environments. At present, numerous studies
have been carried out to explore the possible threshold of H2O content in CO2 transporta-
tion environments [6,8,21,22]. The H2O content thresholds obtained vary in the range of
40 ppmv to 2500 ppmv, which is closely related to the types of impurities, the concentration
of impurities and the pipeline operating parameters. Although some progress has been
achieved, the knowledge on the influence of H2O content on corrosion is still very limited,
and most of the research work only involves a small number of impurity combinations.
However, in the actual operation of the pipelines, it is inevitable that there will be a complex
corrosive environment in which various impurities such as O2, H2S, SO2 and NO2 coexist.
In this case, it not only raises a higher requirement for the limitation of H2O content, but
also causes great changes in the corrosion law and mechanism of pipeline steel. Therefore,
it is currently difficult for us to determine the H2O content limit in CO2 transportation
environments with the coexistence of all possibly corrosive impurities of O2, H2S, SO2 and
NO2.

In view of this, this study investigated the effect of H2O content variation on the
corrosion rate, corrosion morphology and corrosion film characteristics of X52 pipeline
steel in a supercritical CO2 environment where H2O, O2, H2S, SO2 and NO2 impurities
coexisted, and explored the influence mechanism of multiple impurity interactions on
the corrosion of X52 steel under different H2O content conditions. Compared with the
knowledge achieved in this domain, this study is expected to provide novel insights into the
corrosion mechanism of pipeline steel in a complex impurity-containing CO2 transportation
environment, and also provide a scientific basis for the limitation of H2O content when the
impurities of O2, H2S, SO2 and NO2 coexist in supercritical CO2 transportation pipelines.

2. Materials and Methods

The specimen used for the corrosion test was machined to a size of 40 mm × 15 mm ×
3 mm from a commercial X52 pipeline steel. Four parallel specimens were prepared for each
group of tests to ensure the repeatability of test results. The chemical compositions of X52
steel were 0.10% C, 0.17% Si, 1.10% Mn, 0.011% P, 0.006% S, 0.006% Mo, 0.020% Cr, 0.009%
Ni, 0.062% Al, 0.016% Cu, 0.002% V and Fe balance. Figure 1 shows the microstructure
of X52 steel, which consisted of ferrite and pearlite. Prior to the tests, the surface of the
specimen was successively ground with 240, 600, 800 and 1000 grit SiC paper to ensure the
same surface roughness. After that, the specimen was cleaned with deionized (DI) water,
dewatered with alcohol and dried with cold air. The original weight (W1) of the prepared
specimen was measured by an electronic balance with a metering precision of 0.0001 g.

 

Figure 1. Microstructure of X52 pipeline steel.
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Corrosion simulation tests were carried out in a high-temperature and high-pressure
reactor with a 3 L volume. The test device was described in a previous study [23]. The
conditions of corrosion simulation tests are shown in Table 1, where the H2O content of
4333 ppmv was the saturation solubility of H2O in supercritical CO2 at 50 ◦C and 10 MPa (at
a H2O content of up to 4333 ppmv, H2O will be completely dissolved in supercritical CO2,
i.e., there is no free water phase in the initial corrosion environment). The concentrations
of O2, H2S, SO2 and NO2 impurities were determined based on the commonly used CO2
quality specifications [21,24–26]. Among various impurities, the maximum concentration of
H2S was limited to 200 ppmv due to health and safety considerations [21,24]. Therefore, a
concentration of 200 ppmv was selected in this study mainly according to the limitation on
H2S. In order to keep a consistent concentration of each impurity, the concentrations of O2,
SO2 and NO2 impurities were also fixed at 200 ppmv. Prior to the test, the specimens were
placed on a Teflon fixture and the required amount of H2O (de-oxygenated DI water) was
added to the reactor. In order to remove the air left in the reactor during the installation, a
continuous flow of high-purity CO2 was introduced into the reactor for 2 h after closing the
reactor. The reactor was preferentially heated to 50 ◦C. The impurities of O2, H2S, SO2 and
NO2 were added to the reactor in their respective required concentrations. Finally, CO2
was added to reach 10 MPa. The test duration was 72 h.

Table 1. Test conditions.

Temperature
(◦C)

CO2

(MPa)
O2

(ppmv)
H2S

(ppmv)
SO2

(ppmv)
NO2

(ppmv)
H2O

(ppmv)

50 10 200 200 200 200 20, 100, 500
1000, 2000, 4333

At the end of the test, the specimens were taken out, photographed using a digital
camera and then placed in a vacuum drying chamber for natural dehydration. A total of
1 L pickling solution was prepared using 100 mL of hydrochloric acid (the density was
1.19 g/mL), 5 g of hexamethyltetramine and DI water [27]. Three corroded specimens
were placed in the above solution to remove the corrosion products. The weight (W2) of
each specimen was measured again after drying. The corrosion rate of the specimen was
calculated using the weight loss method [27]:

VCR =
8.76 × 104(W1 − W2)

Sρt
(1)

where VCR is the corrosion rate, mm/y; W1 and W2 are the weight of the specimen before
and after corrosion, g; S is the exposed area of the specimen, cm2; ρ is the density of the
specimen, g/cm3; t is the corrosion time, h; 8.76 × 104 is the unit conversion constant. The
corrosion rates with error bars reported in this study were the average values calculated
from three parallel specimens.

The surface and cross-sectional morphologies of the corroded specimens were ob-
served using scanning electron microscopy (SEM). The elemental compositions of the
corrosion products and the elemental distributions in the cross-section of corrosion product
film were analyzed by energy dispersive spectroscopy (EDS). The phase compositions of
the corrosion products were determined by X-ray diffraction (XRD, Cu target, 40 kV, 40 mA).
The chemical valences of the corrosion products were analyzed by X-ray photoelectron
spectroscopy (XPS, Al target, hv = 1486.6 eV).

3. Results and Discussion

3.1. Corrosion Rate

Figure 2 exhibits the variation of corrosion rate of X52 steel with H2O content exposed
to supercritical CO2 steams containing the impurities of O2, H2S, SO2 and NO2 at 10 MPa
and 50 ◦C. At a H2O content of 20 ppmv, the corrosion rate of X52 steel is 0.0199 mm/y. The
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rate increases to 0.0234 mm/y when the H2O content reaches 100 ppmv. However, in the
range of 100–2000 ppmv H2O content, the corrosion rate of X52 steel dramatically increases
as the H2O content rises. Upon reaching the 2000 ppmv H2O content, X52 steel has a
corrosion rate of 0.2671 mm/y. After the H2O content exceeds 2000 ppmv, the increment
trend of corrosion rate slows down, reaching a value of 0.2838 mm/y at the saturated
solubility of 4333 ppmv. Obviously, the corrosion rate of X52 steel is strongly associated
with the variation of H2O content. Given that the remarkable increase in corrosion rate
when the H2O content exceeds 100 ppmv, it is reasonably inferred that the H2O content
limit should be 100 ppmv in supercritical CO2 streams containing 200 ppmv O2, 200 ppmv
H2S, 200 ppmv SO2 and 200 ppmv NO2 at 10 MPa and 50 ◦C.

 
Figure 2. Variations of corrosion rate of X52 steel with H2O content exposed to supercritical CO2

steams containing the impurities of O2, H2S, SO2 and NO2 at 10 MPa and 50 ◦C for 72 h.

3.2. Morphological Observation of Corrosion Product Film
3.2.1. H2O Content of between 20 and 100 ppmv

Figure 3 shows the macroscopic and SEM surface morphology, cross-sectional backscat-
tered electron images and elemental distributions in cross-section of X52 steel in super-
critical CO2-H2O-impurity environment with H2O content ranging from 20 to 100 ppmv,
where the results of EDS analysis of corrosion products at regions A and B are shown in
Table 2. It can be seen that at a H2O content of 20 ppmv, a thin layer of yellowish corrosion
products is deposited unevenly on the surface of the specimen, and the polishing traces
due to the pretreatment are still observed on the local areas of the specimen. A small
amount of spherical corrosion products is distributed on the surface of the specimen, and
the matrix below is slightly corroded. With the increase in H2O content, the coverage of
the corrosion products on the specimen surface increases significantly, and the corrosion
product film exhibits an obvious oxidation color. It can be seen from SEM images that a
large number of spherical products and a small number of worm-like products are alter-
nately distributed on the specimen surface. The results of the EDS analysis show that in the
range of 20–100 ppmv, the corrosion products are mainly composed of Fe and O, indicating
that the corrosion products are mainly oxygen-containing compounds. In addition, the
increase in the coverage of corrosion product film and the corrosion rate of the steel also
shows that even when the H2O content is far less than the saturation solubility (4333 ppmv)
of H2O in supercritical CO2 streams, the free aqueous phase can still precipitate from
the CO2 streams, thereby resulting in the corrosion of X52 steel. The increased corrosion
rate strongly supports that the precipitation of the free aqueous phase increases with the
increase in the H2O content in impure supercritical CO2 streams.
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Figure 3. (a1,b1) Macroscopic morphologies, (a2,b2) SEM surface morphologies, (a3,b3) cross-
sectional backscattered electron images and (a4,b4) distributions of main elements in cross-section
of X52 steels after corrosion for 72 h in supercritical CO2-H2O-O2-H2S-SO2-NO2 environment with
different H2O contents at 10 MPa and 50 ◦C: (a1–a4) 20 ppmv H2O; (b1–b4) 100 ppmv H2O. (A and B
are the regions where EDS analysis is performed, the blue box region is the magnified image of the
region denoted by the arrow, and the corrosion products are located in the region between the dotted
lines.)

Table 2. Main elements in corrosion products on X52 steel denoted by A-B in Figure 3 (at%).

Region Fe O S

A 27.2 65.1 4.6
B 33.7 64.6 1.1

3.2.2. H2O Content of between 500 and 2000 ppmv

Figure 4 shows the macroscopic and SEM surface morphology, cross-sectional backscat-
tered electron images and elemental distributions in cross-section of X52 steel in the envi-

47



Energies 2023, 16, 6119

ronment with a H2O content of 500 to 2000 ppmv. It can be seen that when the H2O content
is 500 ppmv, the surface of the specimen is uniformly covered with a layer of spherical
corrosion products with a thickness of about 1 μm. When the H2O content increases to
1000 ppmv, a large number of worm-like corrosion products are formed on the specimen
surface, and the thickness of the corrosion product film reaches about 10 μm. However,
when the H2O content increases to 2000 ppmv, the macro- and micro-morphologies of the
corrosion product film change significantly. The corrosion products gradually become grey-
black and present a mud-like morphology. Moreover, the cracks caused by dehydration
can be observed. Compared to the uniform deposition of corrosion products at 500 and
1000 ppmv H2O contents, the corrosion product film at 2000 ppmv H2O content shows
varying degrees of bulging and more pronounced corrosion of the matrix beneath it. The
EDS results show that at the H2O content of 500 ppmv, the corrosion products are mainly
composed of Fe and O elements, while at the H2O content of 1000 ppmv or 2000 ppmv, the
corrosion products mainly contain Fe, O and S elements. Apparently, the increase in H2O
content significantly promotes the formation of sulfur-containing products in the corrosion
product film. This implies that the increase in H2O content causes the changes not only in
corrosion rate and corrosion morphology, but also possibly in corrosion mechanism, i.e.,
the influence of sulfur-containing substances (e.g., H2S and SO2) on the corrosion of X52
steel intensifies with the increase in H2O content.

 

Figure 4. (a1–c1) Macroscopic morphologies, (a2–c2) SEM surface morphologies, (a3–c3) cross-
sectional backscattered electron images and (a4–c4) distributions of main elements in cross-section
of X52 steels after corrosion for 72 h in supercritical CO2-H2O-O2-H2S-SO2-NO2 environment with
different H2O contents at 10 MPa and 50 ◦C: (a1–a4) 500 ppmv H2O; (b1–b4) 1000 ppmv H2O; (c1–c4)
2000 ppmv H2O. (The blue box region is the magnified image of the region denoted by the arrow,
and t the corrosion products are located in the region between the dotted lines.)
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3.2.3. H2O Content of over 2000 ppmv

Figure 5 shows the macroscopic and SEM surface morphology, cross-sectional backscat-
tered electron images and elemental distributions in cross-section of X52 steel in the envi-
ronment with a H2O content of 4333 ppmv. It can be seen that at the saturation solubility
(4333 ppmv) of H2O in supercritical CO2 streams, the corrosion product film on the surface
of the specimen is black in color and the corrosion products with droplet-shaped protru-
sions can be observed in local areas. SEM morphology shows that the raised areas of the
corrosion products exhibit the same characteristics as the overall corrosion product film, all
of which present the mud-like morphology. In addition, corrosion is more evident in the
matrix below the raised areas of the corrosion products. The results of EDS line scanning
analysis show that the corrosion products in different areas are mainly composed of Fe,
O and S elements. Therefore, the formation of localized droplet-like corrosion products
on the surface of the corrosion product film may be related to the deposition state of the
aqueous phase on the surface of the specimen at this H2O content.

 

Figure 5. (a,c) SEM surface morphologies, (b) macroscopic morphologies, and (d–f) cross-sectional
backscattered electron images and EDS line scanning analysis along blue arrow in cross-section of
corrosion products on X52 steels after corrosion for 72 h in supercritical CO2-H2O-O2-H2S-SO2-NO2

environment with 4333 ppmv H2O content at 10 MPa and 50 ◦C. ((d,f) are the magnified images of
the regions denoted by the blue frame and arrow in (e).)

Obviously, the increased H2O content can not only cause the change in corrosion rate,
but also lead to the significant change in the characteristics of corrosion product film on
the specimen surface. At a high H2O content, the content of S element in the corrosion
products increases significantly, and the corrosion product film on the surface of X52 steel
gradually transforms from Fe-O product-dominated film to Fe-O-S mixed product film.

3.3. Analysis of Corrosion Products
3.3.1. XRD Analysis

Figure 6 shows the XRD patterns of the corrosion product film on the surface of X52
steel in supercritical CO2-H2O-impurity environment with different H2O contents. The
diffraction peak of Fe is detected in the XRD pattern at a H2O content of 500 ppmv. As
the average thickness of the corrosion product film formed on the surface of X52 steel is
only about 2–3 μm (Figure 4(a3)), X-rays can penetrate this thin corrosion product film and
excite the diffraction peaks of Fe in the steel matrix, which in turn masks the diffraction
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peaks of the corrosion products. The thickness of the corrosion film formed on the surface
of X52 steel increases with the increase in H2O content. Correspondingly, the intensity of
the diffraction peak of the corrosion products increases and appears in the XRD pattern. At
H2O contents of 1000 and 2000 ppmv, XRD results show that the corrosion products are
both mainly composed of FeOOH and FeSO4. Combined with the previous EDS results, it
can be deduced that the corrosion products have a low FeSO4 content at 1000 ppmv H2O
content and a high FeSO4 content at 2000 and 4333 ppmv H2O contents.
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Figure 6. XRD patterns of corrosion products on X52 steel after corrosion for 72 h in supercritical
CO2-H2O-O2-H2S-SO2-NO2 environment with different H2O contents at 10 MPa and 50 ◦C.

3.3.2. XPS Analysis

When the H2O content is below 500 ppmv, there are obvious corrosion products on
the surface of the specimen (Figure 3). However, it is difficult to detect these products by
XRD due to the fact that the depth that X-rays can penetrate is generally between ten and
dozens of micrometers. For the thin corrosion product film on the surface of the specimen,
the diffraction peaks of the corrosion products are easily masked by the high-intensity
diffraction peaks of Fe derived from the matrix [28]. When the H2O content is higher
than 500 ppmv, the thickness of the corrosion product film on the surface of the specimen
increases significantly, and the products of FeOOH and FeSO4·4H2O can be detected by
XRD, but the high-intensity diffraction peak of Fe from the matrix still masks some details
of the composition of the corrosion products. In addition, some amorphous products are
also difficult to characterize with XRD [14]. Different from XRD, XPS, as a high-resolution
surface analysis technology, can extract the chemical information from 0 to 10 nm on
the surface of the material, and amorphous or low-content corrosion products are easily
detected by XPS [8]. Therefore, XPS was used to further determine the chemical state of the
corrosion products on the surface of X52 steel formed at different H2O contents in order to
eliminate the influence of the matrix.

Based on the results of EDS and XRD analyses, it can be concluded that the corrosion
products mainly contain Fe, O and S elements. Therefore, these elements were selected for
analysis in the XPS test. Figure 7 shows the high-resolution XPS spectra of the different
elements in the corrosion products for H2O contents of 20 ppmv, 1000 ppmv and 4333 ppmv,
respectively. The high-resolution XPS spectra of Fe 2p in Figure 7a show that the main
peaks of Fe 2p3/2 and Fe 2p1/2 are located at the binding energies of 711.3 eV and 725.1 eV,
respectively, indicating that Fe is in the oxidation states (Fe2+ and/or Fe3+) [14,29]. As the
Fe-related compounds have similar binding energies, it is difficult to determine their specific
compositions based on Fe 2p spectra alone. Therefore, this study determines the corrosion
products mainly based on the fitting results of the split peak of O 1s and S 2p spectra. As
shown in Figure 7b, the O 1s peak can be decomposed into three characteristic peaks at
different H2O contents, the characteristic peaks at 530.1 eV and 531.6 eV correspond to
hydroxyl oxides and the characteristic peak at 532.2 eV corresponds to sulphates [14,29,30].
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According to the peak splitting results of S 2p spectra (Figure 7c), one S 2p3/2 peak at
168.6 eV indicates the presence of sulfate at a H2O content of 20 ppmv [14,30]; two S
2p3/2 peaks are present at 164.0 eV and 168.6 eV, which are ascribed to elemental sulfur
and sulfate, respectively, at a H2O content of 1000 ppmv [14,30]; and at a H2O content of
4333 ppmv, three S 2p3/2 characteristic peaks are present at 164.0 eV, 166.8 eV and 168.6 eV,
corresponding to elemental sulfur, sulfite and sulfate, respectively [14,30]. Taking into
account the chemical state of each element, it can be determined that at a H2O content of
20 ppmv, the corrosion products are mainly FeOOH and a small amount of FeSO4; at a
H2O content of 1000 ppmv, the corrosion products are mainly FeOOH, FeSO4 and S; at a
H2O content of 4333 ppmv, the corrosion products are mainly FeOOH, FeSO3, FeSO4 and
S. According to the results of EDS, XRD and XPS analyses, it can be concluded that the
sulfur-containing products in the corrosion product film gradually increase as the H2O
content increases.

  

 

Figure 7. XPS spectra of (a) Fe 2p, (b) O 1s and (c) S 2p for the corrosion products on X52 steels
after corrosion for 72 h in supercritical CO2-H2O-O2-H2S-SO2-NO2 environment with different H2O
contents at 10 MPa and 50 ◦C.

3.4. Analysis of Corrosion Mechanism

In the environment of supercritical CO2 transportation containing impurities, although
supercritical CO2 is the main body, the previous analysis results show that the chemical
composition of the corrosion product film on the surface of X52 steel under different H2O
contents is mainly FeOOH and FeSO4 and a small amount of S or FeSO3, without detecting
the typical product of CO2 corrosion (FeCO3). This phenomenon indicates that the corrosion
process and film formation of X52 steel are mainly controlled by impurity components.
Related studies have shown that impurity components in the supercritical CO2 streams can
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reduce the solubility of H2O in supercritical CO2 and promote the formation of the aqueous
phase [8,17–20]. Furthermore, the complex chemical reactions among various impurity
components such as O2, H2S, SO2 and NO2 can generate additional corrosive substances
such as H2SO4, HNO3, elemental S and H2O [6]. Therefore, the obvious corrosion of
X52 steel at conditions well below the saturation solubility of H2O is probably related
to the additional corrosive substances, which are generated by the reaction between the
impurities and exert influence on the amount of aqueous phase formation and the chemical
environment of the aqueous phase. To further prove the above inference, hydrochemical
simulations of supercritical CO2 streams containing impurities were carried out with
the aid of the Stream Analyzer module of the OLI Analyzer Studio software. The basic
compositions of the streams used for the above calculation are 990 g CO2 and 10 g H2O,
with O2, H2S, H2SO3, H2SO4 and HNO3, with the content (mass fraction %) ranging from
0 to 0.03%, at a temperature of 50 ◦C and pressure of 10 MPa, respectively, the results of
which are shown in Figure 8.

  

Figure 8. Influence of impurities on aqueous phase formation and pH value of aqueous phase formed
in supercritical CO2 streams at 10 MPa and 50 ◦C (calculated by OLI Analyzer Studio).

As shown in Figure 8a, an increase in O2 or H2S content does not have a significant
effect on the amount of aqueous phase formed in supercritical CO2 streams. However, the
amount of aqueous phase formed in supercritical CO2 streams increases with an increase
in H2SO3 (associated with SO2), H2SO4 (associated with O2 and SO2) or HNO3 (associated
with NO2). For supercritical CO2 streams containing H2SO3, H2SO4 or HNO3, the amount
of aqueous phase formation increases significantly with an increase in their concentrations.
It also implies that the presence of even a small amount of impurities in the environment
where multiple impurities exist can significantly promote the formation of aqueous phase,
leading to the formation of acid-rich aqueous phases in low-H2O-content environments.
Whereas these acid-rich aqueous phases usually have lower pH values (Figure 8b), the
higher H+ concentration in the aqueous phase promotes hydrogen evolution reactions at
the cathode, which in turn intensifies the corrosion of the steel. This should be an important
reason why the corrosion rate of up to 0.0199 mm/y can be achieved at the H2O content of
only 20 ppmv.

When the H2O content is in the range of 20–100 ppmv, the corrosion products of X52
steel are mainly FeOOH and a small amount of FeSO4. This suggests that the reaction
between impurities is able to form at least the corrosive H2SO4 [31,32], thus producing
the characteristic product of FeSO4. Based on the results of this study, it is impossible to
determine the exact FeOOH formation pathway. However, related studies have shown
that FeOOH is a common corrosion product in environments containing strong oxidizing
impurities of O2 or NO2 [31,33,34]. The amount of aqueous phase formed in low-H2O-
content environments is relatively small compared to high-H2O-content environments.
This is because the corrosion products formed on the steel surface can be oxidized in full
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contact with oxidants in supercritical CO2 streams. For example, FeSO4 can be oxidized by
O2 into FeOOH [8,35]:

4FeSO4 + 6H2O + O2→4FeOOH + H2SO4 (2)

As a result, the corrosion product film on the surface of X52 steel in the low-H2O-
content environment shows an obvious oxidation color (Figure 3(a1,b1)), with the corrosion
products being dominated by iron oxides. It is worth noting that the oxidation reaction
between the primary products of corrosion and impurities also results in the cyclic regener-
ation of corrosive substances, which continues to cause corrosion of the steel matrix [8,35].
This may also be one of the reasons for the high corrosion rate of X52 steel in an extremely
low-H2O-content environment.

When the H2O content is in the range of 500–2000 ppmv, the amount of aqueous
phase condensed on the surface of X52 steel under the interaction of impurities increases
considerably due to the increased H2O content in the corrosion system, which also pro-
vides more electrolytes for the corrosion reaction, resulting in a significant increase in the
corrosion rate. Moreover, the deposition of the aqueous phase on the corrosion products
can prevent to some extent the oxidation of the corrosion products caused by the oxidizing
agent in the supercritical CO2 streams. This also leads to a gradual increase in the content
of FeSO4 in the corrosion products within this H2O content range (Figure 4(a4–c4)), which
also corresponds to a shift in the macroscopic morphological characteristics of X52 steel
(Figure 4(a1–c1)).

When the H2O content is above 2000 ppmv, a small amount of FeSO3 can be detected
in the corrosion products of X52 steel in addition to FeOOH and FeSO4 (Figure 7), indicating
that SO2 has been involved in the film formation reaction. This shows that in addition to the
chemical reaction products of impurities involved in the corrosion process, the impurities
themselves can also be involved in the corrosion process. However, although the results
of this study demonstrate that the reaction between impurities can form elemental S, it
cannot be proved whether elemental S is involved in the corrosion process of X52 steel.
But related studies have shown that elemental S formed in the supercritical CO2 transport
environment containing impurities can cause elemental sulfur corrosion of pipeline steel,
which is one of the important reasons for the aggravation of pipeline steel corrosion in the
environment where multiple impurities coexist [23]. As a result, X52 steel corrodes more
severely in a high-H2O-content environment under the combined effect of impurities and
chemical reaction products between impurities, with corrosion rates exceeding 0.25 mm/y
(Figure 2).

4. Conclusions

In summary, we explored the effect of H2O content in changing the corrosion behavior
of X52 steel in a supercritical CO2 environment containing the impurities of 200 ppmv
O2, 200 ppmv H2S, 200 ppmv SO2 and 200 ppmv NO2 at 10 MPa and 50 ◦C. The main
conclusions are drawn as follows:

(1) The corrosion rate of X52 steel increases from 0.0199 mm/y to 0.2838 mm/y as the
H2O content increases from 20 ppmv to saturation solubility (4333 ppmv), while the
critical H2O content that causes a significant change in the corrosion rate is 100 ppmv.

(2) O2, H2S, SO2 and NO2 impurities and their interactions jointly promote the forma-
tion of corrosive aqueous phases and aggravate the corrosion of X52 steel. With the
increase in H2O content, the corrosion product film of X52 steel gradually changes
from FeOOH-dominated film to FeSO4 and FeOOH mixed film. Correspondingly, the
corrosion process of X52 steel, which is controlled by the products of impurity reac-
tions at a low H2O content, is transformed to be under the joint control of impurities
and the products of impurity reactions at a high H2O content.

(3) The change in the corrosion rate of X52 steel strongly depends on the amount of
aqueous phase precipitation in the environment and the amount of corrosive aqueous
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phase generated by the chemical reactions between impurities. The increase in H2O
content and the direct participation of impurities in the corrosion process greatly
aggravate the corrosion of X52 steel.
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Abstract: CCUS-EOR is a crucial technology for reducing carbon emissions and enhancing reservoir
recovery. It enables the achievement of dual objectives: improving economic efficiency and protecting
the environment. To explore a set of CCUS-EOR reservoir screening criteria suitable for continental
reservoirs in China, this study investigated and compared the CCUS-EOR reservoir screening cri-
teria outside and in China, sorted out the main reservoir parameters that affect CO2 flooding, and
optimized the indices and scope of CCUS-EOR reservoir screening criteria in China. The weights
of parameters with respect to their influences on CCUS-EOR were determined through principal
component analysis. The results show that there are 14 key parameters affecting CO2 flooding, which
can be categorized into four levels. For the first level, the crude oil-CO2 miscibility index holds
the greatest weight of 0.479. It encompasses seven parameters: initial formation pressure, current
formation pressure, temperature, depth, C2–C15 molar content, residual oil saturation, and minimum
miscibility pressure. The second level consists of the crude oil mobility index, which has a weight of
0.249. This index includes four parameters: porosity, permeability, density, and viscosity. The third
level pertains to the index of reservoir tectonic characteristics, with a weight of 0.141. It comprises
two parameters: permeability variation coefficient and average effective thickness. Lastly, the fourth
level focuses on the index of reservoir property change, with a weight of 0.131, which solely considers
the pressure maintenance level. Based on the CCUS-EOR reservoir screening criteria and index
weights established in this study, comprehensive scores for CCUS-EOR were calculated for six blocks
in China. Among these, five blocks are deemed suitable for CCUS-EOR. Based on the comprehensive
scoring results, a planning for field application of CCUS-EOR is proposed. The study provides a
rational method to evaluate the CCUS-EOR reservoir screening and field application in continental
reservoirs in China.

Keywords: CCUS-EOR; CO2 flooding; continental reservoir; screening criteria; principal compo-
nent analysis

1. Introduction

To meet the production and lifestyle needs of the increasing global population, the
demand for non-renewable energy sources is growing significantly [1], and greenhouse gas
emissions are also rising with the industrial production [2]. The issues of global climate
change and energy demand are becoming increasingly prominent, posing new challenges
for environmental protection and energy utilization. CO2 is the primary greenhouse gas
in the atmosphere, and human activities such as fossil fuel-based power generation, heat-
ing, and transportation are the main sources of CO2 emissions [3]. Since the industrial
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revolution, the increase in CO2 levels in the atmosphere has contributed to over 60% of
environmental pollution [4], the sea-level rise has accelerated [5], and the environmental
problems induced by climate change such as the melting of ice caps and polar glaciers are
irreversible [6]. If the environmental impacts of human activities will not be controlled,
these issues are expected to worsen rapidly in the coming decades [7]. Carbon capture
and utilization (CCU) technologies, including Power-to-Gas (PtG) [8], Power-to-Liquid
(PtL) [9], and CO2-Enhanced Oil Recovery (CO2-EOR) [10], in conjunction with carbon
capture and storage (CCS) methods like physical absorption and chemical absorption [11],
form a comprehensive carbon capture, utilization, and storage (CCUS) technology, which
has been proven to be effective for mitigating climate change and achieving sustainable
development [12]. It is a crucial tool for reducing carbon emissions in sectors such as
coal-fired power generation, cement, and steel production [13]. CCUS-EOR (Enhanced Oil
Recovery) [14], a key extension of CCUS, can inject the captured CO2 into oil reservoirs to
enhance oil recovery and reduce carbon emissions by storing the injected CO2 in the reser-
voirs, thereby achieving the dual goals of increasing production efficiency and protecting
the environment [15].

CO2 flooding was initially proposed in laboratory research in 1930 and achieved
industrial applications after 1950 [4]. Since 1970, projects utilizing CO2 for displacing oil in
(depleted) reservoirs have gradually increased. According to statistics of the International
Energy Agency (IEA), as of 2017, there were over 160 CCUS-EOR projects globally. The
United States, Canada, and China were among the early developers of such projects,
and in recent years, countries like Brazil, Turkey, Norway, and Saudi Arabia have also
employed to CCUS-EOR [16]. Research has indicated that the mechanisms of CO2 in
reservoirs include interfacial tension reduction by oil and gas mass transfer, as well as
crude oil expansion and viscosity reduction through gas dissolution, thereby improving
flooding efficiency [17,18]. Additionally, the injected CO2 can be stored within depleted
reservoirs through physical trapping and chemical reactions with rock formations, thereby
reducing CO2 levels in the atmosphere [19]. Therefore, CCUS-EOR has become the primary
technology for improving oil recovery rate, following chemical flooding and thermal
recovery methods. Identifying suitable depleted oil reservoirs for CCUS-EOR can help
recover more reserves from reservoirs with more economic benefits. Most large-scale CCUS-
EOR projects are concentrated in North America and Canada, where they have achieved
high oil production rates [20]. In China, many oil reservoirs were initially developed using
water flooding and chemical flooding methods, while since 2019, breakthroughs have
been made in the research and engineering demonstration of CCUS-EOR [7], indicating
that CCUS-EOR can be used in depleted oil reservoirs for further enhanced oil recovery.
By screening key parameters such as reservoir characteristics and crude oil properties
for developed reservoirs, the potential of CCUS-EOR is assessed to achieve the effective
application of CO2 flooding technology.

Since the occurrence of CCUS-EOR technology, numerous highly applicable reser-
voir screening criteria have emerged for various oil displacement projects. These criteria
primarily focus on reservoir parameters and fluid properties that are closely related to
the CO2–crude oil miscibility, and they are mainly applicable to reservoirs in the United
States and Canada [15,21]. However, with the evolution of CO2 injection technology, these
criteria have exhibited a deviation from the actual application scope and have become less
representative [13]. In contrast to reservoirs in other countries/regions where CO2 and
crude oil are more miscible, most reservoirs in China face harsher conditions—particularly,
the highly heterogeneous continental sedimentary reservoirs are estimated with inferior
ultimate recovery to marine sedimentary reservoirs [22], and the reservoirs suitable for
CCUS-EOR are deeper. Moreover, in China, the reservoirs are widespread with large spans
and reflect distinct characteristics from region to region. Although laboratory studies and
field tests have been performed on CO2 flooding for some reservoirs in China, there is
currently no comprehensive research summarizing CCUS-EOR reservoir screening criteria
for all reservoirs across China. Therefore, it is necessary to further update and refine
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the existing CCUS-EOR reservoir screening criteria to develop a set of criteria that align
with the specific characteristics of reservoirs in China. Furthermore, the formulation of a
complete set of CCUS-EOR screening criteria should ideally consider both technical and
non-technical indices [23]. Technical indices include indicators of CO2 capture capacity,
CO2-EOR capability, and CO2 storage capacity. Non-technical indices encompass economic
parameters, policy factors, safety risks, and more. This paper focuses on establishing pa-
rameters for screening reservoirs based on their CO2-EOR capabilities without considering
other technical and non-technical indices.

In this paper, the CCUS-EOR reservoir screening criteria are investigated through a
review of the available literature, reports, and materials. The CO2 flooding projects in the
world are compared, and the parameters in the CCUS-EOR reservoir screening criteria are
analyzed. Then, through principal component analysis, the influences of screening indices
on CCUS-EOR for reservoirs in China are identified. Finally, the CCUS-EOR reservoir
screening criteria suitable for reservoirs in China are proposed. The study results will
provide theoretical guidance and optimization recommendations for the rapid and accurate
screening of reservoirs for CCUS-EOR.

2. Investigation of CCUS-EOR Reservoir Screening Criteria

2.1. CCUS-EOR Reservoir Screening Criteria outside China

Reservoir screening is the first stage for CCUS-EOR project implementation, and the
success of the CCUS-EOR project relies heavily on the reservoir screening results. A set of
precise screening criteria can expedite the selection of reservoirs suitable for CO2 flooding,
thereby enhancing the overall economic efficiency of the CCUS-EOR project. The first
commercial application of CCUS-EOR was achieved in the United States in 1972, followed
by large-scale field applications. The CCUS-EOR technology in the United States is more
mature and corresponds to more advanced reservoir screening criteria than that in other
countries [21].

Initially, American scholars have screened reservoirs for CCUS-EOR by mainly de-
pending on parameters such as reservoir depth, temperature, formation pressure, oil
density and viscosity, and oil saturation. It was generally believed that reservoir depth,
temperature, and pressure required the miscibility of CO2 and crude oil, that oil viscosity
and density represented the mobility of crude oil, and that oil saturation reflected the
economics of the reservoir [24–28]. Carcoana discussed reservoir recovery methods in
Romania and suggested that a reservoir with net thickness of less than 15 m allows for
a good volumetric sweep efficiency for CO2 [29]. Taber and Martin included crude oil
components into screening parameters and indicated that CO2 is more miscible with crude
oil containing high levels of intermediate hydrocarbon components like C5+ [30–32]. Ri-
vas argued against the exclusion of a reservoir solely based on a parameter not meeting
the screening criteria and indicated that, among the reservoir parameters, oil viscosity,
gas-oil ratio, and bubble point pressure are associated with oil gravity [33]; he used a
normalization model and weighted ranking to determine the parameters of reservoirs in
Eastern Venezuela suitable for CCUS-EOR. Diaz et al. evaluated 197 reservoirs in Louisiana
by employing Rivas’ screening technique and, through economic assessments, identified
39 reservoirs feasible for CCUS-EOR [34]. Shaw and Bachu emphasized the importance of
crude oil components, density, and reservoir temperature in determining the minimum
miscibility pressure (MMP) [35,36]. They recommended that reservoir temperature and
pressure ideally should meet the conditions for CO2 to become supercritical, and they also
indicated that reservoir depth and oil viscosity can be disregarded as they are related to
temperature and oil density.

Algharaib made a screening of 107 reservoirs for CCUS-EOR in the Middle East
according to the criteria which took into account the influence of gas caps and pointed out
the necessity for keeping the minimum miscibility pressure (MMP) below the reservoir
fracture pressure [37]. Wo et al. suggested that even non-miscible CO2 flooding could
displace residual oil in water-flooded reservoirs [38]. They proposed two sets of screening
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criteria for miscible and immiscible flooding in reservoirs in Wyoming, with the main
differences being in oil gravity, reservoir depth, and oil viscosity—miscible flooding is
considered feasible when the oil gravity is greater than 22◦ API, the reservoir depth exceeds
762 m, and the oil viscosity is less than 10 cP. Aladasani and Bai collected data from over
160 CCUS-EOR projects reported in various publications worldwide during 1998–2010
and updated the screening criteria for CO2 miscible and immiscible flooding [39,40]. Gao
et al. identified five key screening parameters, including reservoir depth, temperature,
pressure, oil gravity, and oil components [41]. During a reservoir screening for CCUS-EOR
in Abu Dhabi, United Arab Emirates, Hajeri et al. believed that reservoirs with a high
vertical permeability or a high ratio of vertical permeability to radial permeability have low
potential [42]. The U.S. National Energy Technology Laboratory (NETL) recommended that
carbonate or sandstone reservoirs are more suitable for CO2 flooding than other reservoirs
and defined depth, temperature, pressure, permeability, oil gravity, viscosity, and residual
oil saturation as screening parameters [43]. Koottungal collected the CO2 flooding projects
conducted in the United States from 1972 to 2014 and counted the parameter ranges of
porosity, depth, oil gravity, viscosity, temperature, and oil saturation, with an emphasis on
CO2 miscible flooding [44].

Verma classified the screening parameters for CCUS-EOR projects in the United States
depending on the lithology of reservoir rocks (limestone and sandstone dominantly in
reservoirs with miscible flooding) [45]. Yin analyzed 134 CO2 flooding projects in the
United States and established corresponding screening criteria for carbonate and sandstone
reservoirs [46]. Bachu developed CCUS-EOR reservoir screening criteria applicable to
Alberta, Canada, which incorporated economic indicators such as initial oil reserves and
remaining oil content and included the key parameters significantly affecting screening
results such as oil gravity, MMP, and reservoir size [21]. Through statistical analyses on
parameters used in global CO2-EOR projects, Zhang et al. formulated the screening criteria
for CO2 miscible and immiscible flooding separately [47,48]; CO2 miscible flooding imposes
higher requirements on net reservoir thickness, oil viscosity, oil gravity, and MMP, whereas
CO2 immiscible flooding requires higher oil saturation to ensure effective oil displacement.
Hares established new screening criteria applicable to oilfields in Alberta based on existing
CCUS-EOR research, which increased the importance of oil gravity, MMP, and oil viscosity
in the screening process [49].

The above findings reveal that the current CCUS-EOR reservoir screening criteria are
primarily based on the characteristic parameters corresponding to CO2 miscible flooding
projects in the United States and Canada. Reservoirs selected for CCUS-EOR are usually
composed of carbonate and sandstone, with favorable porosity and permeability, and
contain light to medium oils with a low viscosity. Additionally, these reservoirs have
sufficient depth and temperature to enable the pressures to exceed the MMP, allowing for
the CO2–crude oil miscibility. Reservoirs targeted for CO2 immiscible flooding should
have a high porosity, high permeability, and good homogeneity due to their relatively
heavy and more viscous oil contents. It is worth noting that the ultimate recovery im-
provement achieved through immiscible flooding is generally lower than that through
miscible flooding [50]. Tables (Tables 1 and 2) lists the reservoir screening parameters and
scope defined by scholars/institutions for CCUS-EOR projects outside China since 1972.
Generally, the screening parameters for CCUS-EOR projects that have been carried out
are categorized as: (1) characteristic parameters of reservoir, including reservoir depth,
pressure, temperature, porosity, permeability, net thickness, oil saturation, and reservoir
dip angle; and (2) characteristic parameters of crude oil, including oil gravity, oil viscosity,
and oil composition. Oil gravity and oil density are interchangeable using formulas. Oil
composition is less considered but mainly represented by oil gravity. Reservoir dip angle
is sparsely reported. In this study, the reservoir depth, temperature, pressure, porosity,
permeability, net thickness, oil saturation, oil density, oil composition, and oil viscosity are
used as screening indices.
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Table 1. CCUS-EOR reservoir screening criteria outside China.

Scholar/Institution Area Year
Depth

(m)
Temperature

(◦C)
Pressure

(MPa)
Porosity

(%)
Permeability

(mD)

Geffen [24] United States 1973 >7.6
Lewin & Assoc [25] United States 1976 >914 >10.4

NPC [26] United States 1976 >701 <121
McRee [27] United States 1977 >610 >5
Iyoho [28] United States 1978 >762 >10

Carcoana [29] Romania 1982 <3000 <90 >8 >18 >0.1
Taber & Martin [30] United States 1983 >610 8.3–32

Klins [51] United States 1984 >914 >103
Rivas [33] Venezuela 1994 54–93 0.1 ≤ P/M ≤ 1.3 9–33 18–2500

Diaz et al. [34] United States 1996 27–136 0.1 ≤ P/M ≤ 1.47 17.6–34 17–3485
Taber et al. [32] World 1997 762–1219 >MMP >5

Bachu [35] Canada 2004 32–121 0.95 ≤ P/M
Alberta Research

Council [52] Canada 2009 >450 28–121 >MMP and <Pf ≥3 ≥5

Algharaib [37] Middle East 2009 >600 >30 >MMP
Wo et al. [38] United States 2009 >762 >7 >10

NETL [43] United States 2010 610–2987 <121 >8.3–10.3 >1–5
Aladasani [39] World 2010 457–4074 28–121 3–37 1.5–4500
Gao & Pan [41] World 2010 >762 >12 >10
Koottungal [44] United States 2014 487–3600 28–127 30 1–4500

Yin [46] United States 2015 350–3642 28–127 4–23.7 >2
Bachu [21] World 2016 500–4100 28–127 ≥MMP 3–37

Zhang et al. [47] World 2018 426–2590 28–112 11.5–33 1.4–2750
Zhang et al. [48] World 2019 >350 <127 ≥MMP 3–37 >0.1

Hares [49] Canada 2020 500–1400 27–127 ≥MMP

Table 2. CCUS-EOR reservoir screening criteria outside China.

Scholar/Institution Area Year
Oil

Density
(g/cm3)

Oil
Viscosity

(cP, mPa·s)

Oil
Saturation

(%)

Net
Thickness

(m)

Oil Compo-
sition

Reservoir
Dip Angle

(◦)

Geffen [24] United States 1973 >7.6
Lewin & Assoc [25] United States 1976 <0.88 <3 >25

NPC [26] United States 1976 <0.88 <12 >25
McRee [27] United States 1977 <0.89 <10
Iyoho [28] United States 1978 <0.85 <5 >25

Carcoana [29] Romania 1982 0.8–0.88 <10 >25
Taber & Martin [30] United States 1983 <0.82 <2 >30 <15

Klins [51] United States 1984 <0.9 <15 >30 C5–C20
Rivas [33] Venezuela 1994 <0.88 <12 >25

Diaz et al. [34] United States 1996 0.70–0.93 30–92 1.5–55 5–20
Taber et al. [32] World 1997 0.79–0.91 8–80 1.5–53 0.03–64

Bachu [35] Canada 2004 0.8–0.89 0.3–6 15–70 C5–C12
Alberta Research

Council [52] Canada 2009 0.79–0.89 >25

Algharaib [37] Middle East 2009 0.8–0.89 ≤6 ≥30
Wo et al. [38] United States 2009 <0.91 <10 >25

NETL [43] United States 2010 <0.92 <10
Aladasani [39] World 2010 <0.89 ≤12 >25–30
Gao & Pan [41] World 2010 0.8–0.89 <35 15–89
Koottungal [44] United States 2014 <0.89 <10

Yin [46] United States 2015 0.8–0.89 0.4–6 5–50
Bachu [21] World 2016 <0.89 <6 >20 4.5–81

Zhang et al. [47] World 2018 0.8–0.92 0.4–6 ≥20
Zhang et al. [48] World 2019 0.83–0.98 0.2–936 30–86 1.6–91

Hares [49] Canada 2020 0.79–0.90 <4 >15 4.5–250
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Table 3 shows the statistical analysis of CCUS-EOR reservoir screening criteria outside
China. It can be seen that the parameter of temperature ranges in 28–127 ◦C, while the
critical temperature of CO2 is 31 ◦C. In this study, the range of temperature is adjusted to
31–127 ◦C to ensure that the matched reservoirs have certain conditions for CO2–crude oil
miscibility.

Table 3. Statistical analysis of CCUS-EOR reservoir screening criteria outside China.

Screening Parameter Range

Depth (m) 350–4100
Temperature (◦C) 31–127

Pressure (MPa) 0.9 MMP ≤ P < Pf
Porosity (%) 3–37

Permeability (mD) 0.1–4500
Oil density (g/cm3) 0.79–0.92

Oil viscosity (cP, mPa·s) 0.4–12
Oil saturation (%) ≥20
Net thickness (m) 1.5–250
Oil composition C5–C20

Note: P is the initial formation pressure; Pf is the reservoir fracture pressure.

2.2. CCUS-EOR Reservoir Screening Criteria in China

Since 2000, China has accelerated its research and application of CCUS-EOR tech-
nology. China National Petroleum Corporation (CNPC) established the first national
CCUS-EOR demonstration project in Jilin Oilfield and conducted relevant field tests and
large-scale applications in oilfields such as Daqing, Changqing, and Xinjiang. Currently,
CCUS-EOR is at a crucial stage of transition from field test to industrialization [10,50]. Com-
pared to the favorable reservoir properties found in North America and other countries,
the reservoirs in China are predominantly continental, with strong heterogeneity and low
permeability. Furthermore, the reservoirs in China are widely distributed and diverse for
varying types and sizes across basins [53]. Additionally, the scarcity of original CO2 sources
and the immaturity of high-concentration CO2 capture technologies have created a shortage
of CO2 supply, further limiting the number of reservoirs suitable for CCUS-EOR [7,54].
As a result, existing CCUS-EOR reservoir screening criteria are limited in application to
reservoirs in China. It is necessary to refine the screen parameters depending on the specific
characteristics of reservoirs in China.

Scholars have often determined the required evaluation parameters and their ranges
through literature reviews and mechanistic analyses [55,56]. Zheng et al. assigned the
screening indices for gas-flooded reservoirs into three categories: oil viscosity, oil density,
and oil saturation represent oil properties; permeability, porosity, wettability, and hetero-
geneity represent rock properties; reservoir depth, temperature, dip angle, and pressure
represent reservoir characteristics. They quantified and partitioned these indices using
a fuzzy preference model [57]. Xiang et al. applied the CCUS-EOR reservoir screening
criteria commonly used in the United States and Canada to screen offshore reservoirs in
China and suggested a good prospect for CO2 miscible flooding and near-miscible flooding
in reservoirs in the South China Sea [58]. Liang et al. evaluated 183 reservoirs in the
Shengli Oilfield based on the existing screening criteria and defined 18 reservoirs suitable
for CCUS-EOR [59]. They also identified a high oil gravity and high oil viscosity as the
main factors limiting CO2 flooding in these reservoirs. On the basis of previous studies,
Liao et al. presented the CCUS-EOR reservoir screening criteria for the Changqing Oilfield,
which consider heterogeneity and permeability coefficient in reservoir characteristics, and
they stated that the reservoirs with a permeability variation coefficient of <0.75 are suit-
able for CCUS-EOR and the reservoirs with a permeability coefficient (Kh) >10−13–10−14

can be selected for CO2 flooding [60]. Wang et al. applied the U.S. CCUS-EOR reservoir
screening criteria to the oilfields in the Ordos Basin, China, and the results showed that the
reservoirs in Yanchang Formation are suitable for CO2 miscible flooding due to high oil
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gravity, oil viscosity, and oil composition, but their low porosity, low permeability, low reser-
voir pressure, and high heterogeneity are unfavorable for CO2–crude oil miscibility [61].
Jiao et al. believed that injecting a certain volume of CO2 for a certain duration can facilitate
the CO2–crude oil miscibility [62]. Wang et al., during CCUS-EOR reservoir screening
for the Junggar Basin, proposed screening criteria for miscible and immiscible flooding
depending on reservoir characteristics [63]. The main differences between the two crite-
ria lie in oil density, oil viscosity, and reservoir depth. He et al. divided the screening
indexes for gas-flooding reservoirs into three categories: reservoir oil properties, reservoir
tectonic characteristics, and economic factors [64]. Meng et al. selected depth, pressure,
temperature, porosity, permeability, oil viscosity, and oil density as screening indices and
established the screening criteria for CO2 miscible flooding and CO2 immiscible flooding
(applicable when the reservoir depth is small and the oil viscosity and density are high) [65].
Wang et al. developed an index screening system comprising 13 parameters based on the
existing CCUS-EOR reservoir screening criteria [66]. They indicated that reservoir depth,
thickness, initial oil saturation, and sedimentary rhythm have a significant impact on oil
recovery, and the geological conditions and reservoir fluid properties carry relatively high
weights according to a sensitivity analysis. They selected effective reservoir thickness,
reservoir depth, average permeability, temperature, oil density, and oil viscosity as the final
screening indices. Yang et al. established the CCUS-EOR reservoir screening criteria accord-
ing to the characteristics of the reservoirs in the Bohai Bay Basin, and the screening results
showed that a total of 613 reservoirs were suitable for CCUS-EOR, with a total potential of
68.3 billion tons, including 45.9 billion tons of potential for miscible flooding [67]. He et al.
proposed the screening criteria for three types of CO2 flooding (miscible, near-miscible,
and immiscible) based on the ratio of reservoir pressure to MMP [68]. Wang identified
reservoir depth, temperature, original pressure, oil gravity, and oil viscosity as important
screening indices and also considered the impacts of porosity and initial oil saturation [69].

Tables 4–7 provide the CCUS-EOR reservoir screening criteria, proposed by Chinese
scholars in recent years, for miscible, near-miscible, and immiscible flooding. In general,
the CCUS-EOR reservoir screening criteria in China mainly include reservoir depth, tem-
perature, pressure, porosity, permeability, oil saturation, heterogeneity, reservoir dip angle,
oil density, oil viscosity, and oil composition. The ranges of various indices are similar for
miscible and near-miscible flooding, but the main difference rests in the ratio of reservoir
pressure to MMP. When the reservoir pressure falls within the range of 0.8–1 MMP, it is
generally considered that the miscibility of CO2 and crude oil can be improved by increas-
ing the injection pressure and other methods. Table 8 provides a statistical analysis of the
parameter ranges in CCUS-EOR reservoir screening criteria. Compared to the screening
criteria in other countries, the screening criteria in China additionally consider reservoir
heterogeneity and reservoir dip angle, reflecting the impact of reservoir physical properties
on the efficiency of CO2 flooding. Moreover, reservoirs in China have a greater range of
depth and temperature for screening and are more diverse in types, making the CO2–crude
oil miscibility more difficult. Therefore, the development of screening criteria for CO2
immiscible flooding in China has become more urgent.
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Table 4. China’s CCUS-EOR reservoir screening criteria for miscible and near-miscible flooding.

Scholar/Institution Year
Depth

(m)
Temperature

(◦C)
Pressure

(MPa)
Porosity (%)

Permeability
(mD)

Xiong et al. [55] 2004 5–25 1–1000
Zeng et al. [56] 2005 1200–2500 0.75 ≤ P/MMP ≤ 3 >15 >50

Zheng et al. [57] 2005 800–3500 50–120 15–50 4–30 0.1–500
Shen et al. [70] 2009 800–3500 50–120 8–35
Wang et al. [61] 2013 200–2500 5–17 0.1–7
Wang et al. [63] 2014 >600 32–120 >1

He et al. [64] 2015 900–3000 <90 ≥MMP <10
Meng et al. [65] 2016 800–3500 50–120 8–35 4–30 0.1–500
Yang et al. [67] 2017 488–4074 28–127 ≥MMP 3–37
He et al. [68] 2020 >1000 <120 ≥MMP >1

Wang et al. [69] 2023 488–4074 28–127 ≥MMP 3–37

Table 5. China’s CCUS-EOR reservoir screening criteria for miscible and near-miscible flooding.

Scholar/Institution Year
Oil Density

(g/cm3)

Oil
Viscosity (cP,

mPa·s)

Oil
Saturation

(%)

Net
Thickness

(m)

Permeability
Variation

Coefficient

Oil Compo-
sition

Reservoir
Dip Angle

(◦)

Xiong et al. [55] 2004 5–25 1–1000
Zeng et al. [56] 2005 <20 30–80

Zheng et al. [57] 2005 <0.88 <8 >30 3–20 C1–C6 0–90
Shen et al. [70] 2009 <0.88 <4 >25 <0.65 >10
Wang et al. [61] 2013 0.795–0.9 <10 >25
Wang et al. [63] 2014 0.73–0.86 1.3–9 40–56 C5–C20

He et al. [64] 2015 <0.92 <188 >20
Meng et al. [65] 2016 <0.90 <10 >30 <0.75 C2–C10
Yang et al. [67] 2017 0.79–0.92 1.5–12
He et al. [68] 2020 0.4–6 ≥26.5

Wang et al. [69] 2023 <0.876 <10 >30 <0.75

Table 6. China’s CCUS-EOR reservoir screening criteria for immiscible flooding.

Scholar/Institution Year
Depth

(m)
Temperature

(◦C)
Pressure

(MPa)
Porosity

(%)

Shen et al. [70] 2009 600–900
Wang et al. [63] 2014 >550

He et al. [64] 2015 >900
Meng et al. [65] 2016 600–900
Yang et al. [67] 2017 350–2590 28–92 <MMP 17–32
He et al. [68] 2020 >600 <120 <0.8 MMP

Wang et al. [69] 2023 350–2591 28–92 <MMP 17–32

Table 7. China’s CCUS-EOR reservoir screening criteria for immiscible flooding.

Scholar/Institution Year
Permeability

(mD)
Oil Density

(g/cm3)
Oil Viscosity
(cP, mPa·s)

Oil Saturation
(%)

Permeability
Variation

Coefficient

Shen et al. [70] 2009 600–900
Wang et al. [63] 2014 >0.9 100–1000 30–70

He et al. [64] 2015 0.92–0.98 <600
Meng et al. [65] 2016 <0.99 <600 >30 <0.75
Yang et al. [67] 2017 0.92–0.98 100–1000
He et al. [68] 2020 0.6–592 ≥30

Wang et al. [69] 2023 >1 <0.98 <600 >40 <0.55
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Table 8. Statistical analysis of screening indices for CCUS-EOR in China.

Screening Index

Range

Miscible and Near-Miscible
Flooding

Immiscible Flooding

Depth (m) 600–3500 >350
Temperature (◦C) 28–127 <120

Pressure (MPa) ≥0.8 MMP <0.8 MMP
Porosity (%) 3–37 17–32

Permeability (mD) >0.1
Oil density (g/cm3) <0.92 0.92–0.99

Oil viscosity (cP, mPa·s) <20 <1000
Oil saturation (%) >25 >30

Permeability variation
coefficient <0.75 <0.75

Oil composition C2–C15
Reservoir dip angle (◦) >10

3. Optimization of CCUS-EOR Reservoir Screening Criteria in China

In China, the increasing number of laboratory experiments and studies on CO2-EOR
with great attention and support from the government and petroleum companies for
large-scale CCUS projects has deepened the understanding of CO2 flooding mechanisms,
enhanced the application of CO2-EOR technology, and expanded the range of reservoirs
suitable for CO2 flooding. Under this background, it is necessary to update screening
indices and their ranges in China’s existing CCUS-EOR reservoir screening criteria, coupled
with the results of CO2 flooding laboratory experiments and pilot projects. Tables 9 and 10
shows the parameters of some CCUS-EOR reservoirs from pilot tests conducted in China.
It has been found that, apart from relatively unique low-temperature, low-permeability,
and low-pressure reservoirs, the reservoirs in China exhibit depths of 1000–3100 m, tem-
peratures of 45–120 ◦C, formation pressures of 9–42 MPa, porosity of 6–28%, permeability
of 0.1–1600 mD, oil density of 0.78–0.9 g/cm3, oil viscosity of 0.3–12 cP, oil saturation
> 30%, and average effective thickness of 1.5–17.7 m. Moreover, most of the reservoirs
have a strong heterogeneity, with the oil composition dominated by a C7+ medium and
heavy hydrocarbons, rarely containing light components. The limited records on forma-
tion dip angle suggests a range from 1◦ to 8◦. The MMP ranges from 16 MPa to 55 MPa,
while most reservoirs have formation pressures below the MMP, primarily favoring CO2
immiscible flooding.

Table 9. Parameters of CCUS-EOR reservoirs in China.

Study Area
Depth

(m)
Temperature

(◦C)
Pressure

(MPa)
Porosity

(%)
Permeability

(mD)

Oil
Density
(g/cm3)

Oil
Viscosity

(cP, mPa·s)

Daluhu Oilfield in Shengli Oil
Area [71] 3147 116 31.56

Fang 48 fault block [72] 1699 85.9 20.4 14.5 1.4 0.815 6.6
Taizhou formation in Caoshe

Oilfield [73] 3065 110 35.9 <0.9

Zhongnan fault block in
Chujialou Oilfield [73] 2962.9 28.943 21.3 241

Well Shu 101 in Daqing
Oilfield [74] 108 22.05 0.78 2.8

Dagang Oilfield [75] 2700 27.21 19.04 300 0.88 6.59
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Table 9. Cont.

Study Area
Depth

(m)
Temperature

(◦C)
Pressure

(MPa)
Porosity

(%)
Permeability

(mD)

Oil
Density
(g/cm3)

Oil
Viscosity

(cP, mPa·s)

Well Shu 101 in Yushulin
Oilfield [76] 2044 108 22.05 10.8 1.16 3.6

M Oilfield [77] 2880 119.2 30.2 9 6.5 0.865 5.2
Liubei block in Jidong

Oilfield [78] 2625 102 29.5 17.05 273 0.794 0.329

Caoshe [79] 3020 107 35.9 13.2 24.8 0.88 7
Fumin [79] 2090 76 20.9 12 854 0.82 2.4

Sa II in Sanan Oilfield [79] 1072 49 11.6 25.3 1165 0.86 8.6
Sa I in Sanan Oilfield [79] 1140 45 12.3 27.6 1628 0.87 9.8

Jingbian [79] 1590 47 12.3 12.8 0.9 0.86 2.5
Huang 3 testing area in
Changqing Oilfield [80] 84 15.78 0.3–1 0.73 1.81

Chang 3 reservoir in Weibei
Oilfield [81] 550 29.2 2.06 11.2 0.76 6.64

Gao 89-1 block in Shengli
Oilfield [82] 2900 42 9.18–14.7 0.29–4.92 0.86 11.83

Chang 4 + 5 reservoir in Wuqi
Oilfield [83] 60 15 12.8 0.78 0.78 2.38

Chang 6 formation in Yanchang
Oilfield [84] 46 8.9 7–12 0.94 0.79 3.4

M reservoir [85] 2025 75 21.3 16.3 15.7 3.64
A block in CQ Oilfield [86] 2200 75 18 9.8 0.07 0.825 8.73

Fu3 member in Zhangjiaduo
Oilfield [87] 107 38 18.2 6.5 4.92

Yan 2 block in Benbutu
Oilfield [88] 2550 95 186.27 12.2 9.8 0.64 0.68

Area A in Tahe Oilfield [89] 4600 110.5 128.5 21 733 2.89
North Xinghe block in Ansai

Oilfield [90] 1250 48 29.9 10.39 0.61 0.766 2.26

Triassic Yanchang formation in
Wuqi Oilfield [91] 2000 72.8 18.5 6.1 3.44 0.78 2.03

Table 10. Parameters of CCUS-EOR reservoirs in China.

Study Area
Oil

Saturation
(%)

Effective
Thickness

(m)

Permeability
Variation Coeffi-

cient/Heterogeneity

Oil Com-
position

Reservoir
Dip Angle

(◦)
P/MMP

Miscible/Immiscible
Flooding

Daluhu Oilfield in Shengli
Oil Area [71] C7+ 1.21 Miscible

Fang 48 fault block [72] 6.6 0.37 Immiscible
Taizhou formation in
Caoshe Oilfield [73] 30–50 Relatively

heterogeneous >1 Miscible

Zhongnan fault block in
Chujialou Oilfield [73] 35 Highly

heterogeneous <1 Immiscible

Well Shu 101 in Daqing
Oilfield [74] <1 Immiscible

Dagang Oilfield [75] 10 0.5 C11+ 1.18 Miscible
Well Shu 101 in Yushulin

Oilfield [76] 17.7 C8–C25 2–4 0.68 Immiscible

M Oilfield [77] 1.12 Miscible
Liubei block in Jidong

Oilfield [78] C7+ 0.98 Near-miscible

Caoshe [79] 31 17 1.22 Miscible
Fumin [79] 36 6.1 0.96 Near-miscible

Sa II in Sanan Oilfield [79] 51.7 8.6 0.46 Immiscible
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Table 10. Cont.

Study Area
Oil

Saturation
(%)

Effective
Thickness

(m)

Permeability
Variation Coeffi-

cient/Heterogeneity

Oil Com-
position

Reservoir
Dip Angle

(◦)
P/MMP

Miscible/Immiscible
Flooding

Sa I in Sanan Oilfield [79] 45.8 9.2 0.48 Immiscible
Jingbian [79] 48 12 0.52 Immiscible

Huang 3 testing area in
Changqing Oilfield [80] Heterogeneous C2–C10 0.98 Near-miscible

Chang 3 reservoir in Weibei
Oilfield [81] 1.1 0.13 Immiscible

Gao 89-1 block in Shengli
Oilfield [82] 1.5 Highly

heterogeneous 5–8 1.45 Miscible

Chang 4 + 5 reservoir in
Wuqi Oilfield [83] 55 7.69 0.84 Immiscible

Chang 6 formation in
Yanchang Oilfield [84] 42.2 14.1 0.62 Immiscible

M reservoir [85] Light com-
ponents 0.78 Immiscible

A block in CQ Oilfield [86] Light com-
ponents 0.75 Immiscible

Fu3 member in
Zhangjiaduo Oilfield [87] 1.29 Miscible

Yan 2 block in Benbutu
Oilfield [88] 0.76 Near-miscible

Area A in Tahe Oilfield [89] 15 0.74 C2–C15 0.8 1.22 Miscible
North Xinghe block in

Ansai Oilfield [90]
Highly

heterogeneous C2–C15 0.46 Immiscible

Triassic Yanchang
formation in Wuqi Oilfield

[91]
C7+ 1.00 Miscible

By comparison, the average depths and temperatures of reservoirs in China are
higher than those of marine reservoirs in other countries. Therefore, the lower limits
of screening indices used in China should be adjusted upward accordingly. In China,
reservoirs are predominantly tight with a wide range of low permeability and a strong
heterogeneity. Moreover, the reservoirs contain crude oil with a higher content of heavy
components than reservoirs in other countries, resulting in higher MMP values. So, CO2
immiscible flooding is the primary mode of CCUS-EOR for such reservoirs. It is believed
that China’s screening criteria should focus more on the impact of reservoir heterogeneity.
An investigation on reservoir heterogeneity relying on the parameters that can quantify
the reservoir heterogeneity, such as permeability variation coefficient, can allow for a
more rational screening result. The formation pressure referred to in the existing studies
is the initial formation pressure, which, however, often changes after multiple rounds
of exploitation. Therefore, the current pressure maintenance level can better reflect the
relationship between reservoir pressure and MMP. Furthermore, as many reservoirs in
China have been developed by water flooding, polymer flooding and other techniques, the
selection of residual oil saturation, instead of oil saturation, as the screening index agrees
more with the actual reservoir conditions.

To further clarify the screening indices for CCUS-EOR reservoirs in China, the current
screening criteria are updated and improved with respect to indices and data. Specifi-
cally, the reservoir pressure index is categorized into initial formation pressure, current
formation pressure, and pressure maintenance level. In view of oil composition, the molar
content of C2–C15 is analyzed quantitatively. Additional investigation is performed on
the characteristic parameters of similar reservoirs or oils. The influence of formation dip
on CO2-EOR has been rarely reported in previous studies and materials, and it cannot be
examined sufficiently by using the limited sample size; therefore, it is excluded from the
analysis below.

The various parameters impacting CO2-EOR capabilities are interrelated. For instance,
reservoir temperature tends to increase with the depth of the oil reservoir. Therefore, a
correlation analysis is considered to explore the relationships between different parameters.
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Furthermore, there are numerous indicators influencing the screening criteria, necessitating
the categorization of similar indicators to identify the main factors impacting the criteria.
Consequently, principal component analysis (PCA) is employed to classify and evaluate
the different parameters of the oil reservoir.

3.1. Pearson Correlation Analysis

According to the data of parameters of reservoirs for CCUS-EOR in China, 13 data
reflecting relatively complete reservoir information were selected for missing value pro-
cessing. Based on the assumption of linear correlation, the linear relationships between
parameters were analyzed by using the Pearson correlation coefficient. It is defined that
two parameters are highly correlated when the absolute value of the Pearson correlation
coefficient |r| is >0.8, moderately correlated when |r| is 0.3–0.8, and not correlated when
|r| is <0.3.

Among the initially selected screening parameters, the data of reservoir temperature,
depth, initial formation pressure, current formation pressure, porosity, permeability, and
viscosity are integral. Regarding the missing data, the density is supplemented from its
linear correlation with viscosity; the permeability variation coefficient is quantified through
the description of reservoir heterogeneity; the molar content of C2–C15 is filled according
to its scatterplot relationships with density, viscosity, and MMP. The Pearson correlation
coefficient matrix for these processed parameters is shown in Figure 1.

It is found that there is a strong positive correlation (|r| > 0.85) between the reservoir
depth and the initial formation pressure or current formation pressure, a moderate positive
correlation (|r| > 0.75) between the reservoir depth and the temperature or permeability,
and a moderate negative correlation (|r| > 0.55) between the reservoir depth and the
residual oil saturation or molar content of C2–C15. The reservoir temperature exhibits a
strong positive correlation with the initial formation pressure and a strong negative correla-
tion with the residual oil saturation. The current formation pressure and initial formation
pressure show similar linear correlations with other parameters. The pressure maintenance
level exhibits certain correlations with the current formation pressure, porosity, viscosity,
molar content of C2–C15, and MMP. The porosity has a strong positive correlation with
the permeability and shows a moderate positive correlation with depth and pressure. The
permeability shows a positive correlation with depth, pressure, and porosity. The density
shows a positive correlation with viscosity and a negative correlation with residual oil satu-
ration and permeability variation coefficient. The viscosity shows positive correlations with
pressure maintenance level, density, effective thickness, and MMP. The effective thickness
has a positive correlation with viscosity and permeability variation coefficient. The molar
content of C2–C15 exhibits a negative correlation with depth, temperature, and pressure.
MMP has a strong positive correlation with current formation pressure and porosity and a
positive correlation with temperature and viscosity (|r| > 0.35). The Pearson correlation
analysis results demonstrate certain correlations among the parameters, allowing for the
application of PCA.
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Figure 1. Pearson correlation coefficient matrix for reservoir parameters.

3.2. PCA of Screening Indices

The preliminary linear analysis reveals that most of the parameters are influenced by
several other parameters. Therefore, it is necessary to further reduce the dimensionality of
the parameters through principal component analysis (PCA) to simplify the data structure.
PCA can transform the original variables into a set of mutually uncorrelated principal
components through a linear transformation, thereby reducing the dimensionality of
variables while retaining most of the information in the original data. It is suitable for
dimensionality reduction and data simplification. Essentially, through an eigenvalue
decomposition of the covariance matrix of the data, the principal components that explain
the variability in the data are identified, and the weights of eigenvalues are determined.
The analysis steps are as follows:

(1) Collect the data of parameters that influence CO2-EOR and assess the feasibility
of PCA.

(2) Normalize the data and calculate the covariance matrix to measure the correlation
between the parameters.

(3) Perform eigenvalue decomposition of the covariance matrix to obtain eigenvalues
and corresponding eigenvectors.
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(4) Select the first few eigenvectors as the principal components and calculate their
weights based on the magnitude of their eigenvalues.

(5) Calculate the component scores by linearly combining the original variables with the
selected principal components and their weights.

(6) Determine the importance and weights of the parameters based on the
component scores.

By using the parameters of CCUS-EOR reservoirs in Table 6 as raw data, the charac-
teristic parameters of 25 reservoirs were selected for PCA after excluding the data from
Weibei Oilfield with low temperature, low pressure, and low permeability to ensure the
stability of the analysis. Before the analysis, missing value processing and supplementation
were performed. Based on the Pearson correlation coefficient matrix and the mechanistic
relationships between parameters, five indexes with relatively high levels of missing val-
ues, i.e., oil saturation, effective thickness, permeability variation coefficient, and molar
content of C2–C15, were supplemented using methods such as polynomial regression and
logarithmic fitting.

According to the data verification results, the Bartlett’s sphericity test yields a
p-value of 0.000, which is less than 0.05, indicating a suitability for PCA. In the analysis
results, the cumulative contribution rate of variance for the first four principal compo-
nents exceeds 75%, suggesting that relatively little parameter information is lost overall.
Therefore, it is considered that these principal components can effectively characterize the
CCUS-EOR capability of the reservoirs. The PCA results for the first and second principal
components are shown in Figure 2, and the corresponding parameter loadings for the first
four principal components are given in Table 11. The analysis reveals that in the first
principal component (PC1), the loading coefficients for initial formation pressure, current
formation pressure, temperature, depth, residual oil saturation, molar content of C2–C15,
and MMP are relatively large. This suggests that PC1 can be considered as representing
the potential for CO2 miscible flooding in the reservoir. In the second principal compo-
nent (PC2), the loading coefficients for porosity, permeability, viscosity, and density are
relatively large, mainly characterizing the reservoir’s fluid mobility. In the third principal
component (PC3), the loading coefficients for effective thickness and permeability variation
coefficient are relatively large, representing the influence of reservoir tectonic characteristics
on CO2-EOR. In the fourth principal component (PC4), the loading coefficient for pressure
maintenance level is the largest, primarily reflecting the impact of pressure changes on CO2
flooding in the reservoir.

Table 11. Parametric component matrix of principal components.

Screening Parameter PC1 PC2 PC3 PC4

Depth 0.906 −0.105 −0.018 0.015
Temperature 0.929 −0.186 −0.048 −0.149

Initial formation pressure 0.944 0.012 −0.030 −0.059
Current formation pressure 0.931 0.172 0.038 0.170
Pressure maintenance level 0.214 0.417 0.171 0.658

Porosity 0.078 0.860 −0.241 0.157
Permeability −0.177 0.795 −0.283 0.116

Density 0.217 0.584 0.053 −0.561
Viscosity 0.071 0.716 0.417 −0.377

Residual oil saturation −0.832 0.161 0.150 0.297
Effective thickness 0.277 0.111 0.857 −0.148

Permeability variation
coefficient −0.038 −0.193 0.644 0.400

Molar content of C2–C15 −0.759 0.239 0.151 −0.164
MMP 0.559 0.326 −0.053 0.388

69



Energies 2024, 17, 1143

Figure 2. PCA results for PC1 and PC2.

Among the four principal components, PC1 contributes 37.41% to the variance, PC2
contributes 19.37%, PC3 contributes 11.04%, and PC4 contributes 10.22%. This indicates that
among the factors influencing the screening of reservoirs for CCUS-EOR, the parameters
representing the potential of CO2–crude oil miscibility have the most significant impact on
the reservoir scores, followed by parameters representing the oil mobility. Parameters char-
acterizing reservoir tectonic characteristics and pressure changes have similar influences
on the reservoir screening results. Using the coefficient matrix of the principal components,
the linear combinations of parameters for different principal components can be obtained
based on the weights of each parameter in different principal components. This allows for
the calculation of scores for different principal components. By considering the proportion
of variance contributed by each principal component, normalized weights for the four
principal components can be calculated. The reservoir’s comprehensive score can then be
obtained by multiplying the corresponding weights with the principal component matrix.
Table 12 provides the normalized weights for the first four principal components. The linear
combination for calculating the reservoir’s comprehensive score is shown in Equation (1):
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Y1 = 0.396 ∗ A1 + 0.406 ∗ A2 + 0.412 ∗ A3 + 0.407 ∗ A4 + 0.094 ∗ A5 + 0.034 ∗ A6
−0.077 ∗ A7 + 0.095 ∗ A8 + 0.031 ∗ A9 − 0.364 ∗ A10 + 0.121 ∗ A11 − 0.017 ∗ A12
−0.332 ∗ A13 + 0.244 ∗ A14
Y2 = −0.064 ∗ A1 − 0.113 ∗ A2 + 0.007 ∗ A3 + 0.104 ∗ A4 + 0.253 ∗ A5 + 0.522 ∗ A6
−0.483 ∗ A7 + 0.355 ∗ A8 + 0.435 ∗ A9 − 0.098 ∗ A10 + 0.067 ∗ A11 − 0.117 ∗ A12
−0.145 ∗ A13 + 0.198 ∗ A14
Y3 = −0.014 ∗ A1 − 0.039 ∗ A2 − 0.024 ∗ A3 + 0.031 ∗ A4 + 0.138 ∗ A5 − 0.194 ∗ A6
−0.228 ∗ A7 + 0.043 ∗ A8 + 0.335 ∗ A9 + 0.121 ∗ A10 + 0.689 ∗ A11 + 0.518 ∗ A12
+0.121 ∗ A13 − 0.043 ∗ A14
Y4 = 0.013 ∗ A1 − 0.125 ∗ A2 − 0.049 ∗ A3 + 0.142 ∗ A4 + 0.550 ∗ A5 + 0.131 ∗ A6
+0.097 ∗ A7 − 0.469 ∗ A8 − 0.315 ∗ A9 + 0.248 ∗ A10 − 0.124 ∗ A11 + 0.334 ∗ A12
−0.137 ∗ A13 + 0.324 ∗ A14
Z = 0.479 ∗ Y1 + 0.249 ∗ Y2 + 0.141 ∗ Y3 + 0.131 ∗ Y4
T = 60 + 10 ∗ Z

(1)

where Y1 to Y4 represent the scores of PC1 to PC4, respectively; A1 to A14 correspond to
the normalized values of reservoir parameters from top to bottom as listed in Table 11;
Z represents the comprehensive score for an individual reservoir based on its principal
components; and T represents the reservoir’s comprehensive score after being transformed
into T-scores.

Table 12. Weights of the first four principal components.

PC1 PC2 PC3 PC4

Variance contribution rate (%) 37.414 19.372 11.037 10.215
Normalized weight 0.479 0.249 0.141 0.131

The calculated comprehensive scores for the reservoirs are shown in Figure 3. It
can be seen that in the testing areas and projects for CCUS-EOR, reservoirs with high
comprehensive scores are mainly suitable for miscible flooding, while reservoirs with low
comprehensive scores are more suitable for immiscible flooding. Reservoirs suitable for
near-miscible flooding have comprehensive scores at an intermediate level. The comprehen-
sive scores obtained through PCA can effectively reflect a reservoir’s CCUS-EOR capability:
the higher the comprehensive score, the stronger the oil mobility and the crude oil–CO2
miscibility; and vice versa. Based on the actual conditions of reservoirs in China and the
current range of comprehensive scores in the testing areas, it is considered that a reservoir
with a comprehensive score of above 50 points is suitable for CCUS-EOR.

Figure 3. Comprehensive score and ranking of tested reservoirs.
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3.3. Results of CCUS-EOR Reservoir Screening Parameter Range and Weight

Based on the results of the Pearson correlation analysis and PCA, it can be determined
that the popular CCUS-EOR reservoir screening parameters in China can be mainly cate-
gorized into four groups. The first category of parameters represents the CO2–crude oil
miscibility, with a weight of 0.479. These parameters include temperature, depth, initial
formation pressure, current formation pressure, residual oil saturation, molar content of
C2–C15, and MMP. Specifically, temperature, depth, and pressure are highly positively
correlated and can reflect the reservoir’s ability to reach MMP; residual oil saturation shows
a certain negative correlation with these four parameters; the molar content of C2–C15
and MMP can reflect the difficulty of miscibility between CO2 and crude oil. The second
category of parameters mainly represents the mobility of oil within the reservoirs, with a
weight of 0.249. These parameters include porosity, permeability, density, and viscosity. A
higher porosity and permeability indicate a better diffusion ability of crude oil and CO2
within the pores. A higher density and viscosity imply stronger interactions at the interface
between crude oil and medium. These four parameters also affect the mass transfer and
diffusion of CO2. The third category of parameters primarily represents reservoir tectonic
characteristics, with a weight of 0.141. These parameters include effective thickness and
permeability variation coefficient. The effective thickness can influence the CO2 swept
volume and sweep efficiency, while the permeability variation coefficient reflects reservoir
heterogeneity and affects the CO2 injection and displacement efficiency, as well as the
extent of contact between CO2 and crude oil. The fourth category of parameters mainly
represents the impact of reservoir pressure changes, with a weight of 0.131. The pressure
maintenance level can, to some extent, reflect changes in crude oil properties within the
reservoir and have a certain influence on the potential of reservoir for CCUS-EOR.

Based on the ranges of selected reservoir parameters in the study areas and correlation
analysis, some indices of the CCUS-EOR reservoir screening criteria in China are optimized,
and some reservoir parameters with missing values are supplemented through a literature
review and correlation fitting. Due to the limited data availability and low representa-
tiveness of reservoir dip angle, this parameter is removed from the screening parameters.
Instead, two parameters, current formation pressure and pressure maintenance level, are
added. Furthermore, the oil composition is changed to the molar content of C2–C15. The
optimized CCUS-EOR reservoir screening criteria in China are shown in Table 13.

Table 13. CCUS-EOR reservoir screening criteria in China.

Weight Screening Index

Range

Miscible Flooding
Near-Miscible

Flooding
Immiscible Flooding

0.479

Depth (m) 2750–4600 2550–3050 1072–2963
Temperature (◦C) 107–120 84–102.5 45–126

Initial formation pressure (MPa) 27–50 18–30.5 7–42
Current formation pressure (MPa) 23–48 14–22 5–26

Residual oil saturation (%) 31–40 37–43 27–55
C2–C15 molar content (mol%) 40–52 34–48 35–61

MMP 23–40 16–30 14–55

0.249

Porosity (%) 9–21 8–17 6–27.6
Permeability (mD) 1–735 0.5–273 0.05–1628

Oil density (g/cm3) 0.8–0.88 0.64–0.83 0.77–0.87
Oil viscosity (cP, mPa·s) 2.9–15.1 0.3–1.8 1.98–9.8

0.141
Average effective thickness (m) 10–60 2–12 1.5–20

Permeability variation coefficient 0.34–0.96 0.72–0.8 0.7–0.9

0.131 Pressure maintenance level (%) 77–97 64–86 56–110
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3.4. Application Cases

Six reservoirs with relatively complete screening index data were selected for a com-
prehensive score assessment to validate the CCUS-EOR evaluation using the linear com-
bination of comprehensive scores [92–97]. The ranking of the reservoir comprehensive
scores is shown in Figure 4. It is found that the Y block in Dagang Oilfield has the highest
comprehensive score, with a score of 78.9, while the A block in northern Shaanxi has the
lowest comprehensive score, with a score of 45.3. Reservoirs feasible for miscible and
near-miscible flooding have relatively high comprehensive scores, while reservoirs that
require non-miscible flooding have relatively low comprehensive scores. For example,
the Y block in Dagang Oilfield has a current formation pressure of 37.92 MPa, MMP of
35.12 MPa, oil density of 0.77 g/cm3, viscosity of 2.27 mPa·s, C2–C15 molar content of
43.03%, porosity of 11.75%, and permeability of 17.42 mD, indicating a good CO2–crude
oil miscibility. In contrast, the H block in Jilin Oilfield has a current formation pressure
of 23 MPa and MMP of 23.2 MPa, making it suitable for near-miscible flooding; however,
it has a relatively high permeability variation coefficient (1.11), resulting in a relatively
low reservoir comprehensive score. The remaining reservoirs have current formation pres-
sures below MMP, making the CO2–crude oil miscibility impossible. Additionally, their
permeability is less than 5 mD, which affects the oil mobility, resulting in relatively low
comprehensive scores. Overall, only the A block in northern Shaanxi has a comprehensive
score below 50, while the other five blocks are suitable for CCUS-EOR. In conclusion, the
comprehensive scores of the reservoirs, calculated using the linear combination formula,
can accurately reflect the comprehensive potential of the reservoirs for CCUS-EOR, which
provide a basis for screening CCUS-EOR reservoirs.

Figure 4. Comprehensive score and ranking of predicted reservoirs.

4. Conclusions and Prospect

Reservoirs outside China are relatively superior in physical properties and mostly
contain light to medium oil; therefore, the applicable CCUS-EOR reservoir screening criteria
are mainly constructed depending on the characteristic parameters of CO2 miscible flooding
reservoirs. These criteria typically include reservoir depth, temperature, pressure, porosity,
permeability, net thickness, oil saturation, oil density, oil composition, and oil viscosity as
indices. Specifically, reservoir depth and temperature are mainly used to assist in exploring
the relationship between formation pressure and MMP, oil density and oil composition are
key factors affecting MMP, and oil saturation reflects the economic potential of reservoirs for
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CCUS-EOR. In China, the research and field applications of CCUS-EOR started relatively
late, and mainly copied foreign screening criteria initially. However, reservoirs in China
are primarily continental with strong heterogeneity, large depth, and high temperature,
and they are also diverse in types and characteristics; so, a set of uniform screening criteria
is infeasible for these reservoirs. In contrast, the CCUS-EOR reservoir screening criteria
in China should incorporate heterogeneity and formation dip angle as indices, since the
reservoirs are primarily suitable for CO2 non-miscible flooding.

Based on the results of CO2 flooding laboratory experiments and field applications
in oilfields in China, the screening indices and their ranges were optimized. Most reser-
voirs in China exhibit differences between the current formation pressure and the initial
formation pressure after years of exploitation. Therefore, when assessing the potential of
reservoirs for CCUS-EOR, it is important to consider the influence of pressure maintenance
level. Additionally, the oil saturation is replaced with residual oil saturation, and the
molar content of C2–C15 in crude oil is also considered. The results of PCA indicate that
China’s CCUS-EOR reservoir screening indices can be categorized into four groups by their
weights. The first category includes depth, temperature, initial formation pressure, current
formation pressure, residual oil saturation, molar content of C2–C15, and MMP as indices
of the CO2–crude oil miscibility, with a weight of 0.419. The second category integrates
porosity, permeability, density, and viscosity as indices of the oil mobility, with a weight
of 0.249. The third category involves average net thickness and permeability variation
coefficient as indices of reservoir tectonic characteristics, with a weight of 0.141. The fourth
category considers pressure maintenance level as an index of reservoir property changes,
with a weight of 0.131. By calculating the comprehensive scores of reservoirs based on
normalized variables and weights, it is possible to quantify the potential of miscibility crude
oil and CO2 and make a preliminary ranking and assessment on the potential of reservoir
for CCUS-EOR.

Compared to other countries and regions, oil reservoir characteristics in China are
more complex, with a wider range of crude oil physical properties. It is not sufficient to
simply categorize reservoirs into two types based on the miscibility capabilities between
CO2 and crude oil—those suitable for CO2 miscible flooding or CO2 immiscible flood-
ing. It is also necessary to consider a third category of reservoirs that fall between these
two types. Therefore, the ranges of screening indices are divided with respect to CO2
miscible flooding, immiscible flooding, and near-miscible flooding. In general, miscible
flooding has high requirements for depth, temperature, initial formation pressure, current
formation pressure, permeability variation coefficient, and pressure maintenance level.
A low MMP of the reservoir allows for miscible flooding. Immiscible flooding has low
requirements for depth, temperature, and pressure but requires high residual oil saturation,
molar content of C2–C15, and permeability. Near-miscible flooding requires parameters
between miscible flooding and immiscible flooding. Based on the screening criteria es-
tablished in this paper, a more efficient determination of the development approach for
reservoirs undergoing CCUS-EOR can be made. This provides a more effective technical
assessment for preliminarily determining the extraction potential of the reservoirs.

Indeed, when the parameters from CO2 flooding projects in China are used for sta-
tistical analyses and PCA, the completeness and representativeness of the data are crucial
to the results. For example, reservoir dip angle, a relatively important index, has to be
excluded from the analyses because it has been rarely reported in the literature. Moreover,
during analyses, the absence of certain reservoir parameters has led to deviations between
the results and actual conditions. For instance, the permeability variation coefficients for
some reservoirs are estimated based on qualitative descriptions of their heterogeneity.
This approach may result in the final range of permeability variation coefficients being
narrower than the actual range. Looking forward, it is necessary to complete and update
the parameters in China’s CCUS-EOR reservoir screening criteria by incorporating more
diverse and representative indices, making the criteria more suitable for China’s reservoir
characteristics. Additionally, the incorporation of parameters such as CO2 storage capacity,
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safety risks, and economic metrics could be instrumental in further evaluating the compre-
hensive potential of reservoirs for CCUS-EOR. This expansion would significantly enhance
the integrity of China’s CCUS-EOR screening criteria.
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Abstract: Wettability, as a vital tool for analyzing and describing oil flow, plays a significant role in
determining oil/water relative permeability, residual oil distribution, and on–site recovery efficiency.
Although the contact angle method is widely used for measuring wetting behavior, it is susceptible
to the effects of surface roughness, oil–water saturation, and the distribution of mixed wetting within
the range of droplet sizes. Additionally, millimeter–scale droplets fail to accurately represent the
wetting distribution and the influencing factors at the micro/nano–scale. Therefore, this study
presents a comprehensive investigation of the microstructure and wettability of shale samples. The
characterization of the samples was performed using scanning electron microscopy (SEM) and atomic
force microscopy (AFM) techniques to gain insights into their microscopic features, surface properties,
and wettability. Results demonstrate the following: (1) Quartz and clay minerals tended to exhibit
rough surface topography, appearing as darker areas (DA) under scanning electron microscopy
(SEM). It is worth noting that plagioclase minerals exhibited brighter areas (BA) under SEM. (2) An
increase in the content of minerals such as quartz and clay minerals was observed to decrease the
surface oil wetting behavior. In contrast, plagioclase feldspar exhibited an opposite trend. (3) Based
on the adhesive forces of the samples towards oil or water, a wetting index, I, was established to
evaluate the wettability of shale at a microscale. The dimensionless contact angle W, obtained by
normalizing the contact angle measurement, also consistently indicated oil wetting behavior. (4) By
comparing the differences between I and W, it was observed that surface roughness significantly
affected the behavior of water droplets. The presence of roughness impeded the contact between
the solid and liquid phases, thus influencing the accuracy of the wetting results. Organic matter also
plays a significant role in influencing surface wettability, and its distribution within the shale samples
can lead to localized variations in wettability.

Keywords: wettability; shale reservoir; surface roughness; mineral composition; AFM; contact angle

1. Introduction

Unconventional oil and gas reservoirs have gained significant global attention as
conventional reserves have become depleted and the demand for petroleum resources
continues to rise. Among these reservoirs, shale oil has emerged as a crucial contributor
to maintaining the energy balance [1–3]. However, the exploitation of shale oil resources
presents substantial challenges [4,5]. Shale oil production currently faces challenges such
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as low yields and rapid decline in well productivity. The intricate micro/nano–scale
pore–throat network units and the adsorption behavior of organic matter between mineral
grains are critical factors influencing the flow of crude oil. The flowability of crude oil is
significantly influenced by the complex physicochemical properties derived from the shale
surface [6,7]. These properties are directly related to wettability, which characterizes and
describes the interactions between the solid and liquid phases [8]. Wettability serves as
a direct indicator of the extent and capability of these factors to affect the flow behavior
of oil. Indeed, a detailed understanding of wettability is crucial for enhancing shale oil
recovery. CO2 sequestration techniques commonly used in tight shale are influenced by
various factors, such as fluid properties and surface characteristics. The key lies in under-
standing the micro– and nanoscale solid–liquid interactions, which include phenomena
like changes in pH and the acidification of rocks when CO2 dissolves in reservoir water, al-
tering wettability within the reservoir. Therefore, gaining further insights into solid–liquid
interactions is fundamental to enhancing CO2–enhanced oil recovery efficiency, and it can
also provide valuable guidance for the storage and utilization of carbon dioxide. Neverthe-
less, conventional macroscopic evaluation techniques struggle to accurately characterize
these intricate patterns. Therefore, it is crucial to develop accurate and comprehensive
assessment methods to understand solid–liquid interactions at micro– and nanoscales in
shale formations.

Wettability, which describes the interfacial tension relationships between solid, liq-
uid, and gas phases, is influenced by several factors [9–11]. These factors include surface
roughness, temperature, pressure, mineral compositions, and organic matter [12]. Among
these factors, surface roughness plays a crucial role in determining interfacial tension and,
subsequently, wettability. The roughness of the solid surface affects the contact area and
the degree of wetting by different phases [13]. Temperature and pressure variations can
also alter the interfacial tension, thereby impacting wettability behavior. Furthermore, the
mineral composition and organic matter within reservoir formations are recognized as
primary factors governing shale wettability [6,7,14–16]. The distribution of minerals within
the formation also plays a vital role in determining the overall wettability characteristics of a
sample. Reservoirs rich in quartz, feldspar, and clay minerals tend to exhibit hydrophilic be-
havior, as quartz surfaces possess strong water–attracting capabilities [17,18]. Additionally,
expandable clay minerals exhibit significant water absorption and swelling behavior [19],
which can modify the roughness and surface forces at the solid–liquid interface. This, in
turn, has a profound impact on the overall wettability state of the reservoir. Additionally,
organic matter plays a crucial role in modifying the interfacial forces between solids and
liquids [20]. One example is asphaltene, which possesses hydrophobic aromatic cores and
hydrophilic polar groups. Asphaltene has the ability to spontaneously adsorb onto solid
surfaces, thereby influencing the distribution of charged particles and interfacial tension at
the solid–liquid interface [21]. This adsorption of asphaltene onto solids has been observed
to alter surface wettability. Moreover, when asphaltene is adsorbed at the oil–water inter-
face, it can affect surface potential, interfacial tension, and other related properties [22–24].
Moreover, the non–uniform and stochastic distribution of minerals and organic matter
within shale formations leads to a heterogeneous distribution of mixed wettability, with
the presence of oil–wet zones being particularly significant. These oil–wet zones have a
detrimental effect on the efficiency of oil recovery. It has been observed that even after water
flooding, substantial amounts of trapped oil remain on rock surfaces, indicating the limited
micro–scale mobility of shale oil [25]. Based on this observation, Xi et al. [5] conducted a
study to explore the relationship between mineral types, trapped oil, and pore structure
in mixed–wettability shale reservoirs. The results revealed that macroscopic wettability
outcomes were directly influenced by different laminae, mineral types, and the distribution
of organic matter within the reservoir. Many researchers have extensively studied the
interrelationships among the factors influencing wettability [9,10]. Their findings have
further demonstrated and elucidated the complexity of shale wettability, which pose higher
demands on the accuracy and applicability of wettability characterization methods [26].
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In order to clarify and evaluate the wettability of samples, many testing methods have
been proposed by predecessors. The measurement of contact angles between the wall
surface and liquid droplets has been the most widely used method to quantify surface
wettability [27–29]. Contact angle measurement is a valuable and robust theoretical model;
however, its initial application was focused on macroscopic wettability and is subject
to limitations imposed by various external factors. Challenges arise when the droplets
being tested exhibit rolling behavior or when the sample surface is rough, making accu-
rate contact angle determination difficult [30]. Furthermore, these measurements fail to
capture the local wettability variations resulting from chemical heterogeneity or mineral
distribution. Notably, several researchers [25,26,31] have observed different contact angles
within adjacent areas, indicating the presence of trapped oil even within contact angles
associated with water–wet conditions. This underscores the direct influence of microscale
wettability distribution on contact angle measurements and the limited representativeness
of this method. Nevertheless, other methods, such as the Amott wettability index, USBM
method, and spontaneous imbibition, face challenges in accurately characterizing neutral
wettability, being influenced by pore–throat structures, surface roughness, and the fact that
they are complex and time–consuming [20,26,32–36]. Nevertheless, nuclear magnetic reso-
nance only allows for the analysis of wettability variations between pore–throat channels of
different diameters [20,36–38]. To gain a more comprehensive understanding of the specific
microscopic influences on wettability, it is crucial to integrate these approaches with other
techniques. In recent years, molecular dynamic simulations have become increasingly
popular [39,40], enabling a detailed exploration of molecular interactions and movements
at the microscale. However, these simulations do not provide a quantitative assessment
of wettability for different samples. Therefore, there is a pressing need to develop new
wettability evaluation methods that offer enhanced accuracy and applicability, particularly
in assessing microscale rough surfaces.

AFM serves as a robust tool in the realm of scientific exploration. By leveraging the
mechanical interactions generated when a flexible cantilever probe comes into contact with
a solid surface, coupled with the knowledge of the cantilever’s elasticity, AFM enables
the measurement of both surface topography and adhesion forces [41,42]. This technique
has found extensive utility across various domains, including medicine, biology, and min-
eralogy, exemplifying its versatility and significance [43]. In recent years, atomic force
microscopy (AFM) has gained popularity for conducting nanoscale investigations. Initially
utilized for the surface scanning of rocks to generate 2D and 3D topographic maps [44],
AFM has evolved to provide mechanical information by the development of droplet probes,
which has enabled the measurement of nanoscale mechanical of interaction between oil
droplets and solid surfaces. Shi et al. [21] conducted a study focusing on the surface
forces of model oil droplets, including toluene and heptol, and their interactions with shale
samples after oil washing. The findings revealed that the hydrophobic interactions on
the surface of hydrophobic mica can overcome the steric hindrance caused by asphaltene
interfacial adsorption, resulting in strong adhesion and attachment of the oil droplets. Later
on, researchers explored surface modifications of gold–coated AFM probes using differ-
ent chemical reagents to investigate specific interaction mechanisms between functional
groups and solids, offering insights into dominant mechanical actions at the experimental
level [45–47]. For instance, employing probe–based techniques to delineate adhesion curves
between crude oil and calcite/dolomite has facilitated the understanding of the interactions
between carbonate reservoir surfaces and crude oil [48]. Notably, AFM allows for the
evaluation of mechanical properties between solids and liquids at the nanoscale, utilizing
probes with radii ranging from 20 to 40 nm [49–51]. This range encompasses the majority of
the smallest mineral sizes. The use of atomic force microscope probes can reduce the errors
caused by surface roughness in measurements and enable a more precise and qualitative
assessment of rocks using various types of probes. However, it is important to note that,
to date, the numerical values of adhesion forces measured by AFM have not been directly
linked to rock wettability. Instead, AFM has been utilized as a complementary tool in
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wettability research. Further investigations are required to integrate AFM measurements
with other methods to comprehensively assess the microscopic wettability differences in
shale reservoirs.

In this study, a combination of electron microscopy and surface morphology mea-
surements was employed to identify distinct feature areas in the samples. Based on this
foundation, an analysis was conducted to examine the correlation between mineral content,
surface roughness, and wettability. To assess the adhesion forces between the sample
surface and specific oil components, modified gold–sulfur bond probes were utilized
to simulate the contact process between oil and rock. Additionally, hydrophilicity mea-
surements of the sample surface were conducted using hydroxyl–functionalized AFM
probes. The molecular interactions between the chemical probes and the sample surface
provided insights into the variations in adhesion forces at the interface of the sample and
water/oil droplets, directly associated with wettability. By coupling the shale surface
force–distance curves obtained using two different probes, a dimensionless wettability
index was established to evaluate wettability characteristics at microscale point locations.
This research using the application of AFM in exploring wettability demonstrated its fea-
sibility and addressed the challenges associated with microscale wetting measurements,
laying a solid foundation for further investigations to enhance studies aimed at improving
oil displacement efficiency.

2. Materials and Methods

2.1. Materials
Shale Samples

The shale samples used in this study were sourced from two distinct blocks, namely
well JA (JA) and well JB (JB), within the Lucaogou Formation in Xinjiang, China. These
samples predominantly consisted of quartz, feldspar, clay minerals (primarily kaolinite,
illite, and chlorite), and a minor quantity of carbonate minerals. The mineralogical compo-
sition, as depicted in Table 1, represents a significant portion of mixed shale reservoirs and
serves as an exemplary model system for terrestrial shale reservoirs.

Table 1. Inorganic and organic components of the Lucaogou Formation of JA and JB.

Sample
Quartz

(%)

Potassium
Feldspar

(%)

Plagioclase
Feldspar

(%)

Total Clay
Content

(%)

Calcite
(%)

Dolomite
(%)

TOC (%)

JA–2 26.8 22.2 21.8 14.7 5.9 8.6 3.87
JA–3 32.8 9.2 27.7 14.8 4.3 11.2 3.64
JA–4 34.8 6.7 24.1 21.7 0.5 12.2 5.29
JA–6 47.3 13.6 20.5 3.5 � 15.1 5.18
JA–9 / / / / / / 4.86
JB–1 16.1 30.2 23.525 11.025 / / 3.06
JB–3 16.4 6.6 37.4 5.1 0.7 4.5 3.48
JB–4 19.9 7.2 51.8 3.4 0.5 17.6 2.71
JB–8 19.3 7.5 33 3.7 / 35.6 2.91

These samples were derived from the retrieved 25 mm core samples. Subsequently,
a 10 mm drill bit was used to extract material from the center of the samples, and in
conjunction with mechanical cutting, they were processed into 2 mm–thick circular thin
sections for AFM studies. During this process, the samples were not subjected to oil
washing treatment to maintain them in a state as close as possible to their original condition
in the geological formation, facilitating the measurement of solid–liquid adhesion forces.

2.2. Preparation of Sample Flat Surfaces

The sample surfaces were meticulously prepared using a combination of a Leica me-
chanical polishing machine and a state–of–the–art triple–beam argon ion milling machine.
Firstly, the samples were sliced precisely into 2 mm thick sections to ensure uniformity.
Subsequently, a meticulous polishing process was carried out, employing a series of sand-
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papers with varying surface roughness, namely 9 μm, 2 μm, and 0.5 μm. This step was
crucial in eliminating any residual scratches caused by coarser sandpapers, thereby refining
the surface quality of the samples. To further enhance the surface smoothness and eliminate
any remaining imperfections, the polished samples underwent a meticulous ion milling
process. Utilizing an argon ion beam, the samples were subjected to alternating polishing
cycles, with voltages set at 5 kV and 2 kV, respectively. A working current of 2.0 mA was
employed, and each polishing cycle had a duration of 20 min. This meticulous ion milling
process ensured the attainment of an optimal surface condition for subsequent analysis.
The surface characteristics of the polished samples were thoroughly examined using atomic
force microscopy (AFM) in contact mode. Two–dimensional and three–dimensional mor-
phology analyses were performed to capture the intricate details of the sample surfaces.
Additionally, the average roughness parameter was determined to quantitatively assess the
surface texture. This comprehensive characterization using AFM allowed for a precise eval-
uation of the sample surface topography, enabling a deeper understanding of its physical
properties and features.

2.3. Contact Angle Measurements

In this study, the wettability of three adjacent points on the surface of each shale
sample was investigated using the sessile drop method. The sessile drop method is the
most widely used technique for measuring contact angles; in this method, a pipette was
manually used to drop distilled water onto the marked position (corresponding to the
range of surface roughness measurements mentioned later in the text), and the contact
moment between the solid–liquid interface and the liquid–gas interface was captured
using a high–speed camera. Thus, the surface tension relationships among the solid–gas,
gas–liquid, and solid–liquid interfaces were characterized, as shown in Figure 1. The coupling
relationship based on the Young’s equation can be expressed as follows [10,12,21–23,52]:

cosθ =
γSg − γSL

γgL
(1)

In the equation, γSg, γSL, γgL represent the surface tensions of the solid–gas, solid–
liquid, and liquid–gas phases, respectively.

Figure 1. The relationship between contact angle and interfacial tension: (A) contact angle on a
smooth surface, (B) Wenzel contact angle on a rough surface, and (C) Cassie contact angle on a
rough surface.

2.4. AFM Measurements

Notably, AFM operates in three primary modes: contact, non–contact, and tapping
mode, each offering unique capabilities [44]. In our study, we employed the PeakForce
mode, which offers distinct advantages by directly probing the vertical mechanical behavior
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of shale surfaces. The schematic diagram of the principle is shown in Figure 2. This choice
allowed us to delve deeper into the intricacies of surface topography and ascertain the
magnitude of adhesion forces. AFM measurements were performed on each polished
sample using a tapping mode with a probe attached to the cantilever of the AFM instrument
(Bruker, Billerica, MA, USA, model Multimode8). The cantilever probe had an elastic
constant (k) of 0.350 N/m, a resonance frequency (f0) of 65 kHz, and a tip radius of
30 nm. All measurements were carried out in ambient air at room temperature (296.15 K)
and atmospheric pressure (1 atm). A typical scan rate of 1 Hz was employed during
the recording process, utilizing a scan head with a maximum range of 100 μm × 100 μm.
The setpoint height was set to 200 nm, and the surface topography information was
acquired using the PeakForce Quantitative Nanomechanical (QNM) mode. The scanning
area for the experiment was set at 20 μm × 20 μm. Following the characterization of
surface topography, chemically modified hydrophobic/hydrophilic probes were employed
to perform surface mechanical measurements in force–indentation mode, enabling the
determination of adhesion forces’ magnitude.

 

Figure 2. Schematic diagram of the atomic force microscope.

2.4.1. AFM Probes

The analysis of adhesion forces and surface morphology imaging of the sliced shale
samples was conducted using gold–coated cantilevers obtained from Bruker (USA) with
a nominal spring constant of 0.350 N/m. These probes were subjected to surface mod-
ifications with different chemical moieties prior to usage, enabling the measurement of
mechanical interactions at the sample–water interface. Silicon nitride probes were divided
into two categories, representing crude oil components and aqueous solutions, respectively.
(1) For the hydrophobic modification, the surface was treated with dodecanethiol. The
gold–thiol bonds formed between the thiol groups and the gold–coated probes resulted in
the self–assembly of a monolayer attached to the AFM tip. (2) To achieve hydrophilicity
and represent water–solid interface interactions, the AFM probe surface was modified with
hydroxyl groups. Before each experiment, the probes were thoroughly rinsed with ethanol
to remove any physically adsorbed substances, followed by drying with nitrogen gas to
prevent any potential impact on the experimental data due to adsorbed substances.

2.4.2. AFM Surface Roughness Measurement

Roughness plays a crucial role in describing the surface morphology state. To further
quantify the variations in surface morphology and understand the changes in wetting
behavior under different roughness conditions, several parameters were extracted from
the AFM images. Among them, Ra represents the average roughness, which is calcu-
lated as the arithmetic mean of the absolute height deviations, and Rq represents the
root mean square roughness, which is calculated as the root mean square of the height
deviations [44,49,53–55]. When analyzing the roughness of the samples, it is essential to
consider a few representative parameters. In this study, we selected Ra as a measure of the
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average roughness and Rq as an indicator of the root mean square roughness. Ra provides
valuable insights into the average roughness of the sample surface and is determined using
the following Formula (2) [44]:

Ra =
1

Nx Ny
∑Nx

i=1 ∑Ny
j=1|z(i, j)− zmean| (2)

The root mean square roughness (Rq), which characterizes the degree of surface
roughness variation, is calculated using the following Formula (3):

Rq =

√
1

Nx Ny
∑Nx

i=1 ∑Ny
j=1(z(i, j)− zmean)2 (3)

where:
zmean =

1
Nx Ny

∑Nx
i=1 ∑Ny

j=1 zij (4)

Nx and Ny represent the number of points along the x–axis and y–axis.

2.4.3. AFM Adhesion Measurement

To further elucidate the oil–wet/water–wet characteristics of shale samples, we em-
ployed functionalized probes to investigate the intermolecular forces at the probe–rock
interface. The measured forces, representing either repulsion or attraction, were analyzed
as positive or negative values, respectively. All force–distance curves contributing to the
adhesive force map underwent a standardized data processing procedure. Initially, a
baseline correction was applied to eliminate any unrelated vertical displacement between
the probe tip and the surface, thereby isolating the relevant interaction. The contact point
was then identified and set as the reference position. Subsequently, the height signal corre-
sponding to the cantilever deflection was meticulously calibrated to accurately determine
the vertical position of the tip. These meticulous steps ensured precise quantification of
the adhesive forces. Under distilled water conditions, the adhesive interactions between
the modified probes and the shale surface were captured through force–distance curves
during the retraction process. To capture the heterogeneity of the shale sample observed
under an optical microscope, five representative points were selected from each of the two
distinct areas. These selected areas fell within the range of contact angle droplets and were
subjected to water/oil adhesion force measurements.

2.5. Other Tests

We conducted a series of conventional tests to characterize the physical properties of
the shale surface, including scanning electron microscopy (SEM). By performing secondary
electron scans using SEM, we obtained images that revealed the rock features on the sample
surface. These SEM images served as a supplementary tool for analyzing surface roughness
and adhesion characteristics. Within the designated areas of the marked regions, the sample
characteristics were precisely scanned under the fields of view of 10 μm and 5 μm. This
detailed scanning enabled the subsequent classification and analysis of the sample features,
including the identification of organic matter deposition areas and the understanding of
the influence of mineral types on surface roughness.

3. Results

3.1. Contact Angle Measurements on Shale Sample Surfaces

The samples selected for contact angle measurements demonstrated a hydrophobic
nature. In the case of JA, the contact angles ranged from 117.1◦ to 133◦, with an average of
124.5◦ (Table 2). For JB, the contact angles ranged from 112.3◦ to 131.1◦, with an average
of 121.5◦. These results indicate that JB well exhibited relatively weaker hydrophobicity
compared to JA. It is worth noting that the contact angle measurements revealed variations
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in wettability among different points on the same sample. Previous studies have indicated
that the contact angle is influenced by the distribution of mixed wetting within the contact
area [6,7,56]. This phenomenon leads to local variations in wetting behavior and challenges
the accuracy of wettability descriptions. The macroscopic assessment of wetting properties
may overlook the presence of numerous oil droplets adhering to the surface. Therefore,
a comprehensive understanding of the wettability characteristics requires a combined
analysis of both macroscopic and microscopic aspects, taking into account the intricate
wetting distribution at different length scales.

Table 2. The results of contact angle measurements.

Sample Site 1 Site 2 Site 3 Average

JA–2 117.1 121.6 125.3 121.3
JA–3 129.3 124.1 133 128.8
JA–4 123.4 121.3 128.2 124.3
JA–6 121.7 124 122.9 122.9
JA–9 117.6 131.7 126.3 125.2
JB–1 128.6 129.9 131.1 129.7
JB–3 124.1 116.3 119.2 119.9
JB–4 112.3 121.3 113.2 115.6
JB–8 125 116.1 120.5 121.5

3.2. Shale Sample Roughness

The surface morphology of the samples was characterized using AFM, and the 2D
and 3D surface profiles of the shale are illustrated in Figure 3. In the 2D profile, the color
depth serves to represent variations in height. Relevant characteristics can also be observed
in the 3D topography image. The roughness data, obtained from the deflection of the
probe, are summarized in Table 3. For the JA sample, the Ra values ranged from 396 nm to
692 nm, with an average of 535.6 nm. Regarding the JB sample, the Ra values ranged from
45.8 nm to 436 nm, with an average of 207.1 nm. These findings indicate that the JA surface
exhibited a rougher texture compared to JB. In terms of Rq values, the JA sample showed
a range from 477 nm to 698 nm, with an average of 617.2 nm. On the other hand, the Rq
values for JB ranged from 80.7 nm to 539 nm, with an average of 272.8 nm. These results
suggest that the surface roughness of the JA sample demonstrated greater variability in
comparison to JB. It is noteworthy that the Rq values surpassed the Ra values, indicating
that Rq is more sensitive to height variations, which aligns with previous research [57].

Table 3. The surface roughness of the sample.

Smaple Ra (nm) Rq (nm)

JA–2 396 477
JA–3 692 605
JA–4 529 647
JA–6 518 659
JA–9 543 698
JB–1 436 539
JB–3 114 170
JB–4 45.8 80.7
JB–8 123 195

It should be noted that there was a significant variation in the average roughness
and root–mean–square roughness among the four JB samples, despite using the same rock
polishing method (the results are shown in Table 3). This discrepancy can be attributed
to the impact of micro–scale pore and crack distributions on the AFM probe tip, which
had a radius of approximately 20 nm. The selected areas of the samples in this study
primarily exhibited roughness influenced by pores with radii ranging from 10 to 1000 nm.
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In Figure 3A, the DA corresponds to smaller height values, indicating the presence of
well–developed micro–pores. The utilization of a smaller radius probe enables a more
detailed characterization of the influence of heterogeneity on roughness.

Figure 3. (A) Two–dimensional surface morphology image and (B) 3D surface morphology im-
age of sample JA–3; (C) 2D surface morphology image and (D) 3D surface morphology image of
sample JB–1.

Furthermore, the variations in sample roughness can be attributed to the influence of
organic and inorganic content. The experimental samples underwent additional analysis
using scanning electron microscopy (SEM), as depicted in Figure 4. Taking sample JA–2 as
an example, it was clearly observed that the interior of the dark area (DA) exhibited a more
intricate and uneven roughness profile. These areas posed significant obstacles during the
scanning process, resulting in higher overall roughness measurements. Notably, the DA
emerged as the primary factor contributing to the increased roughness. Moreover, when
examining the images at a smaller scale, it was evident that organic matter predominantly
occupied the DA, with minimal presence in the bright area (BA). This phenomenon can be
attributed to the deposition process of reservoir formation, where organic matter becomes
bonded with fine minerals like clay and quartz, effectively filling the intergranular pores
between larger mineral particles, such as plagioclase. This process establishes a favorable
foundation for shale reservoir formation, contributing to pore development and storage
capacity. Additionally, it facilitates the preservation and accumulation of organic matter.
Consequently, under the combined influence of these factors, organic matter tends to be
concentrated within the interior of the DA. The negative correlation observed between
plagioclase feldspar (predominantly found in BA) and total organic carbon (TOC) can be
attributed to the effective reduction of organic matter growth space by the development of
plagioclase feldspar.

A detailed analysis was conducted to examine the relationships between inorganic
and organic content and roughness. The results revealed a positive correlation between
the content of minerals such as quartz, clay, and organic matter and surface roughness
(from Figure 5A–C). On the other hand, a negative correlation was observed between the
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presence of plagioclase feldspar and roughness (Figure 5D). By combining the findings
from scanning electron microscopy (SEM) studies, the relationship between the mineral
composition of the Lucaogou Formation and different characteristic regions was elucidated.
The BA in the SEM images correspond to plagioclase feldspar grains that are relatively
larger and possess a smoother surface. While quartz grains may also exhibit larger grain
sizes, the presence of numerous small surface pores can result in variations in surface
roughness. Additionally, the inclusion of clay minerals and the occurrence of authigenic
quartz with smaller grain sizes contribute to the formation of DA in association with clay
minerals and organic matter (Figure 6).

Figure 4. The sample surface morphology is illustrated by (A,B), the distribution of dark and bright
areas as shown in (C), while (D) highlights the occurrence of organic matter.

We employed comprehensive methods, including low–temperature nitrogen adsorp-
tion and high–pressure mercury intrusion, to assess the size and distribution of pores
and throats within the shale samples. The findings revealed that potassium feldspar
and calcite are associated with larger pore throats, while dolomite and plagioclase ex-
hibit medium–sized pore throats. Additionally, clay minerals and quartz, which contain
micro– and nanopores, demonstrate a positive correlation with surface roughness. It is
worth noting that, despite the development of larger–sized pore throats in plagioclase
feldspar, the overall volume of these pore throats is considerably smaller compared to the
volume of the mineral itself. As a result, plagioclase feldspar tends to possess a relatively
smoother surface. Moreover, the presence of plagioclase feldspar in BA effectively inhibits
the formation of DA, as shown in Figure 7. Furthermore, under the scanning electron
microscope, it is evident that clay minerals with smaller particle sizes and quartz with
higher roughness exhibit more irregular surface features during the agglomeration process
(Figure 4C). The presence of associated organic matter, with its plasticity properties, can
exacerbate this effect (Figure 4D). These conditions provide the prerequisites for the for-
mation of higher surface roughness. (The correlation between roughness and the content
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of potassium feldspar, calcite, and dolomite was not evident due to the limited number of
samples. Further research is conducted in the next phase to investigate this relationship in
more detail.)

Figure 5. Correlation of Ra with (A) total clay content, (B) quartz, (C) TOC, and (D) plagioclase. The
arrows indicate trends.

Figure 6. Correlation of TOC with (A) total clay content, (B) quartz, and (C) plagioclase. The arrows
indicate trends.

Figure 7. Influence of the development of bright areas on roughness.
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3.3. Adhesion Force of Shale Surface

Figure 8 presents the mechanical variations in the probe–sample system within different
characteristic areas. Figure 8A illustrates the interaction between the hydroxyl–functionalized
probe and the surface in a distilled water environment. The retraction process occurred at
around 2.0 nN, and as the cantilever further deformed, the interaction transitioned gradu-
ally from repulsion to attraction. The lowest point of the Y axis is the maximum adhesion.
Comparing it with Figure 4D, it is evident that hydrophobic interactions dominated at the
same position, as observed in Figure 8C,D. In a horizontal comparison, for probes with the
same properties, the DA consistently exhibited stronger oil–wet or water–wet interactions,
as deduced from the comparison between Figures 8A and 8D.

Figure 8. (A) Adhesion force due to the hydrophilic interaction at point 2 in the BA of sample JA–
2. (B) Adhesion force due to the hydrophobic interaction at point 2 in the BA of sample JA–2.
(C) Adhesion force due to the hydrophilic interaction at point 1 in the DA of sample JA–2.
(D) Adhesion force due to the hydrophobic interaction at point 1 in the DA of sample JA–2.

In order to further elucidate the adhesion characteristics of other locations within
JA–2, an analysis was conducted on the adhesion forces, as presented in Table 4. The
water adhesion forces of the five distinct positions predominantly originated from the BA,
ranging from 0.25 to 0.31 nN, with an average of 0.3 nN. Conversely, the DA exhibited
water adhesion forces ranging from 0.11 to 0.16 nN, with an average of 0.12 nN. Notably, a
pronounced disparity was observed, indicating that the water adhesion forces in the DA
were notably higher than those in the BA. Moreover, employing functionalized probes
enabled the characterization of the force–distance curves of the oil–adhesive probes within
the BA and DA, at the same selected points. The results mirrored the trend observed for
hydrophilic probes, with the oil adhesion forces being comparatively lower in the BA when
contrasted with the DA.

It is worth noting that scanning electron microscopy (SEM) imaging revealed a higher
accumulation of organic matter within the rough areas. The presence of organic matter
in these DA indicates a greater degree of modification. By comparing the differences
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in the magnitudes of two distinct forces at various locations, it can be inferred that the
areas enriched with organic matter exhibited a higher hydrophobic effect compared to hy-
drophilicity. Consequently, the existence of this DA contributed significantly to the overall
hydrophobic characteristics of the sample, thereby enhancing its oil–wetting properties.

Table 4. Hydrophobic/hydrophilic adhesion force magnitudes at different positions of sample JA–2.

Site Site 1 Site 2 Site 3 Site 4 Site 5 Site 6 Site 7 Site 8 Site 9 Site 10

Hydrophilic adhesion force 0.11 0.11 0.16 0.12 0.12 0.25 0.37 0.28 0.31 0.29
Hydrophobic adhesion force 0.58 0.58 0.7 0.71 0.49 1.14 1.13 1 1.21 0.96

The same phenomenon was observed in other samples (with a measurement process
similar to that of sample JA–2), as shown in Table 5 (all data in the table are average values).

Table 5. The difference in adhesion force between oil and water.

Sample

Water
Adhesion

Force in the BA
(nN)

Water
Adhesion

Force in the
DA (nN)

Oil Adhesion
Force in the BA

(nN)

Oil Adhesion
Force in the

DA (nN)

The Difference
in Adhesion

Force between
Oil and Water in

the BA (nN)

The Difference
in Adhesion

Force between
Oil and Water in

the DA (nN)

JA–2 0.2 0.3 0.87 1.8 0.67 1.5
JA–3 0.29 0.58 0.52 1.8 0.23 1.22
JA–4 0.49 1.2 1.25 4.75 0.76 3.55
JA–6 0.53 1.31 1.71 4.88 1.18 3.57
JA–9 0.25 0.53 0.49 1.42 0.24 0.89
JB–1 0.27 0.52 0.57 1.55 0.3 1.03
JB–3 0.21 0.52 0.48 1.1 0.27 0.58
JB–4 0.2 0.53 0.5 1.1 0.3 0.57
JB–8 0.2 0.42 0.58 2.49 0.38 2.07

4. Discussion

4.1. The Influence of Surface Roughness on Contact Angle

In this study, we conducted a comprehensive analysis of the relationship between
contact angle and average roughness based on the data presented in Tables 2 and 3. The
results are graphically depicted in Figure 9, providing valuable insights into the observed
trends. Our analysis revealed a clear and consistent linear increase in the contact angle as the
average roughness of the samples increased. The correlation coefficients (R2) obtained were
0.93 and 0.97 for the two experiments, indicating a strong positive relationship between
these two variables. This observation suggests that surface roughness plays a crucial role in
determining the contact angle. Observed phenomenon can be attributed to the differences
in the effective contact area caused by surface roughness. As the roughness of the surface
increased, it created variations in the actual contact area between the sample and the liquid
phase. Consequently, this disparity in contact area influenced the wetting behavior of
the liquid on the surface, resulting in larger contact angles. Moreover, the presence of
surface irregularities induced by increased roughness led to a higher proportion of the
surface being occupied by air, which further reduced the wetting ability of the liquid and
contributed to the observed increase in contact angle.

Young’s equation has been widely used to evaluate wetting behavior and describes
the wetting properties of materials based on interfacial tension. However, its applicability
is limited to ideal flat surfaces that are uniform and smooth (as illustrated in Figure 1).
Recognizing the influence of surface roughness, Wenzel introduced the concept of relative
roughness to modify Young’s equation, aiming to represent the wetting behavior of natural
samples [57,58]. In the Wenzel model, the liquid droplet fully penetrates and fills the
surface asperities and pores. However, the Wenzel model is suitable for contact angles less

91



Energies 2023, 16, 7527

than 90◦ and does not adequately describe the behavior of “liquids standing on the surface
of a sample”. Therefore, it is necessary to use the Cassie model to discuss and analyze
issues with contact angles greater than 90◦ [59]. In the Cassie model, the hydrophobic
surface causes the liquid to be repelled, resulting in air being trapped between the liquid
and solid interface. This phenomenon obstructs the contact between the liquid and the
surface being measured, leading to measurement errors. The Cassie model can be described
by the following equation:

cosθ∗ = f1cosθ1 + f2cosθ1 (5)

Figure 9. Relationship between the roughness of (A) JA, (B) JB, and the contact angle.

In the equation, θ∗ represents the apparent contact angle of the composite surface;
f1, f2 represent the area ratios occupied by the gas and liquid phases on the solid surface
(where f1 + f2 = 1); θ1, θ1 represent the intrinsic contact angles at the solid–liquid and
gas–liquid interfaces, respectively.

It is important to note that both the Wenzel and Cassie models have their respective
limitations and assumptions. The Wenzel model assumes complete wetting and uniform
surface roughness, while the Cassie model assumes air trapping and non–wetting behavior.
Real–world surfaces often exhibit complex characteristics, including a combination of
roughness, heterogeneity, and surface chemistry, which may require more sophisticated
models or experimental approaches to accurately describe their wetting behavior.

Based on previous research, it has been established that increased surface roughness on
hydrophobic surfaces exacerbates their hydrophobicity. This finding is consistent with the
experimental results of our study, where the contact angles of samples from two different
shale areas showed a positive correlation with roughness. When comparing JB with JA, the
latter exhibited much higher roughness with its uneven surface, providing more favorable
conditions for gas entrapment and fewer sites available for water molecules to reside. This
further hinders the contact between the liquid and solid surface, enhancing the hydrophobic
behavior. As a result, an increase in observed contact angles with increasing roughness can
be expected.

4.2. The Effect of Mineral Content and Organic Matter on Contact Angle

By comparing the average contact angles, it was observed that JA exhibited stronger oil–
wetting behavior compared to JB. To infer the mineralogical control on wetting properties,
an assessment of the surface mineralogy of the studied samples was conducted. In our
analysis of typical minerals found in the Xinjiang region, we found that the content of
quartz and clay minerals exhibited a positive correlation with oil–wettability, while the
presence of plagioclase feldspar exhibited an inverse relationship (Figure 10). Indeed, this
observation aligns with the discussion in Section 3.2 regarding the relationship between
different minerals and surface roughness. The observed trend can be attributed to changes
in surface roughness, thus confirming the influence of surface roughness on contact angle.
The rougher surface texture of minerals like quartz and clay minerals effectively hinders the
contact between water droplets and the rock surface. This results in the hydrophobic parts
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of the surface being unable to make complete contact with the water droplets, enhancing
the expression of hydrophobicity and promoting a higher contact angle. On the other hand,
plagioclase feldspar, as a representative mineral with a smoother surface, does not impede
the instant contact between the liquid and solid phases.

Figure 10. Relationship between contact angle and (A) quartz, (B) total clay content, and (C) plagio-
clase feldspar. The arrows indicate trends.

Based on the above research, we also observed that the wettability of the samples is
influenced by the degree of mineral modification by the crude oil. Although, previous
researchers [20] classified clay minerals in the Lucaogou Formation samples as hydrophilic
minerals. However, it is important not to overlook the interrelationship between clay
minerals and organic matter, as they are commonly co–developed within shale forma-
tions (as shown in Figure 6A). These two components can have a significant influence on
each other.

The wetting behavior of clay is predominantly controlled by residual organic matter,
and the process of mineral modification by organic matter on shale wetting cannot be
completely ruled out. Otherwise, this may lead to a biased representation of water wetting
behavior in areas with relatively low organic matter content. Organic matter is considered
to be the primary contributor to oil–wetting behavior, as highlighted by Passey et al. [52].
They proposed that organic matter adsorbed on hydrophilic rocks can cause a transition
from hydrophilic to oil–wet surfaces, ultimately exhibiting oil–wet characteristics in the
rock’s pore structure. Therefore, the presence of organic matter adds complexity to the
wetting behavior of shale, as the wetting properties of organic–rich shale are influenced by
both mineral composition and organic matter. Su et al. [28] found that shale rocks exhibiting
mixed wetting behavior have a higher total organic carbon (TOC) content compared to
water–wet rocks. This is attributed to the wetting behavior on the oil–wet rock surface
primarily being influenced by the characteristics of organic matter. Consistent with the TOC
results in this study (as shown in Table 1), the oil–wetting behavior is found to be enhanced
with increasing TOC, with JA exhibiting higher TOC content compared to JB. Therefore,
the occurrence and modification of organic matter on the rock surface are considered to
be the fundamental factors influencing the formation of shale pore oil–wetting behavior.
Areas with a longer exposure to organic matter attachment are more likely to exhibit higher
oil–wetting characteristics. This is one of the reasons why sample JA in this study showed
stronger oil–wetting behavior compared to JB. Further discussion and analysis on this topic
can be found in the following two subsections.

4.3. The Influence of Wall Oil/Water Adhesion Forces on Wettability

Regarding the measurement results of the contact angle, we employed atomic force
microscopy (AFM) to investigate the adhesive forces of water and oil in different feature
areas. Subsequently, we compared the obtained values using a Gaussian fitting and found
a strong correlation between the fitted curves and the data, with correlation coefficients
of 0.96 and 0.92, respectively. Figure 11 displays the Gaussian distributions (solid lines)
fitted to the data. Notably, the water adhesive force on the sample surface was predom-
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inantly distributed around 0.35 ± 0.2 nN/m, which was significantly lower than the oil
adhesive force, exhibiting a prominent peak at 0.94 ± 0.5 nN/m. Then, we examined the
differences in adhesive forces between oil and water during the retraction process and
their corresponding discrepancies (Table 5), which shed light on the governing factors of
wettability. The results indicated that the oil adhesion forces in both types of characteristic
regions were higher than the water adhesion forces (Figure 12).

Figure 11. Gaussian normal–distribution fitting of adhesion for (A) water and (B) oil.

Figure 12. Oil and water adhesion in the (A) bright area and (B) dark area.

However, there is a larger difference between oil and water adhesion forces in DA. In
contrast, BA exhibited lower discrepancies (Figure 13). This observation implies that the
oil droplet contributed significantly more to the wetting performance in DA compared to
BA. Above, we discussed how the presence of organic matter can simultaneously enhance
oil–wetting and water–wetting properties. However, it is worth noting that the wetting
performance achieved by the oil droplet is notably stronger, underscoring its dominant role
in determining wettability. This finding aligns with previous studies that highlighted the
influence of organic matter on the surface properties, particularly its propensity to trans-
form the surface from hydrophilic to hydrophobic. Furthermore, the higher interaction of
gold–sulfur bonds observed on the DA surface compared to the bright surface corrobo-
rated the contribution of DA to the sample’s oil–wetting characteristics. To validate the
universality of this pattern, we applied the same analysis to the data from other samples,
as presented in Table 5. The consistent findings across multiple samples provided further
support for the observed trend.
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Figure 13. Comparison of the adhesion difference between oil and water in different regions.

In order to investigate the relationship between shale adhesion forces and wettability,
we conducted a fitting analysis of the oil/water adhesion force difference and the sum
of the forces and proposed an AFM–based method to assess reservoir wettability. By
measuring the adhesion forces at the oil–solid and water–solid interfaces, we established a
dimensionless wettability index, denoted as I, to characterize the strength of wettability at
the nanoscale. The specific formula is as follows:

I =
Fos − Fws

Fos + Fws
(6)

In the equation, Fos represents the magnitude of the adhesion force between oil and
solid, and Fws represents the magnitude of the adhesion force between water and solid.
When 0 ≤ I ≤ 1, the sample is considered oil–wet, and when −1 ≤ I < 0, the sample is
considered water–wet. Since the wettability index is normalized, its maximum value is 1.
This evaluation method is still applicable to water–wet rock cores with a wettability index
less than 0.

The wettability between the two distinct areas was assessed using the newly devel-
oped AFM evaluation method. The results, presented in Table 6, compare the average
wettability indices of the BA and DA in each rock core. The adhesion behavior exhibited by
hydrophobic and hydrophilic surfaces differed significantly under the two probes, high-
lighting the contrasting oil–rock/water–rock interactions that serve as the foundation for
the nanomechanical wettability evaluation method. The findings revealed that the average
wettability index of BA in each rock core sample was consistently lower than that of DA,
indicative of a stronger hydrophobic nature in DA. These outcomes imply that the presence
of DA contributes to enhanced hydrophobic behavior.

Table 6. Wetting index of different characteristic regions.

Sample JA−2 JA−3 JA−4 JA−6 JA−9 JB−1 JB−3 JB−4 JB−8

I in the DA 0.57 0.50 0.59 0.58 0.44 0.49 0.36 0.35 0.71
I in the BA 0.61 0.41 0.52 0.55 0.39 0.43 0.38 0.38 0.57

A comparative analysis was conducted on the wetting index (I) for different regions.
Significant differences were observed in the wetting index (I) for samples JA–2, JB–3, and
JB–4 compared to the other samples (Figure 14). In comparison to DA, BA contributed to
a stronger oil–wetting behavior. Through comparison, it was observed that these three
samples exhibited smaller roughness values within their respective regions (as shown
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in the Table 3), with the BA occupying a larger area. In the case of similar oil–wetting
characteristics, the presence of more extensive pore throats associated with the development
of larger pores in plagioclase feldspar was observed. This provides more space for the
retention of organic matter, resulting in a higher concentration of organic material within
the pore throats developed in BA. This process also laid the foundation for the surface
modification of plagioclase feldspar in the corresponding regions, leading to a stronger
surface modification effect and higher oil–wetting behavior in those areas.

Figure 14. Wettability index of different characteristic regions I.

It is also noteworthy that samples JB–3 and JB–4 exhibited a lower development of clay
minerals compared to other samples in the JB region. The lower content of clay minerals in
these samples is one of the factors contributing to the weaker oil–wetting behavior observed
in DA. In addition, a discussion was conducted on the oil–wetting behavior of the surface
of sample JB–8, which exhibited similar roughness to sample JB–3. It was found that the
oil–wetting behavior in the DA of sample JB–8 was significantly higher than that in the BA.
This is different from the observations in samples JA–2, JB–3, and JB–4, where the wetting
indices in both areas were very similar. The discrepancy in oil–wetting behavior between
the DA and BA of sample JB–8 can be attributed to the differences in the development of
large–radius pores. The bright region of sample JB–8 exhibited fewer large–radius pores,
which led to a greater retention of organic matter in situ. This facilitated stronger chemical
modifications in DA. Indeed, the discussions highlighted the significant influence of organic
matter distribution on the surface modification and wetting behavior of shale rocks. The
location and concentration of organic matter play a crucial role in determining the wetting
characteristics of shale formations.

This observation provides valuable insights into the wettability characteristics of the
examined shale reservoirs and underscores the significance of comprehending the spatial
distribution and variability of wettability within the reservoir.

The AFM wettability evaluation method was concurrently analyzed with the contact
angle method to verify the accuracy of the AFM approach. To facilitate a more intuitive
representation of oil wettability, the contact angle measurements were transformed into
dimensionless values for direct comparison, as shown in Equation (7):

W =
θ − 90◦

90◦ (7)
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In the equation, θ represents the contact angle between gas, water, and the solid surface
measured using the sessile drop method. When 0 ≤ W ≤ 1, the sample is considered oil–wet,
and when −1 ≤ W < 0, the sample is considered water–wet. Ensuring the cleanliness of the
sample surface and the interior of the pipette during the measurement process is crucial.
Therefore, in the preparation process, distilled water and nitrogen gas were used to clean
the surface residues of the shale, and the pipette and dropper were also cleaned to ensure
the accuracy of the experimental results.

The established AFM wettability index (I) was compared to the wettability index (W)
obtained through the contact angle method, facilitating a comprehensive analysis of the
differences in solid–liquid interface interactions. This comparison allowed for a deeper
understanding of the factors influencing wettability on shale surfaces. The comparison
between the two methods revealed that the AFM wettability evaluation method provided
consistent and complementary results to the contact angle measurements. By utilizing
dimensionless values obtained from the contact angle method, a quantitative comparison
was made between the two techniques, effectively highlighting both their similarities and
differences in assessing oil wettability.

The obtained results from both the AFM wettability index (I) and the contact angle–based
wettability index (W) indicated a preference for oil–wet behavior. However, there are
notable differences in the degree of oil–wettability, which can be attributed to the influence
of surface roughness. The use of AFM probes with a specific radius offered an advantage
by minimizing the impact of surface inhomogeneity during the measurement process. As
described by the data in Table 7. The wettability index (W) revealed that the JB sample
exhibited a wettability range of 0.27 to 0.4 under different roughness conditions. Conversely,
the JA sample demonstrated comparable differences in the wettability index, indicating a
stronger hydrophobic nature attributed to the presence of surface roughness. Furthermore,
by analyzing the discrepancies between I and W, the samples JA–2, JA–4, JA–6, and JB–8
exhibited significant differences in their wetting results, which can be attributed to the
incomplete representation of oil–wettability by the contact angle. The rough areas of these
four samples demonstrated the highest oil–wetting characteristics among the experimental
samples. The strong heterogeneity in these regions prevented the water droplet from
fully contacting the sample surface, thereby inhibiting the complete expression of higher
oil–wetting characteristics. As a result, this discrepancy between the contact angle (W) and
the wetting index (I) values was observed, indicating the limitations of the contact angle
measurement in fully capturing the oil–wetting behavior.

Table 7. Index W and I.

Sample JA–2 JA–3 JA–4 JA–6 JA–9 JB–1 JB–3 JB–4 JB–8

W 0.31 0.38 0.34 0.33 0.35 0.40 0.31 0.27 0.31
I 0.61 0.4 0.51 0.55 0.38 0.42 0.39 0.38 0.57

I–W 0.3 0.02 0.17 0.22 0.03 0.02 0.08 0.11 0.26

In summary, the AFM method offers an enhanced level of precision in evaluating sur-
face wettability properties by effectively addressing the impact of roughness and providing
valuable insights into the intrinsic wettability of the rock core. As a result, this method
demonstrated applicability in assessing wettability for reservoirs.

4.4. The Impact of Mixed Wetting Distribution on Overall Reservoir Wettability

The non–uniqueness of wettability magnitudes is apparent from the varied values
of the wettability index (I) obtained at different points on the samples. Deglint et al. [7]
proposed that microscale contact angles indicate the wetting behavior ranging from hy-
drophilic to mixed–wetting, while macroscopic contact angle values reflect the phenomenon
of mixed wetting. This suggests that the wetting distribution at the microscale has a signifi-
cant influence on the overall wetting behavior. The heterogeneous distribution of minerals
and organic matter contributes to the diverse wettability properties observed on the surface
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of the rock core, which is the fundamental cause of mixed wettability. However, it is
important to note that all measured locations on the samples in this study consistently ex-
hibited oil–wet behavior, including both DA and BA. The presence of hydrophilic minerals
did not result in any water–wet sites due to the extended immersion of the samples in
oil–bearing formations. This prolonged exposure led to the formation of an oil film and
surface modifications, promoting the development of oil–wettability. Meanwhile, the de-
velopment of oil–wetting characteristics was related to the difference in pore sizes between
adjacent regions. When large pores are extensively developed, more organic matter tends
to enter these larger pore throats and undergo wetting modifications on a larger scale and
over a larger range of the mineral surface. These factors contribute to the overall sample,
exhibiting a more pronounced oil–wet state.

5. Conclusions

Wettability plays a critical role in assessing reservoir characteristics, such as movable
oil content and recovery potential. The traditional contact angle measurement method has
several limitations and challenges in the measurement process. To overcome the limitations
of traditional wettability evaluation methods, this study employed atomic force microscopy
(AFM) and contact angle measurements to assess the surface morphology, roughness, and
mechanical properties of mixed shale reservoir samples from Xinjiang, China.

1. Correlation analysis was conducted regarding the mineral content and surface rough-
ness. It was found that an increase in the content of minerals such as quartz, clay, and
organic matter contributed to enhanced surface roughness. On the other hand, the
presence of plagioclase feldspar showed an opposite trend. Building upon this, an
analysis of the wetting behavior based on different mineral contents was conducted,
revealing that the influence of mineral content on the contact angle originated from
variations in surface roughness.

2. By investigating the adhesive interactions between hydrophilic/hydrophobic probes
and the shale surface at the nanoscale, significant disparities in energy and force
were observed between oil–repellent and water–repellent pore walls. The analysis
demonstrated that, as the hydrophobicity of the rock core increased, the interaction
forces between oil and rock became significantly stronger, as evident from both contact
angle measurements and AFM force curves.

3. Based on the measurement results of adhesive forces, the impact of organic matter
on the overall wettability of the samples was thoroughly examined. The findings
highlighted that, in contrast to mineral components, the presence of organic matter
emerged as the key factor influencing in situ reservoir wettability. The development
of intergranular and intragranular pore networks provided space for the occurrence
of crude oil, while also laying the foundation for its own oil–wetting characteristics.
Notably, in the DA containing organic matter, the oil–solid adhesion force exhibited a
significant increase, a phenomenon that conventional methods fail to assess.

4. Leveraging force mechanical findings, a novel method based on AFM, was developed
to evaluate mixed wettability in reservoirs. The calculated wettability indices, W and
I, exhibited discrepancies. It was determined that these differences originated from
surface roughness, which was effectively mitigated by the nanoscale radius of the
probe, thereby providing reliable support. This approach enabled the characterization
of wettability at the nano/micrometer scale, while incorporating the evaluation of
crude oil detachment difficulty through mechanical curves.

In conclusion, this study contributes valuable insights into the interplay between
organic matter, mineral distribution, roughness, and wetting behavior.
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Abstract: One of the main applications of carbon capture, utilization, and storage (CCUS) technology
in the industry is carbon-dioxide-enhanced oil recovery (CO2-EOR). However, accurately and rapidly
assessing their application potential remains a major challenge. In this study, a numerical model of
the CO2-WAG technique was developed using the reservoir numerical simulation software CMG
(Version 2021), which is widely used in the field of reservoir engineering. Then, 10,000 different
reservoir models were randomly generated using the Monte Carlo method for numerical simulations,
with each having different formation physical parameters, fluid parameters, initial conditions, and
injection and production parameters. Among them, 70% were used as the training set and 30%
as the test set. A comprehensive analysis was conducted using eight different machine learning
regression methods to train and evaluate the dataset. After evaluation, the XGBoost algorithm
emerged as the top-performing method and was selected as the optimal approach for the prediction
and optimization. By integrating the production prediction model with a particle swarm optimizer
(PSO), a workflow for optimizing the CO2-EOR parameters was developed. This process enables the
rapid optimization of the CO2-EOR parameters and the prediction of the production for each period
based on cumulative production under different geological conditions. The proposed XGBoost-PSO
proxy model accurately, reliably, and efficiently predicts production, thereby making it an important
tool for optimizing CO2-EOR design.

Keywords: CO2-EOR; XGBoost regression; PSO; parameter optimization

1. Introduction

Oil resources have always been the primary source of fossil energy for global energy
demand. However, extracting the remaining oil from complex reservoir formations remains
a challenge, thereby making it increasingly important to enhance extraction efficiency [1].
In addition, the use of fossil fuels leads to the emission of a large amount of CO2, which is
a greenhouse gas, thereby resulting in global climate change, which has become a major
challenge facing the world today [2]. Carbon capture, utilization, and storage (CCUS) tech-
nology is considered to be an important approach to mitigating global climate change [3].
Based on the challenges mentioned above, CO2-enhanced oil recovery (CO2-EOR) technol-
ogy is a method within CCUS that can enhance oil recovery by using the CO2 in a miscible
displacement process and effectively sequestering CO2 in the lower portion of the reservoir.
This technology has relatively low requirements for the purity of the CO2 and allows for
the recycling of CO2, thereby reducing process costs [4]. CO2-EOR, with its potential to
significantly enhance oil recovery while achieving carbon capture, utilization, and storage,
represents an EOR method that offers both societal and economic benefits.

The injection of CO2 is applied to enhance the oil recovery (EOR) due to its superior
capabilities in improving the fluid properties under reservoir conditions. The fundamental
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mechanisms of CO2-EOR include reducing interfacial tension (IFT), lowering oil viscos-
ity, oil swelling, and light hydrocarbon extraction. These mechanisms contribute to the
enhanced recovery of the oil in reservoirs [5–7]. Compared to other gases such as natural
gas, air, and nitrogen (N2), carbon dioxide (CO2) has a lower minimum miscibility pressure
(MMP) than oil. Therefore, selecting CO2 as the injection gas for displacing oil can achieve
better miscibility and more effectively recover the oil [8]. In addition to continuous CO2
injection for miscible displacement, the CO2-WAG (water alternating gas) technique has
been proposed to improve the flowability of CO2 in the reservoir and to prevent CO2
fingering. This technique involves alternating injections of CO2 and water, which enhance
the efficiency of the CO2 propagation and oil displacement [9,10]. The CO2-WAG technique
was first used by Mobil Corporation in 1957 in a sandstone reservoir in Alberta, Canada.
In addition, the CO2-WAG technique alleviates the issue of rapid CO2 breakthrough and
increases the resistance to gas phase flow. It also reduces the resistance to the water phase
flow and increases the mobility ratio [11]. According to surveys, the WAG technique has
achieved significant success and has been employed in 80% of the oilfield projects in the
United States, thereby demonstrating its superiority in enhancing oilfield development and
improving oil recovery [12]. Christensen et al. [13] conducted a study on 59 WAG fields
and found that, in all WAG cases, the average oil recovery rate increased by 10%. This
demonstrates the positive impact and effectiveness of WAG technology in enhancing oil
field production. Al-Bayati et al. [14] investigated the impact of core-scale heterogeneity
on the oil recovery efficiency of CO2-WAG injection. The research findings indicated that
CO2-WAG injection exhibited better performance in homogeneous, layered, and composite
samples. Sun et al. [15] investigated the feasibility of the CO2 phase through porous media
in WAG injection scenarios and successfully increased the oil recovery factor (RF) by approx-
imately 46%. The gas-to-water injection ratio was identified as a crucial parameter affecting
the efficiency of water-gas alternating injection [16,17]. Khather et al. [18] investigated the
impact of CO2–carbonate interaction on the oil and gas recovery in three heterogeneous
carbonate rock core samples with different initial oil saturations (low and moderate per-
meability). Overall, CO2-WAG injection after water flooding resulted in an increase in the
recovery factor of over 30% for the three rock cores. Ren et al. [19] conducted experiments
on CO2-EOR and storage in oilfields in the Ordos Basin in China using two CO2 injec-
tion schemes: continuous injection (CI) and water alternating gas (WAG) injection. The
results showed that the equal injection of CO2 and WAG significantly increased the crude
oil production.

Currently, the optimization of CO2-EOR technology is a focal point of attention for
many oilfield and reservoir engineers. Rodrigues et al. [20] utilized the CMG reservoir nu-
merical simulation software (Version 2021) to optimize the application of WAG in a sub-salt
offshore oilfield in Brazil. They proposed a CO2-WAG operational design method suitable
for carbonate reservoirs, with a focus on economic viability, CO2 recycling efficiency, and
project risks. However, traditional parameter optimization methods are time-consuming
and labor-intensive. They tend to overlook complex nonlinear relationships and the un-
derlying influencing factors. Moreover, these methods are often based on specific models
and algorithms, thus lacking the flexibility to adapt to different oilfield situations and
variations. They have certain limitations and lack adaptability. Therefore, the introduction
of more advanced optimization techniques, such as machine learning and metaheuristic al-
gorithms, can better address the complexity and uncertainty of oilfields, thereby enhancing
the optimization efficiency and accuracy.

At the current stage, rapidly evolving intelligent algorithms, such as machine learning,
have found significant applications in the field of petroleum exploration and develop-
ment. Sen et al. [21] employed a Specialized RNN Unit (SRU) model, which is a type of
recurrent neural network (RNN), to optimize the parameters and predict the production
in actual CO2-EOR projects. The injection rate, injection pressure, cumulative injection
volume of the injection wells, and bottom hole flowing pressure of the production wells
were used as inputs for the SRU model, while the fluid production of the production wells
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served as the output. Li et al. [22] utilized the random forest (RF) regression algorithm
to predict the performance of the CO2-WAG technique, including oil well production,
CO2 storage volume, and CO2 storage efficiency. The CO2-WAG cycle, CO2 injection rate,
and water-gas ratio were identified as the main injection parameters. The prediction re-
sults showed a close approximation between the predicted values and the actual values
in the test set. The average absolute prediction deviations for cumulative oil production,
CO2 storage volume, and CO2 storage efficiency were 1.10%, 3.04%, and 2.24%, respec-
tively. He et al. [23] proposed an optimization workflow for CO2-EOR operations based on
machine learning methods and heuristic optimization algorithms. Their workflow included
a power consumption prediction using a Gaussian process regression (GPR) model, which
combines a nonlinear autoregressive neural network with external inputs (NARX) model
for oil production prediction and an operational optimization model. The optimization
results were significant; the optimization parameters used included the duration of the
water/gas alternating injection cycles, the bottom hole pressure of the production wells,
and the injection rate of water.

Some researchers, in order to swiftly explore the solution space and find the global
optimal solution, have combined metaheuristic algorithms with machine learning. By
harnessing the predictive capability of machine learning to guide the search process of
metaheuristic algorithms, they can quickly identify the optimal solution and achieve better
results in parameter optimization. In 2018, Mohagheghia et al. [24] utilized a robust evo-
lutionary algorithm to automatically optimize the performance of the hydrocarbon WAG
technique used in the E segment of the Norne oilfield. They employed the net present value
(NPV) as the objective function and two global semi-random search strategies, namely, the
genetic algorithm (GA) and particle swarm optimization (PSO). Parameters such as the
water injection volume, gas injection volume, bottom hole pressure of producing wells,
cycle ratio, cycle duration, injected hydrocarbon gas fraction, and total WAG cycle were
optimized. You et al. [25] combined Gaussian-SVR (support vector regression) with a Gaus-
sian kernel to construct a surrogate model, and the hyperparameters of the surrogate
model were optimized using Bayesian optimization. The trained surrogate model was
then coupled with a multi-objective particle swarm optimization (MOPSO) protocol. This
approach was used to optimize the complex CO2-WAG process, which involves many
control parameters. The optimization parameters included operational variables for con-
trolling the CO2-WAG process, such as the duration of the water/gas alternating injection
cycle, the bottom hole pressure control, and the injection rates for each well. Jaber [26]
utilized the genetic algorithm (GA) technique based on the surrogate model to optimize
the most influential parameters in the CO2-WAG process in the Subba-Nahr Umr reservoir.
Four operational variables were considered for optimizing the CO2-WAG displacement:
the CO2-to-water slug size ratio (WAG), cyclic length (CL), bottom hole pressure (BHP),
and CO2 slug size (SZ). The results demonstrated that the highest incremental oil recovery
(ΔFOE) of 9.7% in the Subba-Nahr Umr reservoir could be achieved with a WAG ratio of
1.5, a cyclic length of 3 months, a bottom hole pressure of 2221 psi, and a CO2 slug size of
0.91. Based on the above, it can be observed that, in most cases of CO2-EOR parameter
optimization, the dataset is relatively small, and the optimization objective functions often
only include specific time points of production, which cannot form a complete production
curve. As a result, there are limitations and particularities. Due to the lack of complete
production curves and large-scale time series data, machine learning and other prediction
methods may not fully leverage their advantages and may struggle to achieve global
optimization results.

This study proposes a comprehensive workflow for optimizing CO2-EOR (WAG) pa-
rameters by combining reservoir numerical simulation with machine learning. In Section 2,
the machine learning methods used in this study are described, along with the workflow.
Section 3 focuses on establishing the geological and numerical models of the reservoir. In
Section 4, the study conducted a correlation analysis of geological and operational parame-
ters. The performance of production prediction models based on different machine learning
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models was evaluated, and the best machine learning model was selected. In Section 5, the
selected machine learning model, combined with particle swarm optimization (PSO), was
used for capacity prediction and parameter optimization. Discussions and conclusions are
presented in Section 6.

2. Methods

This section describes the methodological principles and workflow of the main al-
gorithms used in this study. Eight machine learning methods were employed to build
the prediction models, including linear regression [27,28], ridge regression [29], decision
tree (DT) [30], random forest (RF) [31,32], gradient boosting decision tree (GBDT) [33],
extreme gradient boosting (XGBoost) [34], K-nearest neighbors (KNN) [35], and neural
network (NN) [36]. This study proposes a coupled model of the machine learning algo-
rithm XGBoost and particle swarm optimization (PSO) [37] to address the optimization
problem. Therefore, the focus is on introducing the XGBoost algorithm and the particle
swarm optimization algorithm (PSO).

2.1. XGBoost Algorithm

XGBoost is an expandable tree boosting system proposed by Chen et al. [34]. It is
an improved version of the gradient boosting decision tree (GBDT) algorithm [38] and is
widely used in classification and regression tasks. The basic idea of XGBoost is similar to
GBDT, but it incorporates several optimizations, which include the following:

1. Optimizing the loss function by employing a second-order Taylor expansion to en-
hance computational accuracy.

2. Simplifying the model using regularization terms to avoid overfitting [39].
3. Utilizing a block storage structure to enable parallel computing and improve efficiency.

The structure of the XGBoost algorithm is illustrated in Figure 1, and the model details
are described below.

Figure 1. The structure of the XGBoost algorithm [40].

105



Energies 2023, 16, 6149

Given a training dataset T = {(x1, y1), (x2, y2), . . . , (xn, yn)}, a loss function l(yi, ŷi),
and a regularization term Ω( fk), the objective function can be expressed as follows:

L(φ) = ∑i l(yi, ŷi) + ∑k Ω( fk), (1)

where L(φ) is the representation in the linear space, i denotes the i-th sample, k represents
the k-th tree, ŷi hat i is the predicted value of the i-th sample xi, and ∑k Ω( fk) represents
the complexity of the trees.

Due to the expression of the objective function in GBDT, we can rewrite it as follows:

ŷi = ∑K
k=1 fk(xi) = ŷ(t−1)

i + ft(xi). (2)

In this case, the expression of L(φ) can be transformed into the following form:

L(t) = ∑n
i=1 l

(
yi, ŷ(t−1)

i + ft(xi)
)
+ ∑k Ω( fk). (3)

2.2. Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) is an evolutionary computation technique that
was first introduced by Eberhart and Kennedy in 1995 [37]. The basic concept of PSO
originates from the study of the foraging behavior in bird flocks and is a simplified model
of swarm intelligence algorithms. The algorithm was initially inspired by the regular
patterns observed in the movements of prey bird flocks, which led to the development of
a simplified model using collective intelligence. PSO utilizes collaboration and information
sharing among individuals within a swarm to search for the optimal solution [41].

Figure 2 shows the flow of the PSO algorithm, where each particle individually
searches for the optimal solution in the search space. The optimal solution is recorded
as the current individual extremum and shared with the other particles in the entire
particle population. The particles move at a certain speed in the search space, wherein
they dynamically adjust their respective speed and position according to their own flight
experience and the flight experience of other particles [42].

The equation to update particle velocity in the PSO algorithm is as follows:

Vnew = ωVid + C1random(0, 1)(Pid − Xid) + C2random(0, 1)
(
Pgd − Xid

)
, (4)

where Vid is the current velocity of the particle; ω is the inertia factor (with velocity there
is motion inertia); random(0, 1) is the random number generation function that generates
random numbers between 0 and 1; Pid is the current position of the particle; Xid is the global
best position of this particle; Pgd represents the current best position among all particles
in the population; and C1 and C2 denote the learning factors, which learn from the best
position in the history of this particle and the best position in the population, respectively.
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Figure 2. Particle swarm optimization Process.

2.3. Workflow

As shown in Figure 3, the process of prediction and the parameters optimization of
CO2-EOR can be divided into three steps:

Step 1: Numerical Model and Database Establishment. Extensive literature research
is conducted to gather knowledge on optimizing CO2-EOR parameters and production
profiles. The reservoir numerical simulation software CMG (Version 2021) was utilized to
build the CO2-EOR numerical model. By employing the Monte Carlo method, 10,000 sets of
different reservoir models were randomly generated and simulated to obtain corresponding
production curves for various geological parameters, fluid parameters, relative permeability
parameters, and injection/production parameters.

Step 2: Machine Learning Model Selection. Firstly, a correlation analysis was con-
ducted to assess the relationships between different CO2-EOR parameters. Then, using the
dataset generated in the first step, which consisted of 10,000 sets of diverse parameters and
corresponding production curves, the machine learning models were trained and evalu-
ated. Eight different machine learning models were employed and trained with the dataset
to determine their performance in predicting CO2-EOR production. Through thorough
evaluation and comparison, the XGBoost algorithm was selected as the best-performing
machine learning method for this study.

Step 3: CO2-EOR Production Prediction and Parameter Optimization. The XGBoost-
PSO proxy model was employed to predict CO2-EOR production and optimize the CO2-
EOR parameters.
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Figure 3. Workflow diagram.

3. Establishment of Numerical Model and Database

3.1. Establishment of CO2-EOR Numerical Model

First, based on the actual geological parameters of the oilfield, a characterization model
was established, which took into account factors such as well spacing, fluid properties, and
heterogeneity. The numerical model consisted of a grid with dimensions of 21 × 21 × 5,
with a grid spacing of 10 m in the I direction, 10 m in the J direction, and 5 m in the
K direction. Therefore, the feature model had dimensions of 210 m in length, 210 m in
width, and 25 m in depth. The well pattern was deployed as a 1/4 five-spot pattern, with
one injector well and one producer well per pattern, as shown in Figure 4. The basic
parameters of the feature model are described in Table 1.

 

Figure 4. Schematic of the reservoir model in the feature model.
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Table 1. Basic parameters of the feature model.

Parameter Type Parameters Value Unit

Geological parameters

Initial pressure 20 MPa

Temperature 70 ◦C

Porosity 0.2 /

Permeability 30 mD

Spacing in the I direction 10 m

Spacing in the J direction 10 m

Spacing in the K direction 4 m

Fluid
parameters

Oil density 799.2 kg/m3

Gas specific gravity 0.70 /

Residual oil saturation index 86.10 /

Oil viscosity 7.67 mPa·s
Water saturation 0.30 /

Oil saturation 0.70 /

Phase mixing parameter 0.70 /

Phase saturation parameters

Residual water saturation 0.3 /

Residual oil saturation in oil-water system 0.2 /

Residual oil saturation in gas-liquid system 0.15 /

Residual gas saturation 0.15 /

Injection/production
parameters

Gas injection well bottom flow pressure 30 MPa

Water injection well bottom flow pressure 21 MPa

Production well bottom flow pressure 5 MPa

WF ending time 3650 Day

WAG gas injection 60 m3/day

WAG water injection 60 m3/day

3.2. Establishing the Database

After building the geologic model, a large dataset needs to be generated to train the
predictive model built using machine learning. In this study, a numerical model was used
to randomly generate cumulative production data for 10,000 sets of geological and com-
pletion parameters. This study investigated a total of 24 parameters, including geological
parameters, fluid parameters, initial conditions, and injection/production parameters. The
parameters included in this study are as follows. The geological parameters included the
following: initial pressure, porosity, permeability, temperature, and spacing in the I, J,
and K directions. The fluid parameters included the following: oil density, gas specific
gravity, residual oil saturation index, water saturation, oil saturation, oil viscosity, and
phase mixing parameter. The phase saturation parameters included the following: residual
water saturation, residual oil saturation in the oil-water system, residual oil saturation in
the gas-liquid system, and residual gas saturation. The injection/production parameters
included the following: gas injection well bottom flow pressure, water injection well bottom
flow pressure, production well bottom flow pressure, WF ending time, WAG gas injection
rate, and WAG water injection rate. The range of the values for each parameter is shown in
Table 2, and the distribution of each parameter is illustrated in Figure 5. The applicable
range for each parameter in the table was primarily based on the actual conditions of
CO2-driven oil reservoirs in China.
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Table 2. Range of values for each parameter.

Parameters [16,17,22] Minimum Value Maximum Value Unit
Symbol in

Figure 5

Initial pressure 15 25 MPa Initial pressure

Temperature 45.00 120.00 ◦C Temperature

Porosity 0.15 0.25 / Por

Permeability 3.5 240.0 mD PERMI

Spacing in the I direction 5 20 m Di

Spacing in the J direction 5 20 m Dj

Spacing in the K direction 2 5 m Dk

Oil density 700 900 kg/m3 Oil density

Gas specific gravity 0.53 0.87 / Gas gravity

Residual oil saturation index 10.00 200.00 / Rsi

Oil viscosity 0.15 15.00 mPa·s Viso

Water saturation 0.20 0.40 / Sw

Oil saturation 0.60 0.80 / So

Residual gas saturation 0.50 0.85 / Omegas

Residual water saturation 0.20 0.40 / SWCON

Residual oil saturation in oil-water system 0.15 0.25 / SOIRW

Residual oil saturation in gas-liquid system 0.10 0.20 / SORG

Residual gas saturation 0.10 0.20 / SGCON

Gas injection well bottom flow pressure 22 38 MPa INJG BHP

Water injection well bottom flow pressure 20 40 MPa INJW BHP

Production well bottom flow pressure 3 5 MPa Prod BHP

WF ending time 2700 4600 Day WF Ending time

WAG gas injection 45.00 180.00 m3/day WAG INJG

WAG water injection 45.00 180.00 m3/day WAG INJW

Figure 5. Cont.
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Figure 5. Distribution of each parameter. The red color represents geological parameters, the orange
color represents fluid parameters, the green color represents phase saturation parameters, and the
blue color represents injection/production parameters.

The objective function used in this study was the cumulative oil production, which
is the output obtained by simulating the monthly production for each combination using
the numerical simulation model. Figures 6 and 7 respectively illustrate the cumulative
oil production curve and the distribution of the cumulative oil production. Based on the
data and the accompanying figures, it can be observed that the minimum cumulative oil
production was 104 m3, while the maximum cumulative oil production was 7.2 × 105 m3.
The majority of the distribution fell within the range of 0–105 m3 of oil production.
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Figure 6. Cumulative oil production curve.

 
Figure 7. Cumulative oil production distribution curve.

4. Machine Learning Model Preference

4.1. Correlation Analysis

By observing the results of the correlation analysis in Figure 8, it can be concluded
that there are strong linear correlations between cumulative oil production in CO2-EOR
and geological parameters, fluid parameters, phase saturation parameters, and injec-
tion/production parameters. The discovery of these correlations is significant for gaining
a deeper understanding of reservoir characteristics and for optimizing the CO2-EOR process.
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(a) Geological parameters (b) Fluid parameters 

(c) Phase saturation parameters (d) Injection/production parameters 

Figure 8. Correlation analysis of parameters with cumulative oil production.

From the perspective of the geological parameters (Figure 8a), there was a positive
correlation between cumulative oil production in CO2-EOR and certain factors. Notably,
there were strong linear correlations between the cumulative oil production and the spacing
in the I, J, and K directions, which had correlation coefficients of 0.748, 0.748, and 0.327,
respectively. This indicates that the spacing in these directions significantly influences the
oil production during the CO2-EOR process. Additionally, the porosity and permeability
showed correlations with the cumulative oil production in CO2-EOR, which yielded cor-
relation coefficients of 0.258 and 0.211, respectively. This suggests that, as porosity and
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permeability increase, the cumulative oil production in CO2-EOR also increases. Porosity
represents the void space in the reservoir, while permeability reflects the capacity for fluid
flow within the reservoir. Higher porosity and permeability values indicate larger effective
storage capacity and better fluid migration capability, thereby enabling CO2 to react more
fully with crude oil, which increases the cumulative oil production.

From the perspective of the fluid parameters and phase saturation parameters (Figure 8a,b),
there was a weak correlation with the cumulative oil production in CO2-EOR. For instance,
in the fluid parameters, the correlation coefficients for the residual oil saturation index, gas
specific gravity, and phase mixing parameter were 0.011, −0.007, and −0.008, respectively.
Similarly, in the phase permeability parameters, the correlation coefficients for the residual
gas saturation, residual oil saturation in the oil–water system, and residual oil saturation
in the gas–liquid system were 0.006, −0.004, and −0.012, respectively. These correlation
coefficients being close to zero indicate that there is a weak linear relationship between the
phase permeability parameters and the cumulative oil production in CO2-EOR.

Furthermore, from the perspective of the injection–production parameters (Figure 8d),
there was a strong linear correlation between the CO2-EOR cumulative oil production and
CO2-WAG injection volume. The correlation coefficient for the CO2-WAG injection volume
was 0.187. This indicates that increasing the CO2-WAG injection volume can effectively
enhance the displacement efficiency of the CO2 and increase oil production in the reservoir.
Optimizing these parameters can lead to more efficient oil recovery in the CO2-EOR process.

4.2. Machine Learning Model Building

The dataset was split into 70% for training and 30% for testing. Eight machine learning
models, including linear regression, ridge regression, decision tree, random forest, gradient
boosting decision tree, extreme gradient boosting, K-nearest neighbors, and the neural
network, were established. By comparing their accuracies, the model with the highest
accuracy was selected as the optimal model.

To evaluate the prediction accuracy of the machine learning models, the coefficient of
determination (R2) was selected as the metric [43]. The R2 value ranges from 0 to 1, with
a higher value indicating a better fit of the model. The specific formula to calculate R2 is
as follows:

R2 = 1 − ∑K
i=1(ŷi − yi)

2

∑K
i=1(yi − yi)

2 (5)

where yi is the mean value of yi.
Figure 9 presents the scatter plots of the predicted results versus the true results

for the eight predictive models investigated in this study. The corresponding coefficient
of determination (R2) values for the selected predictive models are shown in Table 3.
Among them, the linear regression, ridge regression, K-nearest neighbors, and decision
tree models exhibited scattered predicted points and true points around the 45-degree line,
thereby indicating poor predictive performance, with test R2 values of 0.95, 0.81, 0.79, and
0.91, respectively. In contrast, the extreme gradient boosting (XGBoost) model showed
a concentration of predicted points and true points along the 45-degree line, with a high
test R2 value of 0.98, thereby indicating a low error and good predictive performance.

Table 3. Comparison of predictive performance of the models.

Machine Learning Algorithms Train R2 Test R2

Linear Regression 0.82 0.75

Ridge Regression 0.82 0.81

Decision Tree 1.00 0.91

Random Forest 0.97 0.96
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Table 3. Cont.

Machine Learning Algorithms Train R2 Test R2

K Nearest Neighbors 0.80 0.79

Neural Network 0.96 0.96

Gradient Boosting Decision Tree 0.97 0.96

XGBoost 0.99 0.98

  
Linear Regression Ridge Regression 

 
Decision Tree  Random Forest 

Figure 9. Cont.
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K-Nearest Neighbors Neural Network 

  
Gradient Boosting Decision Tree  XGBoost  

Figure 9. Model performance for each model using training and test sets.

Based on the results, it can be observed that, among the eight machine learning
methods, the extreme gradient boosting (XGBoost) model exhibited the best predictive
performance. It achieved a training R2 of 0.99 and a test R2 of 0.98. This model is suitable for
use as a predictive optimization model to optimize the injection and production parameters,
as well as to predict cumulative oil production. Table 4 provides the hyperparameters of
the XGBoost predictive model.
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Table 4. Machine learning XGBoot model hyperparameters.

Model Hyperparameters Minimum Value Maximum Values

Number of boosting stages 10 500

Learning rate 0.01 0.2

Maximum depth of tree 3 10

Gamma 0 0.4

Minimum child weight 1 5

Subsample 0.5 1

Colsample by tree 0.5 1

5. CO2-EOR Parameter Optimization

5.1. Coupling of PSO Optimization and XGBoost Model

Particle swarm optimization (PSO) is a widely recognized metaheuristic algorithm
that is known for its ability to effectively explore the solution space and find global optima
by simulating the collective behavior of a swarm of particles. In this study, PSO was used to
search for the optimal combination of CO2-WAG parameters that maximizes the cumulative
oil production. When applying the PSO algorithm, a trained XGBoost model was used to
evaluate the suitability of a large number of project design parameters. With the aid of the
surrogate model, the computational burden of the optimization procedure was significantly
reduced, thereby allowing for more iterations of the PSO algorithm. The parameters of
the final PSO model, along with the XGBoost parameters, are provided in Table 5, and the
optimization process is depicted in Figure 10.

 

Figure 10. Optimization workflow.
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Table 5. Hyperparameters of PSO algorithm and XGBoost model.

Parameters in PSO Algorithm Value

Population number group size 15

Maximum number of iterations maximum 50

Inertia weight (ω) 0.8

Learning factor (c1) 2

Learning factor (c2) 2

5.2. Production Prediction and Parameter Optimization

In the process of exploiting reservoirs using CO2-EOR technology, various operational
and injection/production parameters have an impact on the cumulative oil production.
Therefore, the XGBoost-PSO optimization model was employed to optimize the operational
parameters, thereby aiming to enhance the cumulative oil production and recovery factor
of the reservoir. During the optimization process, a set of key parameters was considered,
including water injection well bottom flow pressure, gas injection well bottom flow pressure,
production well bottom flow pressure, WAG gas injection, and WAG water injection.

By optimizing these parameters, the final optimization results were obtained, and they
are shown in Table 6. Figures 11 and 12 illustrate the optimized cumulative oil production
and daily oil production, respectively. From the figures, it is evident that the cumulative oil
production and daily oil production under the CO2-WAG method were significantly higher
than under the WF method. This finding indicates the immense potential of CO2-EOR
technology in improving oil recovery. The optimized cumulative oil production successfully
increased from 425,916 m3 to 475,047 m3. This implies that, by optimizing the operational
parameters, the oil production potential of the reservoir can be further enhanced.

 

Figure 11. Comparison of cumulative oil production before and after optimization.
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Table 6. Optimization of basic parameters of CO2-EOR.

Optimization Parameters WF WAG Optimization of WAG Unit

Gas injection well bottom flow pressure 28.50 28.50 25.33 MPa

Water injection well bottom flow pressure 21 21 33.76 MPa

Production well bottom flow pressure 4.00 4.00 4.29 MPa

WF ending time 3777 3777 3533 day

WAG gas injection 0 144 120 m3/day

WAG water injection 174 174 66.71 m3/day

Cumulative oil production 319,234 425,916 475,047 m3

By establishing the XGBoost-PSO optimization model and optimizing the operational
parameters, this process can provide reliable guidance and decision support for reservoir
development. This optimization model not only improved the cumulative oil production
and recovery factor, but also provides crucial support for the long-term sustainable de-
velopment of the oilfield. Therefore, further research and optimization of this model are
necessary to further enhance the efficiency and benefits of reservoir development.

 

Figure 12. Comparison of daily oil production before and after optimization.

6. Discussion and Conclusions

Machine learning is a popular research method used in data processing, and this study
utilized a predictive model that has significant room for improvement. In this study, we
used the XGBoost model, which allows for the customization of parameters such as the
number of hidden layers, the number of neurons, and the learning rate to suit specific needs.
Additionally, these hyperparameters can be adjusted to enhance the model’s predictive
accuracy. Optimization techniques such as PSO or GA can also be introduced to further
strengthen the model’s hyperparameters. Furthermore, the evaluation and optimization in
this study only considered the cumulative production, daily production, and recovery rate
as the objective functions. Future research can consider incorporating other metrics such as
net present value (NPV) as objective functions.
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This study utilized the XGBoost machine learning algorithm to establish a workflow
for evaluating the cumulative gas production in CO2-EOR modeling. This workflow was
used for capacity prediction and parameter optimization in CO2-EOR. The following
conclusions were drawn:

(1) Compared to traditional simulation and prediction methods, machine learning ap-
proaches can effectively handle reservoir data and address non-linear problems. By
incorporating multiple factors such as geology and operations, they significantly
improve the efficiency and accuracy of the models.

(2) The investigation of the correlation between various factors and the cumulative oil
production reveals that, from a geological perspective, there is a strong linear cor-
relation between the porosity and permeability with the CO2-EOR cumulative oil
production. From an injection/production parameter perspective, there is a strong lin-
ear correlation between the CO2-WAG gas injection rate and the CO2-EOR cumulative
oil production.

(3) Different machine learning models exhibited varying performance results in predict-
ing production. By comparing eight different production prediction models, it can be
concluded that the extreme gradient boosting (XGBoost) model outperforms other
machine learning models in terms of predictive performance. The XGBoost model
achieved an R2 score of 0.99 on the training set and 0.98 on the testing set.

(4) The cumulative oil production, daily oil production, and recovery factor under the
CO2-WAG method were significantly higher than those under the WF method. This
finding suggests that CO2-EOR technology has great potential in improving the
recovery factor of oil reservoirs.

(5) During the optimization of the CO2-EOR parameters, PSO was coupled with the
trained XGBoost model. PSO efficiently searches the parameter space to find the
optimal CO2-EOR parameters that maximize the cumulative oil production, thus
saving computational costs. The optimized parameters resulted in a higher cumulative
oil production and recovery factor when compared to previous results.
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Abstract: CO2 flooding is a pivotal technique for significantly enhancing oil recovery in low-
permeability reservoirs. The movement and sweeping rules at the front of CO2 flooding play a
critical role in oil recovery; yet, a comprehensive quantitative analysis remains an area in need of
refinement. In this study, we developed 1-D and 2-D numerical simulation models to explore the
sweeping behavior of miscible, immiscible, and partly miscible CO2 flooding patterns. The front
position and movement rules of the three CO2 flooding patterns were determined. A novel approach
to the contour area calculation method was introduced to quantitatively characterize the sweep
coefficients, and the sweeping rules are discussed regarding the geological parameters, oil viscosity,
and injection–production parameters. Furthermore, the Random Forest (RF) algorithm was employed
to identify the controlling factor of the sweep coefficient, as determined through the use of out-of-bag
(OOB) data permutation analysis. The results showed that the miscible front was located at the point
of maximum CO2 content in the oil phase. The immiscible front occurred at the point of maximum
interfacial tension near the production well. Remarkably, the immiscible front moved at a faster
rate compared with the miscible front. Geological parameters, including porosity, permeability, and
reservoir thickness, significantly impacted the gravity segregation effect, thereby influencing the CO2

sweep coefficient. Immiscible flooding exhibited the highest degree of gravity segregation, with a
maximum gravity segregation degree (GSD) reaching 78.1. The permeability ratio was a crucial factor,
with a lower limit of approximately 5.0 for reservoirs suitable for CO2 flooding. Injection–production
parameters also played a pivotal role in terms of the sweep coefficient. Decreased well spacing
and increased gas injection rates were found to enhance sweep coefficients by suppressing gravity
segregation. Additionally, higher gas injection rates could improve the miscibility degree of partly
miscible flooding from 0.69 to 1.0. Oil viscosity proved to be a significant factor influencing the sweep
coefficients, with high seepage resistance due to increasing oil viscosity dominating the miscible and
partly miscible flooding patterns. Conversely, gravity segregation primarily governed the sweep
coefficient in immiscible flooding. In terms of controlling factors, the permeability ratio emerged as a
paramount influence, with a factor importance value (FI) reaching 1.04. The findings of this study can
help for a better understanding of sweeping rules of CO2 flooding and providing valuable insights
for optimizing oil recovery strategies in the field applications of CO2 flooding.

Keywords: CO2 front; sweep coefficient; Random Forest; main controlling factor

1. Introduction

The escalating emissions of greenhouse gases, predominantly carbon dioxide (CO2),
have led to a myriad of environmental challenges, including global climate change [1].
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Statistics reveal that a staggering 64% of environmental pollution originates from the in-
creasing concentration of CO2 in the atmosphere [2]. In response to these concerns, China
has aimed to peak carbon emissions by 2030 and achieve carbon neutrality by 2060 [3].
Carbon capture, utilization, and storage (CCUS) have emerged as pivotal strategies in
addressing the global climate crisis. This technology involves the capture and separation
of CO2 from industrial emissions, followed by its beneficial utilization, ultimately con-
tributing to a reduction in overall CO2 emissions [4]. CCUS represents a win–win solution,
fostering resource utilization and effective emission reduction. Particularly in the field of
petroleum engineering, the application of CO2 flooding holds promising prospects in terms
of significantly enhancing oil recovery in low-permeability reservoirs [5].

As reservoir exploration continues, the proportion of conventional medium and
high-permeability reservoir reserves is gradually decreasing, while the discovery of low-
permeability reservoir reserves is steadily increasing [6–9]. In comparison with water
flooding, carbon dioxide (CO2) possesses lower density and viscosity, enabling it to pene-
trate even the tiny pores, improving the micro-sweep coefficient [10–12]. When the pressure
exceeds the minimum miscible pressure (MMP), CO2 can eliminate the interfacial tension
between oil and gas through multi-contact miscibility, thus significantly enhancing the oil
displacement efficiency [13–17]. Consequently, CO2 flooding holds promising prospects
for effectively enhancing oil recovery in low-permeability reservoirs. In addition, CO2 can
also enhance oil recovery by promoting crude oil expansion, reducing crude oil density
and viscosity, changing reservoir wettability, and increasing reservoir permeability [18–21].
According to statistics, the application of CCUS technology in low-permeability oil fields
in China’s Daqing and Jilin regions can enhance oil recovery rates by 10–25% [22]. In
the United States, the Kelly–Snyder oil field in the Permian Basin implemented a CO2
miscible flooding project in the SACROC block in 2002, resulting in a cumulative increase of
2456 × 104 tons of crude oil and an estimated recovery rate improvement of over 26% [23].

The oil recovery within a reservoir is a product of both the sweep coefficient and
the displacement efficiency [24]. In the case of miscible CO2 flooding, the theoretical oil
displacement efficiency can attain a remarkable 100%. Therefore, precise quantitative
characterization of the CO2 sweep coefficient holds immense importance in evaluating
the enhanced oil recovery potential of CO2 flooding. Furthermore, in low-permeability
reservoirs, the challenges of severe heterogeneity, gravity segregation, and viscous fin-
gering can lead to issues such as gas channeling and a low sweep coefficient [25,26]. To
address these challenges effectively, conformance control technologies like WAG flooding
and foam flooding become necessary [27–29]. A quantitative analysis of the sweep coef-
ficient serves as the foundational basis for evaluating the efficacy of these conformance
control technologies.

Characterizing the sweep coefficient involves both experimental and numerical sim-
ulation approaches [30–33]. Concerning experimental simulation, Bergit et al. [34] used
high-resolution micro-positron emission tomography (μPET) to analyze the distribution of
CO2 in the core with the change of the PV number during CO2 injection, and the sweeping
effect was characterized qualitatively. Wang et al. [35] used a high-resolution nuclear mag-
netic resonance method and normalized MI value to distinguish the sweeping range of CO2
in the core and studied the sweep characteristics of miscible and immiscible flooding. The
results showed that the CO2 front of immiscible flooding is more unstable, which affects
the sweep coefficient of CO2 flooding. Duraid et al. [36] used X-ray CT imaging technology
to identify the distribution of oil and water in the heterogeneous core after CO2 flooding.
The results showed that the proportion of residual oil in the low-permeability part is signif-
icantly higher than that in the high-permeability part, which indirectly characterized the
sweeping rules of CO2 flooding. The visualization experiment can reflect the microscopic
sweep characteristics of CO2 flooding, and the core experiment can reflect the effect of
CO2 flooding from the macroscopy, but the numerical simulation method is helpful to
analyze the sweep rules in detail. Lewis et al. [37] established a reservoir numerical model
of a one-quarter five-point well pattern to study water, gas, and WAG flooding sweep
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coefficients. The sweep coefficients were calculated assuming that the oil displacement
efficiency of gas flooding was 100%. Hao et al. [38] established a numerical simulation
model of miscible flooding, delineating the contour line with oil and gas interfacial tension
equal to 0.1 dyn/cm as the rear edge of the miscible zone and taking the CO2 content in
the oil phase equal to 20% as the front edge of the miscible zone, thus obtaining the sweep
coefficient of CO2 miscible flooding. Li et al. [39] established a mathematical model of
miscible flooding considering CO2 diffusion and adsorption and defined the location where
a dimensionless CO2 concentration of C/C0 = 0.5 serves as the miscible front and the place
where C/C0 = 0.95 serves as the gas phase front to study the migration rule of the CO2.
C is the concentration of CO2, and C0 is the initial concentration of CO2, which is 0.6 g·cm−3.
When the adsorption is weak, increased porosity and initial injection rate accelerate the
mass transfer and diffusion process. The stronger the diffusion effect, the larger the miscible
region and the earlier the gas breakthrough. Enhanced adsorption reduces the sweeping
range of the miscible zone. Li et al. [40] established a numerical simulation model of CO2
flooding with a five-spot well pattern and an inverted nine-spot well pattern and proposed
that the location where the viscosity of crude oil drops to a certain extent is defined as the
miscible front, thus studying the CO2 flooding sweeping rules of different well patterns.
The results showed that the sweep coefficient of the inverted nine-spot well pattern was
higher than that of the five-spot well pattern.

The factors affecting the CO2 sweep coefficient include geological factors, fluid prop-
erties, the injection–production relationship, and so on [24,41,42]. Analyzing the main
controlling factors affecting the CO2 sweep coefficient is propitious when choosing suitable
conformance control technology to improve the application effect of CO2 flooding. Limited
research has delved into identifying the main controlling factor in terms of the CO2 sweep
coefficient, with prevalent methodologies encompassing fuzzy analysis and orthogonal
analysis [43,44]. Li et al. [45] evaluated the influence degrees of multiple factors on gas
channeling through fuzzy analysis and concluded that fractures and heterogeneity are the
most critical factors affecting gas channeling. Cui et al. [46] used orthogonal analysis to
establish that the main controlling factor affecting the CO2 sweep coefficient is well dis-
tance and established the calculation formula of the CO2 sweep coefficient using multiple
nonlinear regression methods. However, it is important to note that the selection of the
weight matrix in fuzzy analysis is somewhat subjective, potentially impacting the precision
of the main controlling factor analysis. Moreover, the limited data samples employed
in orthogonal studies can lead to specific errors when analyzing the primary controlling
factors. Consequently, there exists a need for the further exploration of methodologies for
analyzing the main controlling factor influencing the CO2 flooding sweep coefficient.

According to the relationship between reservoir pressure and minimum miscible
pressure (MMP), CO2 flooding is traditionally categorized into miscible flooding (MF) and
immiscible flooding (IMF). However, throughout the reservoir development process, the
continuous injection of CO2 induces dynamic changes in the reservoir pressure distribution,
leading to alterations in the miscible state of CO2 and crude oil. Based on the pressure distri-
bution between injection and production wells, we proposed a more nuanced classification
of CO2 flooding into three distinct displacement patterns: miscible flooding (MF), partly
miscible flooding (IMF), and immiscible flooding (IMF). The position and migration law of
the miscible front and the immiscible front under three displacement patterns were stud-
ied. The quantitative characterization of the sweep coefficients across these patterns was
achieved through the application of the contour area method. Additionally, we elucidated
the impact of geological factors, injection–production parameters, and crude oil viscosity
on the sweep coefficients. Utilizing the Random Forest algorithm, we identified the main
controlling factor influencing the sweep coefficient in CO2 flooding. The findings of this
study can help for providing valuable insights for optimizing oil recovery strategies in the
field applications of CO2 flooding. Sections 4.1 and 4.2 are dedicated to the fitting of PVT
(pressure–volume–temperature) and slim tube experiment results carried out in the Jilin
low-permeability oil field. Based on the fitting results, 1-D and 2-D numerical simulation
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models of CO2 flooding were developed. Section 4.3 focuses on pinpointing the locations
of both miscible and immiscible fronts through an analysis of the fluid property variations
between wells within the 1-D model. In Section 4.4, based on the contour area method, the
CO2 sweep coefficients for different flooding patterns within the 2-D model are calculated
using MATLAB software. Furthermore, we introduce parameters such as GSD (gravity
segregation degree) and Dm (miscible degree), investigating the impact of various factors
on the sweep coefficients, gravity segregation degree, and miscible degree in the three CO2
flooding patterns. These factors are discussed from three aspects: geology, oil viscosity, and
injection–production parameters. Section 4.5 employs the out-of-bag permutation method
within the Random Forest algorithm to identify the main controlling factors influencing
the CO2 sweep coefficients. Finally, our study concludes with a presentation of the findings
in Section 5.

2. Materials and Methods

2.1. Materials

The crude oil and formation water used in the experiments were sampled from the
Jilin oil field, and the crude oil fractions are shown in Table 1. CO2 was purchased from the
Beijing Analytical Instrument Factory, and the purity of the CO2 was 99.95 mol%.

Table 1. Crude oil composition.

Comp. mol. (%) Comp. mol. (%) Comp. mol. (%) Comp. mol. (%)

sCO2 0.153 C7 3.835 C17 2.249 C27 1.062
N2 2.818 C8 5.131 C18 1.999 C28 1.024
C1 16.193 C9 4.225 C19 1.921 C29 0.936
C2 3.938 C10 3.897 C20 1.764 C30 0.905
C3 3.224 C11 3.36 C21 1.604 C31 0.7
IC4 1.675 C12 3.256 C22 1.554 C32 0.716
NC4 2.978 C13 3.271 C23 1.431 C33 0.548
IC5 0.904 C14 2.697 C24 1.385 C34 0.532
NC5 2.594 C15 2.746 C25 1.232 C35 0.476
C6 2.431 C16 2.208 C26 1.153 C36+ 5.275

2.2. Apparatus

The PVT analyzer (purchased from DBR, Edmonton, AB, Canada) had a maximum
working pressure of 103 MPa and a full operating temperature of 180 ◦C. The flow chart
of the PVT analyzer is shown in Figure 1. The slim tube experimental device was formed
in the laboratory. The tube length was 16.0 m, the inner diameter was 6.35 mm, the outer
diameter was 9.60 mm, the porosity was 33%, and the permeability of the gas measurement
was 3.2 mD. The flow chart of the slim tube experiment is shown in Figure 2.

Figure 1. The diagram of the PVT analyzer.
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Figure 2. The diagram of the slim tube experiment.

2.3. Methods
2.3.1. PVT Experiments

1. Constant Composition Expansion experiments (CCE)

Constant composition expansion experiments were used to determine the relationship
between the volume and pressure of crude oil with a constant mass at reservoir temperature
to obtain parameters such as the saturation pressure, the compression coefficient, the
relative volume, and the density of the formation fluids. The steps were as follows: the
PVT analyzer was evacuated at a temperature of 97.3 ◦C, then a certain amount of crude
oil was transferred to the PVT analyzer in a single phase at a constant temperature for
more than 4 h, and the crude oil was pressurized to a pressure P1, which was higher than
the reservoir pressure. Above the saturation pressure, pressurization was carried out via
stepwise depressurization at 1~2 MPa per step; below the saturation pressure, volume
expansion was carried out at 1~20 cm3 per step. After each depressurization step and
expansion, the sample was stirred and stabilized thoroughly, and the pressure and volume
were recorded. The experiment was stopped when the sample was expanded to twice the
original sample.

2. Differential Liberation experiments (DL)

Differential liberation or multi-degassing experiments involved degassing crude oil
at reservoir temperature in multi-graded pressure reductions to measure the relationship
between oil and gas properties and composition with pressure. The crude oil was kept
in a single phase, fully stirred to equilibrate, and then stabilized at saturation pressure.
The sample was depressurized in three to five pressure steps, with each depressurization
recording the sample volume and the volume of gas produced.

3. Swelling Tests (STs)

Swelling tests were used to measure the relationship between the density and viscosity
of crude oil with the molar fraction of CO2 by gradually increasing the molar fraction of
the injected CO2. First, the volume of the crude oil was tested at saturation pressure, and
then a certain amount of CO2 was injected into the crude oil at this pressure. The pressure
increased until all the CO2 was dissolved to test the saturation pressure, swelling factor, oil
viscosity, and other parameters of the CO2–crude oil system. The above experimental steps
were repeated until the molar content of CO2 in the system reached about 80%, which was
when the experiment was stopped.

2.3.2. Slim Tube Experiments

The slim tube model was heated at the experimental temperature, and the slim tube
was evacuated for more than 12 h. The pore volume was measured by injecting toluene into
the tube model. The slim tube model was saturated with crude oil at the experimental pres-
sure. CO2 was injected at a constant rate of 15.00 cm3/h to displace the crude oil. Whenever
a certain amount of CO2 was injected, the output oil and gas volumes, injection pressure,
and back pressure were measured. Fluid phase and color changes were observed through
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a high-pressure observation window. The experiment was stopped after injecting 1.2 times
the pore volume of CO2. The above experiments were repeated, and the experimental
pressure was changed to determine the minimum miscible pressure for CO2 flooding.

2.3.3. Testing the Relative Permeability Curves Based on Unsteady-State Method

1. Oil–water relative permeability curve

First, the absolute permeability ka of the core was measured. The core was then
vacuumed to saturate the formation water, and the effective pore volume and porosity were
measured. Under the back pressure of 24.5 MPa, the irreducible water saturation Swc was
established by injecting formation oil to displace formation water at the injection rate of
0.2 mL/min, and the oil phase permeability under irreducible water saturation was mea-
sured. Keeping the same back pressure, the water flooding experiment was carried out at
the injection rate of 0.2 mL/min. The data relating to the water breakthrough time, pressure
difference, cumulative oil production, and cumulative liquid production were recorded.
When the water cut at the core outlet reached 99.5%, the experiment was stopped. The
relative permeabilities of the oil phase and water phase under different water saturations
were measured, and the relative permeability curve was drawn.

2. Gas–oil relative permeability curve

The core was saturated with formation water, and the water phase permeability was
measured. The formation oil was injected at an injection rate of 0.2 mL/min to displace the
formation water until the water saturation reached irreducible water saturation. The oil
phase permeability under irreducible water saturation was measured. CO2 was injected
to displace oil at an injection rate of 0.2 mL/min, and the displacement pressure, oil
production, and gas production at each time were recorded. When only gas was produced
at the outlet of the core, the experiment was stopped, the relative permeabilities of the
oil phase and gas phase under different gas saturations were measured, and the gas–oil
relative permeability curve was finally drawn.

3. Numerical Simulation

3.1. Simulation for Slim Tube Experiments and 1-D CO2 Flooding
3.1.1. Simulation for Slim Tube Experiments

The 1-D numerical simulation model was based on the parameters of the slim tube
experiment. The cumulative CO2 injection volume was 1.2 PV. The fluid parameters
simulated for the slim tube experiments were obtained based on the fitting results of CCE,
DL, and ST experiments with the WinProp module of the CMG software. The parameters
of the thin tube model are shown in Table 2.

Table 2. Slim tube model parameters.

Parameters Values

Number of grids 50 × 1 × 1
Grid size 32 cm × 5.8 mm × 5.8 mm

Porosity/% 0.33
Permeability/mD 3.2

Injection pressure constraints/MPa 35.0
Gas injection rate/(PV/d) 0.1

3.1.2. Simulation for 1-D CO2 Flooding

The GEM module of CMG software was used to establish a 1-D numerical simulation
model of CO2 flooding, the EOS of which was fitted by using the WinProp module of
CMG software. The values of the model parameters (porosity, permeability, saturation,
and so on) were consistent with those in the Jilin oil field, and the processes of miscible
flooding, immiscible flooding, and partly miscible flooding were simulated by setting
different original reservoir pressures. To ensure the accuracy of the solution, the model was
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solved by using a fully implicit method. The relative permeability curves were obtained
through the experiments, which are shown in Figure 3. The relative permeability of the
oil, gas, and water phases was calculated using the Stone II method. The characterization
of the miscible state was based on Coats’ component model theory, which describes the
miscible state through the relationship between the relative permeability and the interfacial
tension of oil and gas. The reference interfacial tension σog

r was set to 0.5 mN/m. When the
interfacial tension σog was higher than 0.5 mN/m, the interfacial tension did not affect the
relative permeability curves. When the interfacial tension σog was lower than 0.5 mN/m,
oil started to be displaced in the form of miscible flooding. The relative permeability curve
of miscible flooding was determined via interfacial tension interpolation. The interpolation
equations are shown in Equations (1)–(3). The values of the 1-D model parameters are
shown in Table 3.

krom = m × kro + (1 − m)× krow(Sw) + krg(Sg)

2
× So

(1 − Sw)
(1)

krgm = m × krg + (1 − m)× (krow(SW) + krg(Sg)

2
× Sg

(1 − Sw)
(2)

m =

{
1 σog > σr

og

(
σog
σr

og
)

n
σog ≤ σr

og
(3)

where krom and krgm are the relative permeability of oil and gas after interpolation; kro and
krg are the relative permeability of oil phase and gas before interpolation; and Sw, Sg, and
So are the saturation of water, gas, and oil, respectively. krow is the relative permeability of
water in the oil–water relative permeability curve, which is a function of water saturation
Sw; krg is the relative permeability of gas in the oil–gas relative permeability curve, which
is a function of gas saturation, Sg; σog is the actual oil–gas interfacial tension in the model;
σog

r is the reference interfacial tension, which takes the value of 0.5 mN/m; and m is the
interpolated value, the value of which depends on the relationship between σog and σog

r.
n is the index of the ratio of actual oil–gas interfacial tension σog to the reference interfacial
tension σog

r, which characterizes the transition speed of the relative permeability curve of
immiscible flooding to miscible flooding.

Figure 3. Relative permeability curve: (a) water/oil and (b) gas/oil.

3.2. Simulation for 2-D CO2 Flooding with Quarter Five-Spot Well Pattern

A 2-D numerical simulation model of CO2 flooding components was established using
the GEM module of the CMG software, the EOS equations and relative permeability curves
of which were consistent with the 1-D model. The model’s porosity, permeability, and
saturation were set with reference to the Jilin oil field. The miscible, immiscible, and partly
miscible flooding processes were simulated by setting different original reservoir pressures.
Continuous gas injection (CGI) was simulated with a constant gas injection period of
40 years. The model parameters are shown in Table 4.
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Table 3. The 1-D numerical simulation parameters.

Parameters Values

Number of grids 300 × 1 × 1
Grid size 1 m × 1 m × 1 m

Porosity/% 0.13
Temperature/◦C 97.3
Permeability/mD 4.5

Initial formation pressure/MPa
16.0 (immiscible flooding)

22.0 (partly miscible flooding)
26.0 (miscible flooding)

Gas injection rate/(m3/d) 0.00195 (reservoir condition)

Well bottom pressure constraint/Mpa 40.0 (upper limit)
10.0 (lower limit)

Table 4. The 2-D numerical simulation parameters.

Parameters Values

Number of grids 25 × 25 × 5
Grid size 8 m × 8 m × 0.6 m

Porosity/% 0.13
Temperature/°C 97.3

Permeability/mD 4.5

Initial formation pressure/Mpa
16.0 (immiscible flooding)

22.0 (partly miscible flooding)
26.0 (miscible flooding)

Gas injection rate/(m3/d) 0.77 (reservoir condition)

Well bottom pressure constraint/Mpa 40.0 (upper limit)
10.0 (lower limit)

Compared with the traditional numerical simulation model for CO2 flooding, a series
of improvements were made in this model: to enhance model convergence and solution
accuracy, the model was solved using the fully implicit method instead of the traditional
IMPSE method. In the iterative solution method, a nine-point difference format was
used to suppress the grid orientation effect of CO2 flooding instead of the conventional
five-point difference format. For the general seepage equation Δu = f, the five-point
differential and nine-point differential solution equations for the center point ui,j are shown
in Equations (4) and (5), respectively. In Equations (4) and (5), f is a function of (xi,yj),
which represents the external driving force or source term at positions(i,j) in the
differential equation.

1
h2 (ui−1,j − 2ui,j + ui+1,j) +

1
h2 (ui,j−1 − 2ui,j + ui,j+1) = fij (4)

1
h2 (ui−1,j+1 + ui+1,j+1 + ui−1,j−1 + ui+1,j−1 + 4(ui,j+1 + ui,j−1 + ui−1,j + ui+1,j)− 20ui,j) = fij (5)

3.3. Solution of Sweep Coefficient for CO2 Flooding

Parameters such as the CO2 content in the oil and the interfacial tension of each grid
obtained from the solution of the 2-D numerical model were imported into MATLAB
R2022a by programming a data reading algorithm. The discrete grid data were expanded
using linear or cubic interpolation methods. Contour maps of CO2 content in oil and
interfacial tension at different moments of CO2 flooding were drawn. The contour lines
corresponding to the miscible and immiscible front of CO2 flooding were extracted. The
polygon areas surrounded by the contour lines were solved, and the sweep coefficient at the
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corresponding time could be obtained compared with the total grid area. The mechanism is
shown in Figure 4, and the sweep coefficient Esweep is calculated as shown in Equation (6).

Esweep =
Sswept

Stotal
× 100% (6)

where Sswept and Stotal are the areas enclosed by the contour line of the CO2 front and the
coordinate axis and the total grid area, respectively.

(a) Miscible ooding 

(b) Immiscible ooding 

Figure 4. Schematic diagram of sweep coefficient calculation.

3.4. Main Controlling Factor Assessment of CO2 Flooding Based on Random Forest Algorithm

Different ranges of values were assigned to each parameter affecting the sweep co-
efficients of CO2 flooding, and 1000 sets of numerical simulation models with different
combinations of parameters were formed using the Latin hypercube design method, which
can make the values of each parameter satisfy the normal distribution. The range of val-
ues for each parameter is shown in Table 5. The sweep coefficients of CO2 flooding for
different parameter combinations were obtained by solving the 1000 sets of models. The
Bootstrap sampling method was used to form 800 training sets and 200 prediction sets. The
800 training sets were used to construct multiple decision trees to develop a Random
Forest model. Predictions were made on the prediction sets, and the ballot method was
used to decide the regression or classification results. Different numbers of decision trees
and leaves were set to form different Random Forest models and solve the prediction
errors (MSE) of the different Random Forest models. The numbers of decision trees and
leaves with minimum MSE were preferred as the parameters of the optimal Random Forest
model. The principle of the Random Forest algorithm is shown in Figure 5. Based on the
out-of-bag data permutation method (OOB), the optimized Random Forest model was
used to evaluate the importance of each influencing factor (FI). The main steps were as
follows: (1) For decision tree i, the prediction error rate e1 of out-of-bag data was calculated.
(2) After randomly replacing the observations of the influencing factor Xj, the decision tree
was constructed again, and the prediction error rate e2 of the out-of-bag data was calcu-
lated. (3) The differences between the two error rates were calculated and standardized to
calculate the average MDAj in all decision trees, which was the factor importance value
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(FIj). The larger the FIj value, the higher the importance of the parameter Xj. The calculation
of FIj is shown in Equation (7) [47].

FIj = MDAj =
1
T

T

∑
t

⎡
⎢⎣ 1
|Dt| ( ∑

Xj
i∈Dj

t

∑ (Rk(X
j
i)− yk

i )
2 − ∑

Xi∈Dt

∑
k
(Rk(Xi)− yk

i )
2

⎤
⎥⎦ (7)

where T is the number of decision trees; (Xi,yi) is the training set; Xi
j is the sample after

a random exchange of the j-type influence parameter of Xi; Dt is the out-of-bag sample
set of the decision tree t, and Dt

j is the sample set formed after the j-th type of influence
parameter exchange; and R(Xi) is the predicted output of sample Xi. yi

k is the regression
output of the k-type influence parameter under multi-objective regression.

Table 5. Range of values for each parameter.

Parameters Minimum Value Maximum Value Unit

Permeability 0.5 100 mD
Porosity 0.05 0.2 /

Reservoir thickness 3.0 30.0 m
Permeability ratio 1.1 100 /

Well spacing 50 300 M
Injection rate 0.1 2.0 m2/d (RC)
Oil viscosity 0.74 33.52 mPa·s

 
Figure 5. Schematic diagram of Random Forest algorithm.

4. Discussion

4.1. PVT Fitting and Establishment of EOS Equation for Reservoir Fluid

The saturation pressure Psat, relative volume, oil phase density, viscosity, and swelling
factor of reservoir fluid were measured by using CCE, DL, and ST experiments. The
C17+ component of the formation oil was divided into three components, C17–C26, C27–C39,
and C40+, and the C1–C16 components were merged into five components, C1, C2, C3+C4,
C5+C6, and C7–C16. By adjusting the critical pressure Pc, critical temperature Tc, binary
interaction coefficient, and other parameters of the heavy components, the fluid component
model was obtained based on fitting the results of the PVT experiments. The results are
shown in Figure 6. Some parameters of the EOS after PVT fitting are shown in Table 6.
It can be seen from Figure 6 that the saturation pressure of the pure oil phase used in
the experiment was 7.16 MPa, and the viscosity at saturation pressure was 1.74 mPa·s.
When the mole fraction of injected CO2 was 80%, the oil saturation pressure increased to
39.7 MPa, the viscosity decreased to 0.72 mPa·s, and the swelling factor increased to
1.8762. The swelling and viscosity reduction effects of CO2 on crude oil were propitious to

132



Energies 2024, 17, 15

enhancing oil recovery. The experimental results were compared with the fitting results.
It could be seen that the above component, the splitting and merging scheme for oil
phase components, could accurately fit the results of PVT experiments, and the obtained
EOS parameters could better simulate the high-temperature and high-pressure physical
properties of crude oil in reservoirs.

 
Figure 6. Results of PVT fitting: (a) relative volume fitting, (b) oil density and oil viscosity fitting,
(c) swelling test fitting, and (d) saturation pressure and swelling factor fitting.

Table 6. Parameters of EOS after PVT fitting.

Components mol. (%) Pc (atm) Tc (K) Mw (g/mol) Vc (m3/kmol)

CO2 0.153 72.80 304.20 44.01 0.0940
N2 2.818 33.50 126.20 27.99 0.0898
C1 16.193 45.40 190.60 16.05 0.0990
C2 3.938 48.20 305.40 30.09 0.1480

C3+C4 7.877 39.02 406.11 52.38 0.2371
C5+C6 5.929 31.51 486.50 76.99 0.3335
C7-C16 31.58 19.82 624.24 148.05 0.5701
C17-C26 15.87 13.63 653.87 289.86 1.2768
C27-C39 9.478 11.76 878.05 444.69 1.8926

C40+ 6.164 10.60 989.31 716.21 3.2964

4.2. Determination of Minimum Miscible Pressure Based on Slim Tube Experiment Simulation

The CO2 displacement experiment was carried out with a slim tube model at the
formation temperature of 97.3 ◦C, and the displacement pressure ranged from 18 MPa
to 30 MPa. The cumulative amount of injected CO2 was 1.2 PV. The recovery factors of
CO2 flooding under different displacement pressures were calculated, and the results are
shown in Figure 7a. When the displacement pressure was less than 22.10 MPa, the recovery
factor of CO2 flooding was low, which was an immiscible displacement process, and the
recovery factor increased rapidly with the increase in displacement pressure. When the
displacement pressure increased from 18 MPa to 23.11 MPa, the recovery degree rose from
76.89% to 94.53%. When the displacement pressure was higher than 22.10 MPa, the CO2
flooding pattern turned to miscible flooding, and the increase in the recovery factor slowed

133



Energies 2024, 17, 15

down. When the displacement pressure increased from 23.11 MPa to 30.0 MPa, the recovery
degree only increased from 94.53% to 96.08%. The sections of immiscible and miscible
displacement were fitted, and the displacement pressure corresponding to the intersection
of the fitting lines was 22.10 MPa. Based on the EOS equation formed in Section 4.1, a 1-D
slim tube numerical model was established to simulate the results of the tube experiment.
The results are shown in Figure 7b. The maximum fitting error of the recovery factor
under immiscible flooding was about 7%, and the maximum fitting error of the recovery
degree under miscible flooding was about 0.8%. The simulation results showed that the
minimum miscible pressure was 23.30 MPa, and the error compared with the experimental
results was 5.4%, which indicated that the EOS equation formed by PVT fitting could
accurately reflect the characteristics of crude oil and could be used for subsequent numerical
simulation work.

Figure 7. Results of slim tube experiment and slim tube experimental simulation: (a) slim tube
experiment and (b) slim tube experimental simulation.

4.3. Front Movement Rules of CO2 Flooding under Different Flooding Patterns

Currently, the classification of CO2 flooding is mainly based on the relationship be-
tween original reservoir pressure and minimum miscible pressure, which is divided into
miscible flooding, immiscible flooding, and near-miscible flooding. However, in the oil
field development process, the reservoir pressure field undergoes dynamic changes due
to the conduction between the injection and production wells, changing the miscible de-
gree. Therefore, according to the miscible degree, CO2 flooding was divided into three
displacement patterns: (1) In miscible flooding (MF), the pressure between the injection
and production wells was higher than the minimum miscible pressure, and the miscible
degree was 1.0. (2) In partly miscible flooding (PMF), the original formation pressure of
the reservoir was lower than the minimum miscible pressure, but the pressure near the
injection well was higher than the minimum miscible pressure due to the reservoir energy
enhancement of gas injection, thus forming a miscible flooding zone. The oil production
of production wells decreased the reservoir pressure, and the immiscible flooding zone
was formed within a certain range near the production well. The miscible degree of partly
miscible flooding was between 0 and 1.0. (3) In immiscible flooding (IMF), the pressure
between injection and production wells after gas injection was lower than the minimum
miscible pressure, and the displacement process maintained immiscible flooding. The
miscible degree of immiscible flooding was 0. By establishing a 1-D numerical simulation
model, the distribution of CO2 composition in the oil phase, oil saturation, and oil–gas
interfacial tension between the injection and production wells under different displacement
patterns of CO2 flooding was studied, and the miscible/immiscible front position and front
movement rules were determined. The results are shown in Figure 8. Figure 8a also shows
the distribution of fluid properties between the injection and production wells in relation to
miscible flooding. The oil saturation of miscible flooding maintained a meager value with
increasing distance. Then, it increased rapidly to the initial oil saturation Soi, showing the
characteristics of a piston-like displacement. The interfacial tension increased rapidly with
distance and then gradually decreased to the platform value. When the distance reached
a certain value, it gradually decreased to 0. The CO2 content in the oil phase increased
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rapidly and reached the platform value. The CO2 content then increased gradually to the
maximum value after increasing a certain distance and finally decreased to the original CO2
content in the oil phase. According to the distribution of the above three parameters, the
inter-well phase zone of miscible flooding was divided into a pure gas zone, a two-phase
zone, a miscible zone, a diffusion zone, and an unswept zone. The gas zone was near the
gas injection well area, where the oil saturation and interfacial tension were zero due to
continuous CO2 injection and miscibility. In the two-phase zone, the light components
gradually evaporated into the gas phase, forming a rich gas that migrated to the production
wells, significantly increasing the content of heavy components in crude oil at the miscible
rare edge, thus forming an oil–gas two-phase zone. The crude oil in this zone was mainly
residual oil with a high heavy component content. Due to the subsequent injection and
dissolution of CO2, the CO2 content in this zone was significantly higher than the initial
level. In the miscible zone, the rich gas in the miscible front contacted the crude oil through
the condensate miscible effect, so the light component and CO2 content in the oil phase
increased significantly. The difference in the component content between oil and gas de-
creased, and the interfacial tension, therefore, gradually decreased and finally reached zero
interfacial tension. The oil saturation suddenly changed to the initial oil saturation in this
zone. In the diffusion zone, CO2 entered the crude oil mainly through diffusion. As the
distance increased, the diffusion effect gradually weakened, and the CO2 content decreased
to the initial level. The unswept zone only contained the pure oil phase. The interfacial ten-
sion was zero, the oil saturation was equal to the initial oil saturation, and the CO2 content
in the oil phase was equal to the initial value. The above analysis shows that the front of the
miscible zone should be located at the maximum CO2 content in the oil phase. Figure 8b
shows the distribution of fluid properties between the injection and production wells in the
case of immiscible flooding. With the increased distance, the oil saturation of immiscible
flooding increased slowly to the initial oil saturation, forming a wide range of two-phase
zones. The interfacial tension decreased rapidly with increasing distance, then increased
sharply after a certain distance, and finally decreased to zero. The content of CO2 in the oil
phase decreased slightly at first and then decreased significantly to the initial level after a
certain distance. Similarly, the injection–production inter-well phase zone of immiscible
flooding was divided into two-phase, diffusion, and unswept zones. In the two-phase
zone, due to the dissolution of CO2 in the oil phase, the interfacial tension was reduced to
4 mN/m, and the CO2 content in the oil phase was increased to about 0.55, which was lower
than the CO2 content in the case of miscible flooding. In the diffusion zone, the interfacial
tension increased gradually due to the formation of a CO2 concentration diffusion gradient.
The interfacial tension reached the maximum at the junction of the diffusion zone and the
unswept zone, defined as the immiscible front of immiscible flooding. Figure 8c shows
the distribution of the fluid properties between injection and production wells in partly
miscible flooding. The oil saturation of partly miscible flooding first maintained a meager
value (residual oil saturation) with increasing distance. It then gradually increased to the
initial oil saturation Soi, but the increase amplitude was less than that of miscible flooding.
The interfacial tension had two extreme values with the increase in distance. The CO2
content in the oil phase gradually increased from the platform value of about 0.63 to the
maximum value of 0.75. It then gradually decreased to the original CO2 content in the oil
phase. Unlike miscible and immiscible flooding, partly miscible flooding had both miscible
and immiscible zones. In the miscible zone, due to condensate miscibility, the CO2 content
in the oil phase reached the maximum value, and the interfacial tension was reduced to zero,
reaching the miscible state. In the immiscible zone, as the distance increased, the pressure
between the injection and production wells decreased to less than the minimum miscible
pressure, and the CO2 in the oil phase re-evaporated into the gas phase, resulting in the
gradual decrease in the CO2 content in the oil phase and the rapid increase in interfacial
tension. The displacement process changed from miscible flooding to immiscible flooding.
The inter-well fluid zone divisions of the three displacement patterns are summarized
in Figure 9. In addition, the gas injection volume was fixed at 0.3 HCPV, and the front

135



Energies 2024, 17, 15

movement positions of miscible flooding, partly miscible flooding, and immiscible flooding
were compared, as shown in Figure 7d. The front movement of immiscible flooding was
the fastest to reach the production well. The front of the immiscible zone in partly miscible
flooding was located at 170 m, and the front of the miscible zone was located at 134 m,
which indicated that the front movement velocity of the immiscible zone in partly miscible
flooding was faster than that of the miscible zone. Therefore, immiscible flooding was more
likely to cause gas channeling problems than miscible and partly miscible flooding.
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Figure 8. Distribution of fluid properties between wells: (a) miscible flooding (MF), (b) immiscible
flooding (IMF), (c) partly miscible flooding (PMF), and (d) comparison chart (0.3 HCPV).

Figure 9. Division of inter-well fluid phase zones for three CO2 displacement patterns.

4.4. Front Movement Rules of CO2 Flooding under Different Flooding Patterns

According to the fluid phase zone division results of miscible, immiscible, and partly
miscible flooding proposed in Section 4.3, the reservoir numerical simulation models of
three displacement patterns were established based on the quarter five-point well pattern.
The distribution of oil–gas interfacial tension and CO2 content in the oil phase under
different displacement patterns were output by MATLAB, and the contour map was
formed. The effective sweep coefficient of CO2 under different displacement patterns was
solved by the program. In addition, the ratio of the maximum sweep coefficient Esmax to the
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minimum sweep coefficient Esmin between layers was defined as the gravity overlap degree
(GSD), as shown in Equation (8), to characterize the strength of the gravity overlap during
CO2 flooding. The larger the GSD value was, the stronger the gravity overlap effect of the
displacement process was. The ratio of the miscible zone swept volume Vs-mis to the total
swept volume Vs-total of partly miscible flooding was defined as the miscible degree (Dm),
as shown in Equation (9), to characterize the strength of the miscible degree in the process
of partly miscible flooding. The larger the Dm, the stronger the influence of miscibility on
the sweep coefficient in the partly miscible flooding, and the range of the miscible degree
Dm was 0~1.0. The effects of different factors on the sweep coefficient of CO2 under three
displacement patterns were studied from geological parameters, crude oil viscosity, and
injection–production parameters.

GSD =
Esmax

Esmin
(8)

Dm =
Vs-mis

Vs-total
(9)

4.4.1. Geological Parameters

1. Permeability

The relationships between permeability and sweep coefficients of miscible flooding,
partly miscible flooding, and immiscible flooding are compared in Figure 10a. The sweep
coefficients of CO2 under the three flooding patterns increased first and then decreased
with increased permeability. However, the sweep coefficient of miscible flooding was
higher than that of partly miscible and immiscible flooding. When the permeability was
low, the sweep coefficients of the three displacement patterns were low due to the high
seepage resistance in the reservoir, which was the main controlling factor affecting the
sweep coefficient. When the permeability increased to 2 mD, the sweep coefficient gradually
increased due to decreased seepage resistance. The sweep coefficient of miscible flooding
reached 74.46%, while those of the partly miscible and immiscible flooding were 73.50%
and 63.62%, respectively. When the permeability further increased, the sweep coefficients
of the three displacement patterns gradually decreased. This was because the viscosity
and density of CO2 were lower than that of crude oil, and it was easy to produce gravity
overlap in the reservoir with low seepage resistance, move to the top of the reservoir, and
produce the crude oil in the top layer. The gravity segregation degrees (GSD values) of
the three displacement patterns were analyzed, and the results are shown in Figure 10a.
The GSD values of the three displacement patterns increased with increased permeability.
When the permeability reached 100 mD, the GSD values of miscible, immiscible, and partly
miscible flooding were 12.47, 69.44, and 51.75, respectively. The gravity segregation degree
of miscible flooding was the lowest, followed by partly miscible flooding, and immiscible
flooding was the highest. This was because the miscible effect continuously enriched CO2
in the displacement process, and its density and viscosity were gradually similar to those
of crude oil, so gravity segregation was significantly weakened. Figure 10b shows the
variation in the sweep coefficient and miscible degree of partly miscible flooding with
permeability. When the permeability was 0.5 mD, due to the large seepage resistance
and high gas injection pressure, the overall pressure of the reservoir was increased so
that CO2 displaced crude oil in the form of miscible flooding, and the miscible degree
(Dm value) was 1.0. With the increase in permeability, the seepage resistance decreased,
and CO2 flooding began to show the characteristics of partly miscible flooding, where both
miscible and immiscible zones could be observed. When the permeability increased to
20 mD, the Dm value decreased to 0.52. This was mainly because the increase in permeability
led to enhanced overlap, and CO2 easily channeled along the top of the reservoir, resulting
in a continuous decrease in the formation pressure, thus reducing the miscible degree.
When the permeability increased to 100 mD, the miscibility rose to 0.70. The increased
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permeability reduced the seepage resistance, and the migration velocity of the immiscible
front was accelerated. After gas channeling, the sweeping volume of the immiscible zone
decreased due to the weak ability of the immiscible zone to sweep oil in both sides of the
main streamline, while the miscible front continued to move and displace the oil on both
sides, thus increasing the miscible degree.

0 20 40 60 80 100
40

45

50

55

60

65

70

75

Sw
ee

p 
C

oe
ff

ic
ie

nt
 (%

)

Permeability (mD)

   Miscible flooding
   Immiscible flooding
   Partly-miscible flooding

(a)

0

10

20

30

40

50

60

70

80

G
ra

vi
ty

 S
eg

re
ga

tio
n 

D
eg

re
e

0.5 1 2 4.5 10 20 50 100
0

10

20

30

40

50

60

70

80

90

Sw
ee

p 
C

oe
ff

ic
ie

nt
 (%

)

Permeability (mD)

 PMF-Immiscible area
 PMF-Miscible area
 Miscible Degree

(b)

0.0

0.2

0.4

0.6

0.8

1.0

M
is

ci
bl

e 
D

eg
re

e

Figure 10. Relationship between permeability and sweep coefficient. (a) Comparison chart. (b)
Sweep coefficient and miscible degree of partly miscible flooding (PMF).

2. Porosity

The relationships between the porosity and the sweep coefficient under three dis-
placement patterns were compared, and the results are shown in Figure 11a. With the
increase in porosity, the sweep coefficients of the three displacement patterns decreased
gradually, and the sweep coefficients of miscible flooding and partly miscible flooding
were higher than those of immiscible flooding. When the porosity was 0.03, the sweep
coefficients of miscible, immiscible, and partly miscible flooding were 97.70%, 86.20%, and
92.13%, respectively. When the porosity increased to 0.3, the sweep coefficients of the three
displacement patterns decreased to 50.46%, 42.98%, and 49.15%. The porosity affected the
sweep coefficient, which was mainly attributed to the gravity segregation degree. It can be
seen from Figure 10a that the GSD values of the three displacement patterns increased with
the increase in porosity, and the GSD value of immiscible flooding was always greater than
those of miscible flooding and partly miscible flooding. When the porosity was 0.3, the
GSD value of immiscible flooding was 8.97, while the GSD values of miscible and partly
miscible flooding were 1.93 and 13.57, respectively. The sweep coefficient and miscible
degree of partly miscible flooding were analyzed, and the results are shown in Figure 11b.
With the increase in porosity, the sweep coefficient of the immiscible zone of partly miscible
flooding decreased significantly, but the sweep coefficient of the miscible zone increased
slightly and then decreased slowly, and the sweep coefficient of the miscible zone decreased
from 43.52% to 35.58%. The miscible degree rose from 0.47 to 0.72. On one hand, the
increase in porosity accelerated the movement of the immiscible front and miscible front to
production wells, but the moving velocity of the miscible front was slower. On the other
hand, it was beneficial to the multi-contact miscibility in the movement of the miscible
front, thus enhancing the miscible degree.
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Figure 11. Relationship between porosity and sweep coefficient. (a) Comparison chart. (b) Sweep
coefficient and miscible degree of partly miscible flooding (PMF).

3. Reservoir thickness

The influence of the reservoir thickness on CO2 sweep coefficients of miscible flooding,
partly miscible flooding, and immiscible flooding was studied by changing the reservoir
thickness from 1.5 m to 10.0 m. The results are shown in Figure 12a. The sweep coefficients
of CO2 in the three displacement patterns decreased with the increase in reservoir thickness.
When the reservoir thickness was 1.5 m, the sweep coefficients of miscible, partly miscible,
and immiscible flooding were 86.85%, 82.75%, and 79.65%, respectively. When the reservoir
thickness increased to 10.0 m, the sweep coefficients of the three displacement patterns
decreased to 36.19%, 34.18%, and 33.01%, respectively. In addition, the GSD values of the
three displacement patterns were 1.1~1.3, with a reservoir thickness of 1.5 m. When the
reservoir thickness increased to 10.0 m, the GSD values of miscible flooding, partly miscible
flooding, and immiscible flooding increased to 8.4, 16.4, and 78.1, respectively. The reservoir
thickness had the most significant influence on immiscible flooding. Therefore, the variation
in the gravity segregation degree caused by the change in the reservoir thickness was the
critical factor affecting the sweep coefficient. The sweep coefficient and miscible degree of
partly miscible flooding were analyzed, and the results are shown in Figure 12b. With the
increase in the reservoir thickness, the sweep coefficients of miscible and immiscible zones
of partly miscible flooding decreased gradually, but the miscible degree increased slightly
from 0.62 to 0.74. This was mainly because the effect of the gravity segregation degree
on the immiscible zone was stronger than that on the miscible zone. The increase in the
reservoir thickness made the immiscible and miscible fronts move to the production well on
the horizon and expand vertically simultaneously. The movement of the immiscible front
was faster than that of the miscible front, so the immiscible zone quickly broke through to
the production well in the high part of the reservoir. The sweeping of the miscible zone
was more uniform, which ultimately improved the miscible degree.
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Figure 12. Relationship between thickness and sweep coefficient. (a) Comparison chart. (b) Sweep
coefficient and miscible degree of partly miscible flooding (PMF).

4. Permeability Ratio
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Two-layer heterogeneous models were established to study the influence of the per-
meability ratio on the sweep coefficients. The permeabilities of different layers changed in
an anti-rhythmic pattern, the ratio of which ranged from 2 to 100. The results are shown in
Figure 13a,b. The sweep coefficients of the whole layers and low-permeable zone decreased
significantly under the three displacement patterns with the increased permeability ratio.
When the permeability ratio was 10, the sweep coefficient of immiscible flooding was only
0.89%. In comparison, the sweep coefficients of miscible and partial miscible flooding were
4.8% and 2.8%, respectively, which were both lower than 5%. The result indicated the
influence of heterogeneity on miscible flooding, and partly miscible flooding was weaker
than immiscible flooding. Under different displacement patterns, the upper limit of the
anti-rhythm reservoir permeability ratio suitable for applying CO2 flooding was about 5.0.
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Figure 13. Relationship between permeability and sweep coefficient. (a) Total sweep coefficient and
(b) sweep coefficient of low-permeable zone.

4.4.2. Injection–Production Parameters

1. Well spacing

The influence of injection–production well spacing on the CO2 sweep coefficients
of miscible flooding, partly miscible flooding, and immiscible flooding was studied in
relation to a well spacing variation range of 100~300 m. The results are shown in Figure 14a.
The sweep coefficients in the three displacement patterns decreased with the increase in
well spacing. The increase in well spacing delayed the movement velocity of miscible
and immiscible fronts to the production well in the horizontal direction. It significantly
enhanced the gravity overlap of CO2 in the vertical direction, so the sweep coefficients
were reduced considerably. However, the reduced sweep coefficients of miscible and partly
miscible flooding were mainly dominated by the weakening of the front movement velocity
in the horizontal direction, and the gravity segregation degree did not change. When the
well spacing increased to 300 m, the GSD values of miscible and partly miscible flooding
increased from 1.0 and 1.2 to 2.1 and 3.6, respectively. The decrease in the sweep coefficient
of immiscible flooding was mainly affected by gravity overlap, and the GSD value increased
from 1.8 to 11.0. Figure 14b shows the influence of well spacing on the sweep coefficient
and miscible degree of partly miscible flooding. Although the increase in well spacing
reduced the total sweep coefficient of partly miscible flooding, the sweep coefficient of the
miscible zone increased first and then decreased, and the miscible degree rose from 0.44 to
0.74. This was attributed to the delay in the miscible front moving through the production
well. The effect of miscible flooding could be exploited adequately. When the well spacing
was further increased, the gravity overlap of the miscible front was gradually enhanced,
moving to the top of the reservoir and breaking through to the production well so that
crude oil at the bottom of the reservoir could not be effectively displaced. When the well
spacing was 200 m, it could not only ensure a higher sweep coefficient and miscible degree
but also maximize the sweep coefficient of the miscible zone, giving full play to the role of
miscible flooding.
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Figure 14. Relationship between well distance and sweep coefficient. (a) Comparison chart.
(b) Sweep coefficient and miscible degree of partly miscible flooding (PMF).

2. Gas injection rate

The influence of the gas injection rate on the sweep coefficients of the three CO2 flood-
ing patterns was studied with the gas injection rate variation range of 85.98~517.5 m3/d.
The results are shown in Figure 15a. The sweep coefficients of CO2 in the three CO2 flooding
patterns increased significantly first and then decreased slightly with an increasing gas
injection rate. When the gas injection rate reached 517.5 m3/d, the sweep coefficients of the
three were about 70%. The GSD values of the three displacement patterns were significantly
weakened with the increase in the gas injection rate. When the gas injection rate increased
to 517.5 m3/d, the GSD values of the three displacement patterns were about 1.01–1.07,
which could achieve uniform displacement in each layer. The gas injection rate had two
effects on the increasing CO2 sweep coefficient. On one hand, the higher gas injection rate
was beneficial to recovering reservoir energy, increasing the formation pressure to above the
minimum miscible pressure, which made partly miscible flooding and immiscible flooding
transition to miscible flooding. On the other hand, it promoted the seepage velocity of the
miscible and immiscible fronts in the horizontal direction and inhibited vertical movement.
However, the overhigh gas injection rate will accelerate gas channeling in the production
wells. Hence, the sweep coefficients of the three displacement patterns decreased slightly
with an increasing gas injection rate. Figure 15b shows the influence of the gas injection
rate on the sweep coefficient and miscible degree of partly miscible flooding. When the gas
injection rate was lower than 170.81 m3/d, the sweep coefficient of the miscible zone and
miscible degree were almost zero. When the gas injection rate exceeded 261.61 m3/d, the
sweep coefficient of the miscible zone reached 70%, and the miscible degree increased from
0.69 to 1.0. The miscible degree and sweep coefficient could be enhanced by appropriately
increasing the gas injection rate for partly miscible and immiscible flooding.
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Figure 15. Relationship between injecting rate and sweep coefficients. (a) Comparison chart.
(b) Sweep coefficient and miscible degree of partly miscible flooding (PMF).
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4.4.3. Crude Oil Viscosity

The influence of the crude oil viscosity on the sweep coefficients of the three CO2 flooding
patterns was studied in relation to a gas injection rate variation range of 0.74~12.18 mPa·s. The
results are shown in Figure 16a. The sweep coefficients of miscible and partly miscible flooding
decreased with the increase in crude oil viscosity. When the viscosity of crude oil increased
to 12.18 mPa·s, the sweep coefficients of miscible flooding and partly miscible flooding
decreased from 80.42% and 78.98% to 64.42% and 49.92%, respectively. However, the gravity
segregation degrees of miscible and partly miscible flooding remained almost unchanged
with increasing crude oil viscosity, which were 1.40 and 1.60, respectively. Therefore, the
decreases in the sweep coefficients of miscible flooding and partly miscible flooding were
mainly due to the high seepage resistance caused by the increase in crude oil viscosity, and
the influence of gravity overlap on the sweep coefficient was relatively small. The sweep
coefficient of immiscible flooding decreased first and then increased with the increase in
crude oil viscosity, and the GSD value rose first and then decreased. When the viscosity of
crude oil was 4.98 mPa·s, the sweep coefficient of immiscible flooding reached the minimum
value of 53%, and the GSD value increased to 5.27. When the viscosity of crude oil rose
to 12.18 mPa·s, the sweep coefficient of immiscible flooding increased to 61.89%, and
the GSD value decreased to 2.05. The change of the sweep coefficient of immiscible
flooding had an excellent corresponding relationship with the variation in the gravity
segregation degree. The influence of crude oil viscosity on the sweep coefficient and
miscible degree of partly miscible flooding is shown in Figure 16b. The miscible degree of
partly miscible flooding decreased first and then increased with the increase in crude oil
viscosity and finally dropped from 0.78 to 0.71. When the viscosity of crude oil increased by
12.18 mPa·s, the sweep coefficient of the miscible zone decreased from 61.34% to 44.45%. In
contrast, the sweep coefficient of the immiscible zone first increased to 22.59% and then
dropped to 17.76%. The increase in crude oil viscosity made the multi-contact miscibility
between CO2 and crude oil more difficult, decreasing the sweep coefficient of the miscible
zone. In addition, increased crude oil viscosity inhibited the horizontal movement of the
immiscible zone and intensified the vertical overlap, thus decreasing the miscible degree.
However, the overhigh viscosity of crude oil strengthened the horizontal viscous fingering,
making the immiscible zone break through the production well more easily along the
horizontal direction.
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Figure 16. Relationship between oil viscosity and sweep coefficient. (a) Comparison chart. (b) Sweep
coefficients and miscible degree of partly miscible flooding (PMF).

4.5. Analysis of the Main Controlling Factors of CO2 Flooding Sweep Coefficient Based on the
Random Forest Algorithm

Based on the single-factor analysis of the CO2 flooding sweep coefficient in Section 4.4,
the parameter variation ranges of different influencing factors were set, and 1000 sets of
CO2 flooding numerical simulation models were formed by using a Latin hypercube design.
The Bootstrap sampling method was used to create 800 training sets and 200 testing sets.
The Random Forest model was established by constructing multiple decision trees using the
800 training sets. The testing sets were predicted, and the voting method determined the
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prediction results. The number of decision trees and the number of leaves in the Random
Forest model were optimized to obtain the optimal model parameters. The optimized Random
Forest model was used to calculate the decrease rate MDA of the prediction accuracy before
and after the permutation of the out-of-bag data of a certain influencing factor (such as porosity,
permeability, etc.), which was used as a parameter to evaluate the importance degree (FI) of
the influencing factor. The larger the FI value, the greater the influence of the factors on
the sweep coefficient. The parameter optimization results of Random Forest are shown in
Figure 17a. Under the condition of the same number of leaves, the mean square error MSE
of the prediction results decreased rapidly with the increase in the number of decision trees.
However, when the number of decision trees increased to 500, MSE almost did not change.
Increasing the number of decision trees will lead to overfitting the model, so the optimal
number of decision trees was 500. In addition, under the same number of decision trees,
MSE increased with the increase in the number of leaves. Thereby, the optimal number of
leaf nodes was five. The importance degree of the influencing factors of the CO2 flooding
sweep coefficient is shown in Figure 17b. The factors affecting the sweep coefficient of
CO2 flooding were ranked in order of importance degree (FI) as follows: permeability
ratio, well spacing, reservoir thickness, gas injection rate, porosity, permeability, and
crude oil viscosity. The main controlling factor affecting the sweep coefficients of CO2
flooding was the permeability ratio, the importance degree (FI) of which reached 1.04. In
the field application of CO2 flooding, attention should be paid to the problem that the
low-permeability layer caused by the high-permeability ratio cannot be effectively utilized
and the gravity overlap problem of CO2 flooding in thick reservoirs.
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Figure 17. Analysis results of main controlling factors of CO2 flooding sweep coefficient.

5. Conclusions

Based on the fitting results of the PVT and slim tube experiments in the Jilin oil field,
the 1-D and 2-D reservoir numerical simulation models of CO2 flooding were developed to
analyze the movement rules relating to the CO2 front in miscible, partly miscible, and im-
miscible flooding, along with the influence of different factors on the sweep coefficient. The
main controlling factors affecting the sweep coefficient of CO2 flooding were determined
using the out-of-bag data permutation method based on the Random Forest algorithm.

(1) The miscible front was located at the point of maximum CO2 content in the oil
phase, and the immiscible front was located at the point of maximum interfacial tension
near the production well. The movement speed of the immiscible front was faster than that
of the miscible front, so gas channeling was more likely to occur in immiscible flooding.
Comparatively, miscible and partly miscible flooding yielded higher sweep coefficients
than immiscible flooding, underscoring the advantageous effect of miscibility in achieving
uniform CO2 sweeping within the reservoir.

(2) Regarding geological factors, the increases in porosity, permeability, and reservoir
thickness intensified the gravity overlap effect and reduced the sweep coefficients of CO2
under the three displacement patterns. The increase in the permeability ratio also notably
reduced the sweep coefficient, albeit to a lesser extent, in miscible and partly miscible
flooding when compared with immiscible flooding. The upper limit of the reservoir
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permeability ratio suitable for applying CO2 flooding under different displacement patterns
was about 5. Concerning the injection–production parameters, the increase in well spacing
amplified the seepage resistance in the horizontal direction, leading to reduced sweep
coefficients in the cases of miscible and partly miscible flooding. In immiscible flooding,
the reduction in the sweep coefficients was predominantly attributed to gravity overlap.
Elevating the gas injection rate enhanced the miscibility degree in partly miscible flooding
and immiscible flooding while inhabiting the gravity overlap, thus enhancing the sweep
coefficient of CO2 flooding. Crude oil viscosity primarily governed the sweep coefficients
in miscible and partly miscible flooding by elevating the seepage resistance, whereas in
immiscible flooding, gravity overlap took precedence in determining the sweep coefficient.

(3) The main controlling factor affecting the sweep coefficient of CO2 flooding was the
permeability difference, and the factor importance FI reached 1.04. In the field application
of CO2 flooding, attention should be paid to the problem of ineffective displacement in
low-permeable zones in heterogeneous reservoirs.
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Abstract: The Lunnan Oilfield in the Tarim Basin is known for its abundant oil and gas resources.
However, the marine clastic reservoir in this oilfield poses challenges due to its tightness and difficulty
in development using conventional water drive methods. To improve the recovery rate, this study
focuses on the application of carbon dioxide flooding after a water drive. Indoor experiments
were conducted on the formation fluids of the Lunnan Oil Formation, specifically investigating
gas injection expansion, thin tube, long core displacement, oil and gas phase permeability, and
solubility. By injecting carbon dioxide under the current formation pressure, the study explores the
impact of varying amounts of carbon dioxide on crude oil extraction capacity, high-pressure physical
parameters of crude oil, and phase characteristics of formation fluids. Additionally, the maximum
dissolution capacity of carbon dioxide in formation water is analyzed under different formation
temperatures and pressures. The research findings indicate that the crude oil extracted from the
Lunnan Oilfield exhibits specific characteristics such as low viscosity, low freezing point, low-medium
sulfur content, high wax content, and medium colloid asphaltene. The measured density of carbon
dioxide under the conditions of the oil group is 0.74 g/cm3, which closely matches the density of
crude oil. Additionally, the viscosity of carbon dioxide is 0.0681 mPa·s, making it well-suited for
carbon dioxide flooding. With an increase in the amount of injected carbon dioxide, the saturation
pressure and gas-oil ratio of the crude oil also increase. As the pressure rises, carbon dioxide dissolves
rapidly into the crude oil, resulting in a gradual increase in the gas-oil ratio, expansion coefficient,
and saturation pressure. As the displacement pressure decreases, the degree of carbon dioxide
displacement initially decreases slowly, followed by a rapid decrease. Moreover, an increase in the
injection rate of carbon dioxide pore volume leads to a rapid initial improvement in oil-displacement
efficiency, followed by a slower increase. Simultaneously, the gas-oil ratio exhibits a slow increase
initially, followed by a rapid rise. Furthermore, as the displacement pressure increases, the solubility
of carbon dioxide in water demonstrates a linear increase. These research findings provide valuable
theoretical data to support the use of carbon dioxide flooding techniques for enhancing oil recovery.

Keywords: Lunnan oilfield; carbon dioxide flooding; gas injection expansion; oil and gas phase seepage

1. Introduction

With the rapid increase in the development of conventional oil reservoirs around the
world, the reserves and annual production of conventional oil reservoirs and high-quality
oil reservoirs are continuously decreasing [1]. As the reserves and production of tight oil
and gas are increasing year by year, it has become the reservoir for global oil and natural gas
production [2]. Tight reservoirs are characterized by poor physical properties, small pore
throats, and threshold pressure gradients [3]. Through the high injection pressure, the water
absorption capacity of the tight reservoir is poor, which leads to the slow development of
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water injection in oil wells [4]. The Lunnan Oilfield in the Tarim Basin is a low-porosity
and low-permeability reservoir with a small pore throat radius, strong heterogeneity, large
mud influence, and the development of micro-fractures, which makes overall development
difficult [5]. By interacting carbon dioxide with tight oil, the oil displacement mechanism of
viscosity reduction, expansion, and miscibility is achieved [6]. In order to improve reservoir
recovery, the impact of carbon dioxide gas flooding on recovery has become a hot research
topic [7].

At present, research on carbon dioxide flooding for enhanced oil recovery has yielded
some results. Varfolomeev et al. studied the oil field production method of advanced
water injection and direct injection. Taking the Weibei Oilfield as the research object, they
carried out indoor experiments on ultra-low permeability reservoir cores and studied water
flooding and carbon dioxide based on nuclear magnetic resonance data. The microscopic
oil displacement mechanism of water flooding, conversion from water flooding to gas
injection, etc., is concluded. The water flooding oil displacement efficiency in the Weibei
ultra-low permeability reservoir is the lowest, only 36%, and the carbon dioxide oil flooding
efficiency reaches 55%. The oil displacement efficiency of water flooding to gas flooding is
the highest, reaching 60%, so the oil displacement efficiency of water flooding to carbon
dioxide injection is the best [8]. Pal et al. studied the effect of carbon dioxide flooding,
analyzed the displacement characteristics of carbon dioxide injection in tight oil reservoirs
from a micro-scale, and concluded that carbon dioxide flooding effectively activates the
crude oil stored in tight pores, and carbon dioxide breaks through quickly under a pressure
of 10 MPa. The crude oil in the small pores did not move. Under the pressure of 24 MPa,
the breakthrough of carbon dioxide gradually slowed down, the oil saturation decreased
linearly after displacement, the oil in the pores was activated, and the recovery rate was
high [9]. Ansari et al. studied the changes in the physical properties of crude oil and
rocks through the effects of gas injection and expansion of crude oil and formation water
dissolution of gas on the characteristics of the reservoir rocks. They concluded that after the
injection of carbon dioxide, the viscosity and density of the reservoir crude oil gradually
decreased. The volume of crude oil expanded to 45%, and the permeability of oil and gas
was 6.5% higher than that of oil and water. Heavy components such as C16-C35 in crude
oil gradually increased, and the asphaltene content reached 86%. After carbon dioxide
was injected into the reservoir, it gradually dissolved in the formation water so that under
the action of weakly acidic formation water, the permeability and porosity of the reservoir
gradually increased, and the seepage capacity continued to become stronger [10]. Novak
et al. studied the impact of carbon dioxide flooding on the recovery of fault block oil
reservoirs. By developing a three-dimensional geological model of fault block oil reservoirs,
they simulated the geomorphology of the oil reservoir and used phase analysis software to
construct a fault block reservoir geomorphology. Based on the physical property model
of the block oil reservoir and conducted carbon dioxide oil displacement experiments,
it was concluded that the recovery effect at a well spacing of 250 m is relatively good.
When the seepage pressure exceeds 30 MPa, the oil displacement efficiency is high, and the
produced gas-oil ratio is the highest [11]. Yan et al. studied the impact of carbon dioxide
flooding on the production of the ultra-low permeability Changqing Oilfield. Due to the low
production efficiency of early water flooding, the development production was declining
year by year. Through carbon dioxide flooding, the daily liquid production volume and
daily oil production of the oil wells were increased. The amount has increased significantly,
and the water content is gradually decreasing; compared with the water flooding injection
pressure, the carbon dioxide injection pressure has not increased significantly and does not
change with the injection amount, indicating that the reservoir has good carbon dioxide
injection and good air-absorbing capabilities [12].

Judging from the recovery degree, the recovery degree of the homogeneous section is
high, reaching 59.53%, but it is necessary to carry out tertiary oil recovery because of the
thick reservoir and large remaining oil reserves in the homogeneous section [13].
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After carbon dioxide displacement measures are implemented in reservoirs, there are
four mechanisms for the change of rock wettability, namely, adsorption and flocculation
of asphaltene, ion bridging, repulsion and attraction of net charges, and the influence of
formation water.

The exploration of enhanced oil recovery technology by injecting carbon dioxide into a
clastic reservoir in the Tarim Oilfield began in 2018. In 2021, in combination with the needs
of carbon source conditions, miscible conditions, and the goal of “double carbon,” the
Tarim Oilfield selected the No.2 well area of the Lunnan Oilfield to carry out pilot tests of
carbon dioxide flooding and storage. This practice has proven that carbon dioxide flooding
technology can prolong the life of an oil field for more than 10 years, and the cooperative
development of oil displacement, extraction, and carbon storage has special advantages.
Well No.2 in the Lunnan Oilfield is a realistic potential area for CCUS-EOR development,
which has the basis for integrated design of geological engineering.

The Lunnan Oilfield in the Tarim Basin is rich in oil and gas resources and is a tight oil
reservoir. Conventional water flooding is difficult to develop, and the recovery rate can
be effectively improved by injecting carbon dioxide after water flooding. This paper takes
the Lunnan Oilfield in the Tarim Basin as the research object and carries out gas injection
expansion, thin tube, long core displacement, oil and gas phase permeability, and solubility
laboratory experiments. By injecting carbon dioxide into the formation, the impact of the
injection amount of carbon dioxide on the extraction capacity of crude oil, the high-pressure
physical property parameters of crude oil, and the phase characteristics of formation fluids
were studied. The maximum solubility capacity of carbon dioxide in formation water under
different formation temperatures and pressures was analyzed, which provides theoretical
support for carbon dioxide flooding to improve oil recovery.

2. Research Methods

2.1. Geological Characteristics

The Tarim Basin is divided into eight first-order structural units, namely, the Kuqa
Depression, Tabei Uplift, Northern Depression, Central Uplift, Southwest Depression,
Tangguzibasi Depression, Tarnum Uplift, and Southeast Depression from north to south.
The structural position of the study area belongs to the Akkule Uplift in the middle part
of the Tabei Uplift, also known as the Lunnan Ancient Uplift and the Lunnan Low Uplift.
It is bordered by the Luntai Fault in the north, adjacent to the Mangar Depression and
the Shuntuoguole Uplift in the south, and the Caohu Depression and the Halahatang
Depression in the east and west, respectively. The Lunnan Ancient Uplift covers an area of
4420 km2 and consists of seven secondary structural units, namely, the northern slope zone,
the Lunnan fault barrier zone, the central slope zone, the Santamu fault barrier zone, the
southern slope zone, the western slope zone, and the eastern slope zone. Lunnan buried
hill was formed by long-term evolution under the control of unified structural conditions
of the Tabei Uplift and mainly experienced Gary.

There are four evolutionary stages: the formation period of the Dongbi Uplift, the
formation period of the Hercynian anticline, the Indosinian-Yanshan fault activity period,
and the Himalayan structure finalization period.

The surface of the Lunnan Oilfield is flat, with an average altitude of about 930 m.
Except for the tamarisk and Achnatherum vegetation in a local area, no other plants have
been developed [14].

The Lunnan Oilfield belongs to the Lunnan Low Bulge Lunnan Fault Zone tectonics
of the Tarim Basin Tabei Uplift. It is an almost east-west trending long-axis anticline,
which appears as an irregular skirt extending into the central depression, forming a set of
fan delta-braided river delta-lacustrine facies sediments [15]. Well grain size analysis by
borehole coring indicates that the lithology of the Lunnan Oil formation is predominantly a
medium sandstone composed of quartz, feldspar, lithic debris, and miscellaneous matrix.
The rock type is mainly feldspathic lithic sandstone, and the interstitial materials are mainly
Kaolinite and mud. The content of potassium feldspar in the reservoir that easily reacts with
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carbon dioxide is between 9% and 25%. The reservoir sandstone has low compositional
maturity and structural maturity [16].

Research has shown that the sand layer group studied in this article belongs to the
subfacies of discernible delta plain, with the development of braided distributary channels
and channel sand bar sedimentary microfacies. Sandstone is currently in the early stage
of diagenesis B to the early stage of the late stage of diagenesis A, with the late stage of
diagenesis A being the main stage. Residual intergranular pores and dissolution pores
are the main spaces for oil and gas accumulation, with strong intra-layer and planar
heterogeneity and weak interlayer heterogeneity. It is a typical medium porosity and
medium permeability reservoir. The reservoir evaluation results indicate that the main
reservoir types are Class II (good) reservoirs with medium to fine throats, followed by
Class I (good) reservoirs with large to coarse throats and large to medium to fine throats,
and Class III (medium) reservoirs with small to medium throats.

Injecting CO2 into the formation to form weak acids can improve the permeability of
the reservoir by interacting with rocks such as calcite. In sandstone reservoirs, CO2 reacts
to form precipitates such as kaolinite and clay minerals, which can also block pore throats
and cause damage to the reservoir. When the temperature is high, the viscosity of crude
oil will decrease, and the solubility of CO2 in crude oil will also decrease, making it less
prone to phase mixing. When the temperature is lower, the higher the viscosity of crude oil,
the greater the seepage resistance, and the more severe the fingering phenomenon during
the displacement process. The solubility of CO2 will increase with the increase of reservoir
pressure, and the lower the interfacial tension between oil and gas, the easier it is for mixing
to occur. The oil displacement efficiency will also increase with the enhancement of CO2
extraction capacity for light hydrocarbons.

The crude oil Lunnan Oilfield has good properties with low viscosity, low freezing
point, low-medium sulfur content, high wax content, and medium colloid asphaltene; the
methane content in natural gas is low, with a maximum of 88% and generally 60~84%; the
salinity of formation water is 1.9 × 105 mg/L, the chloride ion content is 1.1 × 105 mg/L,
and the formation water type is CaCl2 type. Table 1 shows the fluid properties of the
Lunnan Oilfield reservoir [16].

Table 1. Reservoir fluid properties of the Lunnan Oilfield.

Crude Oil Natural Gas Formation Water

Ground

Density

(g/cm3)

Initial

Boiling

Point (◦C)

Viscosity

50 ◦C(mPa.s)

Wax

Content

(%)

Sulfur

Content

(%)

Freezing

Point (◦C)

Colloidal

Asphal-

tene

(%)

Proportion

(g/cm3)

Methane

Content

(%)

Total Min-

eralization

(105 mg/L)

Chloride Ion

Content

(105 mg/L)

0.8632 79.77 13.41 7.0 0.53 −14.1 13.69 0.6919 78.23 1.9 1.1

The experimental cores in this paper were selected from the JIV1 sandstone reservoir
core in the central depression of the Lunnan Oilfield in the Tarim Basin, and the depths of
the cores ranged from 4554 m to 4583 m (See Table 2).

Table 2. Core parameter table of different injection pressure displacement experiments.

Core Number Length (cm) Diameter (cm) Porosity (%)

1 5.06 2.48 19.38
2 5.73 2.51 14.51
3 5.05 2.52 16.65
4 4.83 2.47 17.80
5 5.29 2.53 15.60
6 7.08 2.51 16.52
7 7.25 2.49 17.23
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2.2. Experimental Methods

The experiment adopts the national standard “Oil and Gas Reservoir Fluid Physical
Property Analysis Method” [17]; the experimental instrument adopts the oil and gas
reservoir fluid analysis instrument, the maximum pressure can reach 150 MPa, and the
maximum temperature is 200 ◦C (See Figure 1).

   

Figure 1. Oil and gas reservoir fluid analysis instrument.

Experiment procedure:

(1) In the experiment, the temperature was set to 128 ◦C, the pressure was set to 45.4 MPa,
pure carbon dioxide was used as the injection gas, and on-site formation water was
used as the water sample. By transferring an appropriate amount of mixed oil samples
into a high-temperature and high-pressure sampler and adding excess carbon dioxide,
the temperature is kept constant at the formation temperature, the pressure is kept at
the bubble point pressure, and the oil is stabilized after sufficient stirring [18]. The
excess carbon dioxide from the upper part of the sampler is discharged under constant
pressure. The fluid in the sampler is the formation of a crude oil sample, which is
used to carry out experiments.

(2) During the experiment, the pressure and temperature data in the reaction kettle were
continuously collected and recorded through a data collector. At the same time, the
flow rate of carbon dioxide gas and the time of chemical reaction were recorded.
Based on the data collected from the experiment, physical parameters such as density
and viscosity of carbon dioxide gas are calculated.

(3) After extracting and drying the core, measure the gas permeability of the core, sort
them in order according to the permeability, connect the core model, and measure the
porosity of the saturated formation water in the core model. Oil is injected into the
water-saturated core to drive water with oil until there is no water flow at the outlet
of the core, and the irreducible water saturation of the core model is calculated.

(4) Connect the cylinder to the container to ensure that the gas enters the container
smoothly. Set a pressure sensor and a temperature sensor on the cylinder, connect
it to the back pressure valve at the outlet end of the core, and add a predetermined
pressure; adjust a certain displacement pressure, and carbon dioxide gas is injected
into the core to conduct carbon dioxide gas flooding tight oil experiments until no
more crude oil is produced at the outlet end, thereby measuring the cumulative
volume of displaced oil and gas and the cumulative volume of injected gas.

(5) Pump the formation oil into the thin tube core until no water comes out from the
outlet end, and calculate the irreducible water saturation and original oil saturation in
the thin tube model; maintain the back pressure during the experiment, determine
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the displacement pressure, conduct the displacement experiment under a certain
displacement pressure, and record the pump volume and oil production parameters.

(6) By changing the displacement pressure and repeating the experiment, the gas drive
recovery rate under different displacement pressures is measured. The minimum
pressure corresponding to the gas drive recovery rate of 90–95% is recorded as the
minimum miscible pressure [19].

(7) Place the core sample in the permeability measuring device to ensure that the sample
can seep smoothly. A pressure sensor and a temperature sensor are provided on
the permeability measurement device to monitor pressure and temperature changes
during the seepage process.

(8) In the experiment, the permeability was set to 0.1 mD~1000 mD, the porosity was
5~30%, and the pressure gradient was set to 0.1 MPa/m~10 MPa/m. Oil and gas were
injected from the oil and gas source into the core sample, and the pressure sensors
and temperature sensors monitor the pressure and temperature of oil and gas, and
the flow meter monitors the seepage rate of oil and gas. At the same time, data such
as the permeability, pressure, and temperature of oil and gas in core samples are
continuously collected, and the injection time and amount of oil and gas are recorded
through a data collector.

(9) Put the prepared solution into a constant temperature bath, heat it to the set tempera-
ture, and stir the solution with a magnetic stirrer to ensure uniformity of the solution;
during the dissolution process, monitor the solution in real-time with a pH meter and
conductivity meter and monitor the concentration changes of dissolved substances
in the solution through spectrophotometer and other instruments, and continuously
collect and record the concentration, pH value, conductivity, dissolution time and
amount of dissolved substances in the solution (See Figure 2).

Figure 2. Flow chart of saturated crude oil core displacement experiment.

3. Results

3.1. High-Temperature and High-Pressure Physical Properties of Carbon Dioxide

By recording the physical property changes of carbon dioxide under different tempera-
tures and pressures, the high-temperature and high-pressure physical properties of carbon
dioxide under reservoir conditions are determined. Table 3 shows the crude oil sampling
results of the Lunnan oil group. It can be seen from Table 3 that under oil group conditions,
the density of carbon dioxide is 0.74 g/cm3, which is basically close to the density of crude
oil, but its viscosity is 0.0681 mPa·s, which improves the mobility ratio of crude oil and has
good adaptability to carbon dioxide flooding [20]. Through a chromatographic analysis of
the oil and gas sample composition and well flow composition, the well flow composition
of the formation fluid and the single-degassing experimental data were obtained (Table 4).
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Table 3. Lunnan oil group crude oil sampling results.

Gas/Oil Ratio
(m3/m3)

Coefficient of
Expansion

Volume
Coefficient

Bubble Point
Pressure (MPa)

Crude Oil Density
(g/cm3)

Crude Oil Viscosity
under Formation
Pressure (mPa·s)

42.52 1 1.14 12.06 0.79 3.6

Table 4. Formation fluid well flow components composition.

Component Name
Well Flow Molar
Composition (%)

Component Name
Well Flow Molar
Composition (%)

N2 1.15 nC4 1.73
carbon dioxide 0.88 iC5 1.34

C1 29.89 nC5 1.36
C2 2.15 C6 4.40
C3 1.33 C7+ 55.11
iC4 0.64 C7+ molecular weight 362.20

3.2. Gas Injection Expansion Characteristics

By transferring the prepared formation fluid sample into the PVT instrument, after
the formation temperature stabilizes for 2 h, add an appropriate amount of pressurized
formation crude oil sample and stir it thoroughly for 2 h to make the sample into a
homogeneous single-phase state. Then, slowly reduce the pressure, measure its bubble
point, and perform a single removal test to test the amount of dissolved gas in crude oil
and the density and viscosity of the fluid [21]. After the test is completed, continue to
inject carbon dioxide into the oil sample according to the above experimental method,
increase stirring to make the sample into a homogeneous single-phase state, then reduce
the pressure to measure its new bubble point and conduct a single removal test. Through
multiple consecutive additions of injected gas, the gas injection expansion results of the
Lunnan Oilfield formation were obtained (See Table 5).

Table 5. Gas injection expansion results of formations in the Lunnan Oilfield.

Injected Gas
Mole Fraction

(Decimal)

Gas/Oil
Ratio

(m3/m3)

Coefficient of
Expansion

Volume
Coefficient

Saturation
Pressure (MPa)

Surface Degassed
Crude Oil Density

(g/cm3)

Viscosity
under

Formation
Pressure
(mPa·s)

0 42.52 1 1.14 12.06 0.79 3.62
0.39 126.63 1.1 1.34 19.72 0.81 1.98
0.56 206.56 1.2 1.52 25.50 0.82 1.48
0.67 316.56 1.3 1.76 30.65 0.82 1.27
0.82 594.68 1.4 2.37 39.68 0.82 1.05

As the amount of injected carbon dioxide increases, the saturation pressure of crude
oil increases from 12.06 MPa to 39.68 MPa, and the gas-oil ratio increases from 42.52 m3/m3

to 594.68 m3/m3, indicating that the sample has a strong impact on carbon dioxide. The
dissolving ability of crude oil is strong. As the pressure increases, carbon dioxide will
quickly dissolve into crude oil, and its gas-oil ratio, expansion coefficient, and saturation
pressure will gradually increase. Due to the dissolved carbon dioxide in crude oil and
the extraction of crude oil by carbon dioxide, the viscosity gradually decreased from
3.62 mPa·s to 1.05 mPa·s, and the expansion coefficient increased from 1 to 1.4. Therefore,
after carbon dioxide is injected into the oil reservoir, it achieves good expansion and
viscosity reduction effects.
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3.3. Minimum Miscibility Pressure

This article uses configured formation fluid samples to test the minimum miscible
pressure of carbon dioxide and formation crude oil to determine whether the reservoir has
achieved miscible carbon dioxide flooding. The degree of recovery is achieved by injecting
gas under different experimental pressures [22]. Figure 3 shows the degree of CO2 flooding
recovery under different pressures. As the displacement pressure continues to decrease,
the degree of carbon dioxide displacement decreases slowly at first and then decreases
rapidly. When the displacement pressure exceeds 27.5 MPa, the degree of carbon dioxide
displacement exceeds 90%. Therefore, the minimum miscible pressure for carbon dioxide
injection is 27.35 MPa. However, the current formation pressure is 49.88 MPa, which can
achieve the miscibility of carbon dioxide and the formation of crude oil.

Figure 3. Carbon dioxide injection and recovery degree under different pressures.

3.4. Long Core Displacement Characteristics

In this paper, core samples with a length of 6 cm were spliced to prepare cores of the
required length and filter paper was placed between two adjacent cores to effectively reduce
the end effect [23]. In order to characterize the physical properties and water content of the
Lunnan oil reservoir, a long core displacement experiment was conducted by testing the
porosity and permeability data of the core. The displacement experiments of continuous
gas flooding after water flooding, water and gas alternation, periodic gas injection, and
carbon dioxide + hydrocarbon gas slug were completed. The core length of the Lunnan Oil
Formation water flooding followed by different displacement methods of carbon dioxide
injection is 100 cm, the diameter is 3.8 cm, the permeability is 45 mD, and the porosity is
17%. Taken from wild outcrops, they are prepared by bonding, pressing, and wire cutting.
Figure 4 shows the long core displacement experimental core of carbon dioxide injected
after water flooding in the Lunnan Oil Formation.

Figure 4. Carbon dioxide injection long core displacement experimental core after water flooding in
the Lunnan Oil Formation.
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The long core displacement experimental results were obtained through continuous
carbon dioxide gas injection (See Figure 5). After water flooding in the Lunnan oil formation,
as the injection rate of carbon dioxide pore volume increases, the displacement efficiency
increases first rapidly and then slowly, with a turning point of 0.8 HCPV. The gas-oil ratio
increased slowly at first and then rapidly, with the turning point being 0.6 HCPV.

Figure 5. Experimental results of continuous carbon dioxide gas flooding after water flooding in the
Lunnan Oil Formation.

A new and accurate calculation method has been proposed to predict the vapor-liquid
equilibrium of CO2 binary mixtures, which is not entirely dependent on experimental
data [24]. Carbon capture and storage (CCS) has become a promising way to solve this
challenge. It is estimated that in heavy industry, CCS can reduce emissions by 25–67% [25].
The saltwater layer has a CO2 injection well and 200 GRs, which have different uncertain
petrophysical characteristics. UML framework can be used to select RGRs and capture the
whole uncertain domain. The calculation cost related to scheme testing, decision-making,
and development planning of CO2 storage sites under geological uncertainty is significantly
reduced [26]. The carbon dioxide flooding in this paper can also achieve the purpose of
carbon sequestration.

3.5. Oil and Gas Phase Permeability Characteristics

Based on the expansion experiment, thin tube experiment, and long core displacement
experiment, the phase permeability characteristics of carbon dioxide injection gas flooding
in the reservoir were obtained. Table 6 shows the characteristics of the reservoir fluid com-
ponents. During the carbon dioxide flooding process, miscibility, mass transfer, extraction,
expansion, and other functions greatly increase the fluidity of crude oil. The water flooding
efficiency of the Lunnan oil formation is close to the limit. After conversion to carbon
dioxide flooding development, on the one hand, the co-permeability interval is increased,
and the fluidity of crude oil is increased; on the other hand, the residual oil saturation and
irreducible water saturation are further reduced, releasing the movable space for oil, gas,
and water, and the residual oil saturation is reduced from 30% to 12%.
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Table 6. Reservoir fluid component characteristics.

Components
Name

Molecular
Weight
(g/mol)

Equation
Coefficient

Equation
Coefficient

Critical
Tempera-

ture
(K)

Critical
Pressure

(b)

Critical
Volume

Critical Z
Factor

Volume
Offset

Coefficient

Eccentric
Factor

N2 28.01 0.45 0.078 126.20 33.50 90.00 0.29 −0.13 0.04
CO2 44.01 0.45 0.078 320.08 102.96 94.00 0.36 0 0.34
C1 16.04 0.45 0.078 277.00 212.70 98.00 0.91 −0.022 0.0055

C2~C5 53.34 0.45 0.078 397.86 39.43 237.45 0.28 −0.065 0.18
C6~C10 110.76 0.45 0.078 578.48 35.15 447.39 0.33 0.0 0.32

C11+ 180.03 0.45 0.078 666.99 23.52 728.18 0.31 0.0001 0.58
C17+ 365.77 0.45 0.078 859.91 12.43 1458.12 0.25 0.0002 1.09

Completely miscible CO2 displacement can well displace various components of crude
oil, including heavy components, and the difference of oil sample family components in
different displacement stages is very small, and the miscible effect is excellent. After CO2
flooding with large injection, the heavy components in the ultra-low permeability tight
reservoir are well recovered, and the final recovery degree of heavy components is similar
to that in the medium and low permeability reservoir, which shows that CO2 flooding with
large injection is a practical and effective displacement scheme to improve the recovery
degree of ultra-low permeability tight reservoir. This makes CO2 flooding very suitable for
oil displacement and exploitation in the Lunnan Oilfield.

3.6. Water Solubility Characteristics

By obtaining aqueous solutions containing supersaturated carbon dioxide under
different pressures and carrying out a single degassing experiment on saturated carbon
dioxide water samples after the pressure stabilizes, the ability of water samples to dissolve
carbon dioxide under different pressure conditions is measured. Figure 6 shows the
variation pattern of sample solubility with pressure. The solubility of carbon dioxide in
water increases with the increase of pressure, basically showing a linear relationship. Under
the current formation pressure conditions, the solubility of carbon dioxide in formation
water is 24 m3/m3.

Figure 6. Solubility changes with pressure.

After carbon dioxide displacement, the wettability of reservoir rocks turns to be
lipophilic. Most of the actual reservoirs are strongly hydrophilic, but after carbon dioxide
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displacement, the reservoirs can become weakly hydrophilic. After the injection of dis-
solved CO2, the reservoir pressure and the reservoir pressure impact range continuously
increase. After the injection is stopped, the reservoir pressure quickly recovers to its original
value, ensuring the feasibility and safety of dissolved CO2 storage. The pH value is mainly
affected by pressure, water–rock reactions, and diffusion. Injecting dissolved CO2 can
preserve the reservoir for a long time, ensuring safety. Illite minerals undergo dissolution,
while kaolinite minerals undergo precipitation. The total dissolution of minerals in the
reservoir near the injection well is greater than the total precipitation, which increases the
porosity of the reservoir. In the later stage of injection, the porosity of various positions in
the reservoir no longer changes. The increase in reservoir porosity increases the permeabil-
ity of the reservoir, alleviates the increase in reservoir pressure, and ensures the feasibility
and safety of dissolved CO2 storage.

4. Discussion

The heterogeneity of continental reservoirs in China is strong, and the fractures in low
permeability reservoirs are developed. At the same time, the types of reservoirs in China
are complex, and they are difficult to develop. The research of CO2 oil recovery technology
in China started late, and it was not until the end of the 1950s that China began to study
the topic of CO2 flooding. Then, in 1963, China first conducted research on enhancing oil
recovery by CO2 flooding in the Daqing Oilfield and then conducted the pilot tests of CO2
injection in 1966 and 1969, respectively. In 1980, the pilot test of CO2 miscible flooding was
carried out in the Shaxia Reservoir of Pucheng Oilfield, and the purpose of dewatering
flooding was achieved. CO2 flooding is developing rapidly. In 2014, CO2 flooding was
carried out in the Jingbian Oilfield, a typical low-permeability reservoir. The final results
show that CO2 water-gas alternation can make the oil displacement efficiency reach 77.3%,
and a stable production increase can be achieved by using CO2 flooding technology.

In this paper, the study of CO2 flooding, the determination of minimum miscible
pressure in the Lunnan sandstone reservoir in the Tarim Basin, the study of reservoir
fluid phase state after CO2 injection, and the feasibility of CO2-EOR technology is possible
because injected carbon dioxide can reduce the viscosity of crude oil, increase the fluidity
of crude oil, reduce the interfacial tension between oil and water, and expand the volume
of crude oil, thus improving the oil recovery. The conclusion of this experiment is that with
the increase in pressure, the injection capacity of CO2 increases. The injection capacity of
CO2 is much greater than that of water injection. Compared with water injection, pure CO2
flooding can improve oil recovery.

5. Conclusions

Injecting carbon dioxide under current formation pressure conditions, the impact
of different amounts of carbon dioxide injection on crude oil extraction capacity, high-
pressure physical properties of crude oil, and formation fluid phase characteristics varies.
The following conclusions are ultimately drawn:

(1) The crude oil from the Lunnan Oilfield has low viscosity, low solidification point, low
medium sulfur content, high wax content, and medium colloidal asphaltene. The
carbon dioxide density measured under oil group conditions is 0.74 g/cm3, which is
similar to the density of crude oil. But its viscosity is 0.0681 mPa·s, which has good
applicability for carbon dioxide flooding.

(2) As the amount of carbon dioxide injected increases, the saturation pressure of crude
oil increases from 12.06 MPa to 39.68 MPa. The gas–oil ratio has increased from
42.52 m3/m3 to 594.68 m3/m3. The gas–oil ratio, expansion coefficient, and saturation
pressure gradually increase. As the displacement pressure continues to decrease, the
carbon dioxide displacement efficiency begins to slowly decrease and then rapidly
decline. As the injection rate of carbon dioxide pore volume increases, the growth
rate first increases and then slows down, reaching a turning point at 0.8 HCPV., The
oil–gas ratio also exhibits a turning point occurring at 0.6 HCPV. The solubility of
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carbon dioxide in the formation of water is determined to be 24 m3/m3. Beneficial for
subsequent oil recovery and carbon storage.
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Abstract: Traditional investigations of fluid flow in porous media often rely on a continuum approach,
but this method has limitations as it does not account for microscale details. However, recent progress
in imaging technology allows us to visualize structures within the porous medium directly. This
capability provides a means to confirm and validate continuum relationships. In this study, we
present a detailed analysis of the dissolution trapping dynamics that take place when supercritical
CO2 (scCO2) is injected into a heterogeneous porous medium saturated with brine. We present
simulations based on the volume-of-fluid (VOF) method to model the combined behavior of two-
phase fluid flow and mass transfer at the pore scale. These simulations are designed to capture the
dynamic dissolution of scCO2 in a brine solution. Based on our simulation results, we have revised
the Sherwood correlations: We expanded the correlation between Sherwood and Peclet numbers,
revealing how the mobility ratio affects the equation. The expanded correlation gave improved
correlations built on the underlying displacement patterns at different mobility ratios. Further, we
analyzed the relationship between the Sherwood number, which is based on the Reynolds number,
and the Schmidt number. Our regression on free parameters yielded constants similar to those
previously reported. Our mass transfer model was compared to experimental models in the literature,
showing good agreement for interfacial mass transfer of CO2 into water. The results of this study
provide new perspectives on the application of non-dimensional numbers in large-scale (field-scale)
applications, with implications for continuum scale modeling, e.g., in the field of geological storage
of CO2 in saline aquifers.

Keywords: porous media; dissolution; CO2 geological storage; pore-scale simulations; dissolution
trapping; Sherwood correlation

1. Introduction

Single and multiphase flow in porous media is the underlying foundation for numer-
ous industrial and natural processes. Researchers have addressed porous media flow at
different spatial scales, including the pore scale and the continuum scale. Traditionally, the
continuum scale was the dominant experimental approach due to limitations in the mea-
surements inside individual pores. However, recent advancements in imaging technology
have enabled the scientific community to capture underlying processes within the void
space of the porous medium. Additionally, information from pore scale imaging can be
used for the validation of numerical models [1,2]. At the continuum scale, we only retain
effective properties of the pore scale details [3]. By construction, effective properties do
not capture the full pore scale physics. Therefore, they might lose out on details that are
significant for continuum scale effects. One approach for retaining more pore-scale physics
is multi-scale modeling, which incorporates pore-scale results into the continuum-scale
simulations [4].

Both single and multiphase flow might occur coincidentally with the transfer of
species. In a single-phase flow situation, the transport of a dissolved species depends

Energies 2024, 17, 629. https://doi.org/10.3390/en17030629 https://www.mdpi.com/journal/energies161



Energies 2024, 17, 629

on both the flow field and the concentration gradient of the species [5]. In multiphase
flow conditions, mass transport may additionally occur from one phase to another, known
as an interfacial mass transfer. Interfacial mass transfer across fluid–fluid interfaces in
porous media is a special branch of the generalized multi-phase flow. Significant work
has been conducted in the past, especially in the field of enhanced hydrocarbon recovery,
geological carbon sequestration, geothermal energy production, seasonal storage of natural
gas in geologic formations, nuclear waste management, and gas hydrate formation in
sediments [6–14]. This wide range of applications has spurred considerable efforts in the
modeling of interfacial mass transfer [15–19].

Modeling of interfacial mass transfer has been conducted at different length scales,
from μm at the pore scale, to cm at the continuum scale [20], and up to km at the field
scale [3,21,22]. A review of modeling at different scales is given by Agaoglu et al. [17].
Pore-scale investigations are the foundation for the mass transfer process, as the interfaces
over which the mass transfer occurs are fully resolved at this scale. This contrasts with mod-
eling on a continuum scale, where only effective mass transfer properties are considered.
Moreover, the pore scale approach yields insight into the effect of void space geometry,
e.g., relations to pore and grain size distribution [23], fluid distribution in the porous
medium [18], mineralogy and wettability of the rock surface [24], etc. Pore-scale modeling
of mass transfer has mostly been studied either by use of network modeling [7,19,25] or
direct pore-scale simulations [12,26]. Continuum scale modeling uses the concept of repre-
sentative elementary volume (REV) to define effective parameters [27]. As the mass transfer
is scale dependent, any continuum scale approach would need REV size assessment for the
effective mass transfer properties [20].

Pore-scale studies reveal fluid flow and interfacial area distribution. Recent studies
identified three domains [17]: (1) the capillary domain involves fluid–fluid interfaces within
pore bodies; (2) the thin film area, where the wetting phase covers soil particles and is
enclosed by a non-wetting phase; (3) the grain surface roughness area, which refers to a
thin layer of residual wetting fluid. Accurate study requires methods that capture these
domains [28,29]. In pore-scale modeling, the interfacial mass transfer can effectively be
considered in the context of a network of pores and throats, within which the fluid inter-
faces are captured semi-analytically [7,30–32]. Such pore network calculations are mainly
targeted towards obtaining effective properties for the mesoscale, which can further be
upscaled to macroscopic transport properties at the sample level, incorporating effects of
pore micro-structure and fluid micro-distribution such as thin films on transport phenom-
ena. At the next scale, known as mesoscale, experiments, and modeling are conducted
in cm scale samples, e.g., of subsurface rock samples. Due to the complexity of flow in
porous media at this length scale, many studies have developed correlations between the
interfacial mass transfer coefficient and system parameters such as characteristic length,
median grain size, mass transfer coefficient of the tracer, Reynolds number, residual tracer
saturation, water density, and water kinematic viscosity. Field-scale studies inspect the
phenomenon from a wider perspective, and therefore may overlook some of the details,
which leads to deficiencies in the results. Parker and Park [20] attested that the interfacial
mass transfer coefficient derived from mesoscale experiments was not compatible with the
field scale coefficient. They stated that absolute and relative permeability differences, as
well as flow velocity, are major reasons for this deficiency [33].

Numerous mathematical models have been deployed in the past to enlighten interfa-
cial mass transfer in porous media. These models have been mostly used for contaminant
remediation purposes, especially pollution of water resources by non-aqueous phase liq-
uids (NAPL). The modeling efforts can be classified as analytical and numerical methods.
The drawback of the analytical models is their oversimplification of the multiphase sys-
tems [20,34,35]. Conversely, numerical models can capture the complexities of multiphase
systems, but they require more effort to simulate. These models can be classified as pore-
scale or continuum-scale models. Pore-scale simulation models such as pore network
methods [19,25,36], Lattice–Boltzmann methods [10,12], and volume of fluid methods [26]
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have been used to quantify interface mass transfer at the mesoscale. In contrast, continuum-
scale models represent the interface mass transfer at a continuum scale and can therefore
be applied to field-scale studies.

The simplifications made in pore network models to represent the porous medium
may result in inaccurate calculations of interfacial area. The Lattice–Boltzmann method is
based on the molecular description of the fluid. It is grounded on the Boltzmann equation.
Therefore, physical processes can be directly simulated by modeling the interaction between
molecules. This method has a simple programming implementation and excellent parallel
scalability [37]. Compared to other multiphase flow modeling methods, such as volume of
fluid and level set, LBM models capture the interface dynamics and deal with the boundary
conditions more effortlessly. The computational fluid dynamics (CFD) method, which
is based on solving the Navier–Stokes equation in a discretized domain, is also used for
interfacial mass transfer at pore scale. The main challenge in this method is dealing with
the concentration jump at the fluid–fluid interface. Haroun et al. [38] introduced a new
single-field continuous species transfer (CST) formulation to solve the discrepancy. Maes
and Soulaine [26] added a compressive term in the transport equation and managed to
improve the CST model by expressively decreasing the numerical error.

CO2 trapping in saline aquifers happens under different mechanisms: (1) in structural
trapping, where cap rocks behave as barriers and stop the upward migration of CO2, (2) in
capillary trapping, where the capillary forces in the pore space of the rock prevent CO2
migration, (3) in solubility trapping, where CO2 can dissolve in saline water, increasing
the density of the water which leads to convective mixing that safely store the CO2, and in
(4) mineral trapping, where over time, carbon dioxide reacts with minerals in rock forma-
tions to create stable carbonates, which convert CO2 into a solid, reducing its mobility [39].
The efficiency of CO2 trapping can also be affected by factors such as brine composition [40]
and injection methods [41].

In this research, we attempt to enhance our understanding of the dissolution-trapping
mechanism of scCO2, e.g., in saline aquifers during the process of CO2 sequestration.
Our results can contribute to a broader understanding of diverse transport phenomena in
porous media, e.g., groundwater contamination, groundwater remediation, and energy
storage in geological formations. We explore the interaction between nondimensional
numbers, including Sherwood, Reynolds, Peclet, and Schmidt numbers, in evaluating the
dissolution trapping of scCO2 in saline aquifers.

2. Theory and Background

In this paper, interfacial mass transfer at the pore scale will be described using the
stagnant film model. In this model, the interface between two fluids is considered a thin
film, and the mass transfer occurs inside this film. The film is considered infinitesimally
thin, and thereby volume-free. Since there is no volume associated with the film, there is
no storage either. As there is no storage, there are no transients inside the film, thus the
concentration gradient between the source and the solvent can be assumed to be linear (i.e.,
a steady-state solution). The fluid–fluid interface is orders of magnitude thinner than the
resolution used in our simulation grid. This justifies the assumption of an infinitesimally
thin interface in the modeling.

Therefore, the mass flux across the film can be described through a mass transfer
coefficient rate [42]:

J = k f a(Cs − C) (1)

where J is the interphase mass transfer rate due to dissolution per unit volume of porous
media [kg/m3/s], k f is a mass transfer coefficient [m/s], a is the interfacial area between the
aqueous phase and non-aqueous phase per unit volume of porous media [1/m], Cs is effec-
tive solubility of the solute [kg/m3], and C is the non-aqueous phase solute concentration
in the aqueous phase [kg/m3].
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One of the challenges in research concerning porous media is the limited ability to
directly observe the processes occurring within it. Previous investigations primarily relied
on scaled-up mass transfer methods [43,44].

The rate of interphase mass transfer is commonly expressed in terms of the Sherwood
number (Sh), which is a function of fluid transport and porous media properties. The inter-
facial mass transfer coefficient, k f , can be expressed as a function of the non-dimensional
Sherwood (Sh) number defined as [33]:

Sh =
k f dm

Dm
(2)

where Dm is the molecular diffusion coefficient [m2/s], while dm is the mean grain diameter
of the porous medium [m]. The Sherwood number is derived from continuum scale experi-
ments while assuming a uniform distribution of fluids in the porous medium. However,
pore-scale structure properties such as mean grain diameter, pore size distribution, and
wettability have indisputable effects on fluid displacement. Therefore, pore-scale investi-
gations can provide an in-depth perspective on the application of Sherwood number in
large-scale (field-scale) applications.

Note that conventionally, due to the challenges in experimental detection of the
fluid interface, the mass transfer coefficient and interfacial area are considered as lumped
parameters within the analysis. Consequently, a combined mass transfer coefficient (ka),
derived from the product of the mass transfer coefficient (k) and the specific interfacial area
(a), was used. The significant limitation of relying on a combined mass transfer coefficient
is the reliance on porous media characteristics, particularly particle size, as the specific
interfacial area cannot be excluded. Consequently, in prior research, the mass transfer
model was formulated using a modified Sherwood number instead of the conventional
Sherwood number:

Sh′ = kad2
m

Dm
(3)

where, as before, dm is an effective particle size and Dm is the diffusion coefficient of the
trapped phase to the flowing phase. In this article, we will differentiate these terms individ-
ually by capturing the interfacial area, and thereby provide a more accurate description
of the process. The capability of pore-scale investigations in incorporating pore-scale
properties can refine the calculated Sherwood number for further use in continuum-based
simulations.

3. Mathematical Model

In this research, we tried to clarify the correlation between the Sherwood number
and interfacial mass transfer from a bottom-top perspective. We applied direct pore-scale
modeling on three different porous media under different flow conditions. The porous
media were generated by Particula [45], which generates three-dimensional packings of
particles with predetermined size distributions, simulating both spherical and non-spherical
particles with regular and irregular shapes. Then, the surface mesh of each packing (stl
files) was converted to a binary Cartesian grid. These binary grids were imported into the
voxelToFoam module of the poreFoam solver [46] to generate the volume mesh required
by the computational fluid dynamics simulator.

3.1. Two-Phase Flow Modeling

The handling of two-phase, multi-component mass transfer at the pore scale was
carried out through two sets of equations—the volume-of-fluid (VOF) formulation for the
flow of the multi-phase flow, and the concentration equation with a mass transfer at the
fluid–fluid interface (and its extended formulation at the solid boundary). The Navier–
Stokes equations were solved on a regular grid using the second-order projection method to
simulate multi-phase flows. The pressure was found from the divergence of the temporary
solution, and the velocity was corrected by adding the gradient of the pressure. The marker
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function that identifies different fluids was updated differently in various multi-phase
simulation methods.

The VOF method uses unified equations for momentum and continuity to represent
the movement of fluid phases across the computational domain, linked with the volume
fraction αi of phase i. The unified equations are given as:

∇(ρu)
∂t +∇ · (ρu × u) = μ∇2u −∇p + ρg + Fst (4)

∇ · u = 0 (5)

where u represents the velocity field, p signifies the pressure field, ρ stands for the fluid
density, μ represents fluid viscosity, and Fst denotes the surface tension force, which can be
expressed as:

Fst = σknδ (6)

Here, σ represents interfacial tension, k denotes interface curvature (computed as
k = −∇.n), where n is the interface normal determined by n = ∇α

|∇α| , and δ is a Dirac
delta function positioned on the interface. To incorporate the surface tension effect, it must
be converted into a volumetric force. This transformed force can then be applied as a
term similar to a body force within the momentum equation. This conversion process is
accomplished through the continuum-surface-force (CSF) method developed by Brackbill
et al. [47]:

Fst,CSF = −σ∇ ·
( ∇α

‖∇α‖
)
∇α (7)

The CSF model can cause inaccuracies when calculating surface tension forces at low
capillary numbers (Ca < 0.01) due to unwanted artificial currents. [47–49]. Raeni et al. [46]
developed a model called the sharp surface force (SSF) to reduce the impact of artificial
currents. The SSF model uses smoothed and sharpened indicator functions to calculate the
curvature and the Dirac delta function (δ).

The evolution of the indicator function αi for each phase, where i = 1 or 2, is governed
by an advection equation formulated as

∂αi
∂t

+∇ · (αiu)−∇ · (αi(1 − αi)ur) = 0 (8)

where ur represents the relative velocity existing between the two phases [50]. The third
component in this equation is an artificial compression factor utilized to enhance the
sharpness of the interface, thereby improving the precision of the interface representation.
Importantly, this extra term exclusively operates within the interface area and does not
impact the solution beyond this zone. The indicator function (α) is determined at cell
centers and extrapolated linearly to solid boundaries. To calculate normal vectors at the
interface, the indicator function is smoothed by interpolating values between cell centers
(c) and faces ( f ):

αs = C
〈
〈α〉c→ f

〉
c→ f

+ (1 − C)α (9)

The coefficient C is set to a value of 0.5, as specified by [46]. This modified indicator
function, denoted as αs, is employed to determine the normal direction at the centers of the
grid cells. When dealing with solid boundaries, adjustments are made to the direction of
the normal vector at the interface (nsb) to accommodate solid adhesion. This correction is
carried out as follows:

nsb = nwcos θ + swsin θ (10)

Here, θ represents the contact angle of the fluid-fluid interface with the solid boundary,
while nw and sw denote unit vectors normal and tangential to the solid boundary, respectively.
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Ultimately, the smoothed surface tension at the central points of the faces is computed as:

Fst,SSF = σ∇ ·
( ∇αs

‖∇αs‖
)
∇αsh (11)

Here, αsh represents a refined indicator function as defined by Raeini et al. [46] as:

αsh =
1

1 − Csh

[
min

(
max

(
α,

Csh
2

)
, 1 − Csh

2

)
− Csh

2

]
(12)

In our simulations, we set Csh to a value of 0.5, which serves as a sharpening coefficient.
When Csh is equal to 0, it returns α (as in the CSF model), and when it is set to 1, it results
in an extremely sharp representation of the interface, which is unstable.

3.2. Mass Transfer Modeling

In this section, we outline how chemical mass transfer is incorporated into the VOF
framework. We describe the conservation equation for the local concentration Ci,k of the
chemical species k in each phase i:

∂Ci,k

∂t
+∇ · (uiCi,k) = ∇ · (Ji,k) + Ri,k (13)

Here, ui represents the velocity of phase i locally. Ji,k is the diffusion mass flux,
determined by Fick’s law and represented as Ji,k = −Di,k∇Ci,k, where Di,k is the molecular
diffusion coefficient of component k in phase i. In this study, we disregard the reaction
term, Ri,k. The continuity of fluxes and chemical potentials at the fluid–fluid interface is
expressed as adherence to the jump condition, as:

(Ci,k(ui − uI)− Di,k∇Ci,k) · n = 0
C2,k = HkC1,k

(14)

Here, uI is the interface velocity and Hk is Henry’s constant. [51]. When Henry’s law
conditions are not met, mass transfer occurs between fluid phases to achieve equilibrium.
To simplify, we introduce a global variable for the concentration of species k in a two-phase
flow as:

Ck = αC1,k + (1 − αC2,k) (15)

In line with the continuous species transfer (CST) model as introduced by Haroun
et al. [38] and Deising et al. [52], the concentration equation within the VOF framework can
be expressed as a single-field equation as follows:

∂Ck
∂t +∇ · (uCk) = ∇ · (Dh∇Ck + Φk) + Rk

Φk = −Dh
Ck(1−Hk)

α+Hk(1−α)
∇α

Rk = αR1,k + (1 − α)R2,k

(16)

where Dh is the harmonic mean diffusion coefficient as

Dh =
D1D2,k

αD2,k + (1 − α)D1,k
(17)

Deising et al. [52] reported that the harmonic mean diffusivity is a more suitable option
than the arithmetic mean. In Equation (15), the CST term Φk arises from concentration
variations that cause an extra flux at the fluid–fluid interface. This term characterizes
the thermodynamic equilibrium at the fluid–fluid interface. When Henry’s coefficient
equals one (C1,k = C2,k), the CST term disappears, resulting in Equation (15) transforming
into the standard advection-diffusion equation without the impact of solubility. Maes
and Soulaine [26] introduced an enhanced continuous species transfer (C-CST) model by
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adjusting the advection term within the CST framework. This modification is aimed at
improving the accuracy of predictions in situations characterized by high Péclet numbers,
where advective mass transfer prevails over diffusion. The C-CST representation of the
concentration equation is as follows:

∂Ck
∂t

+∇ · (uCk) +∇ ·
(

Cj − HjCj

Hj + α
(
1 − Hj

)α(1 − α)ur

)
= ∇.(Dh∇Ck + Φk) + Rk (18)

Given the demonstrated superior robustness of C-CST compared to the CST framework,
we have incorporated it into the VOF framework for simulating species mass transport.

4. Simulations

We utilized the governing equations within the OpenFOAM toolbox to simulate
coupled two-phase flow and mass transport [53]. We used interFoam solver in Open-
FOAM, equipped with the SSF interfacial tension model, to model two-phase fluid flow.
Equation (15) for chemical species conservation was integrated into the GeoChemFoam
module by incorporating the hydrodynamics solver with the multicomponent mass transfer
model [26].

In our simulations, we generated three distinct sets of densely random-packed grains.
These packs consisted of polydisperse grains with no friction. One of these grain packs
was composed of non-spherical grains, aiming to represent a real rock sample, while the
other two packs were made up of spherical grains. Each pack contained 1000 grains and
was enclosed within a cubic container. The grains had a density of 2.65 g/cm3, which
corresponds to quartz minerals, and they exhibited no friction between each other. Figure 1
illustrates the structure of these generated rock samples, while Table 1 provides the relevant
physical properties of each sample.

  
(a) (b) (c) 

Figure 1. Pore geometry of the rock samples used in this study: (a) Realistic rock sample;
(b) monodisperse sphere pack; (c) polydisperse sphere pack.

Table 1. Physical properties of the three rocks.

Rock Sample Porosity
Permeability

(m2)
Voxel Size

(μm)
Side Length

(m)
Tortuosity

Grain Surface
Area (m2)

Realistic rock sample 0.29 2.82 × 10−12 3.0 900 1.22 3.6474 × 10−5

Monodisperse
sphere pack 0.34 5.44 × 10−12 3.0 900 1.19 3.5774 × 10−5

Polydisperse sphere pack 0.34 4.11 × 10−12 3.0 900 1.20 3.9047 × 10−5

In this study, we conducted a sensitivity analysis to examine how fluid properties and
flow conditions affect the interfacial mass transfer coefficient. In all our simulations, initially
the pore geometries were saturated with water and subsequently injected supercritical
carbon dioxide (scCO2) into the domain to displace the water. We assumed that the pore
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geometries exhibited a water-wet characteristic with a contact angle of θ = 45 degrees. To
achieve our target capillary numbers defined as:

Ca =
Uμco2

σ
(19)

we adjusted the inlet velocity of the non-wetting scCO2 (displacing) phase defined as U in
Equation (19) accordingly.

Additionally, we varied the diffusivity coefficients of scCO2 in water to attain different
Peclet numbers, defined as the ratio of advective transport rate to diffusive transport rate:

Pe =
Udm

Dm
(20)

where, as before, dm is an effective grain diameter of the porous medium [m] and Dm is
the molecular diffusion coefficient [m2/s]. The Henry coefficient was held constant equal
to 0.5 for all cases. We continued the simulations for several pore volumes beyond the
breakthrough of the displacing phase. Figures 2 and 3 illustrate the evolution of saturation
and concentration of scCO2 for each of the rock samples.

   
(a) t = 0.01 s (b) t = 0.14 s (c) t = 0.24 s 

   
(d) t = 0.01 s (e) t = 0.14 s (f) t = 0.24 s 

   
(g) t = 0.01 s (h) t = 0.14 s (i) t = 0.24 s 

Figure 2. Changes in the concentration of dissolved CO2 (red) in the brine phase (blue) over time.
The porous medium is assumed to be water-wet with a contact angle of θ = 45◦. (a–c) Realistic rock
sample; (d–f) monodisperse sphere pack; (g–i) polydisperse sphere pack.
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(a) t = 0.01 s (b) t = 0.14 s (c) t = 0.24 s 

   
(d) t = 0.01 s (e) t = 0.14 s (f) t = 0.24 s 

   
(g) t = 0.01 s (h) t = 0.14 s (i) t = 0.24 s 

Figure 3. Changes in the distribution of the scCO2 phase (red) and the brine phase (blue) within the
pore space over time. (a–c) Realistic rock sample; (d–f) monodisperse sphere pack; (g–i) polydisperse
sphere pack.

To construct the computational grid, we initially formed a background hexahedral
mesh covering the entire domain. Then, we eliminated all grid cells located within the solid
portion and produced a boundary-fitted mesh by iterative refining and aligning the grid
cells with the solid region. The total number of computational grid cells for the realistic
rock sample, monodisperse sphere pack, and polydisperse sphere pack after meshing were
305,462, 362,100, and 339,869, respectively. The governing equations for fluid flow and
mass transport were discretized using a finite-volume method. These equations were then
solved within the pore space of a porous medium to investigate the dissolution of scCO2
into brine over time.

The pore space was initially saturated with brine and then scCO2 was injected at a
constant flow rate from the left boundary (Figure 3). We maintained a constant pressure
condition at the outlet boundary. Additionally, we enforced a no-slip boundary condition
at all other boundaries, including the interfaces between the fluid and solid phases. To
accommodate the water-wet nature, we specified a receding contact angle θ of 45 degrees.
We set the interfacial tension (σ) at a value of 34 mN/m. Initially, we assumed that the
brine phase did not contain any dissolved CO2 (dsCO2). As we injected scCO2 from the
left boundary, it had the opportunity to dissolve into the brine.
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In the current study, we did not consider mineral dissolution or precipitation as a
factor. This process typically occurs at a very gradual pace in sandstone reservoirs and
becomes significant only over geological timescales [54]. Nevertheless, it is worth noting
that certain prior studies have explored the concept of mineral dissolution and its effect on
CO2 trapping, particularly during the injection phase. These findings are more relevant to
carbonate reservoirs and have been discussed in studies such as those by Seyyedi et al. [55].

In this study, the influence of the composition of the brine in the aquifer on the
dissolution of CO2 was not considered. The existence of ions in the brine influences the
dissolution rate of the CO2 in the brine as studied by Lin et al. [40].

5. Results and Discussion

We conducted simulations focusing on CO2 drainage and dissolution to investigate
the underlying mechanisms of CO2 dissolution and mass transfer within a porous medium
saturated with brine. The procedure involved injecting supercritical CO2 into the medium
from the left side, with the porous medium initially saturated with brine that was free of
dissolved CO2 (referred to as fresh brine or dsCO2-free brine, where dsCO2 indicates the
dissolved CO2 in the brine phase). Through these simulations, we could observe and track
the dissolution of CO2 into the water phase when injecting scCO2 into the porous medium.

Mobility is a factor that characterizes the flow of a particular phase within a multiphase
system. The phase with the greatest mobility will be more mobile and dominate the flow.
Mobility is defined as the ratio between the relative permeability of a phase and its viscosity.
The simulations were conducted in two different mobility ratios, M, defined as the mobility
of the displacing fluid (scCO2) behind the front, λscCo2, divided by the mobility of the
displaced fluid (water) ahead of the front, λw:

M =
λscCo2

λw
(21)

The mobility ratios M = 1 and M = 0.1 were selected to investigate the effect of fluid
dynamics in our study.

5.1. Analysis of the Simulation Resutlts

The changes in the interfacial area for all our simulations are shown in Figure 4. As we
see, the interfacial area for the simulations conducted in M = 1 was higher than the ones
in M = 0.1. The higher mobility ratio led to more instability of the fluid interfaces, which
again led to more viscous fingering and thereby more fluid–fluid interfacial area in the
porous medium. Figure 5 displays the mass flux throughout the simulation for each rock
sample. The mobility ratio had an impact on the mass flux for all the rock samples, with
higher mobility ratios leading to increased mass flux. The mentioned viscous fingering
provided the scCO2 front with a larger fluid–fluid interfacial area, and thereby a greater
potential for mass transfer. To account for the impact of the interfacial area on our mass
flux results, we depicted the mass flux per interfacial area in Figure 6. We note that the
high mobility ratio cases not only had more interfacial area, but also higher mass flux per
interfacial area. As mentioned, at high mobility ratio scCO2 will channel into the medium.
We expect the higher mass flux per interfacial area was due to less dissolved CO2 around
the fingers, leading to a higher mass flux.
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Figure 4. Changes in interfacial area between the scCO2 and water, during the water drainage by
scCO2 in different rock samples.

 
Figure 5. Evolution of CO2 mass flux from the scCO2 into the water during the water drainage by
scCO2 in different rock samples.
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Figure 6. Evolution of CO2 mass flux from the scCO2 into the water (as dsCO2) per interfacial area,
during the water drainage by scCO2 in different rock samples.

5.2. Estimation of the Mass Transfer Coefficien

In all our simulation cases, there was a strong correlation between mass flux per
interfacial area and concentration differences for all rock samples, as depicted in Figure 7.
Figure 8 shows how the total mass flux per interfacial area changed as the concentration
difference (HCco2 − Cw) varied in all our simulations. For simplification, we investigated
the simulations for the realistic rock sample only, which could be generalized to the other
simulations. Figure 9 shows the changes in the total mass flux per interfacial area as a
function of concentration difference (HCco2 − Cw), during the water drainage by scCO2
in the realistic rock sample. We notice that, with an equivalent concentration difference,
the total mass flux per interfacial area was greater when M = 1 in comparison to M = 0.1.
In non-equilibrium upscaling models, the interfacial mass transfer coefficient is obtained
as the slope of total mass flux per interfacial area versus the concentration difference
HCco2 − Cw [56]:

ΦT = k(HCco2 − Cw) (22)

where k is the mass exchange coefficient (in m/s) and ΦT is the interfacial mass flux.

  
(a) (b) 

Figure 7. Total mass flux per interfacial area and concentration difference (HCco2-Cw) during the
displacement mechanism in mobility ratio = 1 (a) and mobility ratio = 0.1 (b).
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Figure 8. Changes in the total mass flux per interfacial area, concerning the concentration difference
(HCco2-Cw), during the water drainage by scCO2 in different rock samples.

 

Figure 9. Changes in the total mass flux per interfacial area, concerning the concentration difference
(HCco2-Cw), during the water drainage by scCO2 in the realistic rock sample. The triangles on the
graphs specify three time steps in the simulations. The inset shows how the interfacial mass transfer
was calculated for each of the simulations.

Following the breakthrough of the scCO2, it is evident in Figure 8 that the flux can
be approximated as linear relative to the concentration difference. The interfacial mass
transfer coefficient (k) can subsequently be determined by evaluating the gradient of this
function. In Figure 9, considering two different mobility ratios, M = 1 and M = 0.1, we
derived values of k = 4 × 10−5 m/s and k = 3 × 10−5 m/s, respectively, for the realistic
rock sample. The calculation of the interfacial mass transfer coefficient (k) for the remaining
rock samples followed the same procedure.

5.3. Development of Sherwood Correlation with Peclet

To explore the relationship between mass exchange coefficients, mobility ratios, and
Peclet numbers, the procedure was repeated across a range of diffusion coefficients span-
ning from 10−6 to 10−10 m2/s, for both mobility ratios M = 1 and M = 0.1. Subsequently,
the mass exchange coefficients were plotted against the Peclet number on a logarithmic
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scale in Figure 10. The equations extracted from the trend line in Figure 10 are reported
in Table 2. Based on the extracted equations, we see a clear effect of the mobility ratio: in
the log–log plot there was a shift in intercept value, while the slope was fairly constant.
This implies that the mobility should affect the multiplier in a function of interfacial mass
transfer as a function of Peclet number. Therefore, we propose a generalized equation that
describes interfacial mass transfer (k) as a function of Peclet number (Pe) including the
mobility ratio (M) as:

k = ψ1 × Mψ2 × Peψ3 (23)

where ψ1, ψ2, and ψ3 are constants and M is the mobility ratio. We used a simple regression
to estimate the free variables in Equation (23) and obtained the values ψ1 = 6.29 × 10−5,
ψ2 = −0.402, and ψ3 = 0.128. Thus, for our simulated data we have:

k = 6.29 × 10−5 × M0.128 × Pe−0.402 (24)

 

Figure 10. Interfacial mass transfer coefficient (k) measured after the breakthrough of scCO2 versus
Peclet number on a log–log scale for all the rock samples.

Table 2. The equations and corresponding R-squared values extracted from each of the trendlines in
Figure 10.

Rock Sample M = 1 M = 0.1

Realistic rock sample k = 2 × 10−4Pe−0.3999

R2 = 0.989
k = 4 × 10−5Pe−0.352

R2 = 0.9572

Monodisperse sphere pack k = 2 × 10−4Pe−0.455

R2 = 0.9431
k = 5 × 10−5Pe−0.4

R2 = 0.9899

Polydisperse sphere pack k = 3 × 10−4Pe−0.437

R2 = 0.8156
k = 4 × 10−5Pe−0.372

R2 = 0.9614

In Figure 11 we have plotted the correlation between the extracted mass transfer
coefficients from the simulation results versus the values given by Equation (24). The
correlation is good, indicating the predictivity of our proposed equation.

Mass transfer is inherently a phenomenon that depends on the characteristics of the
specific system in question. A practical approach for making experimental and small-scale
numerical data more universally applicable is to represent them in a dimensionless style
and establish relationships between the ratios of forces that impact the system. This allows
us to predict that a system operating at a different scale but with equivalent force ratios
is likely to yield comparable outcomes. Utilizing our correlation between the interfacial
mass transfer coefficient and the Peclet number, we can replace the interfacial mass transfer
coefficient from Equation (2) with the one in Equation (23), resulting in an equation for the
Sherwood number as a function of mobility ratio (M), the Peclet number (Pe), the mean
grain diameter of the porous medium (dm), and the molecular diffusion coefficient (Dm).
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Figure 11. The correlation between the estimated and the calculated mass transfer coefficients.

Sh = ψ1 × Mψ2 × Peψ3
dm

Dm
(25)

By replacing the dm/Dm in Equation (25) with the one in the Peclet number definition
(Equation (20)), we obtain the below equation:

Sh =
ψ1 × Mψ2 × Pe(1+ψ3)

U
(26)

We carried out our simulations using a velocity of U = 0.004 (m/s)s. Considering the
orders of magnitude of the constant values, mobility ratio, and velocity in Equation (26),
we have a constant value approximately in the order of 1 × 10−2.

For comparison, we tried to identify distinctive correlations between the Sherwood
and Peclet numbers for each of the rock samples for our simulation results. Hence, we
plotted the Sherwood number as a function of the Peclet number in Figure 12. The equations
extracted for each of the rocks are shown in Table 3. As observed, the constants in the
equations remain moderately consistent across various rock samples with diverse mean
grain diameters. Therefore, we also considered general correlation derived from the
trendline encompassing all the data in Figure 12, yielding the following equation with an
R-squared value equal to 0.8341.

Sh = 0.0833Pe0.5984 (27)

 

Figure 12. The correlation between Sherwood and Peclet numbers for each of the rock samples.
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Table 3. Sherwood as a function of Peclet for each of the rock samples.

Rock Sample Realistic Rock Sample Monodisperse Sphere Pack Polydisperse Sphere Pack

dm(m) 6.28 × 10−5 6.40 × 10−5 5.87 × 10−5

Sherwood and Peclet equation Sh = 0.0779Pe0.6243

R2 = 0.8755
Sh = 0.0879Pe0.5727

R2 = 0.7462
Sh = 0.0848Pe0.5984

R2 = 0.9434

The constant multiplier value in Equation (27) is similar to (ψ1 × Mψ2 /U), derived in
Equation (26). Furthermore, the exponent constant in Equation (27) is also similar to the
(1 + ψ1) value we obtained in Equation (26).

Researchers have attempted to experimentally determine a relationship between the
Sherwood number and the Peclet number [17,33,42,44]. The multiplier and exponent
constants reported in the literature [17,33,44] are in good agreement with our findings.
However, they were reported for NAPL interfacial mass transfer.

5.4. Development of Sherwood Correlation with Reynold and Schmidt

The Gilliland–Sherwood correlation is a common method for estimating mass transfer
coefficient, considering both the stagnant film model and flow conditions:

Sh = ϕ1Reϕ2 Scϕ3 (28)

where ϕ1, ϕ2, and ϕ3 are considered constants. Within this context, ϕ2 reflects the relation-
ship between the mass transfer system, fluid flow, and the particle size of the porous media,
while ϕ3 describes the connection between the mass transfer system and the characteristics
of both the trapped phase and the flowing phase. Additionally, ϕ1 accounts for other influ-
encing factors, like the effects of dissolution fingering and two-stage dissolution [57–59].
The variable Re is the Reynolds number:

Re =
Udm

νscCO2
(29)

where U is the mean fluid velocity [m/s], dm is the geometrical mean diameter of the
soil grains [m], ν is the kinematic viscosity of the displacing phase (scCO2) [m2/s]. The
Reynolds number is a ratio that represents the relationship between the inertia and viscous
forces of a moving fluid. The variable Sc is the Schmidt number:

Sc =
μw

ρwDm
(30)

The Schmidt number is a dimensionless quantity that compares the momentum
diffusivity to the mass diffusivity. By using Equation (31), the mass transfer model for our
simulations can be expressed as follows:

Sh = 0.004Re0.67Sc0.577 (31)

The precision of the model is depicted in Figure 13 through a comparison of the
Sherwood number obtained from the simulation results on the x-axis with the predicted
Sherwood number on the y-axis. As indicated by the black line, this model can also
reasonably predict the Sherwood number.
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Figure 13. The Sherwood number obtained from the simulation versus the predicted Sherwood
number, with the 1-1 line represented by the black line.

Figure 14 compares our mass transfer model with those previously reported in the
literature. Equation (31) was developed for Reynolds numbers between 0.1 and 4 and
Schmidt numbers ranging from 0.089 to 8900. In Figure 14, we have presented our model
for Schmidt number 2000 as a solid black line. In earlier studies, the interfacial area was
difficult to measure experimentally, leading researchers to report the modified Sherwood
number instead. Table 4 provides a list of previous models that reported the Sherwood
number models. The study by Donaldson et al. [60] explored the mass transfer of O2 in
porous media. Under the assumption of uniform sphere distribution equal to particle size,
they approximated the interfacial area, and hence, the interfacial area was underestimated.
Therefore, their model overestimates the Sherwood number compared to our work. Accord-
ing to our findings, the model created by Powers et al. [42] overestimates the Sherwood
number in comparison to our model. Powers model was investigated for a solid–liquid
system using naphthalene as the solid phase. This is because there is lower mass transfer
in a solid–liquid system, while our model is designed for a scCO2-water (liquid–liquid)
system. The research paper by Patmonoaji et al. [61] proposes a model for a system with
gas (N2) and liquid (water). However, this model overestimates the Sherwood number
values. The reason for this could be the difference in the nature of the gas used in their
experiment (N2) compared to ours (scCO2). The closest model to our proposed model
in the literature is given by Patmonoaji and Suekane [57]. Their study investigated mass
transfer in a CO2–water system, and as shown in Figure 14, it is consistent with our model
and is widely accepted.

 

Figure 14. Comparison of the mass transfer model developed in this study with other
works [42,57,60,61].
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Table 4. Mass transfer models (Sherwood as a function of Reynolds and Schmidt) reported in
the literature.

Source Model Detail

Patmonoaji and Suekane [57] Sh = 0.386Re0.645 Schmidt number of trapped CO2 gas at 532 and
Reynolds numbers between 0.0016 and 0.04.

Patmonoaji et al. [61] Sh = 0.337Re Schmidt number of trapped N2 gas at 534 and
Reynolds numbers between 0.016 and 0.03.

Powers et al. [42] Sh = 36.8Re0.654
Schmidt number of trapped solid Naphthalene at

1250 and Reynolds numbers between 0.001
and 0.33.

Donaldson et al. [60] Sh = 2 + 0.6Re1/2 + Sc1/3 Schmidt number of trapped solid N2 at 478 and
Reynolds numbers between 0.04 and 0.19.

6. Conclusions

We explored the temporary dissolution of scCO2 as it was injected into porous media
saturated with brine, simulating conditions akin to CO2 geological storage in saline aquifers.
Through detailed pore-scale simulations of multiphase and multicomponent flow, we
accurately characterized the dynamic distribution of scCO2 and brine phases, as well as the
dissolution process of scCO2 during the injection phase.

The coefficient governing mass transfer at the interface, necessary for modeling the
dissolution rate, is typically described using Sherwood correlations linked to the system’s
properties. The primary contribution of this research is an updated Sherwood number,
dependent on the Peclet number: we extended the relationship between the Sherwood
and Peclet numbers, discovering how the mobility ratio influences the equation. Therefore,
we argue that the impact of the mobility ratio should be included in this equation. We
have also adjusted the relationship between the Sherwood number, which is based on the
Reynolds number and Schmidt number.

Interfacial mass transfer in porous media models is limited due to interfacial area
measurement challenges during the dissolution process. For our data, the inclusion of the
mobility ratio significantly improved the predictability of mass transfer modeling that omits
direct measurements of interfacial area. Our numerically derived mass transfer models
based on Sherwood, Reynolds, and Schmidt numbers for the dissolution mass transfer in
porous media could improve continuum scale modeling, e.g., modeling the dissolution of
scCO2 in water. We compared our mass transfer model with experimental models reported
in the literature and found good agreement for interfacial mass transfer of CO2 into water.
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Abstract: Recently, there has been a growing interest in utilizing depleted gas and oil reservoirs for
carbon capture and storage. This interest arises from the fact that numerous reservoirs have either
been depleted or necessitate enhanced oil and gas recovery (EOR/EGR). The sequestration of CO2 in
subsurface repositories emerges as a highly effective approach for achieving carbon neutrality. This
process serves a dual purpose by facilitating EOR/EGR, thereby aiding in the retrieval of residual
oil and gas, and concurrently ensuring the secure and permanent storage of CO2 without the risk
of leakage. Injectivity is defined as the fluid’s ability to be introduced into the reservoir without
causing rock fracturing. This research aimed to fill the gap in carbon capture and storage (CCS)
literature by examining the limited consideration of injectivity, specifically in depleted underground
reservoirs. It reviewed critical factors that impact the injectivity of CO2 and also some field case data
in such reservoirs.

Keywords: CCUS; injectivity; depleted oil and gas reservoirs; CO2 injectivity

1. Introduction

Global warming is one of the main concerns of human beings currently and the global
average temperature and sea level will reach 3.5 ◦C and 95 cm, respectively, by 2100 if the
anthropogenic greenhouse gas (GHG) emissions continue to increase [1–7]. CO2 accounts
for ~64–76% of the total global GHG emissions and is one of the pollutants that endanger
public health and welfare [6–11].

Several strategies have been introduced to reduce the carbon footprint, including
shifting the energy mix to less carbon-intensive sources, reducing energy consumption, re-
placing fossil fuels with fuels that have shorter carbon chains, improving energy efficiency,
and long-term carbon capture and sequestration in underground structures [5,6,12,13].
Among these, carbon capture and storage (CCS) has garnered attention because it decel-
erates the rate of the increase in atmospheric CO2 concentrations [5,7,12,14–23]. CCS can
contribute to ~12% of the global decarbonization target by 2050 and stabilize atmospheric
GHG concentrations to ~450 ppm CO2 eq by 2100 [5,7,12,14–23].

Deep saline aquifers, depleted hydrocarbon reservoirs, and hydrocarbon reservoirs
of enhanced oil recovery (EOR) and enhanced gas recovery (EGR) projects, unmineable
coal seams of enhanced coal bed methane (ECBM) projects, and salt domes/mined caverns
are primary mediums of CO2 sequestration [3,6–8,12,13,18,22,24–34]. CO2 is trapped in
these storage mediums via (i) structural trapping, where an impermeable caprock stops the
CO2 plume; (ii) capillary trapping, where CO2 remains in pore spaces as residual CO2 gas
saturation; (iii) solubility trapping, where CO2 dissolution produces dense CO2-saturated
brine; and (iv) mineral trapping caused by the reaction of minerals with CO2-saturated
brine [8,27,35–37]. Table 1 shows storage media based on their capacity, cost, integrity, and
technical feasibility.
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Table 1. Evaluating geologically suitable storage reservoirs [Reproduced with permission [27]
Copyright 2015 Elsevier].

Storage Option
Relative
Capacity

Relative
Cost

Storage
Integrity

Technical
Feasibility

Active Oil Well (EOR) Small Very Low Good High
Coal Beds Unknown Low Unknown Unknown

Depleted oil/gas wells Moderate Low Good High
Deep Aquifers Large Unknown Unknown Unknown

Mined caverns/salt domes Large Very High Good High

The majority of studies on carbon capture, and storage (CCS) focused on assessing
the storage potential of deep saline aquifers; however, oil and gas reservoirs, despite
their relatively smaller storage potential, are ideal for CCS owing to their high capacity,
containment, reservoir structure, and surface facilities that can be adapted for CO2 storage
operations [3,4,27,38]. However, it should be noted that oil is considered as a hydrophobic
fluid and has no harmful effect on pipeline walls, but CO2 is a moisture content that
in contact with water causes sweet corrosion in pipelines [39–44]. The facilities already
existing are designed for hydrocarbons so it makes the CO2 corrosion a significant problem
in oil and gas production and transportation facilities that the cost of remediation can be
higher than replacing the facilities [41,42,45–47].

Oil and gas reservoirs have also trapped hydrocarbons under caprock sealing for mil-
lions of years at high pressures, ensuring rock integrity for long-term CO2 geosequestration
with less environmental impact [48–50]. CO2 sequestration in these reservoirs can provide
an economic incentive, which is additional revenue from oil and gas recovered from CO2
injection with EOR/EGR technology [7,51–55]. Technologies for CCS can increase the
oil recovery through EOR/EGR up to 40%, whereas a recovery factor of 1–18% can be
obtained after CO2 injection in gas reservoirs [6,7,28,48,56]. A study using a Silurian core
drilled from Door District in northeast Wisconsin, United States revealed an oil recovery of
34% during CO2 flooding [57]. Studies conducted on gas reservoirs and CO2–EGR field
pilots have revealed that common depleted gas reservoirs have CO2 storage capacities of
390–750 gigatons [51,58].

The feasibility of CCS operation mainly depends on adequate storage capacity and
threshold well injectivity, which ensure that the desired amount of CO2 is injected at
acceptable rates through a minimum number of wells [3,5,29,59,60]. In other words, even
with enormous storage capacities and high-quality overlying seals, CCS operation might
not be financially viable without obtaining a minimum level of CO2 injectivity into a
formation [3,5,29,59,60]. Injectivity refers to the fluid’s ability to be injected into a geological
formation, i.e., the rate at which it can be injected into a storage medium without causing
caprock fractures [7,12]. An adequate CO2 injectivity is a prerequisite for CCS projects and
considerably influences their economics.

CO2 injectivity is strongly affected by the interactions between injected CO2 and rock
minerals or fluids in storage sites [5,7,9,12,28]. Although CO2 storage mechanisms in oil
and gas reservoirs have been extensively studied, the implementation of CCS at a field
scale is met with some limitations [12,27]. Moreover, although the storage and factors
affecting oil/gas recovery have been explored, factors influencing wellbore injectivity in
depleted hydrocarbon reservoirs remain understudied [12,27]. Herein, wellbore injectivity
was investigated along with the main factors affecting the pressure build-up in CCS projects
in active/depleted oil and gas reservoirs.

2. Factors Affecting the Injectivity of CO2

Well injectivity issues are detrimental to CCS projects because large volumes of CO2
must be stored for long periods in geological time scales [61]. CO2 injectivity is mainly influ-
enced by innate reservoir properties, residual gas/water saturation, residual oil/condensate
saturation, injected fluid properties, mineral dissolution, salt precipitation, asphaltene pre-
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cipitation, thermodynamic phase behavior of CO2 in the wellbore, clay swelling, injection
rate, and wettability alteration [7,9,12,27,60,62–65]. These factors and their influences on
the wellbore injectivity of CO2 geosequestration are discussed in subsequent sections.

2.1. Innate Reservoir Properties

CO2 injection affects petrophysical characteristics, necessitating in-depth investiga-
tion [49]. Therefore, the innate reservoir properties that influence CO2 injectivity were
investigated herein: permeability, porosity, rock strength, composition of fluids, and hetero-
geneity level of the storage medium [12,18,66,67].

2.1.1. Permeability

Permeability is the ability of a porous medium to facilitate fluid flow and is measured
in m2 (in the metric system) or Darcy (D) or milli-Darcy (mD in the oilfield system) [68]. The
permeability of a formation is closely linked to injectivity [7]. However, Effective wellbore
permeability is also a critical parameter for estimating wellbore leakage potential, which
significantly influences the CO2 leak rate [69]. Given the close tie between well permeability
and CO2 leakage, quantitatively assessing well permeability uncertainty is crucial for
evaluating CO2 leakage risk [27,69]. Geochemical reactions as well as temperature can
cause changes in permeability at both microscopic and mesoscale [9,70].

For effective CO2 storage, low permeability is essential, but >100 mD is needed for
good injectivity near the well [67]. However, the permeability of a medium should be low
for permanent CO2 storage assurance [67]. CO2 flow in tight, low-permeability rocks is
controlled by reservoir heterogeneity and permeability, which demand significant capillary
pressure for CO2 to penetrate the pores [48,71]. Positive total skin factor and wellbore
permeability decline can result from partial penetration and formation damage [72].

Relative permeability significantly controls the injectivity, and pressure build-up in
the reservoir [61,64,73]. CO2 migration through caprocks involves a two-phase flow with
capillary effects; however, measuring relative permeability curves is challenging due to
low caprock permeability [62].

2.1.2. Porosity

Petroleum reservoirs are porous rocks containing hydrocarbons and connate water [68].
Porosity quantifies the pore volume relative to the total volume [68]. Naturally fractured
reservoirs (NFRs) have matrices and fracture zones [68]. Matrices have higher porosity,
whereas natural fractures (NF) have higher permeability [68]. The alteration of rock perme-
ability and porosity is a case-specific phenomenon and is influenced by the composition of
injection rate of fluid, rock mineral type, pore geometry, and thermodynamics [61].

2.1.3. Pressure

During CCS processes, a significant pressure difference between discharge and target
pressure is created, which causes high storage density in depleted reservoirs [38]. Fluid
injection into reservoirs is a complicated process, which is a thermoelastic, poroelastic, and
chemoelastic coupled problem, and is accompanied by the state change of in situ stresses
in reservoirs [19,27,62,74]. Considering the effect of injection on the storage site, changes in
pore pressure have a direct impact on rocks’ poroelastic properties [27].

High reservoir pressure in CO2 injection can lead to mechanical stress and deformation,
impacting both the reservoir and caprock sealing, potentially reducing injectivity and
emphasizing the importance of preventing reservoir pressure from surpassing caprock
fracture pressure for maintaining CO2 containment and evaluating seal integrity to prevent
fracture initiation [22,67]. The amount of oil produced rises and the time it takes for gas to
break through reduces with increasing CO2 injection pressure [55].

According to a study on how reservoir depletion affects stress, as pore pressure drops
during reservoir depletion, effective horizontal in situ stress rises by 50 to 80% [74]. CO2
enhances oil recovery in low-permeability reservoirs due to low viscosity and miscibil-
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ity [49]. The injectivity is also controlled by the integrity of well bores, the failure of which
causes rapid escape of injected CO2. In turn, the integrity of well bores also depends on the
injecting pressure and the upper limit for injecting pressure.

2.1.4. Well Configuration

The reliability analysis of storage sites emphasizes seal capacity, geometry, and in-
tegrity as crucial factors [66,67]. The sealing effectiveness of faults, influenced by pore
throat size and mineral properties like water-wettability, particularly benefits from minerals
such as mica, muscovite, and phlogopite, enhancing the ability to contain CO2 plumes [67].
By increasing the pressure during the injection, the normal stress on a fault surface de-
creases and can lead to mechanical breakdown (reactivation) [27]. Moreover, CO2 leakage
is a significant challenge in CCS, occurring through various pathways like casing-cement
interfaces, cement-rock contacts, and degraded or fractured materials. Wellbore integrity is
critical for preventing these leaks [75].

2.1.5. Heterogeneity Level of the Storage Medium

It is unknown how the storage reservoir’s injectivity is affected by compartmentaliza-
tion and geological heterogeneities [9,66]. Geological heterogeneities are often classified
into two main categories: the presence of alternating layers with varied mechanical prop-
erties, pore pressure, and/or lithology and permeability, and the presence of faults and
compartmentalization within the specified storage reservoir [9,66]. Reservoir compartmen-
talization is influenced by fault structures and deposition history, impacting permeability
between deposition units [9]. Existing faults and fractures before CO2 injection may also
enhance and/or postpone fluid migration rates [76]. This is the reason why it is included
as a vital factor in fully understanding the locations, geometries, and permeabilities of the
reservoirs [76].

The multiphase flow of CO2-brine can be expressed in terms of permeability varia-
tion influenced by heterogeneity [77]. Storage capacity depends on heterogeneities and
porosity; however, injectivity relies on petrophysical properties such as permeability [77].
Heterogeneities can cause unexpected outcomes in simulating injection processes and CO2
plume behavior in storage reservoirs, especially in depleted oil or gas fields [9]. Remedi-
ation options include acid injection to create high-permeability pathways and surfactant
formulations to alter wettability and counteract CO2 trapping [9].

2.2. Capillary Trapping

Capillary trapping is a physical phenomenon in which CO2 is trapped as residual
gas saturation (SgrCO2) in pore spaces due to capillary force [27]. Capillary trapping, a
mechanism impacting injectivity, leads to residual CO2 saturation in rock pores, influencing
storage capacity [78]. The minimum saturation level at which gas can start to flow is called
residual gas saturation [79]. In other words, injected CO2 trapped in rock pores surrounded
by water forms residual CO2 saturation during capillary trapping [78]. When there is
no mobility threshold above the saturation level, this parameter is equal to the residual
gas saturation [79]. Residual gas in depleted reservoirs can increase or decrease storage
capacity, and decrease brine mobility, density, and viscosity of gas mixtures when dissolved
in supercritical CO2 [67]. Based on a flooding experiment on four core samples (one
composite and three Berea samples drilled from the Waarre C Formation in the CO2CRC’s
Naylor Filed) it was concluded that early on in the CO2 injection process, residual natural
gas in the depleted reservoir lowered the CO2 injectivity [80].

2.3. Residual Oil/Condensate Saturation

After primary and secondary oil recovery, residual oil saturation in reservoirs often
ranges from 50 to 60% of the original oil-in-place (OOIP) [56,81]. Higher oil saturation
linearly decreases storage capacity, but at 40% oil saturation, storage capacity does not vary
very much [73].
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2.4. Fluid Properties

Carbon dioxide transitions between gas, liquid, and solid states based on temperature
and pressure variations [7]. Low levels of residual gas, water, and condensate in the
reservoir are required for efficient CO2 injectivity [48]. Injecting supercritical or liquid CO2
in low-pressure reservoirs may cause evaporation in the tubing or wellbore [4,48]. Some
properties are presented in Table 2 and the following section to understand more about the
effect of fluid properties on wellbore injectivity.

2.4.1. Viscosity and Density of Injected CO2

Density and viscosity are crucial properties in the storage process, receiving significant
attention for their impact on storage capacity and enhanced oil recovery rate [82]. The low-
density gas phase reduces hydrostatic pressure, impacting flow stability and potentially
causing cavitation during phase changes [7]. In the sites with a depth higher than 800 m,
the pressures and temperatures reach above the critical points of 7.38 MPa and 31.1 ◦C,
respectively, and CO2 can be injected as a supercritical fluid [12,22]. Therefore, sequestering
CO2 in shallow reservoirs (<2600 ft. (800 m)) is discouraged because of nonsupercritical
conditions, although such complexities can be avoided with an understanding of changing
multiphase behavior [7]. Theoretically, CO2 temperature at the injector well bottom corre-
lates positively with CO2 injectivity [18]. This is due to density and viscosity decrease with
rising bottom hole temperature, enhancing CO2 mobility and injectivity [18]. The density
of the supercritical CO2 is more like liquid, but the viscosity is like gas [71]. Furthermore,
residual CH4 in reservoirs alters supercritical CO2 density and viscosity in pore space [48].
In a study conducted by Nicot, et al. [83] on the impact of viscosity on the geologic storage
capacity in shallow depth, results showed that a decrease in viscosity of the CO2 mixtures
leads to approximately the same proportion loss in the storage capacity [83].

Above 31.1 ◦C and critical pressure, CO2 is supercritical with a mass density of
~0.3−0.8 g/cm3 (less dense than coexisting brine), which is a crucial behavior for storage
considerations [7,84]. CO2’s higher density promotes the stability of displacement fronts,
and its supercritical state enhances efficient subsurface storage [85]. CO2 density influences
hydrocarbon extraction; heavier hydrocarbons are extracted at higher densities [71]. In
addition, the efficiency of CO2 storage increases at higher CO2 densities, enhancing safety
by reducing the buoyancy force [12]. CO2 density at reservoir condition (the temperature
between 293 K and the pressure between 25 bar and 700 bar) can be estimated by [67]:

ρ = α + βT + γT2 + θT3 (1)

α = (A1 + B1P + C1P2 + D1P3) (2)

β = (A2 + B2P + C2P2 + D2P3) (3)

γ = (A3 + B3P + C3P2 + D3P3) (4)

θ = (A4 + B4P + C4P2 + D4P3) (5)

In the mentioned equations, α, β, and γ are the temperature coefficients. P is the
pressure in bar scale and T is the temperature in Kelvin. ρ is the density with the scale of
kg/m3, and θ is the contact angle representing the medium wettability [67].

2.4.2. Injected CO2 Purity

CO2 can be captured from fossil fuel power plants but it comprises a variation of
impurities such as N2, NOx, Ar, O2, and SO2 in different concentrations [86]. Injecting
this CO2 may affect the amount of storage in a geological medium [27]. According to

186



Energies 2024, 17, 1201

Wang, et al. [87], who performed a study on the effect of H2S and SO2 on CO2 injectivity,
coinjecting impurities with CO2 for storage is cost-effective, but impurities negatively affect
transport, injection, and storage [87]. Acid impurities such as SOx and NOx react with
rocks, impacting injectivity and storage integrity; hazardous impurities pose environmental
risks in the case of a CO2 leakage [87].

The coinjection of these impurities may also impact well injectivity and wellbore
integrity, thereby reducing porosity, cap rock integrity, CO2, and water containment altering
formation salinity near the well and mineral composition in the reservoir [9,83,86]. It
also affects static capacity by altering the density and viscosity of the CO2 mixture [83].
Lower density impacts CO2 capacity due to impurity space and generally lower impurity
density [83]. Impurity type influences thermal front location, delineating the radial zone
with significant induced reservoir cooling [88]. They have a more pronounced impact on
plume shape at shallow depths [67]. Separating impurities before injection is crucial for
maintaining storage capacity, and removing CO2 moisture is necessary to prevent corrosion
and hydration-related costs [67].

Impurity removal is expensive; therefore, their coinjection will considerably reduce
the cost of CO2 capture [86]. The cost of a CCS project depends on CO2 separation, with the
impurity level affecting storage capacity [59]. The higher the level of impurity, the lower the
storage capacity for CO2 and the lower the CO2 injected [59]. In addition, injecting a pure
CO2 stream that is free of impurities and water, prevents corrosion and formation damage
caused by insoluble iron precipitates, thereby preserving injectivity in porous media [89].

2.4.3. Injectant Temperature

Injectant temperature directly influences total horizontal stress, with lower temper-
atures reducing near-wellbore stress significantly [19]. Repetitive thermal loading can
cause the failure of well barrier material, particularly in CO2 injection wells that experience
temperature variations from injected fluid and rock [21]. The temperature fluctuations
can range from 15 ◦C to 25 ◦C and 6 ◦C to 7 ◦C for onshore and offshore transport, re-
spectively [21]. Thermal stress-induced wellbore damage is influenced by factors such as
injection and formation temperature, formation stress state, and the thermal/mechanical
properties of well barrier materials [21].

Table 2. The impacts of fluid properties on wellbores injectivity.

Reference Study Remarks

Jin, Pekot, Smith, Salako, Peterson,
Bosshart, Hamling, Mibeck, Hurley

and Beddoe [37]

CO2 saturated Mead-Strawn stock-tank oil at 135◦ F
showed that the density of oil increases when CO2 is

dissolved in the oil [90].
The gas storage rate in the Bell Creek oil field is linked to
the injection rate, decreasing as the injection stabilizes.

Kazemzadeh, et al. [91] The minimum miscible pressure (MMP) is the ideal
pressure for cost-effective injection in oil recovery.

Barrufet, Bacquet and Falcone [59]

The duration of a project on a gas condensate fluid from
the Cusiana field located in the northeast of Bogota,

Colombia, in the Lianos basin is determined by
injectivity, injection rates, and the number of wells;

injection rates do not affect the eventual storage capacity.

Tawiah, Duer, Bryant, Larter, O’Brien
and Dong [18]

Injection rates in reservoir rocks near the wellbore are
influenced by injection pressures, fluid saturation, and

fluid mobility.

2.5. Mineral Dissolution/Precipitation

Mineral dissolution/precipitation in CO2 (supercritical) and water–rock interactions
enhance CO2 trapping and alter mineral surface wettability, which is crucial for residual

187



Energies 2024, 17, 1201

trapping [16]. CO2 injection induces mineral dissolution and precipitation determined
via the compositions of the original formation water and rock samples [49,92]. Increas-
ing temperature and decreasing fluid pressure led to reduced carbonate solubility and
CO2 degassing [93]. An increased concentration of Ca or Mg ions from the dissolution
of rock can lead to the rapid mineralization of CO2 [36]. CO2 dissolution in brine for
storage triggers mineral reactions, which transform reservoir mineralogy and influence
petrophysical properties such as porosity and permeability [94,95]. Mineral dissolution
(chemical mineral dissolution of pore-filling cements such as carbonate and anhydrite [94])
improves formation permeability [7,93,94,96], porosity [93,94,96] and the proportions of
pore-exposed grain-rimming clay coatings [94]. Dissolution near the injection site may
increase CO2 storage capacity within the medium, increasing the amount of localized CO2
storage [97], altering the transport of CO2 [16], and inducing surface cracking, which can
increase the reactive surface area [70]. Uniform mineral dissolution was observed during
the simulation of pure quartz sandstone, with slow surface reaction during CO2 injection
into sandstone [98]. The porosity and permeability of the reservoir are increased when
rock minerals dissolve, whereas they are decreased when carbonate or sulfate compounds
precipitate [49]. Sokama-Neuyam and Ursin’s [99] study presents evidence that mineral
dissolution negatively impacts CO2 injectivity, reducing the efficiency of CO2 injection.
Injectivity impairment experienced a reduction of 9% when brine salinity was halved.
The experimented sample belonged to Kocurek Industries, Caldwell, TX, USA, and the
impairment of injectivity was measured via the pressure drop measurements [99].

Hydrated well cement, composed primarily of C-S-H and Portandite, is a reactive
component in the near-well zone [95]. However, dissolved minerals that aggregate into fine
particles in rock formations can enhance chemical reactions, causing pore throat blockage,
reducing permeability, and impacting CO2 mobility near plume boundaries [7,16,94,95].
Moreover, the permeability and porosity increase because of calcite [7], anhydrite [7,94], and
carbonate dissolution; it also provides improved fluid pathways [94]. Pore throat sealing
minimally affects total rock porosity but significantly deteriorates its permeability [94].

The main reactions that occur during the dissolution of CO2 in water are as follows [98]:

CO2 + H2O ↔ H2CO3 (6)

H2CO3 ↔ HCO3
− + H+ (7)

HCO3
− ↔ CO3

2− + H+ (8)

CO2 dissolves into formation water and generates H+, HCO−
3 , and CO2−

3 ions, which
then react with specific ions in the formation water and rocks [49]. The concentrations
of CO2−

3 and HCO−
3 , are increased by a larger volume fraction of injected water and an

increased Ca2+ content in the formation water [49].

2.6. Salt Precipitation

Salt precipitation due to water evaporation has been recognized both experimentally
and numerically and proven to lead to the abandonment of wells [61,95]. Formation water
that is rich in ions reacts with injected CO2, vaporizing and precipitating salts in reser-
voirs [7]. Salt precipitation also occurs in gas condensate reservoirs [61] and is a longstand-
ing issue in the gas and petroleum industry [100]. CO2 partially dissolves in brine and va-
porizes saline water [63]. Evaporated water increases brine salt content, potentially leading
to halite deposition if the solubility limit exceeds (~26.5% by weight) [63]. If the salt concen-
tration exceeds the solubility limit under reservoir conditions, minerals precipitate [63,101].
The precipitated salt fills the porous space and clogs the pore network of the formation,
modifying the flow channels [7,63,101,102]. It can reduce porosity and permeability, change
capillary forces, and cause injectivity loss around the wellbore [5,7,24,27,61,63,95,100–103]
completely blocking the injection [101] and reducing oil/gas productivity [63]. The de-
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crease in permeability reduces the overall porosity and affects the pore space geometry as
well as the precipitate distribution within the pore space [101]. The impact of precipitation
on permeability varies based on reservoir chemistry and pore structure [103].

Concentrated halite precipitation results from sufficient brine mobility caused by a
capillary pressure gradient, which impacts injectivity [101]. Simulations demonstrated
that even when dry CO2 is introduced into a depleted gas reservoir that contains medium-
salinity brine, halite can still precipitate [101]. In addition, the combined effect of salt
precipitation and fine migration can decrease the permeability three-fold compared to salt
precipitation alone [102].

Salt precipitation is high around the injection well because the fluxes, concentrations,
and saturation gradients of injected fluids are highest [5]. Even minimal salt deposition
near the injection zone can cause significant CO2 injectivity impairment [5]. However, this
effect varies based on initial liquid saturation [103]. With sufficiently mobile brine, the
continuously recharged precipitation front that is driven by capillary pressure considerably
reduces the formation permeability [103].

For reducing salt precipitation, the most common remediating injectivity method is to
inject chemicals [9]. In addition, salt precipitation in production wells can be reduced by
diluting produced water with low-salinity water downhole and in production systems [5].

2.6.1. Effects of CO2 Flow Rate

A critical scCO2 injection flow rate influences particle migration in porous media,
affecting salt precipitation and permeability [102]. Evaporation rate, directly linked to
injection rate, influences brine concentration; increased gas volumes enhance halite precipi-
tation [63]. High CO2 injection rates may detach formation fines, causing pore clogging and
reduced injectivity [5]. Optimal brine salinity and injection rate mitigate salt precipitation
efficiently [5]. Because of the availability of NaCl, solid saturation rises with initial brine
saturation, except at very low rates (0.1 kg/s) [101]. Moreover, high injection rates create a
higher pressure gradient, suppressing capillary backflow and reducing the possibility of
intensive salt accumulation [100]. Injectivity significantly decreases to a low of 40% point
at a CO2 injection rate of >5 mL/min possibly due to the uneven mineral distribution of a
Berea sandstone core with a diameter of 3.81 cm and length of 7.62 cm ± 0.05 [102].

2.6.2. Effects of Brine Salinity

Brine salinity intricately affects CO2 injectivity and reservoir properties [63]. Initial
brine salinity is crucial for determining the residual salinity and salt precipitation; it also
influences porosity and reduces permeability [63]. Higher brine salinity increases both salt
precipitation and permeability reduction [100]. Injectivity of the Berea sandstone cores
improves with reduced brine salinity but declines below 21.102 g/L [102]. Significantly
reducing brine salinity by almost half results in only a marginal 9% injectivity decline,
highlighting nonlinear mineral precipitation and injectivity dependency [5]. Low brine
salinity, such as LSW, induces colloidal particle detachment, causing pore bridging and
reduced CO2 injectivity [5]. Extremely low salinity may cause simulation deviations, caus-
ing chemical interactions and impairing injectivity [5]. The positive correlation observed
between brine salinity and injectivity impairment emphasizes the importance of brine
salinity in assessing the effectiveness of CO2 injection [102].

2.6.3. Effects of Pore Size

Initial permeability considerably influences subsequent permeability losses during
CO2 injection; lower initial permeability causes more significant reductions in permeabil-
ity [63]. Higher permeability rocks have larger, less susceptible pore throats; thus, the
permeability decreases only slightly [63]. Moreover, the pore channel size plays a crucial
role in the dissolution of precipitates [5]. The impact of precipitates on injectivity is ex-
pected to be more pronounced in low-permeability rocks due to the potential plugging of
narrow pore channels, even with the same precipitation rate [5].
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2.6.4. Effects of Particle Size

While the correlation between particle size and pore throat size is a crucial factor, there
is a theoretical understanding that the concentration of the suspension may significantly
influence plugging mechanisms [102]. This is attributed to the shortened distance between
suspended particles as the concentration increases, thereby intensifying the multiparticle
blocking of invaded pores [102]. Injected dry CO2 induces persistent water evaporation
and halite precipitation around the well [101]. Despite potential halite effects, a high
CO2 injection rate can mitigate injectivity issues depending on reservoir factors such as
the formation’s characteristics, initial reservoir thermodynamic conditions, initial brine
saturation, and salinity [101].

2.6.5. Effects of Water Saturation

Irreducible water saturation (Swi) determines the maximum relative permeability
of CO2; higher Swi results in lower maximum permeability [63]. A decrease in water
saturation triggers brine capillary backflow, sustaining evaporation and precipitation [63].

2.6.6. Effects of Temperature

Elevated temperatures decrease water saturation and increase halite and salt precip-
itation in high-temperature gas reservoirs [63]. Rising temperature increases CO2 phase
water solubility, causing rapid saturation and salt precipitation [100]. Temperature only
slightly impacts salt precipitation compared with factors such as injection rate and capil-
lary pressure [100]. Numerical simulations were conducted to assess the dry-out process
during CO2 injection; however, the impact of halite precipitation on field operations could
not be accurately predicted due to undefined relations between changes in porosity and
permeability [103].

2.7. Asphaltene Precipitation

Crude oil is a complex mixture containing different hydrocarbons, primarily saturates,
aromatics, resins, and asphaltenes (SARA) [56,104,105]. The most polar components are
asphaltenes because they contain heteroatoms like oxygen, sulfur, or nitrogen, while
saturated and aromatic compounds are nonpolar [55,106]. The stability of asphaltene
depends on aromatic-to-saturate and resin-to-asphaltene ratios in crude oil [105]. Resins
are an excellent bridging agent for all components of crude oil because they contain both
polar and nonpolar sites [55,105,107].

Asphaltenes, the heaviest and most polar crude oil fractions, have a molecular weight of
100 to 10,000 g/mol [55,56,81,104–111]. They are composed mainly of carbon and hydrogen,
with condensed aromatic rings surrounded by insoluble aliphatic chains [55,56,81,104–111].
While insoluble in light hydrocarbon solvents, asphaltenes are soluble in aromatics such
as toluene and xylene [55,56,81,104–111]. They are generally incompatible with light
petroleum fractions leading to undesirable effects in many stages of the petroleum indus-
try such as pipeline routes, oil and gas production, and EOR/EGR [56]. The nature of
asphaltenes is not clearly understood due to their complex nature and because various pa-
rameters affect their precipitation [56,104]. Thus, a universal model to predict and simulate
their precipitation has not been developed yet [56,104,109]; their exact chemical structure
also remains unknown [109].

Crude oil components are in equilibrium under reservoir conditions, but precipitation
can occur due to pressure or temperature changes during oil field operations, such as
high flow rates or gas introduction [55,104,107]. Asphaltene precipitation can be prob-
lematic and has caused major issues with flow assurance for the oil industry in recent
decades [106,111]. For instance, when CO2 is injected into the oil reservoir formation,
the equilibrium state of the asphaltene–oil colloidal system in porous media is altered by
variations in thermodynamic conditions, such as pressure (e.g., during primary depletion
of highly under-saturated reservoirs [109]), temperature, asphaltene concentration, CO2
content, oil composition, flow condition, and chemical additives; this results in a liquid-like
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solid precipitation with high viscosity [52,54,81,106,107,109]. Asphaltene precipitation can
occur from reservoirs containing even very small amounts of asphaltene [107]. This will be
far more severe when the reservoir pressure drops below the bubble point if the reservoir
pressure is initially above the bubble point [55,104]. The molar volume of oil increases as the
pressure decreases, subsequently decreasing the asphaltene solubility [105]. The maximum
amount of asphaltene is precipitated at the bubble point [104,105] both with/without CO2
injection [104] because of high amounts of dissolved gas by volume in oil [104,105]. In
addition, precipitation is more at higher CO2 injection rates [54].

The interaction coefficient between CO2 and asphaltene is considerably higher than
other components (natural gas and nitrogen [110]) with asphaltene [56,110]. Elevated CO2
concentration increases the bubble point, precipitation, and interaction coefficient with
asphaltene due to shared polarity [56,104].

Asphaltenes precipitated during CO2 flooding, can either remain suspended or de-
posit onto surfaces, particularly high-specific-area clay minerals [28,52,54–56,81,104,105,
107,109,110]. This deposition can lead to reservoir and wellbore pore plugging, reduced
porosity, permeability, and CO2 injectivity, and altered wettability from water-wet to oil-
wet [28,52,54–56,81,104,105,107,109,110]. Formation damage and a negative impact on
production efficiency may result from pressure drop increase and changes in pore surface
wettability [28,52,54–56,81,104,105,107,109,110]. Precipitation also threatens the capacity of
surface facilities by plugging tubular and flow lines and clogging production separators,
such as damage to pumps [56,104,106]. Despite all these disadvantages, asphaltene precipi-
tation yields oil with less asphaltene content [81,110], making it lighter and less viscous
than crude oil [56].

The degree of asphaltene precipitation during CO2 injection is influenced by factors
such as injection method, pressure, and miscibility [55]. It also depends on the asphaltene
content in crude oil, correlated with injected CO2, reservoir conditions, pressure, and
temperature [28,112].

2.7.1. Effects of Permeability

Asphaltene deposition reduces permeability [112] and improves oil displacement by
water due to increased oil relative permeability [108]. In particular, permeability affects
the stability of asphaltenes and has a significant impact on deposition [111]. Deposited as-
phaltenes are more stable and migrate significantly less in more permeable reservoirs [111].
With increasing rock permeability, the impact of asphaltene deposition on the decreasing
core permeability and oil recovery reduces [113]. Oil reservoirs with lower permeability
exhibit more severe formation damages caused by simultaneous sulfur and asphaltene
deposition than those with higher permeability [112,113]. Permeability reduction fluctuates
between 40% and 90%, influenced by fluid composition, porous medium pore structure,
and proximity to the core inlet or outlet [111]. Maximum asphaltene precipitation was
reported at the core inlet, with a linear relation between permeability-reduction factor and
asphaltene amount [107].

2.7.2. Effects of Pore Size Distribution

The characteristics of crude oil, the pore-plugging mechanism, and the deposition pro-
cess are all impacted by the size distribution of precipitated asphaltene [56]. The analysis of
pore size distribution can be utilized to determine how much asphaltene deposition reduces
permeability [112]. Pore size distribution must be determined to identify fluid transport
properties of porous media [108]. With increasing pore sizes (pore diameter > 8 μm [111]),
the weight percent of asphaltene decreased and the oil recovery rate increased [55,111].
Small pores (<8.0 μm [111] or 9.0 μm [112] in radius) showed higher sensitivity to more
asphaltene deposition, indicating their significant contribution to reducing permeabil-
ity [111,112]. Asphaltene precipitation in unconventional reservoirs may be more severe
than in conventional reservoirs due to considerable differences in pore sizes [55].
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2.7.3. Effects of Temperature

Temperature is recognized as a relevant parameter for asphaltene stability [106]. When
the temperature is raised during the CO2-EOR process, asphaltene from crude oil can
become unstable since CO2 is usually in a supercritical state [54]. In multiphase flows,
low heat transfer increases asphaltene deposition depending on the concentration and
velocity of reactants [28]. The temperature of the reservoir considerably influences the
kinetics of asphaltene precipitation, controlling the precipitation onset time and the size of
deposits [54].

Oil recovery increases with increasing temperature; however, CO2 breakthrough time
decreases due to low oil viscosity [55]. Higher temperature also leads to increased asphal-
tene weight percent in bypassed oil due to resin instability [55]. Moreover, the asphaltene
precipitation onset point increases with CO2 injection at higher temperatures, which also
increases the solubility parameter difference value [114]. In contrast, lower temperatures
with liquid CO2 decrease asphaltene stability due to its nonpolar behavior [106]. At higher
temperatures, when CO2 becomes supercritical, polar–polar interactions are enhanced
and asphaltene precipitation is reduced due to steric repulsion and increased side-chain
motion [106].

2.7.4. Effects of CO2 Concentration

The amount of asphaltene precipitation depends on the concentration of injected CO2
gas and rapidly increases when the CO2 concentration exceeds its critical value [107]. The
formation of a gas phase can cause the asphaltene phase volume to reduce at very high
CO2 concentrations [109]. Maximum amounts of asphaltene precipitates were obtained
at saturation pressure, which gradually increased with an increase in the mole of CO2
gas [107]. Higher CO2 concentration increases asphaltene precipitation in the single-phase
region and bubble point [115]. At higher concentrations of injected gas and reservoir
pressures above and below the bubble point, asphaltene precipitation increases [104].

2.7.5. Effects of Porosity

The porosity and asphaltene accumulation along the core are correlated [111]. Porosity
decreases in response to any increase in asphaltene deposits in a particular core region,
and vice versa [111]. When the injection pressure was roughly at the MMP, there was an
increase in oil recovery from the smaller pores [112]. CO2 penetrated the small pores during
miscible flooding, improving the oil recovery [112]. This highlights how crucial the MMP
is for improving oil recovery from small pores [112].

2.7.6. Effects of Pressure

Asphaltene precipitation increases with injection pressure [55,112,114]. By increasing
the injection pressure, more CO2 molar percentage is required to achieve asphaltene precip-
itation [114]. For samples of crude oil, there was a small increase in the mean asphaltene
particle size as the pressure was raised [116]. In contrast, Lei, Pingping, Ying, Jigen, Shi
and Aifang [52] reported that at a constant injection pressure, the asphaltene precipitate
amount first increases and decreases as the injected CO2 amount increases; the asphal-
tene precipitate amount reaches its maximum when the gas phase occurs in the CO2–oil
system [52].

2.7.7. Effects of Viscosity

The gas phase, the liquid phase rich in hydrocarbons, and the liquid phase rich in
asphaltene have different viscosities depending on the phase composition, temperature, and
pressure [109]. The dissolution of CO2 in crude oil and reduction in its asphaltene content
considerably reduce oil viscosity, thereby decreasing the weight percent of asphaltene [109].
This is one of the main reasons for lower amounts of oil production at higher viscosity [55].
The weight percentage of asphaltene showed a positive correlation with the rise in viscosity
for both the oil extracted and the oil that bypassed the system [55].
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2.7.8. Effects of Flow Rate

By increasing the CO2 flow rate, pressure decreases considerably, indicating asphaltene
deposition and permeability reduction [28,113,117]. Thus, by reducing the flow rate, the
formation damage can be considerably reduced when producing crude oils with medium
and high contents of sulfur and asphaltene [113].

2.8. Fine Mobilization

Mobile particles with an equivalent diameter of <40 μm are known as fines [9]. They
are assumed to be initially located on the surface of quartz grains [118]. The nonswelling
and swelling clays that detach from the pore-grain interface can migrate [9,119]. Fines mo-
bilize through chemical or mechanical interaction with pore fluid, including clay swelling
and fluid flow-induced mobilization [9]. During CO2 injection, fine particles are lifted into
the reservoir and possibly plug the pore channels depending on the petrophysical charac-
teristics of the rock, particle sizes, hydrodynamic conditions, solid concentrations, reservoir
properties, and ionic strength and/or pH of the carrying fluid [7,9,60,89,94,95,120,121].
Born repulsion, electrical double-layer repulsion, and London–van der Waals attraction
contribute to the potential energy that characterizes fine detachment [122]. The short-range
potential known as the Born repulsive potential is created by the electron clouds’ over-
lap [122]. Fines can originate in the injected fluid due to its contamination by contact with
casing cement, drilling fluid filter cake residue on the wellbore wall, or from the formation
itself [9,60,94]. The result of experiments on the Berea core sample with permeability
(60–100 mD) and porosity (19–20%) showed that fines mobilization harms injectivity more
than drying or high salt concentration [60].

The critical salt concentration (CSC) is defined as a specific salt concentration at which
the fine particles may be released [122]. It can impair formation permeability (which
some laboratory observations suggest may be permanent [119]) by blocking/bridging the
pore throats [7,60,94,118,120,121] and productivity [7], but negligible porosity change [121].
Significant injectivity reduction could be caused by minor particles in the pore fluid or
wellbore fluid in the immediate injection area [9,60,94].

The modeling of fine migration and effects of mineral dissolution can be expressed
by [123]:

k
k0

=
1

[1 + βsσs − β(ϕ − ϕi)]
(9)

where β and βs are the dissolution coefficient and the formation damage coefficient, respec-
tively, and σs is the volumetric concentration of retained fines [123]. Their values for the
same brine salinity can be achieved by Wang, Bedrikovetsky, Yin, Othman, Zeinijahromi
and Le-Hussain [123]. k and k0 are permeability and initial permeability, respectively. ϕ is
defined as porosity and ϕi is the initial porosity [123].

Well impairment can lead to many challenges, including the possibility of an un-
controlled rise in cap rock pore pressure above the permissible fracturing pressure, the
start and spread of fractures, and preferred flow pathways for CO2 leaks [120]. Injectable
wells may need to be abandoned in severe cases [120]. Clogging caused by fine release,
migration, and capture is commonly considered an irreversible process [120]. However,
some remedies can be suggested such as high injection velocities for deposition away from
the wellbore due to radial flow because of the radially divergent nature of the injection
flow [9]. In addition, greater permeability impairment is caused by core plugs with higher
clay contents, most likely as a result of larger clay particles and smaller pore throats that
make blocking and bridging easier [121]. Injecting at higher permeability intervals may
further reduce the possibility of injectivity loss [121]. Clay fines can only detach when the
pore space’s salinity falls below a particular critical salinity, which can be prevented by
raising the injected water’s salinity above the CSC [119].
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2.8.1. Effects of Permeability

In typically highly permeable sandstones, fine migration has been studied as the main
cause of permeability decrease [9]. The injectivity will rapidly decrease due to a decrease
in permeability resulting from increasing pore pressure [120]. Until the permeability is
restored through additional physical or chemical treatments, the fluid can no longer be
injected into the damaged formation at the required high flow rates [120]. A decrease
in permeability implies that higher pressure will be required to inject the fluid into the
formation, causing changes in injectivity [7]. The low-permeability reservoir rocks showed
a more noticeable decrease in permeability [121]. Therefore, low-permeability reservoirs
show lower injectivity loss [7,121]. Even within a short timeframe, changes in reservoir
permeability affect injectivity, productivity, and CO2 flow dynamics, impacting saturation
distribution [120].

2.8.2. Particle Concentration

Particle concentration considerably affects CO2 injectivity [7]. The concentration of
fine particles in the fluid has a direct impact on the deposition rate [28]. The interaction
between the particle and the pore throat increases as the particle concentration rises [7]. CO2
injectivity impairment increased with an increase in the concentration of fine particles [7,60].

2.8.3. Injection Rate

Injectivity loss increased with increasing CO2 injection rate [7]. Turbulence from a
higher flow rate makes the particle stack tighter and enables their even redistribution in
the pore network [7]. In contrast, Sokama-Neuyam, Ginting, Timilsina and Ursin [60]
concluded that the CO2 injection rate did considerably influence the reduction in CO2
injectivity induced by fine entrapment [60]. However, at high injection velocities, the strong
fluxes may dislodge the particles bridging the pore channels, opening some of the clogged
channels [60]. The fluid’s density, the square of its velocity, viscosity, and compressibility,
as well as the size and form of the particles, all affect how much force is needed to raise
them [60]. Hydrodynamic force acting on the particles is increased by supercritical CO2’s
gas-like viscosity and liquid-like density [60]. Typical CO2 injection rates under storage
conditions are approximately 1 Mt/pa [60].

2.8.4. Particle Size

Particle size and pore constriction, or more pertinently, the size of the fine particle to
pore constriction, is crucial for determining the entrapment or piping mechanism occurring
in the pore throat [7,60]. The larger the size of the particle, the higher the injectivity loss [7].

2.9. Clay Swelling

Many targeted geological storage sites are sealed by shale or mudstone rich in clay
minerals such as sandstone gas reservoirs, which are heterogeneous and mainly composed
of clay minerals and silica with small amounts of carbonates [35,58,124,125]. Clays are
interlayer aluminosilicate minerals that have different structures [58]. They are crucial for
the geological storage of CO2 [126]. CO2 is stored for a long term by overlying caprocks
that act as low-permeability barriers to upward fluid flow [17,124–127].

Clay minerals are generally <1 mm in diameter and are therefore known as micro to
nanocrystalline materials [128]. Clay minerals’ layered structure and atom arrangement
give them a platy morphology [128]. Illite, chlorite, smectite, and kaolinite are the main
types of clay found in typical sandstone rocks [58]. A property that sets swelling clay
minerals apart from other clays and micas is their easy interchangeability with the sur-
rounding environment [125]. Of the different common rock-forming minerals, calcite is the
most reactive because of its high solubility and kinetics [24]. These rocks are frequently
composed of smectites, or expanding clays like montmorillonites, which are frequently
found in faults that laterally seal possible storage reservoirs at depths and temperatures
of up to 3.5 km and 100 ◦C, respectively [17,124]. At greater depths, smectites generally
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begin to transform into nonswelling clay minerals [124]. Smectites, a mixed layer of illite
and smectite, and a mixed layer of chlorite and smectite are most sensitive to water and are
hydrophilic [129]. These minerals, when present in the pore network, can drastically reduce
the intrinsic permeability [129]. When the clay is exposed to solutions containing cations,
the present cations may be exchanged with other cations [129]. The highest amount of total
cations in clays that can be exchanged with a solution of a particular pH is known as the
cation exchange capacity of clays [17,129]. The different capabilities of CO2 adsorption and
selectivity of mixed clays are caused by a variety of elements in clay structures, including
cation exchange capacity (which is low in nonswelling forms such as kaolinite), charge
on the clay surface, and interlayer distance [58]. Smectite clays are often used as samples
due to their high swelling capacity [129]. The quantity and thermodynamic properties of
water in the system have a significant impact on the intercalation and retention of CO2 in
smectite interlayers [130]. Illite and kaolinite, not known for interlayer expansion under
any experimental conditions, can adsorb significant amounts of CO2 [17]. If the surface
area of the clays contacting the solution is large, the activities of divalent cations may be
reduced either via sorption onto clay surfaces or via cation exchange [128]. Clays also
increase the adsorption capacity of sandstone rocks because of their high surface area [58].

Clay swelling is a major cause of damage formation in hydrocarbon reservoirs and can
substantially reduce nanoparticle mobility in porous media [127]. It can cause substantial
changes in the reservoir structure, blocking the swelling pores, and causing dynamical
behavior of the intercalated fluid molecules concerning the bulk fluid phase [17,125,130].
Another way to clog pore throats and reduce injection rates is by the mobilization of detrital
or diagenetic clays [67]. The term “swelling clay” is derived from the ability of clay particles
to increase their molar volume, thereby shrinking or contracting the interlayer pores based
on the migration of polar molecules, such as water or organic molecules, into and out
of the interlayers [9,124,125,127,130]. This migration depends on the clay mineral type
and its hydration state [9,124,125,127,130]. The impact of clay swelling is most severe
when incompatible fluids (e.g., oil) come in contact with swelling clays, leading to reduced
formation permeability [127]. The same phenomenon is observed in the presence of CO2 in
brine solution or in contact with resident brine [9,131]. CO2 can laterally displace the fluid
and brine from the rock to assist in the intercalation of other chemical species in the clay,
particularly during the early stages of injection [35,125,130].

The long-term efficacy of impermeable cap rocks in sealing the reservoir against the
leakage of injected CO2 needs further evaluation [125]. To ensure a safe CO2 injection into
reservoir formations, caprock failure and subsidence must be prevented, and the overlaying
caprock must operate effectively [132].

2.9.1. Effects of Pressure

Pressure and temperature changes do not impact the clay nanoscale structure, suggest-
ing stable seal quality during CO2 injection [84]. At lower pressures, the CO2 adsorption
selectivity is enhanced, whereas at higher pressures, the adsorption amount increases [53].
Nonswelling clays can exhibit swelling under high pressure and temperature with CO2
and water coexistence [133]. Supercritical CO2 can alter capillary entry pressure in swelling
clays, affecting injectivity, and may reduce long-term CO2 storage capacity due to mineral
dissolution and precipitation [9,131].

2.9.2. Effects on Strain

Because of the strain that the intercalated molecules may produce, the pore can swell
or shrink [133]. Strain changes induced by CO2 injection are considerably larger than those
from pore-pressure changes alone [132,133]. CO2 injection initially increases the strain
rapidly and then stabilizes [35]. Strain changes vary spatially due to sedimentary structure,
with local low-porosity layers acting as barriers [35]. Swelling strain rapidly increases with
CO2 pressure and decreases at higher pressures [17]. Linear strain is the length change
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relative to the initial length, and volumetric strain is the volume change relative to the initial
volume [134]. Swelling strain can be predicted when micropore volume is known [133].

Material strain varies with the consolidation state [132]. Consolidated conditions
exhibit higher strains than overconsolidated conditions due to microstructural differ-
ences [132]. Larger strain changes are observed due to CO2 adsorption, particularly in
kaolinite-rich rock [35]. Moreover, swelling strain can be substantial, leading to differential
matrix swelling during brine displacement [35]. CO2-induced swelling stress in Na-SWy-1
montmorillonite decreases as the effective stress and burial depth increase [124].

2.9.3. Effects of Temperature

At higher temperatures, CO2 adsorption on sandstone rocks decreases [58]. Bandera
sandstone showed the least reduction due to favorable CO2 adsorption conditions on
carbonate minerals [58]. By increasing the treatment temperature, the aromatic and aliphatic
hydrocarbons in clay-rich shales are reduced [131]. Hot CO2 injection doubles natural gas
production and improves CO2 sequestering in depleted gas reservoirs [58].

2.10. Hydrate Formation

The expansion of CO2 is linked with the Joule-Thomson phenomenon, potentially
causing the formation of dry ice or hydrates, consequently diminishing the injectivity of
CO2 [4]. Hydrates are formed due to the interaction of water with CO2 and gaseous hydro-
carbons such as methane during injection into depleted reservoirs [89]. Such formations
depend on specific conditions such as injection rate, pressure, and lower temperatures [89].

Figure 1 compares the impact of injectivity loss with cases involved with salt depo-
sition, mineral dissolution, fine migration, hydrates, and also without injectivity disrup-
tion [89].

Figure 1. Comparison between the impact of injectivity reduction in hydrates with some other effects
on injectivity [Reproduced with permission [89] Copyright 2023 Elsevier].

In Figure 1 case 1 was modeled using the following reaction in CMG simulators [89]:

Halite ↔ Cl− + Na+ (10)

The value for case 2 was obtained from modeling the below reactions based on the
reservoir rock mineralogy of a sample composed of 1.1% Calcite and 0.4% Dolomite [89].

Calcite + H+ ↔ Ca2+ + HCO3
− (11)

Dolomite + H+ ↔ Ca2+ + Mg2+ + 2HCO3
− (12)

Case 3 was calculated from reaction (11) and in the case of hydrate, it was modeled
in CMG-STARS assuming that the permeability of the block was zero from the initial
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hydrate formation time [89]. Injectivity decreased to 73% from the base case in specific
conditions [89].

3. CO2 Injectivity in Field Cases

This field case study aimed to improve a general understanding of CO2 injectivity
into depleted hydrocarbon reservoirs by analyzing practical examples. The results are
expected to provide concrete insights and useful recommendations to those who lead the
responsibility of influencing environmental and energy management. However, the rapidly
evolving confidential matters in CCS political settings may have resulted in uncertainties,
leading to the potential for outdated information.

3.1. Niagaran Pinnacle Reef Oil Field

In the depleted pinnacle reef fields in Michigan, USA, CCS operations are performed
by the Midwest Regional Carbon Sequestration Partnership (MRCSP) [135–138]. In the
Michigan Basin, there are several hundred pinnacle reef structures, including this field [136].
It is a pinnacle reef that is late Silurian in age and has undergone significant primary and
secondary recovery phases [136]. The shallow shelf carbonate depositional system that
covered the Lower Peninsula of Michigan, northern Indiana, northeastern Illinois, eastern
Wisconsin, northwest Ohio, and the Bruce Peninsula of Ontario gave rise to the reefs along
the Niagaran Pinnacle Reef Trend oil fields [135].

MRCSP studies an extensive reef trend with over 880 closely spaced, highly compart-
mentalized, and laterally discontinuous reefs (Figure 2) [138]. The northern reef trend is
divided into gas, oil, and water zones [138].

 
Figure 2. Northern pinnacle reef trend modeled; spatial extent is highlighted in green [Repro-
duced [138] Copyright 2020 Elsevier].

3.2. Netherlands Fields

The Netherlands leads the European Union in natural gas production with over
190 exploited gas fields. Fields in mature or depleted phases in the Netherlands are used for
CO2 storage [139]. Induced seismicity affects 15% with ML w3.6. CO2 storage in depleted
gas fields is favored due to proven seal quality and there is no record of seal integrity failure
due to fault reactivation in seismically active Netherlands [139]. The most suitable sites to
store CO2 are depleted gas fields (79%), followed by aquifers (19%) [139].

The number of wells, injection rates, duration of the project, and reservoir thickness
and depth all affect drilling costs [23]. The costs increase linearly with the length of drilling
up to a 3 km depth [23]. After 3 km, costs increase exponentially with depth [23]. The
injectivity index assesses the ability of wells to inject fluids into a porous, permeable
formation in petroleum reservoir engineering [140]. The injectivity index is the ratio of

197



Energies 2024, 17, 1201

injection rate to pressure difference [140]. Because data are not available for every site,
average injection rates based on the stratigraphic unit were utilized instead of site-specific
injection rates (Table 3) [23].

Table 3. The average CO2 injection rate of hydrocarbon fields per stratigraphic unit in Mt/y per well
[Reproduced with permission [23] Copyright 2010 Elsevier].

Formation Hydrocarbon Field

Lower Cretaceous Group Vlieland Sandstone Fm 1

Lower Germanic Trias Group Lower Buntsandstein Fm 0.4

Niedersachsen Group Friese front Fm (sandstone members) 0.4

Upper Rotliegend Group Zechstein Fm (carbonate members)
Slochteren Fm (sandstone members)

0.2
1

Limburg Group 0.4

3.3. Malaysia

Malaysia explores CCS to cut greenhouse gas emissions and environmental im-
pact [141]. Malaysia’s largest gas field was drilled with about 20 wells and they are
largely depleted [142]. The structure of the field is defined by a mild anticline, exhibiting a
typical north–south orientation [142]. The average porosity of the reservoir exceeds 26%,
and its permeability is favorable at an average of 1000 mD for CO2 storage [142].

Fractures may initiate during injection if pressure surpasses the caprock fracture
threshold [33]. To address the challenges with injectivity, the optimal injection rate must be
determined before field-scale injection [50]. CO2 injection within safe limits prevents for-
mation damage from fine migration in heterogeneous formations around the wellbore [50].
By maintaining injection below the critical limit, considering rock permeability, wellbore
formation damage can be prevented [50].

3.4. Goldeneye

Goldeneye, a depleted gas field and platform in the northern North Sea, UK, was
operated by Shell (2004–2011) about 100 km northeast of Moray Firth, Scotland [143,144].
This site is ideal for CO2 storage because of factors such as young facilities, a dedicated
pipeline, excellent Darcy sandstone quality, and good containment [145]. This storage site
is located at 58◦0′10.8′′ N, 0◦22′48′′ W, and has a 120 m water depth [144]. The seafloor,
besides pipelines and offshore platforms, is mostly flat with occasional pockmarks and
abandoned wells [144]. The current infrastructure facilitates cost-effective appraisal and
expansion into connected saline aquifer systems near or overlying the Goldeneye field [145].

Depleted field storage projects may stop injection below preproduction pressures to
ensure containment and address uncertainties in capacity [146]. In cases such as Goldeneye,
the “pressure-sink” effect acts as a risk-mitigating factor, causing water to flow back into
the pressure anomaly [146]. Demonstrating long-term stability for site closure in the EU,
particularly with potential pressure increases, can be challenging [146].

3.5. Cranfield

The depleted deep clastic Cranfield field in southwestern Mississippi, USA, presents
potential for CCS operations [34,64,146,147]. From its discovery in 1943 until 1966, oil
was produced there [34,64,146,147]. In 2008, the EOR CO2 injection project began [34].
At a depth of 3300 m, the Detailed Area Study (DAS) pilot project aims to reach the
Cretaceous Lower Tuscaloosa Formation [34]. The CO2 injection pilot, which commenced
on 1 December 2009, began at ~175 kg/min; the value was increased to ~300 kg/min after
20 days and ~500 kg/min after 156 days [34]. Over 31/4 years, approximately 3 million
metric tons of CO2 have been injected into the Cranfield field [148]. The CO2 injection zone
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in the Lower Tuscaloosa Formation forms a four-way anticline with a diameter of 6.4 km
(4 mi), shaped by an inactive salt dome [147].

Injected CO2 flow rates are directly proportional to its relative permeability, which is a
crucial parameter [34]. Low gas relative permeabilities lead to slower CO2 plume spreading
and increased pressure build-up [34]. Moreover, salt precipitation from water evaporation
may impact injectivity, thereby increasing the CO2 flow and reducing the porosity [149].
Pressure build-up is yet to be quantitatively determined [149].

4. Conclusions

The assessment of injectivity is vital for the secure sequestration of CO2 in targeted
depleted reservoirs. This study addressed various factors affecting injectivity and presents
field case data. It was concluded that hydrophysical, chemical, and geo-mechanical pro-
cesses significantly influence injectivity. The reviewed papers in the literature highlight that
asphaltene precipitation, mineral dissolution, and fine mobilization can disturb injectivity
by causing core plugging. Additionally, properties like purity, density, and viscosity of
injected CO2 play a crucial role in ensuring effective injection and storage.

A comprehensive understanding of diverse trapping mechanisms and the adept
modeling of CCS in depleted reservoirs is mandatory for achieving successful CO2 injection.
Therefore, it is advisable to pursue further research in this domain.
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