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Preface

CO2 capture and sequestration (CCS) technologies aim to capture carbon dioxide (CO2) from

CO2 sources (e.g., fossil fuel power plants), separate the CO2, and store it in suitable media. CO2 can

be captured using various technologies, including absorption, adsorption, cryogenic processes, and

membrane gas separation. Therefore, accurate selection, design, modelling, and optimisation of the

processes for CO2 capture and the tuning of the material properties are essential. There are different

methods for CO2 sequestration, e.g., (i) geological sequestration, which injects different phases of CO2

into the subsurface; (ii) oceanic storage, which dissolves CO2 into an ocean at different depths; (iii)

the solid-phase reaction of CO2 with metal oxides to produce stable carbonates with no risk of CO2

release to the atmosphere; etc. The flow, transport, and reaction of CO2 during CCS and other related

matters, such as monitoring critical parameters, are also essential. To address these points, a Special

Issue (SI) of Clean Technologies and an e-book with all published papers have been organized which

highlight the recent trends and innovative developments in CCS. In particular, the published papers

in the SI and the e-book highlight the following issues:

• Socio-political issues related to CCS project development and deployment.

• Fundamental technical issues concerning the development and deployment of CCS projects.

• The synthesis of value-added chemicals using captured CO2 in CCS projects.

• Applications of mathematical modelling for the development of CCS projects.

• The development of techno-economic costing models for CCS projects.

Overall, the SI and e-book cover a diverse range of topics, including some of the most pressing

concerns for the future growth and development of CCS projects.

Diganta Bhusan Das

Editor
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Editorial

CO2 Capture and Sequestration

Diganta Bhusan Das

Department of Chemical Engineering, Loughborough University, Loughborough LE11 3TU, Leicestershire, UK;
d.b.das@lboro.ac.uk; Tel.: +44-1509222509

CO2 capture and sequestration (CCS) aims to capture carbon dioxide (CO2) from
CO2 sources (e.g., fossil fuel power plants), separate the CO2, and store it in suitable
media. CO2 can be captured using various technologies, including absorption, adsorption,
cryogenic processes, and membrane gas separation [1]. Therefore, accurate selection, design,
modelling and optimisation of the processes for CO2 capture and the tuning of the material
properties are essential. There are different methods used for CO2 sequestration, e.g.,
(i) geological sequestration that injects different phases of CO2 into the subsurface [2],
(ii) oceanic storage that dissolves CO2 into an ocean at different depths [3], (iii) the solid-
phase reaction of CO2 with metal oxides to produce stable carbonates with no risk of CO2
release to the atmosphere [4], and others. The flow, transport, and reaction of CO2 during
CCS and other related matters, such as monitoring critical parameters, are also essential [5].

To address these points, a Special Issue (SI) of Clean Technologies has been organised
to highlight the recent trends and innovative developments in CCS [6]. Thirteen (13)
submissions were received, which underwent a rigorous peer review process. Two papers
were declined at the peer review stage, and the remaining eleven papers [7–17] have now
been published [6]. The published papers are also being compiled as an edited e-book to
be published by MDPI. The papers [7–17] highlight several common and important issues.

Issues related to CCS project development and deployment have been considered by
Marshall [7] and Veloso et al. [8]. Marshall [7] has identified that although CCS projects
are essential to lower gas emissions, they have not achieved their desired objectives in
Australia. To investigate the reasons for this failure, Marshall [7] undertook a historical and
social study of the Gorgon gas project in Western Australia, considered one of the world’s
most significant CCS projects. The study has rightly concluded that CCS’s social dynamics
must be included in CCS project projections to enhance the accuracy of their expectations,
without which the project projections are likely to miss their targets. Veloso et al. [8]
emphasised that there are few commercial-scale CCS projects worldwide, and almost all
are in the USA and China. Despite the many CCS pilot-scale projects planned in Europe,
only two commercial-scale projects operate today. To help improve this situation, the
authors have proposed a ‘multicriteria regional-scale approach’ that can help select the
most promising locations in France to deploy CCS pilot-scale projects. Subsequently, the
authors have assessed different aspects of CCS technology at the regional scale, including
the key economic performance indicators of the CCS project. The authors have rightly
concluded that the CCS projects should be located strategically close to potential CO2
sources in case of the confirmation of proven resources.

Several fundamental issues concerning CCS have also been addressed in the SI. Pfennig
and Kranzmann [9] considered cases where CO2 is compressed to sequestrate it into deep
geological formations. In this process, the corrosion of injection steel pipes can occur
due to the contact of the metal with CO2 and saline water in the geological formation.
The published work is supported by the authors’ laboratory experiments, which have
evaluated corrosion kinetics on stainless steels X35CrMo17 and X5CrNiCuNb16-4 with
approximately 17% Cr. The relationship between the corrosion rate and ionic species
diffusion into the metal has been studied to determine the longevity of the chosen steels
in a CCS environment. In the paper by Abidoye and Das [10], the effects of particle size,
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carbonation time, curing time and pressure on the efficiency of carbon storage in Portland
cement mortar as the media for CCS have been investigated. The authors have shown
how carbonation efficiency increases with decreased particle size using data generated in
pressure chamber experiments. Overall, these authors show that carbonation efficiency
increases with smaller-sized particles or higher-surface areas, carbonation time and higher
pressure, but it decreases with hydration/curing time. Quaid and Reza [11] analysed
deep eutectic solvents (DESs) for their carbon capture and biogas upgrade applications. In
particular, they analysed how the presence of contaminants in biogas may affect the carbon
capture by DESs. The behaviour of DESs under different temperatures, pressures, and
influences from pollutants has been studied, which suggests that a complex interplay of
variables must be understood when choosing DESs for CO2 absorption for biogas uplifting.

This Special Issue also highlights how the captured CO2 may be further used to
synthesise value-added chemicals. Khokarale et al. [12] demonstrate that industrially
important solvents, namely, dimethyl carbonate (DMC) and glycidol, could be synthesised
in a combined process using glycerol-derived 1,3-dichloro-2-propanol and captured CO2
via a metal-free reaction route under mild conditions.

The mathematical modelling applications in CCS have been demonstrated by De-
schamps et al. [13] and Khudaida and Das [14]. Deschamps et al. [13] used conservation
of mass and energy principles and equations of states to evaluate the performance of a
vacuum temperature swing adsorption (VTSA) process for direct CO2 capture from the air
at an industrial scale. A parametric study on the effects of the main operating conditions
has been undertaken to assess the performance and energy consumption of the VSTA. The
developed approach considers how the lab-scale process could be upscaled to a larger
industrial scale. In contrast to lab- or industrial-scale processes, Khudaida and Das [14]
attempted to conduct a numerical study on the significance of injecting CO2 into deep saline
aquifers at the scale of geological formations. Several CO2 injection scenarios and aquifer
characteristics have been investigated to enhance current knowledge on the effects of the
residual and solubility trapping of CO2 on the sequestration mechanisms. For example, it
was shown how the extent of subsurface heterogeneity increases the residual trapping of
CO2 in geological formations.

Finally, this Special Issue highlighted the critical issues relating to the techno-economic
costing of CCS projects. Pieri and Angelis-Dimakis [15] reviewed the current approaches
used to quantify CO2 capture costs. It has been shown that with the existing knowledge in
the literature, one can estimate capture costs based on the amount of CO2 captured and the
technologies used in CO2 capture technology. In the paper by Szima et al. [16], it has been
pointed out that increased levelized electricity costs within CCS projects are associated with
significant energy penalties involved in CO2 capture. Consequently, Szima et al. evaluated
three CCS approaches that rely on integrated gasification combined cycles: (i) gas switching
combustion (GSC), (ii) GSC with added natural gas firing to increase the turbine inlet
temperature, and (iii) oxygen production pre-combustion that replaces the air separation
unit with more efficient gas switching oxygen production reactors. This comparison has
enabled the authors to identify the most promising solution for further development
and exploitation in CCS. Reeve et al. [17] carried out a techno-economic analysis of three
processes for hydrogen production from advanced steam reforming (SR) of bio-oil as an
alternative route to hydrogen with bioenergy with carbon capture and storage (BECCS):
conventional steam reforming (C-SR), C-SR with CO2 capture (C-SR-CCS), and sorption-
enhanced chemical looping (SE-CLSR). The analysis concluded that SE-CLSR is comparable
to C-SR-CCS in terms of the levelized cost of hydrogen (LCOH).

Overall, it is evident that this Special Issue and the forthcoming e-book cover a diverse
range of topics, including some of the most pressing concerns for CCS. I envisage that the
authors of the published papers and I, as the guest editor of the SI, can motivate future
directions and progress in CCS.
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Article

A Social Exploration of the West Australian Gorgon Gas,
Carbon Capture and Storage Project

Jonathan Paul Marshall

Social and Political Sciences, University of Technology Sydney, Sydney 2007, Australia;
jonathan.marshall@uts.edu.au

Abstract: Carbon capture and storage (CCS) appears to be essential for lowering emissions during
the necessary energy transition. However, in Australia, it has not delivered this result, at any useful
scale, and this needs explanation. To investigate the reasons for this failure, the paper undertakes
a historical and social case study of the Gorgon gas project in Western Australia, which is often
declared to be one of the biggest CCS projects in the world. The Gorgon project could be expected to
succeed, as it has the backing of government, a practical and economic reason for removing CO2,
a history of previous exploration, nearby storage sites, experienced operators and managers, and
long-term taxpayer liability for problems. However, it has run late, failed to meet its targets, and
not lowered net emissions. The paper explores the social factors which seem to be disrupting the
process. These factors include the commercial imperatives of the operation, the lack of incentives,
the complexity of the process, the presence of ignored routine problems, geological issues (even in a
well-explored area), technical failures, regulatory threats even if minor, tax issues, and the project
increasing emissions and consuming carbon budgets despite claims otherwise. The results of this case
study suggest that CCS may work in theory, but not well enough under some contemporary forms
of social organisation, and the possibilities of CCS cannot be separated from its social background.
Social dynamics should be included in CCS projections to enhance the accuracy of expectations.

Keywords: CCS; carbon capture; socio-technical; energy transitions; disorder

1. Introduction

Through a case study, this paper explores the social, organisational, and ecological
contexts of carbon capture and storage (CCS), as displayed by the Chevron Gorgon gas
project in West Australia, and suggests explanations for its apparent failure. The prime
suggestion is that technology is a social venture, which cannot be separated from its
complex social background.

In social studies of science and technology, it is standard to assert that technology
is invented, understood, developed, used, promoted, managed, installed, regulated, de-
signed, financed, and sold in differing social, economic, and power relations and that these
factors have consequences. Technologies may be driven by these relations, take them for
granted, or be designed to reinforce them, although technologies frequently have disrup-
tive unintended consequences. Technologies can work in theory but be found socially
impractical, be hindered by social practices (intentionally or unintentionally), or have less
success than supposedly technically inferior inventions. Some good introductions to this
subject include [1–3]. However, this paper requires no specialist knowledge.

Technologies can also involve compelling ‘social imaginaries’, especially those tech-
nologies which exist in theory or fail to work the way they are intended. These imaginings
may then function as a rhetoric to persuade people of an existing, or forthcoming, “ben-
eficial reality” [4]. Consequently, technologies can be used politically, or to avoid facing
disturbing problems. In illustration, this paper explores the unintentional social and tech-
nical undermining of carbon capture as a working solution for greenhouse gas (GHG)
emission problems.

Clean Technol. 2022, 4, 67–90. https://doi.org/10.3390/cleantechnol4010006 https://www.mdpi.com/journal/cleantechnol



Clean Technol. 2022, 4

It seems important to understand that societies are a subset of complex interactive
systems [5,6]. They are composed of people and groups who modify themselves and
their reactions in response to what they perceive as happening in the system, and by what
happens to them. Societies have their own internal systems such as economies, knowledge,
and politics and interact with other complex systems such as ecologies, climate systems,
and technical systems. These complex systems overlap with each other, and cannot be easily
isolated in analysis, hence the discussion of factors in this paper which some might consider
relatively unimportant to the CCS process. As a result of these overlapping interactions,
technological projects may increase in complexity (and difficulty of control and prediction)
as other parts, and social organisations, are added to them, often leading to “tipping points”
or breakdown [7]. Supportive of this position, it has been argued that experimental rigs
which work at a small scale may have problems when expanded and that the bigger the
carbon capture project, the more likely it is to fail [8]. This does not bode well for building
a series of carbon capture projects adequate to curtail carbon pollution.

1.1. Paper Structure

The paper proceeds by briefly describing its methodology and the previous work
on the history of particular carbon capture projects and their social embedding. Then it
puts forward the proposition that climate change is socially generated and driven, and
tied into maintaining existing patterns of power, development, and consumption. Social
excess produces pollution beyond the capacity of world ecologies to process, particularly
when those ecologies are being further damaged by extraction. Section 2 very briefly
describes carbon capture in general, then describes carbon capture in Australia, which
has a long history of encouragement and funding, but little relative success. Section 3
gives the case study history and analysis of the Gorgon project, arguing that while it is
an excellent exemplar for CCS, it has missed its targets and failed to significantly reduce
the emissions from the use of its products. This arises from the commercial imperatives
of the operation, the lack of incentives, the complexity of the process, the presence of
routine problems, geological and ecological issues, technical failures, regulatory threats, tax
issues, and the project increasing emissions and consuming carbon budgets despite claims
otherwise. While the Chevron Gorgon project should be straightforward, it is overwhelmed
by complexity and avoidance of the problem of increased GHG emissions from its operation
and products.

1.2. Methodology

The methodology involved tracking news articles on the Gorgon project and following
up references in those articles to official documents, or other pieces of nonduplicating
journalism, to check their accuracy where possible. I collected a total of 213 news articles
and reports stretching over the period 2006–2021 together with other background material.
My main interest was in the political, managerial, and economic processes involved, but it
was impossible to read these documents without realisation of recurring technical problems,
which might not have been expected. There is bias in my analytic procedure as I was looking
for disorderly processes and problems. The normal bias is to ignore or play down disorder,
blame it on unique circumstances, or condemn it. For instance, the in-house history of
the project appears to downplay problems despite being a “lessons learnt” piece [9]. As I
have argued previously [10], repeated or expectable disorder is a socially significant part of
any process, indicating the way things are done, the systems they interact with, and the
problems and processes that organisations wish to avoid.

All social and historical research on the Gorgon project is indebted to the journal-
ist Peter Milne, of BoilingCold, who obtained many apparently hidden, or nonavailable,
documents from Chevron or the West Australian government, through freedom of informa-
tion requests. Secrecy, whether intentional or otherwise, seems an established part of the
project process.
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When conducting case studies through history, sociology, or anthropology it is difficult
to separate “data” from “discussion”. Data involves interpretation [11]. Rather than
“seeing the events” with their own senses, or interpreting those events directly, the scholar
is dependent upon other people’s interpretations of events, and these methods of others
(and the analysts own methods) can create interpretations and hence affect the way reality
is perceived and acted upon [12]. “Objectivity” comes with social filters. The reports I read
may be trying to justify or criticise the project. The reporters almost certainly hold existing
views and purposes which influence reports; they may be writing for a specific audience,
and so may the analyst. Hence, these reports have to be fitted together through discussion
to see what sense they make as a pattern. The data parts become meaningful in terms of
the whole narrative, and the whole narrative becomes the “results”. Any interpretation can
be overturned by more data and more refined processes of interpretation. Case studies also
require a recognition of the potential uniqueness of the case and its context. Comparison
is useful but should come after consideration of a number of case studies; otherwise,
important factors can be more easily missed as the analysts are not expecting them. This
paper aims at presenting a set of hypotheses and interpretations which can guide further
interpretation and investigation.

1.3. Previous Work

I was unable to find many detailed histories of particular CCS projects, let alone many
which investigated their social context in any depth. Most of the articles in the premier
journals for sociological research into energy (Energy Research and Social Science) concerning
CCS seem to be about public opinion, public evaluation, and communicating acceptance
of carbon capture [13–15]. Likewise, an anonymous corporate case study of the ZEPP [16]
project in the Netherlands seems primarily interested in how to reduce social opposition in
advance of the project.

However, some previous studies show the use of historical case studies. We are
fortunate to have the Trupp piece about the Gorgon project, mentioned previously [9], but
it does not go into social or economic details, and it seems to avoid fairly well known
problems with the project. The best technical history or case study of an individual CCS
project is Cook’s edited collection about the Otway Project [17]; however, it tells us more or
less nothing about the economics. The Otway CCS project was primarily a research project
(which implies an unusual social set-up for normal CCS), and it limited the social side of
the research to consultation with the local community, which largely seems to have been
oriented at persuasion rather than research. Ackerboom et al. [18] write an important paper
which includes a short history of CCS in the Netherlands, rather than of individual projects,
which remarks that “while CCS is technically a straightforward proposition, its deployment
has historically been hindered by the lack of a sound business case and a compelling and
stable socio-technical narrative”. They also indicate significant governmental support for
the projects, which may render those projects similar to the Gorgon project, although there
is also significant social opposition (partly because the projects are near habitation) and
questions over liability, which are missing in Australia. The absence of a profit motive for
doing CCS also seemed important to them, as will be argued here. A previous paper by
myself on the general history of CCS in Australia [10] argued that despite political and
monetary support over the last 20–30 years, CCS has not made any noticeable impact on
Australia’s emissions and primarily functions as rhetoric to justify sales of fossil fuels and
as a fantasy to defend against real climate action or emissions reduction. A case study by
the National Consumer Research Centre in Finland of the Snøhvit liquid natural gas facility
in Norway [19] found the site had been caught in controversies about the gas field and
ongoing political uncertainty over fossil fuels. “As a consequence of its high ambition level
and the controversies surrounding it, the project has experienced a sequence of delays and
cost overruns”. They remark that even “even local support cannot be totally controlled by
the project managers”, which is unsurprising in a complex human system but appears to
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indicate the idea that societies are easily manipulated into agreement with technology and
are thus separate from the technological process.

This previous research gives at least some indication that it may be fruitful to pursue
the social embedding of CCS projects.

1.4. The Problem: Emissions as Social Excess

Currently, some parts of some (not all) human societies are significantly disrupting
global ecologies and climate systems [20]. They are consuming resources faster than the
planet regenerates them, while simultaneously polluting and disrupting the planet’s re-
generative capacities, producing instability. Societies seem on the edge of a vast series of
(probably rapid) chaotic changes including sea level rises, droughts, floods, wild storms,
people movement, and wars. As we are dealing with interacting complex systems, uncer-
tainties about when we will cross the line are normal [21]. Consequently, it seems safer to
be cautious than not.

Carbon dioxide and methane (or “natural gas”) are currently the main greenhouse gas
(GHG) pollutants. CO2 and methane are normally processed by the global ecology in a “rea-
sonable time frame”, being broken down into carbon and oxygen by metabolic processes.
CO2 has also been absorbed by the oceans, gradually increasing acidification and creating
harsher conditions for some ocean life, with possibly compounding effects. GHGs are only
a problem because industries are producing far more than can be processed by the global
ecology within that “reasonable time frame”, especially given the simultaneous destruction
of ecologies through other forms of pollution or extraction (such as deforestation, fossil fuel
mining, and some forms of agriculture). It has been repeatedly estimated that dominant
societies, through their social organisation, industries, development, and profit drives,
consume, disperse, and destroy in a year more than the planet can regenerate [22–24].
This process, known as “overshoot” or the “metabolic rift”, is often seen as a hallmark of
capitalist and developmentalist organisation dependent on “economic growth” [25,26].

Dominant societies seem dependent upon, and structured around, pollution and
ecological destruction. The dire paradox we face is that pollution from burning fossil fuels
both enables modern societies, their science, technology, business, prosperity, and military
capacity, and produces climate change which could become catastrophic enough to destroy
those societies. By being considered as an “externality”, pollution also makes production
cheaper, and profits higher for powerful social groups. The increase in CO2 emissions over
the last 70 years of “development” is marked. While there are differences in estimates, the
Oxford University Our World In Data website, estimates that, without factoring in land
use changes, humans released “only” 6 billion tonnes of CO2 during the year 1950. This
increased to 22 billion tonnes during 1990 and reached over 36 billion tonnes in 2019 [27].
The IEA tells us that emissions declined in 2020, due to COVID-19 [28], but 2021 is “set to
be the second largest annual increase in history” [29].

A recent study in Nature’s Communications Earth and Environment journal estimates
that “the [carbon] budget for a 67% chance of remaining below the [1.5 ◦C] target is [a total
of] 230 GtCO2 from the year 2020 onwards” [30] (p. 3). Commenting on the article, the
authors add “This is equivalent to between six and 11 years of global emissions, if they
remain at current rates and do not start declining” [31]. The chance of a decline with current
action is minimal. The updated UN NDC Synthesis Report predicts “a sizable increase, of
about 16%, in global GHG emissions in 2030” while “limiting global average temperature
increases to 1.5C requires a reduction of CO2 emissions of 45% in 2030 or a 25% reduction
by 2030 to limit warming to 2C” [32]. There is relatively little sign of social and political
will to reduce GHG pollution as dramatically as needed, and some signs the social systems
will continue to increase it.

Given the overt dangers, and the scientific advice, this reluctance to reduce emissions
almost certainly arises from a social “lock-in” by powerful decision-makers and companies,
making it harder to reduce fossil fuel burning than to increase it. Lowering fossil fuel
usage threatens organisations which have depended upon those fuels for their success. It is
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unlikely in this scenario that one technological innovation which preserves current social
organisation will be enough to solve the entire complex system of problem generation. We
may need a change in social organisation to succeed [33].

In particular, polluting societies need to avoid misleading situations in which emis-
sions from fossil fuels increase at the same time as renewable energy increases so that the
increase in emissions is hidden by a lowering of “carbon density”, “emissions intensity”,
or “emissions per unit of energy”, or a small fraction of new emissions being caught and
stored. Reducing the effects of climate change needs actual decreases in greenhouse gas
(GHG) emissions: otherwise, harsh changes are inevitable. The idea of a “carbon budget”,
or amounts of GHG we can emit before likely generating uncontrollable damage, makes
the situation clear.

2. Carbon Capture

2.1. Carbon Capture in General

It seems logical that if we could capture most of the GHG emissions from burning fossil
fuels, or extract those emissions from the atmosphere, store them somewhere safely out of the
atmosphere forever, or turn them into something useful or harmless, then some climate change
pressure might be lessened. The pressures could also be reduced by stopping emissions, but
the social ordering and lock-in discussed above can make this seem improbable, adding
further strength to the importance of CCS.

The IPCC and the IEA have suggested that carbon capture and storage (CCS), in
which CO2 is stored underground; carbon capture utilisation and storage (CCUS), in which
the carbon is utilised for some other project; and carbon dioxide removal (CDR) from the
atmosphere with storage are essential for keeping climate change within socially survivable
bounds. (I shall use the term CCS to cover all these ideas for convenience.) The IPCC 2021
report talks of “anthropogenic removals [of CO2] exceed[ing] anthropogenic emissions, to
lower surface temperature” [34] (p. 29) (emphasis added). The 2018 IPCC Special Report:
Global Warming of 1.5 ◦C states that the “shares of nuclear and fossil fuels with carbon
dioxide capture and storage (CCS) . . . increase in most 1.5 ◦C pathways” [35]. Fateh Birol,
head of the IEA, is reported as saying the following: “Without [CCS], our energy and
climate goals will become virtually impossible to reach”, even if CCS’s record was “one of
unmet expectations” [36]. Many more expressions of the importance of CCS could easily be
given. Whether it is sensible to put hope in long-term unmet expectations is another matter.

In 2021, the IEA reinforced the consequences of a limited carbon budget: “Net zero
means huge declines in the use of coal, oil and gas . . . . Beyond projects already committed
as of 2021, there are no new oil and gas fields approved for development in our pathway,
and no new coal mines or mine extensions are required” [37].

That is, there should be no new sources of emissions at all. In this view, CCS with
increased emissions is not useful. A study in Nature [38] also insists that to maintain a 50%
chance of remaining under 1.5 ◦C, nearly 60% of oil and methane, and 90% of coal, must
remain unextracted, or, presumably, their emissions must be completely stored.

While it is theoretically possible for CCS to solve the emissions problem, this does not
mean it is capable of solving the problem, solving it quickly or cheaply enough without
significant risk, or is being used to solve the problems. There are no working examples of
CCS operating at the scale needed. The IEA said in 2021: “Only one commercial power
plant equipped with CCUS remains in operation today. Based on projects currently in
early and advanced deployment, the potential capture capacity of all CCUS deployment in
power is projected to reach ~60 MtCO2 in 2030—well short of the 430 MtCO2 per year in
the Net Zero Emissions by 2050 Scenario” [39].

The Carbon Capture and Storage Institute is more optimistic and estimates that the
capacity of CCS projects in development (not completed) grew to 111 million tonnes per
annum in 2021, a tiny proportion of 36 billion tonnes of emissions per year. Much of that
CO2 is being used for enhanced oil recovery, which further increases emissions [40]. At
the same, time members of the Institute write “the number of projects is far lower than
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what is needed to make a significant impact on climate change”, although they suggest
“organisational competency” is increasing [41] (pp. 4, 6). A suggestion from 2013 [42] that
not enough CCS is happening to be useful is still relevant.

Even when successful, the amount of emissions stored from a project can be trivial com-
pared with the emissions released by the companies involved. For example: “Any progress
Shell demonstrates in removing carbon from the atmosphere using CCS (1 m tonnes per
annum at Quest and up to 4 m tonnes at Gorgon) should be seen in light of Shell’s total
emissions of 656 million tonnes per annum (80 Mt scope 1 and 2; 576 Mt scope 3)” [43].

It is generally assumed that technologies become cheaper and easier to use over
time, but this is not always the case [44]. CCS is an established technology, with little
rapid improvement likely. It has been used since at least 1972 “when several natural-gas
processing plants in the Val Verde area of Texas began employing carbon capture to supply
CO2 for enhanced oil recovery” [43]. The first international conference on carbon dioxide
removal was held in the Netherlands in 1992 [45]. The Sleipner project, in Norway, began
in 1996. The IPCC first reported on CCS in 2005 [46]. By 2012, the EU had committed USD
10 billion in taxpayer support [47] (p. 249). Given this history, it should be relatively easy
to discover whether CCS is useful, a fantasy with regular failure, or even a mode of locking
in GHG pollution.

CCS is probably also affected by the reluctance of governments to get involved in
problem solving, and the neoliberal belief that development should be left to subsidised
private enterprise. This turns CCS into a commercial activity with no obvious commercial
co-benefits, such as profit, unless it involves activities such as extracting more oil, which ex-
pands emissions. Lack of profit and a potential increase in liability costs inhibit commercial
action, although this could possibly be rectified by financial incentives, robust measures of
GHG removal, or cheap pipelines to storage fields [44,48,49]. Later, this paper shall discuss
problems of profit (especially as CCS adds to costs and energy use), taxation, liability
costs, regulatory ambiguities, carbon accounting, and the politics of trade, in relation to
CCS construction. These points resemble the four primary barriers to successful CCS put
forward by Davies et al. [50]: (1) cost and cost recovery, (2) lack of financial incentive or
profit, (3) long-term liability risks, and (4) lack of coherent regulations.

2.2. CCS in Australia

Australia is a major coal and gas exporter. It is currently second in the world to
Qatar in gas exports and second to Indonesia in coal exports. In a media release after
COP 26, Angus Taylor, Minister for Energy and Emissions Reduction, said: “Australia’s
economy is almost unique amongst developed countries, with an economy specialised in
the production of energy- and emissions-intensive commodities. We are the world’s fourth
largest energy exporter, after Saudi Arabia, Russia and the United States” [51].

He previously made government backing for methane very clear: “The Government
backs the gas industry, backs Australians who use gas and it backs the 850,000 Australians
who rely on gas for a job. Gas is a critical enabler of Australia’s economy” [52].

Eight hundred fifty thousand seems to be the number of Australians who work in “all
sectors of manufacturing and not all those sectors use gas as a feedstock”. There seem to
be close to 8000 employees directly dependent on gas. The indirect number is harder to
calculate [53].

Taylor also remarked that the emissions aims for 2030, which were not clarified in
response to requests by COP26, were “fixed”. Subsequently, more new large gas fields have
been announced, and the Government has issued the 2021 National Gas Infrastructure Plan,
which states: “Unlocking new sources of [gas] supply will be a key focus for industry and
governments out to the 2040s” [54] (p. 10).

Australia also has the highest per capita GHG emissions in the OECD [55]. Conse-
quently, Australia has a major incentive to support CCS, so fossil fuel sales can continue
to expand. Some people estimate that taxpayers have contributed over AUD 1 billion to
CCS out of the AUD 3.5 billion promised [56]. Australian Governments may be classified
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as maintaining what Arranz [47] calls an “enthusiastic framing” of CCS, seeing it as a
way to solve problems of instability in transition as the population embrace rooftop solar—
“Australia now leads the world in solar per capita with 810 W/person, ahead of Germany
with 650 W/person” [57] (p. 5)—and (perhaps more importantly) to maintain economic
competitiveness and development. This enthusiastic focus encourages “blind spots” to
the difficulties, such as CCS in Australia not reducing emissions significantly. The coal
industry was previously largely uninterested in CCS, as an attempt to save coal exports.
Most projects initiated have been small-scale and subsequently abandoned [4]. The largest
has been the Chevron Gorgon gas fields, the subject of this paper.

In 2020, the Australian government proposed new ways of funding CCS. This included
changing the scope of its AUD 2.5 billion Climate Solutions Fund, the investment guidelines
for the Clean Energy Finance Corporation (CEFC) and the Australian Renewable Energy
Agency (ARENA), to become “technology neutral”. “Technology neutral”, as used by the
Coalition government, tends to mean pro-fossil fuels. The Labor opposition queried the
Government’s attempts to allow the CEFC to fund CCS by saying that “to pretend that a
bank [the CEFC] that requires a commercial rate of return can lend to a technology that
has not been commercially deployed anywhere in the world is just a fantasy” [58]. Grant
King, head of the review making these recommendations, was the former head of Origin
Energy (user of gas and coal) and board member of the Australian Petroleum Production
& Exploration Association (APPEA), a body which has campaigned strongly against the
curtailment of fossil fuels, describing itself as “the effective voice of Australia’s upstream
oil and gas industry on the issues that matter” [59].

Unsurprisingly, APPEA has recommended more new gas fields and CCS. Its Chief
Executive Andrew McConville said “Carbon Capture and Storage (CCS) is already well
established as a safe, large scale, permanent abatement solution . . . . Accelerating the
roll-out of CCS projects could assist in reducing emissions from the energy, industrial and
power generation sectors” [60]. “Australia needs low-cost carbon abatement to maintain its
position as a leading energy exporter and ensure international competitiveness in a cleaner
energy future” [61].

Again, the aim of maintaining methane exports is clear.
In November 2021, the Prime Minister announced AUD20 billion to fund “new tech-

nologies, whether it’s hydrogen, carbon capture and storage, low cost soil carbon manage-
ment measurement, the green steel and aluminium” [62]. However, some of the funding
may not arrive, as members of the Government who opposed climate action of any type
have said they will vote against legislation enabling it [63]. Nevertheless, the Australian
Government and the major opposition party have both demonstrated consistent support
for CCS as part of their support for maintaining fossil fuel exports. While LNG exports may
reduce emissions if gas use reduces coal burning, it is not certain if such reductions in coal
use are happening in importing countries, and gas-burning continues to consume the lim-
ited carbon budget as CCS is nowhere near storing or using all emissions from this burning.
More new gas fields and coal mines have been announced recently in keeping with the Gas
Infrastructure Plan. The Prime Minister announced to the Business Council of Australia that
when he heard about the new AUD 16.5 billion Scarborough gas development, he “did a
bit of a jig out of the Chamber. I just could not be more thrilled about that. That is such a
shot in the arm for our economy and it is going to power us into the future” [64].

The Australian government has heavily promoted CCS and can be said to have
glossed over, or even delighted in, increased emissions from the new gas fields they
are encouraging.

3. The Gorgon Project

As stated earlier, the project does not exist in isolation from social practices and
corporate organisation, and it needs to be considered through the way it is embedded in
its context of other complex problem-generating systems. Complexity is routine for any
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project this size. This analysis will proceed via various headings, all of which should be
thought of as interconnected.

3.1. Why It Is a Good Exemplar

The Chevron Gorgon project in West Australia could be considered an excellent
exemplar for CCS. In 2019, Chevron said: “The Gorgon CO2 injection project is believed to
be one of the largest greenhouse gas mitigation projects undertaken by industry, which will
reduce greenhouse gas emissions from the Gorgon project by around 40 per cent” [65].

That appears to translate to 80% of the CO2 in the methane, before export.
Chevron has an economic incentive as the Gorgon gas field has too much CO2 in

the methane (14%) [9,66]. The CO2 needs to be removed for transport, as it freezes when
the gas is liquefied. Normally the gas would be released into the atmosphere. There are
natural storage basins nearby, so transport is short and simple, while the storage areas
contain saline water so leakage should be low. It is clearly politically welcomed, not only
in keeping with the Government’s promotion of gas, but also receiving AUD 60 million in
government subsidy, as well as significant royalty and tax benefits, all of which increase
profitability. West Australian EPA objections were bypassed [67,68], even though the
Barrow Island site is a Class A nature reserve (the highest classification). Its distance from
major population centres may have helped reduce protest. Western Australia is seismically
stable. Chevron has conducted research at the site, possibly from 1998 with a Greenhouse
Challenge Cooperative Agreement between the Gorgon Joint Venture Participants and the
Australian Greenhouse Office [69]. Drilling had been carried out in the area since the 1960s,
so the area is well known [70]. Chevron’s partners in the project, ExxonMobil (25%) and
Shell (25%), are among the most experienced fossil fuel companies in the world. The project,
therefore, has much in its favour to demonstrate the possibilities, or failings, of CCS.

3.2. Rates of Construction and Use

Technological problems are normal in complicated and complex systems (see [10] for a
social analysis of software problems). Technology requires social organisation, capacity, and
evaluation to implement. The rate of CCS construction will be influenced by the interactions
between various social and technical organisations, such as commercial exaggeration of
ease, conflict between groups, technical failure, and systemic practices of ignoring problems
in favour of profit.

3.2.1. The Plan

Chevron still anticipates the Gorgon project will have the lowest greenhouse gas
emissions intensity of any LNG drilling project in Australia [71]. The Minister announced
the plan was to store “between 3.4 and 4 million tonnes of greenhouse gas emissions each
year” [72]. The project uses a solvent (activated methyl di-ethanol amine) to remove CO2,
H2S, and other impurities, along with a mercury removal unit. Dry low NOx (DLN) burners
reduce NOx emissions [73,74]. The CO2 is then transported close to 7 km and injected
into a sandstone saline aquifer, more than 2000 m underground, where it is expected to
dissolve [9], presumably making the saline acidic and possibly having some ecological or
geological effect. As pressure in the aquifer increases with CO2 injection, this is balanced
by pumping water out about 4 km away. This causes some problems, as will be discussed
later. This water is then pumped into a different layer of rock above the CO2 [75]. I assume
the water is checked to find out if CO2 is present, efforts are made to prevent CO2 escape,
and tests are conducted to check for the solvent. Monitoring wells are drilled to discover
the movement of the CO2 in the aquifer [9]. These wells themselves could disturb the
confinement, if not properly sealed.

3.2.2. Slow Progress

Progress on the whole project has been slow. As already stated, Chevron’s research
on the area possibly began in 1998. The project was first formally proposed in 2006.
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It began in September 2009, and in 2012 Chevron announced it would begin storing a
total of 120 million tonnes of CO2 at a rate of 3 tons a year in 2014/15 [76]. By mid-
2016, according to Chevron’s annual report to the Federal Government, the CO2 pipeline
was not completely connected, and injection was delayed for a year [75,77]. In March
2016, two years late, Gorgon produced its first shipment of LNG after a budget blowout
of USD 18 billion, suggesting significant problems [75]. Export was shut down due to
problems with the propane cooling system [78] (see below Section 3.2.4), some of which
were said to be organisational. “The procedures for operating the propane cooler required
the operator to know the pressure at the inlet of the propane compressor, but no such
indication existed. Other issues Chevron identified, included workers starting up the plant
having an ‘unclear line of management oversight’ and ‘inadequate technical resources to
back up operations’ [79].

Later it appears the vessels were imperfect to begin with.
Exports were supposed to reach 15.6 million tonnes a year by about mid-2017 [80].

Commercial gas output before the CCS was working was said to be averaging 449,000 barrels
of oil equivalent per day [81]. Plans were also announced to further expand gas production
in 2018–2019, although it was unclear if there were plans to expand CO2 storage [82,83].
Some of these exports came from the nearby Jansz-Io field which has lower CO2 content,
and through releasing excess CO2 into the atmosphere. Income was prioritised over CCS.

The first storage injection occurred on 6 August 2019, at least four years late. By the
end of June 2020, 2.5 million tonnes of GHG had been stored. By September 2020, they
were claiming 3 million tonnes of stored CO2 [84,85]. Problems remained with storage due
to pressure issues. A Chevron report from 2020 states that “investigations into the loss of
injectivity at the pressure management water injection wells was ongoing” ([84] see next
section). The CCS part of the project was expected to cost USD 2 billion [76], but by 2021
“the capital budget had increased to $3.092 billion” [84].

3.2.3. Failure to Achieve Targets

The slow progress, perhaps because of prioritising gas sales, resulted in the Gorgon
project not achieving its storage targets.

In 2009, before Chevron, Shell, and ExxonMobil committed to the project, they were
required to “implement all practicable means to inject underground all reservoir carbon
dioxide removed during gas processing operations on Barrow Island and ensure that
calculated on a 5 year rolling average, at least 80 percent of reservoir carbon dioxide
removed during gas processing operations on Barrow Island and that would be otherwise
vented to the atmosphere is injected” [86]. If this target was not met, then Chevron would
have to offset the emissions. What was later decided to count as the initial period finished
in late 2021.

Some of this disruption to targets resulted from the equipment extracting water from
the injection sites failing when they clogged with sand, “despite prior studies to selectively
perforate the four water production wells to avoid weak zones that might be prone to
sand production” [84]. Chevron promised to “install equipment to extract the ‘significant
volume of sand’ from the water before it is reinjected underground” [87]. Quite where the
sand was to be stored, given the delicate nature of the ecology, is not clear, and it is not clear
why Chevron failed to detect sand in the water in exploratory investigations. During 2020,
CO2 injection, under a series of permissions from WA’s Department of Mining, Industry
Regulation and Safety, averaged 70% of maximum capacity despite the water wells not
functioning properly. Presumably, Chevron did not succeed in fixing the problem, and
in December 2020 this failure led to regulators restricting carbon injection to a maximum
of two-thirds of its supposed capacity from 1 January 2021, to avoid high pressure in the
reservoirs and potential cracking and leakage (see Section 3.3). Over a year, this would
mean an additional 2.64 million tonnes of pollution [88].

In a project report from 2021, Chevron said: “It is yet to be confirmed whether sand
production is likely to be a long-term issue. If sand production is found to be [a] persis-
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tent issue it is possible changes to the surface facilities may be required” [84] (p. 6). A
spokesperson said: “While CO2 injection safely continues, daily injection rates have been
amended which has resulted in additional CO2 venting in the short-term” [89].

According to Professor Newman of Curtin University, the difficulties were a surprise:
“The whole reason for being allowed to go on an A-Class reserve (Barrow Island) was
because the sediments were perfect for this sequestration” [65].

Helpfully, the WA government determined that emissions made before an operating
licence was awarded did not count, reducing Chevron’s liability.

Faced with these failures to meet targets, a Chevron spokesperson said the carbon cap-
ture project was complex and bigger than anything undertaken anywhere in the world [90].
With the sand and pressure problem, they said: “Like any pioneering endeavour, it has
presented some challenges and we continue to work closely with the regulator to optimise
the system, with a focus on long-term, safe and reliable operation over its 40-plus year
life” [91]. Innovation may not only cause delays but also act as an excuse.

This led to some political protest; for example, the Conservation Council of WA said
Chevron should close the plant until it could demonstrate its CCS system was working, as
it was violating its licence conditions [92].

3.2.4. Routine Problems

The project involved massive interconnected and complex infrastructure, which might
be expected to generate problems with CCS targets, deadlines, and costs, especially if gas
production was prioritised. Work was hampered by breakdowns on the site of processes
unrelated to CCS [79,88].

One problem involved a design issue with the compressors which allowed water and
CO2 to mix, forming carbolic acid which could then corrode the equipment. In 2017, checks
“found leaking valves, valves that could corrode and excess water in the pipeline from
the LNG plant to the injection wells that could cause the pipeline to corrode” [93]. This
produced a significant delay, officially announced at the end of 2018, and CO2 was again
vented directly to the air. Team leader for the Gorgon CCS project, Mark Trupp (coauthor
of [9]), said: “Carbon dioxide is a corrosive substance. We have had some issues managing
the water content of the carbon dioxide that has required modifications to our facilities.
That is what has been delaying us” [94]. Chevron might have been expected to realise the
presence of CO2 and water vapour in LNG to be a recurring rather than unpredictable
problem, although perhaps not if venting was routine.

As well, the project was faced with other technological mishaps which slowed produc-
tion and added to complications. Cracks in propane vessels, needed to cool gas for export,
were revealed through worker complaints to the media (possibly because the company had
appeared to ignore safety issues) and led to a Department of Mines, Industry Regulation
and Safety WorkSafe investigation [95]. “Cracks up to 1 metre long and 30 millimetres deep
were found in between eight and 11 kettle heat exchangers on Train 2 of the plant” [96].
This meant that Gorgon’s three LNG trains were shut down for repair for some months [88].
The precise causes appear to have remained secret, although they seem to have involved
faulty welding during manufacture. It is not clear whether these cracks are related to the
earlier propane cooling problems discussed above. Rumours asserted the kettles would
need to be replaced [97]. Other information suggests the kettles did not comply with
Australian standards. Eventually, these problems led to increased inspections [98] and
shut down some parts of the plant. The problems resurfaced, and in late January 2021,
Chevron warned that continuing repairs would lower output [99]. In March 2021, Chevron
announced it would use the June quarter to close the third LNG production unit to check
for more defective welding [100]. In May 2021, Chief Financial Officer Pierre Breber said at
least one train had been out of action since mid-2020 [101].
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3.3. Geology
3.3.1. Sand in Aquifers

This has been largely discussed above. However, the Dupuy Formation in which the
emissions are being stored is described by the MIT Gorgon fact sheet [66] (latest revision
2016, before the problems occurred) as “a massive turbidite sand deposit” which might
have been expected to be a problem in advance. Chevron claimed in 2021 that “an upgrade
to the filtration system for the sand was now complete” [102]. Young [103] states that the
regulators “approved Chevron to purge sand from its production wells into sandbags”, so
it can be hoped the sand does not contain heavy metals or other poisons which could leak
out into the nature reserve. Where the filled bags are to be stored is unclear.

3.3.2. Seismic Events

There are some concerns that CCS might provoke seismic events which could break
the storage and undo the effort completely [104,105]. Others analysts (still remarking on
long-term uncertainty of CO2 behaviour underground over thousands of years) seem less
troubled [106]. Local geology appears to be relatively stable, which reduces the chance
of leaks through crack creation. Geoscience Australia’s search engine records 23 quakes
above 5.0 in, or offshore, WA in the last 21 years [107]. The WA Department of Mines,
Industry Regulation and Safety required Chevron to install detection equipment so that if
microseismic activity seemed high, then Chevron could slow CO2 injection. Chevron them-
selves said: “Seismic activity is part of the system design and was considered as part of the
regulatory approvals for the system” [88]. Chevron was reported as announcing that more
than 800 “micro-seismic” events “had been detected at the site, with the frequency of the
events increasing with injection” [108]. This was possibly connected to the pressure issues
described above, resulting from sand clogging. While the microseismic events individually
could seem little threat to storage stability, it is hard to know what the cumulative effects
might be and whether some kind of leakage monitoring system is required or how effective
that monitoring system would be. This is a social/political decision.

3.4. Corporate Economics
3.4.1. Problems of Profit and Politics

Chevron and its partners, like all corporations, operate under social imperatives to
return high profits and lower costs. They also operate with social privileges when profits
are increased by tax concessions or subsidies or pollution controls are waived or ignored.

In this case, normal cost blowouts seem significant. There was a massive rise in the
expected cost of the whole gasfield project from USD 19 billion in 2006, USD 37 billion in
2009, to USD 54 billion in 2015 when it was said to be over 90% complete [67,109]. For some
of the production time, the price of oil and gas crashed, and plans for expansion were put
on hold. In 2015, Chevron reported a 90% collapse in profits [110]. This led to massive asset
sales [111], which continued into 2019 [112]. It is unclear what the final project cost will be,
what the total losses were from the asset sales, or what effects market vagaries had on CCS
development, but evidence suggests that maximising profit from gas sales took priority.

In 2021, Chevron and its partners invested another USD 6 billion in the project, making
it “the country’s largest single resources investment” [113]. This investment had nothing to
do with improving CCS but involved the interconnected Jansz-Io field, the gas of which is
processed at the same plant and which has less CO2 in its methane, perhaps avoiding the
capture problems or necessities. This project involves building a 27,000-tonne “floating field
control station”, a “subsea compression infrastructure”, and a 135 kilometre underwater
power cable to carry energy from the Barrow Island LNG plant. It is not clear if that energy
is generated by burning gas, adding to site emissions [114,115].

Another problem is that even with CCS at the production site, burning gas by pur-
chasers produces GHG emissions, as does burning gas to power the CCS process. I could
find no information on the storage of emissions from powering the CCS. This situation
could become vulnerable to governmental regulation and policy if climate change is taken
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seriously. There are repeated rumours that the EU will use tariffs to protect its industries
from foreigners who are not reducing emissions, which could easily affect Australia’s ex-
ports. The Blueprint Institute, aligned with those in the Federal Coalition who are concerned
about climate, said: “It’s just another reminder that we have to take climate action seriously.
The choice is clear: reduce emissions to defend our exports and seize new opportunities, or
cling to stubborn climate policies at the cost of our economic competitiveness” [116].

Fossil fuels also risk becoming an investment hazard, a stranded asset. In mid-2021:
“Santos chief executive Kevin Gallagher led a wave of oil and gas industry leaders warning
that achieving net zero emissions will be critical for the natural gas industry to avoid coal’s
fate of being blacklisted by equity investors and lenders” [117]. Unsurprisingly, Gallagher
advocated carbon capture and storage and hydrogen manufactured from methane (with
CO2 as a by-product of manufacture) as ways the industry could reach carbon neutrality—
which is only possible if all emissions from all emission stages are captured. He argued that
Australia had the potential to become a “carbon storage superpower” and that Australia
needed large-scale projects “to make development of our oil and gas resources viable for
investors, financiers and customers so that the wealth of these resources can be unlocked for
the nation” [118]. CCS seems to be part of a rhetoric to bypass increasing GHG emissions.

At the same time, the chief executive of Clough, Peter Bennett, expressed worry that
“financial backers were deserting the gas industry based on an ‘almost hysterical’ principle
that all fossil fuels were bad”, despite industry claims gas was important to help reach
net zero emissions [117]. Peter Coleman, former head of Woodside Petroleum, adds that
investor concerns about climate change, and the risk of stranded assets, mean the era of
massive new LNG projects is over. “It’s difficult for me to see a Gorgon happening again,
what’s fundamentally changed now is the capital discipline in the industry that wasn’t
there before and obviously the focus on climate change”. Coleman also suggested that
geological conditions in Australia made CCS unsuitable for wide-scale use here [119].

The uncertain politics of climate action affect future investment. Why invest in more,
or better, CCS if it cannot save existing investment? A contradictory problem may arise
from the so-called “green paradox” [120], in which fears of resources becoming constrained
by legislation lead companies to sell as much as possible before the value runs out. This
can produce lock-in for customers which may then undermine pressure for climate action
and emissions reduction. If CCS is primarily a disguise for increasing overall emissions,
then it makes circumstances worse.

3.4.2. Problems of Privilege: Tax

Australia has a tax regime friendly to fossil fuel miners. In 2019, tax credits for oil
and gas companies taking Australian fossil fuels rose to AUD 324 billion—that is AUD
324 billion in tax the companies owe but do not have to pay [121,122]. Chevron’s partner
Shell forecasts it will never pay Resources Rent Tax for gas extracted from the Gorgon and
other gas and oil projects in Australia. Juan Carlos Boué, counsel at international law firm
Curtis, said: “Shell is saying nothing that the Government and everybody in the know has
not been aware of for some time now” [123]. Tax and tax avoidance are also part of the
background of CCS and seem extremely favourable for its success.

One way of making CCS financially viable is to have a carbon price or tax. Carbon
pricing systems in the EU and UK by July 2021 reached record levels near GBP 45 a tonne.
However, according to the London Financial Times, some think carbon prices will need to
double to make CCS viable and persuade companies to pay for carbon sequestration [124].
Gorgon was being prepared during a period when a promised carbon price gave the project
extra viability; however, the carbon price was removed along with emissions targets by the
incoming Coalition government in 2013. This probably added to the financial stress of the
project. Given that the campaign against carbon pricing has been considered significant,
by almost all political commentators, in producing the Coalition’s victory, it is doubtful
whether any Australian government will introduce a transparent system of pricing in
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the near future. Indeed the current government’s slogan is “technology not taxes”, the
technology being largely expected, or imaginary, innovations.

There is some suggestion that plant profits were increased through tax deals, min-
imisation, avoidance, and transfer pricing through internal company loans. In 2018 to
2019, Chevron Australia paid Chevron US, AUD 6.3 billion capital repayments at higher
than market interest rates, plus another AUD 4.2 billion of dividends, for a total of AUD
10.5 billion from Australia, all of which was tax-free [125]. Chevron also campaigned to
be allowed to sell carbon credits based on the carbon they stored, which, given that they
were storing their own emissions for permission to mine, appears to make the storage
count twice [126]. Presumably this is allowed as part of business practice, but it adds to
the possibilities of disruption, should a government change policies. It might also indicate
where human energy and imagination are being expended.

Financial viability could also have been threatened by a 2015 Senate inquiry into
corporate tax avoidance which began to consider closing tax loopholes allowing Chevron,
ExxonMobil, and Shell to claim tax-free profits from the Gorgon gas project, through
loaning to their Australian branches at higher than normal interest rates [127]. Chevron
Australia had a debt-to-equity ratio of 76.2% largely in loans to its parent, which was almost
10 times the debt level of its global parent. The US parent paid a mere USD 248 in tax in
the US in 2014–2015 according to Chevron itself [128,129]. Chevron and its backers had
campaigned for tax concessions at the beginning of the project, despite apparent exemption
from royalties for the gas. Allegations later arose that Chevron had paid larger amounts to
Australian political parties than it had paid in tax [130]. The tax case was resolved with
Chevron being convicted of transfer pricing in 2017 [131], but nothing appears to have
changed by 2021, with APPEA arguing nothing should change [123].

There is also a question of whether the project was being subsidised by tax avoidance.
Tax avoidance is not illegal, but it is an unstable way of guaranteeing an efficient business
case for a project, while undermining revenue expected by the host country.

3.4.3. Liability Costs Transferred to Taxpayers

As previously stated, Barrow Island is a Class A nature reserve. While leaks could
be ecologically disastrous, the project owners are only responsible for leaks occurring
during the project’s lifetime and for 15 years afterwards—a small window of responsibility
for storage which is meant to be eternal. Before the project began, “the federal and WA
governments . . . agreed to accept responsibility for any long-term liabilities”. This means
the taxpayer is further subsidising the ongoing cost of CCS [76], and the company has
less incentive to store the carbon safely, as it will not have responsibility for leaks. While
it is not that unusual for taxpayers in capitalist society to take on the cost burdens for
private projects, this could stir dissent about public subsidising of private profit, and the
deleterious effects of commercialising carbon storage.

3.4.4. Regulatory and Legal costs and instabilities

Chevron also engaged in a legal dispute over cost blowouts with the builders of its
wharf. The dispute took nearly four years to resolve [132,133]. This seems to be part of
a worldwide pattern of companies either underquoting (or underestimating) construc-
tion costs or delaying payment of debts, a normality which adds to costs, complexities,
disruptions, and delays.

Legal issues also eventuated because of Chevron not meeting storage targets [93],
after selling gas for 3 years without CCS [134]. This provoked mild conflict with the WA
government. Effective penalties had been diminished in May 2018, when the Environment
Minister asked the WA Environmental Protection Authority to decide when the beginning
of the five-year period for the 80% of CO2 in the methane storage requirement commenced.
In September 2019, the EPA stated injection should not be assessed from when produc-
tion began, but from when the LNG trains received their operating licence. This was
after 14 July 2016 for one train and mid-2018 for the other two. This gave Gorgon a free
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25.7 million tonnes of emissions [75]. Chevron apparently wanted the limits to only count
after July 2018, two years after the first shipment of gas, giving them even more profit
and freeloading.

In late 2020, the Conservation Council of WA used the Appeals Convener to challenge
Chevron’s operating licence. They made three complaints:

• Lack of public disclosure about the CCS facility’s operations and emissions from the
Gorgon project (Secrecy see Section 3.4.5);

• Lack of limits on the amount of pollutants the project could emit;
• The 20-year length of the operating licence before review.

The first two points were rejected, but the Minister lowered the length of the operating
licence to 10 years [92]. This does put some pressure on the project, but if it is remotely
successful it should meet its targets in 10 years from now. The Conservation Council of
WA’s (CCWA) director, Piers Verstegen, was not surprised Chevron had failed its targets.
In July 2021, he called for “the Environment Minister and the state government to enforce
those conditions and require Chevron to meet its promises . . . . [CCS] shouldn’t be relied
upon to justify the increased expansion of the oil and gas industry” [135].

The CCWA requested that general operations and production at the Gorgon project be
suspended or scaled back because of these failures, or a limit on CO2 emissions be enforced,
with transparent disclosure of volumes stored [135]. The Minister rejected the request.

Chevron admitted it fell short of targets by 5.23 MT and committed to buy car-
bon credits and invest AUD 40 million in unspecified “low carbon energy projects” in
the state [136]. There are different estimates of the penalty, but taking a contempo-
rary spot price for Australian Carbon Credit Units and using them as offsets, the cost
could be between AUD 100 and 200 million. This is relatively small, as Chevron’s share
of such a bill would count for a few days of its 2020 annual Australian revenue of USD
5.9 billion (USD 7.9 billion). Additionally, Chevron can buy cheaper offsets to gain less
penalty [75,137].

The sandy water problems meant that the Department of Mines, Industry Regulation
and Safety (DMRS) had issued multiple extensions for Chevron to keep operating, as
deadlines for repair were broken [75]. A Chevron report stated: “Field injection rates were
curtailed [from an achieved maximum of 147 kg/s] from the 18 December 2020 to meet
the CO2 injection rate restriction of 42 kg/s whilst the pressure management system was
offline and being remediated” [138] (p. 2).

Without the water being removed, there was a risk that the increasing pressure re-
quired to pump the CO2 underground would fracture the rock around the injection wells,
permanently damaging the system’s performance [75].

Sympathetic government means that the potential penalties for failure are low com-
pared to profit, with little incentive to prioritise storage over profit.

3.4.5. Business Hype, Marketing, and Secrecy

(Dis)information is part of market action [10,139]. Business, much like the State, at-
tempts to spin the best result for its action, hide embarrassing events, attack its competitors,
build political support, defuse political hostility, and promise to render all competing
products obsolete. The problems of hidden data should already be apparent, and the less
anyone knows what is going on, the more will probably be hidden.

Typically, Chevron claims: “To advance a lower-carbon future, we are focused on cost
efficiently lowering our carbon intensity, increasing renewables and offsets in support of our
business, and investing in low-carbon technologies that enable commercial solutions” [115].

However, lowering carbon intensity does not have to lower emissions, as pointed out
earlier. Chevron’s claims about CCS also seem misleading. They state that their targets are
equivalent to “taking more than 1 million passenger vehicles off the road each year” [140]
(although the Federal Minister Matt Canavan said it was the “equivalent of removing
680,000 cars from the roads each year” [72]), but the project does not remove previously
existing pollution. While it is better that some CO2 extracted in production be stored, when
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taken as a whole, even without counting emissions from subsequent burning, the project
increases global emissions. A report for the Global CCS Institute and the WA government
claimed that Gorgon and another CCS project would store “more than eight million tonnes
of CO2 annually, approximately 11 percent of the State’s annual current emissions”, again
implying emissions reduction, when there would be a net increase in WA’s emissions
through the projects [141] (p. 9). Similarly, it has been suggested that gas is better than coal
(by Chevron for example), but gas is only reducing emissions if coal emissions are phased
out faster than gas emissions are phased in.

Chevron has compounded this misdirection by joining other fossil fuel companies in
2018 to campaign to keep their GHG emissions secret, on the grounds that releasing data
could help overseas competitors [142]. Chevron specifically remarked that reporting was
expensive and “costs must be kept as low as practicable” [143]. If this secrecy is successful,
it undoes claims of verifiable storage. Chevron was still declining to provide any data on
its storage rates in Feb 2020, while emphasising its supposed future rates of storage [134],
although it did announce it had stored its millionth ton soon after [144]. Similarly, when the
Department of Mines, Industry Regulation and Safety limited the amount of CO2 that can be
injected because of the pressure problems, “neither Chevron nor the WA government would
disclose the cap or the amount by which emissions [had] increased” [92]. Furthermore,
much of the information about the project seemed to be hidden and required journalists
to make freedom of information applications (see Section 1.2). There is also hardly any
mention of carbon capture in Chevron’s 2020 Annual Report [145] or 2020 Corporate
Sustainability Report [146]. There does not seem to be any easy comparison of what they
store compared to their complete three-scope emissions.

Even failure can be promoted as success. The company’s Australian boss Mark
Hatfield said the company was “deploying technology, innovation and skills to deliver
cleaner energy and reduce our carbon footprint. The road hasn’t always been smooth, but
the challenges we’ve faced and overcome make it easier for those who aspire to reduce
their emissions through CCS” [147]. Misleading information also comes from politicians
and industry support groups. Angus Taylor, the federal energy and emissions reduction
minister, in 2020 cited Gorgon as an “already working” example of CCS [148], while an
APPEA press release said Chevron showed the industry was “continuing to walk the walk
when it comes to reducing emissions” and “Chevron’s announcement is on top of all the
work our industry is already doing to combat climate change” [149]. These claims distract
from the project’s failure to produce net emissions reduction.

It is notable that Chevron, Shell, and Exxon are frequently implicated for promoting
doubt about climate science to justify continuing sales of fossil fuels [150–152]. This suggests
that their treatment of CCS may be a continuing part of that strategy.

3.4.6. Net Zero

In 2019, the WA Environmental Protection Authority argued that large gas projects
had to be zero emissions, or buy offsets; otherwise, Australia would not fulfil its Paris
commitments. WA’s emissions had increased by 27% from 2000 to 2016 [153]. The recom-
mendation was denounced by fossil fuel companies, including Chevron who threatened
to end projects, and by the WA and Federal Governments. WA Premier Mark McGowan
indicated the government would ignore EPA advice, just as it did in approving the Gorgon
project in 2006 [154,155]. This approach could show that companies do not think zero emis-
sions is feasible, or worth moving towards through CCS, and that Australian governments
support this position. Piers Verstegen, director of the Conservation Council of Western
Australia, remarked that the actions of fossil fuel companies showed their “only plan is to
bully governments into letting them get away with doing nothing” [156].

3.5. Effectiveness

Chevron expects CCS to reduce its production emissions by about 40%, storing 80%
of CO2 in the extracted methane. They expect to store 100 million tonnes of CO2 over the
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life of the project while, given the 40% figure, presumably releasing another 150 million
tonnes in production during that period. This project does not lower baseline emissions
production in Australia. Furthermore, storage in WA does not lower GHG generated by
burning the gas elsewhere, so the proportion of CO2 stored, compared with that released
in use, is likely to be insignificant. Significant reductions would need CCS wherever the
gas was burned or released. Mark Ogge of the Australia Institute, which is not pro-CCS,
argued in 2021 that the Gorgon project would capture just 1.7% of its total emissions
(Scope 1, 2, and 3) over 5 years [157], while a report to the US Congress states: “While
Chevron claims that its carbon-capture projects will reduce its greenhouse gas emissions
by roughly 5 million tonnes per year, this would account for only a minuscule fraction of
the company’s emissions, which in 2019 amounted to 697 million tonnes of carbon dioxide
equivalent” [150].

According to the same source, “Chevron did not report any lobbying on the Paris
Agreement, despite spending $54 million on lobbying since 2015” and despite support for
the Agreement being a supposed key corporate goal [150].

Perhaps more significant than Gorgon’s failure to reach its targets, Clean Energy
Regulator (CER) data “shows the facility produced over 9 million tonnes of CO2-equivalent
emissions” for 2017–2018, making it “Australia’s highest CO2 emitting gas facility” (Kilvert
2019). Physicist and climate scientist Bill Hare told the ABC that the “volume of pollution
coming out of the Chevron project far outweighs the savings of carbon pollution from
rooftop solar”. The ABC reports “Chevron declined to comment on the comparison” and
that a former adviser to Margaret Thatcher and regional president for BP Australasia said:
“These sorts of issues can set very, very dangerous precedents. They should be required to
purchase [carbon] offsets equivalent to the same volume they were expected to inject over
the first five-year period” [65]. This would not reduce their emissions, just price them.

Chevron was later classified by the CER as the country’s sixth-biggest polluter [158],
capturing only one-third of the GHGs that the approvals required while venting millions
of tonnes a year more [159]. An estimate in November 2020 states “Gorgon emitted almost
34 million tonnes of greenhouse gases in the five years to June 2020 from the reservoir
CO2 that was vented instead of buried, as well as gas combusted to power the plant and
excess gas burnt in a flare” [87,160]. However, as already seen, in Australia, these increased
emissions were largely not a problem for the company, as it already had the right to emit
25 million tonnes from 2017 to 2020 before having to buy offsets, diminishing its incentive
to fix the pollution problem [161,162]. If we are serious about reducing greenhouse gas
emissions, then increased methane production, release, and burning will not solve the
problem, especially when new fields are coming online.

4. Conclusions

The limitations of the research are obvious. Data could be expanded by uncovering
more records (perhaps needing more freedom of information requests, or archival explo-
ration in Chevron and Government offices), through interviews with administrators, and
workers, and possibly through day-to-day fieldwork, although the problems of “studying
up”, describing the intricacies of real corporate processes, and gaining permissions are well
documented and increased by normal business secrecy. Research could also be usefully
expanded into studying the dynamics of CCS within Chevron’s role as a major fossil fuel
energy producer and its competition and cooperation with other fossil fuel companies
(including its partners on this project). There are numerous technical details that I could
not uncover.

However, this study has demonstrated that CCS is not simply just a technological
problem. Technology is embedded in social and ecological relations, particularly in cor-
porate and developmental organisations. It cannot be separated from these relations. If
analysts do not consider the social background, then they will miss important dynamics of
the CCS projects and expectable blocks in their effectiveness. Therefore it seems useful to
look for disorders in the narratives of success promoted by those engaged in CCS and in the
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way that social processes and technical processes are intertwined. The processes turn out to
be far more complex than a narrow focus on the need for CCS, or the technical possibilities
of CCS, would suggest. Problems compound. Problems with sand, cracked equipment,
acid formation in pipes, on-site energy consumption and emissions, the cumulative effect
of seismic events, workers, wharves, regulators (even friendly ones), tax avoidance, secrecy,
propaganda, liability evasion, and export-oriented governments, along with a primary
business focus on profit, have the capacity to disrupt a project’s significance in generating
real emissions reduction. This is the case, even if regulatory issues were not significant
for the project because of governmental enthusiasm, and low levels of protest. Due to
standardised corporate secrecy, there were almost certainly more problems with the project
than I have described here. However, given the expertise of the companies involved, and
the length of their presence at the site, these kinds of problems cannot be considered to be
secondary, or easily resolved by requests for increased competence.

Decisions about CCS are social, political, and economic decisions about profit. They
involve an emphasis on mining and sales rather than storage, corporate reactions to losing
prior capital investments in fossil fuels, and attempts to persist in burning gas and “uninten-
tionally” increasing emissions in so doing. Focus on profit can lead to undue simplification.
This may explain why in 2017, the departing Australian director said that Chevron clearly
had not done enough background work: “We have to verify every single aspect of these
projects in advance, because we’re on the hook for them, regardless of the kind of contract
that we sign” [163]. This understanding may be impossible given the complexities, but it
does indicate some recognition of a lack of awareness about potential problems.

Social context means that while technology can work in theory, there is no reason
to assume it will be used properly, no matter how essential it seems. Technology can be
used as a mode of rhetoric or fantasy to reinforce, or hide, social relations and destructive
inclinations. CCS seems to be being used in this way. Rather than reducing total emissions,
or coming under necessary carbon budgets, it seems to be used to contend that increasing
emissions can be ignored or to distract from those increasing emissions. I see nothing in
the evidence which suggests that Australian governments are going to use CCS to enforce,
or encourage, lowering of total emissions or to promote a universal and high carbon price
which would seem to be needed to provide an economic rationale for CCS.

These fundamental problems can be seen in the Gorgon project, which should other-
wise be an example of easy success. The relevant governments provide support to increase
gas exports, are largely relaxed about tax avoidance and broken regulations, and accept
long-term taxpayer-funded liabilities. The geological/ecological situation seemed straight-
forward, with storage that was nearby, but potential problems were not recognised during
exploration. The project was unambitious, in only attempting to store excess CO2 in the
methane which needed to be removed for transport. It did not store gas burnt or released
at the site, nor gas burned at the customer’s site. Nevertheless, Chevron faced significant
difficulties, made slow progress, was troubled by routine problems and cost blowouts,
released considerable emissions, and failed to produce anything like net zero. There is no
indication that the Gorgon project, even if it is fully successful, will reduce the emissions
from the fossil fuels it excavates and sells, and given the problems it faced, it seems unlikely
that storing a significant amount of emissions produced by burning would be possible.
Given that this project is recent and using the best knowledge available, it seems to suggest
that it is unlikely that enough large-scale CCS projects will be built for emissions reduction
purposes, in the current social order.

It seems that the social drives promoting “free” GHG pollution, and promoting profit,
disrupt CCS or make it unlikely to be a significant contributor to reaching zero net emissions
or to solving the problems of climate change—in fact, possibly quite the opposite. The
social organisation of CCS is perhaps fatal to its success, irrespective of technical difficulties.
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Abstract: Few commercial-scale carbon capture and storage (CCS) projects are currently operating
in the world, with almost all in the USA and China. Despite a high number of CCS pilot-scale
projects achieved in Europe, only two commercial-scale projects are operating today. The goal of
this study is to present a case study in France to select a promising location to deploy a notable CCS
pilot-scale project based on a multicriteria regional-scale approach. The methodology applied in this
case study describes and assesses different aspects involved in CCS technology at the regional scale,
and then an evaluation of economic key performance indicators (KPI) of CCS is carried out. The
assessment at the regional scale gives an overview of where CCS could be applied, when CCS could
be deployed and how to launch CCS considering the needs and concerns of stakeholders in the region.
Technical aspects were mapped, such as the location of irreducible CO2 sources and long-lasting
emissions and the location of storage resources and existing potential transport infrastructures. We
identified the waste-to-energy and chemical sectors as the main CO2 sources in the region. An
economic analysis of a hypothetical scenario of CCS deployment was elaborated considering three
of the higher emitters in the region. A CCS scenario in the Paris Basin region with a deployment
between 2027 and 2050 indicates a low CO2 cost per ton avoided between 43 EUR/t and 70 EUR/t for
a cumulated total of 25 Mt and 16 Mt, respectively, of CO2 captured and stored for 26 years, including
7.7 Mt of CO2 from biomass (potential negative emissions). Storage maturity and availability of the
resource are the most uncertain parameters of the scenario, although they are the key elements to
push investment in capture facilities and transport. Geological storage pilot projects are mandatory
to prove storage resource and should be located in strategic locations close to potential CO2 sources
in case of confirmation of proven resources. Well-perceived pilot-scale projects are the first step to
start engaging in deciding and investing in commercial-scale CCS projects.

Keywords: CCS pilot-scale; CO2 reduction; Ile-de-France; regional scale; waste to energy; decarbonizing
industry; Paris Basin; key performance indicators; economic evaluation

1. Introduction

The development of carbon capture and storage (CCS) has been slow in the last decade
in Europe. Only two CCS projects are currently operating within the European Economic
Area, mainly off the Norwegian coast. The main reasons include a low CO2 price on the
EU Emissions Trading System (EU ETS). Well below 10 EUR/tCO2 prior to 2017, the CO2
ETS price has increased since 2018, reaching the highest ETS price of 95 EUR/tCO2 on
13 February 2022 [1]. Negative perceptions of CCS projects in several nations also con-
tributed to delaying CCS deployment [2,3]. Projects were set on hold or even cancelled due
to reasons such as financing gaps, resistance of the local populations, or lack of political
support [4,5]. CO2 sources would partly influence social acceptance of CCS technology [6].
Adapting the identity of a project to local factors such as the presence of industry, transport
network, or benefit from the exploitation of underground resources should play a key role
in public opinion about these projects [7].
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Today, few commercial-scale CCS projects are operating in the world, with almost
all in the USA and China. Commercial-scale projects are those capturing, transporting
and storing at least 500,000 tons of CO2 per year. Enhanced hydrocarbon recovery (EHR)
is the dominant type of project, injecting more than 500 kt of CO2 per year [8,9]. The
Global CCS Institute [8] proposes a new CCS facility classification to differentiate large-
scale CCS projects and pilot-demonstration-scale projects. The proposed classification
considers smaller capture facilities, which can be commercially viable. In that respect,
CCS hubs are regarded as opportunities to create economies of scale that lower costs of
transport and storage to multiple smaller CO2 sources. Thus, CCS facilities must support a
commercial return while operating and meeting the national regulatory requirement. Pilot
and demonstration facilities capture CO2 for testing, enhancing or demonstrating CCS
technology or processes without the obligation to store CO2 permanently.

Looking at current CCS operating and in-development projects in Europe using
the proposed classification of the Global CCS Institute (Figure 1A), all CCS large-scale
facilities operating and in development are located around the North Sea. Other countries
in Southern and Eastern Europe completed or are operating pilot-scale projects, with
approximatively half of them without CO2 storage (Figure 1B).

Figure 1. European map of CCS facilities completed, in development and ongoing. In (A), the
overview of Global CCS facilities in 2020 classified by size of the project: commercial (large) scale
or pilot scale. The status of these projects is represented by the color bubble. Map (B) indicates the
storage status of all CCS projects regardless of their size. Yellow circles are projects without geological
storage of CO2. (* EOR = enhanced oil recovery; MVR = monitoring, verification and reporting).

Countries with a policy to create a business case for investment in CCS projects, such
as Norway, UK, the Netherlands and the USA, are leading ongoing and in-development
CCS commercial-scale projects, but other technical aspects pushed these regions up to
leading in the field CCS deployment technology. These countries have a good knowledge
of their storage resources from oil and gas history and government support. An atlas of
CO2 storage resources, such as the CO2 Storage Evaluation Database (CO2 Stored) in the
UK or the Norwegian CO2 Storage Atlas [10,11], are accurate public information based
on seismic coverage, data wells and published research. The knowledge and maturity of
storage resources seems to be a crucial element for the development of commercial-scale
CCS facilities.

The goal of this study is to present a case study in France to select a promising location
to deploy a notable CCS pilot-scale project based on technical, economic and societal aspects.
This study explains and justifies the choice to locate a pilot-scale CCS project focusing
on the storage element of the CCS chain and the optimization of transport for regional
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CO2 sources. Before investing in a capture facility, the emitter plant needs guarantees on
where the CO2 would be stored and how it would be transported. The technology of CO2
capture has improved in the last 20 years, with costs depending on the gas stream and CO2
concentration. In a wide range of industry sectors (refinery, cement, iron and steel), the cost
of capture is between USD 40 and USD 120 per ton of CO2 [12].

The maturity and confidence of storage resources in Europe are low, except around the
North Sea [13], which seems to be the driver of CCS operational projects. The significant
lead time for the development and permitting of CO2 geological storage sites is in the order
of 7–10 years, which implies a selection of potential sites to be developed well in advance
of when they are predicted to be needed. Today, CCS pilot-scale projects would play a key
role in enabling CCS commercial-scale projects around Europe. Through pilot projects,
storage capacity could be proven, ensuring availability of storage resources to the trajectory
of investment in capture facilities.

2. Materials and Methods

A notable CCS pilot-scale project should demonstrate the technical feasibility of the
technology to engage regional and national stakeholders in further developments. Today,
in Europe, the maturity and confidence of storage resources seem to be the major challenge
to elaborate plans for the deployment of CCS outside the North Sea. Indeed, policy also
plays a key role in accelerating the technology, as well as the societal engagement to deploy
it. The methodology applied in this case study in France describes and assesses different
aspects involved in CCS technology at the regional scale and carries out an evaluation of
economic key performance indicators (KPIs) of CCS. The assessment at the regional scale
gives an overview on where CCS could be applied, when CCS could be deployed and how
to launch CCS considering the needs and concerns of stakeholders in the region.

The proposed methodology is based on the mapping of technical aspects at the regional
scale to define the most promising industrial clusters and hubs which would benefit from
CCS technology. After this first screening of emission sources, transport infrastructures
and storage site options, a second step of economic evaluation assessed the economical
key performance indicators (KPIs) of deploying CCUS at the regional scale. The societal
perception of some regional stakeholders is also considered as part of the mapping aspects
(Figure 2) in this early exercise of planning CCS.

Figure 2. Schematic methodology chart illustrating the workflow to select potential areas to deploy a
notable pilot-scale CCS project. * KPI: key performance indicators.

2.1. Mapping CCUS Aspects

Technical and societal aspects involved in the CCS technology were mapped in the
frame of STRATEGY CCUS project (H2020, grant agreement: No 837754) for the Paris Basin
region, mainly inside the Ile-de-France Department. The data gathered in STRATEGY
CCUS aimed at providing the technical basis on capture, transport, and storage conditions
for assessing the viability of defining and implementing CCUS clusters and hubs. Storage
capacity maturity and its confidence level was assessed for two preliminary candidates.
The mapping of spatial conditions for network development considers the geographic
distribution of the source, sinks and transport opportunities.

The technical potential for implementing CCUS in the Paris Basin region was assessed
on the basic premise that industrial CCUS clusters provide synergies, either in the capture
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facilities, at the transport networks or at injection and storage facilities, that result in
decreasing costs for implementing the technology [14].

The mapping of emissions sources determines what CO2 may be captured to develop
an understanding of the CO2 as part of an industrial emissions reduction program using
CCUS. The starting point was the definition of current CO2 emission quantities in the area,
the locations of emitters and related details. Distinctions between the fossil fuel combustion
emissions, biomass emissions and process emissions were conducted whenever there
was sufficient information. Once this inventory of the CO2 emissions was established, it
was necessary to consider what portion of that would be appropriate to address using
CCUS [15].

The mapping of a CO2 transport infrastructure is the identification and planning of a
CO2 transport network within the cluster to send the CO2 from each capture facility to a
consolidation point, a hub. The transport network can be composed of a pipeline system,
but for very small-capacity sources, the collection network can be composed of a modular
system including road truck, rail tank-car, shipping or barge transport on inland waterways.
Captured CO2 is collected in the cluster, then conditioning facilities (e.g., compressing,
liquefaction, etc.) prepare the CO2 for transportation by truck, pipeline or ship to the
injection and storage site where further reconditioning of the stream may be necessary. The
available geological storage capacity and its distribution with respect to the sources result
in scenarios to assess the optimal transport network development.

The storage capacities reported here were calculated using a volumetric approach
for the Dogger Fm. and reservoir simulation approach for the Trias Fm. [16]. Capacity
estimated by volumetric approach is dependent on standard parameters (bulk volume,
porosity, net-to-gross and CO2 density) and a modifying term, the storage efficiency factor
(SEF). Storage efficiency values also reflect general geologic characteristics and boundary
conditions. For example, carbonates and open systems have a higher efficiency than
clastic reservoirs and closed systems. Capacity estimates were ranked using a quantitative
resource pyramid approach (Table 1). Based on four tiers, the classification captures the
maturity level of existing data and the understanding of the potential storage capacity.
Each tier introduces gradual knowledge of the reservoir—i.e., influencing the accuracy of
the storage estimate —starting from regional approximations to the evaluation of specific
targeted sites. The requirements for each tier reflect this maturation. The described tiers
are compatible with existing schemes, allowing outcomes to be transferred to equivalent
classifications if required [13].

The CO2 utilization opportunities are here regarded as those uses with a clear mit-
igation impact, either with a greenhouse gas contribution or that clearly enable other
low-carbon actions, leaving out those technologies that have a negligible impact [13].

The diffusion of a technology is also a social challenge. A dedicated work package
within the STRATEGY CCUS project focuses on—all kinds of—actors involved in CCUS ap-
plications. Mapping societal aspects of CCUS technology in the Paris Basin region provides
a first statement of the actor structure in the innovation system for CCUS [6] at the national
and regional levels. Stakeholders are defined as individuals (e.g., employee, customer and
citizen) who can be concerned by the development of a CCUS project, either with respect to
demands or responsibilities towards it. A mapping of stakeholders’ perceptions, attitudes
and interests led to defining the scope of relevant issues and specific needs to be considered
locally. Following the identification of relevant actors, semistructured interviews were
conducted. These interviews and broadly based discussions around CCUS, involving both
representatives of the stakeholder group from the Paris Basin region and some stakeholders
at the national level [17].
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Table 1. Tier classification/definition and suitability criteria defining the maturity of geological CO2

storage resource capacities.

Tiers Classification Suitability Criteria

Tier 1
Regional assessment;

equivalent to prospective
(theoretical)

Generic SEFs (storage efficiency factor).
Formation and storage unit estimate. First

approximation. Low data burden and global
storage efficiency values where boundary

conditions are poorly constrained or uncertain.

Tier 2
Discovery assessment;

equivalent to low contingent
(effective)

Tailored SEFs. Daughter unit estimates. Second
approximation. Moderate data burden and
lithology-specific regional storage efficiency

factors. Distinction between deep saline aquifers,
depleted hydrocarbon fields and coal beds.

Boundary conditions are established.

Tier 3
Prospect assessment;

equivalent to pending/on
hold (practical)

Detailed data prospective candidates. Third
approximation with a more taxing data burden,
including subattributes of the main factors used
to estimate capacity and lithology-specific local
SEFs. Each candidate prospect requires either

existing or targeted data acquisition sufficient to
build a simple geomodel for first-pass simulation

and well location consideration.

Tier 4
Site assessment; equivalent to

justified/approved/on
injection (matched), project.

Targeted storage sites. The final approximation
prior to operation. This has the highest data
burden and requires a detailed geomodel for

reservoir simulation studies. Outcomes from the
simulations test the accuracy of the storage
efficiency factors and provide scenarios for

maximizing capacity based on well planning and
scheduling.

2.2. Economic Key Performance Indicators (KPIs)

The CCUS scenario deployment at the Paris Basin described the business case of CCUS
technology until 2050 based on technoeconomic modelling and hypothesis. The regional
CCUS scenarios are based on both the performances of local industries in operation and for
which CCUS is a relevant mitigation alternative, as well as the regional storage capacities
known to date. For each of the regional scenarios evaluated, the cost difference between
investing in CCUS or paying the carbon penalties to remain in compliance with the EU ETS
is calculated to estimate the CCUS costs in terms of CO2 avoided for each of the scenarios
deployed [18].

A scenario evaluation tool was developed in the STRATEGY CCUS project to evaluate
future CCUS value chains [19], where CO2 is captured from point emissions and transported
to utilization industries or for permanent storage. The tool uses the data gathered from the
mapping aspects at the regional level and the key technological and economical parameters
for implementing the CCUS technology related to:

1. Energy consumption.
2. Net present costs for the capture, transport and storage.
3. Amount of CO2 emissions avoided and negative emissions.
4. Revenue created by the down-stream utilization industries.

Scenario analysis examines the results of how future events are laid out in time.
Despite the inherent uncertainty in the predictions, regional evaluations provide a first
glance at possible future decision paths. A better planning of the project development
enables proactive actions to be taken (e.g., with regards to total energy consumption) and
allows decision makers to avoid foreseeable risks.
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3. Results

The Paris Basin—Ile-de-France (IDF), as studied in the STRATEGY CCUS project
(EU H2020 project, grant agreement: 837754) and showed in Figure 3, is located in the
center-northern part of France around the French capital—Paris—and it covers the ad-
ministrative region of Ile-de-France and the Loiret department (storage option). It is the
most populated region of France with more than 12 million inhabitants (20% of the French
population). The Paris Basin IDF is still largely rural: nearly 11 million people live in the
Paris agglomeration, which represents 24% of the Ile-de-France surface area, the rest of the
region is made up of agricultural land, forest and natural spaces. The Ile-de-France depart-
ment is an economically active region, producing nearly 30% of the French gross domestic
product (GDP).

 
Figure 3. Geographic location of the Ile-de-France department and Paris Basin region as studied
in STRATEGY CCUS project. Copyright: Google images @2022. Geographic National Institute
of France.

Demography and land occupation is the first concern of the Paris Basin region, with
CO2 emissions mainly related to waste from energy plants, heat (power) plants and the
chemical industry, which corresponded to 54%, 23% and 12%, respectively, of the total CO2
emission of this region in 2019 (Appendix A).

3.1. Mapping Results
3.1.1. Emissions Sources

Emissions of CO2 in the Paris Basin amounted to 5.5 Mt in 2019 [20]. This places the
region well behind the French port regions (Dunkirk, Le Havre and Marseille-Fos), despite
its high population rate. The emissions pattern is also very different, as the 5.5 Mt of CO2 is
split into 39 emitters, with almost 40% of these facilities emitting less than 50 kt of CO2 in
2019 (Figure 4 and Appendix A). Only about 10% of facilities emitted more than 300 kt of
CO2 in 2019 and around 30% of facilities emitted between 100–300 kt of CO2 (Figure 5A).
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Figure 4. Geographical location of emission sources of the Paris Basin region. Color of symbol
indicates the industrial sector and the size of symbols (in brown) the CO2 emission in Mt in 2019
(data from [20]). The railways and existing natural gas and hydrocarbon pipelines are also indicated
in the map (pipeline data from: GRTgaz and Data Gouv.).

 

Figure 5. (A) CO2 emitter facilities and CO2 emissions frequency classed by CO2 quantity ranges for
39 industrial facilities in the Paris Basin region. (B) Emission trend of these 39 facilities between 2016
and 2019. Data from [20].

In terms of the emission trends of CO2 between 2016 and 2019 (Figure 5B), sources
in the area show a decreasing trend in the emissions in recent years for eleven facilities,
the other eleven facilities showed an irregular tendency and eleven others had a stable
trend; only five facilities have increased their emissions (waste to energy and power).
Twenty-eight facilities representing almost 80% of region’s emissions (Figure 6A,B) are
energy-from-waste and power (heat) facilities, which is consistent with the high-population
pattern of the region. Another large part of the emissions come from one chemical facility
(12%). CO2 emissions from non-fossil-fuel combustion are an important proportion of
the total emissions in the region, being estimated at up to 2.1 Mt/y, with 38% of the total
emissions related to biomass combustion possibly raising the case for bioenergy with
carbon capture and storage (BECCS). This alternative may be particularly interesting for
the two large energy-from-waste plants south-west of Paris, FR1.ES.003 and FR1.ES.004,
where CO2 emissions from biomass are estimated, respectively, at 0.34 Mt/y and 0.28 Mt/y.
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Figure 6. (A) Number of facilities by industrial sector and (B) the respective percentage of these
sectors in the global amount of CO2 emission of the region in 2019.

3.1.2. Storage Options

The Paris Basin in France is the largest onshore French sedimentary basin. First
volumetric estimations of CO2 storage capacity in the Paris Basin ranged from 800 Mt up
to 27 Gt of CO2. Two sedimentary formations, the Dogger Fm. of the Middle Jurassic and
the Keuper Fm. of the Triassic, have known and good reservoir levels in the Paris Basin
region [21].

The France Nord project (2013) [16] carried out detailed modeling of Keuper Fm.,
including the Donnemarie, Chaunoy and Boissy sedimentary members, which are mainly
composed of silici-clastic sediments. Capacity estimates resulted in an assessment of the
effective storage capacity, appropriate to the Tier 2 definition (Table 1). The resulting
estimates relied on (i) refined geological and dynamic models in the investigated injection
areas, (ii) scenarios for the commissioning of CO2 injectors and (iii) preassessment of the
long-term behavior and fate of the CO2. The overall main objective was to reach 200 Mt of
injected CO2 in the reservoir over 40 years. Two areas of the Paris Basin were evaluated for
storage in the Keuper Fm., one in the North of Paris—Keuper Nord—and another in the
South of Paris—Keuper Sud (Figure 7). The effective storage capacity for Keuper Sud and
Keuper Nord were, respectively, estimated to be up to 140 Mt and 81 Mt of CO2 through
dynamic modelling, after a 40 year period of injection in the—optimized combination
of—injector wells. Water production was considered among the optimization scenarios but
was finally dismissed for the estimates of the effective storage capacity, mostly due to the
limited knowledge of the hydraulic connectivity in the deep sandstone formations.

The Dogger reservoir has been an important oil-reservoir target since the 1950s. Since
the 1970s, the Dogger Fm. has progressively become the main geothermal aquifer exploited
in the Paris region, with up to forty geothermal plants currently in operation. As a deep
and productive aquifer (1500–2000 m depth), the hot groundwater (55 ◦C to 85 ◦C) is locally
extracted from the Dogger Fm. to supply heat for up to 210,000 housing units. However,
the performance of some wells has been affected by corrosion processes and the deposition
of scale (i.e., secondary mineral precipitates). Moreover, the geothermal exploitation of the
Dogger Fm. over decades has led to a gradual development of “cold bubbles” in the aquifer
around and nearby the re-injection wells, progressively reducing the heat productivity
over time.

35



Clean Technol. 2022, 4

 
Figure 7. Storage options in both potential geological formations of the Paris Basin: the Keuper Fm.
studied in the France Nord project and the Dogger Fm. at Grandpuits around the biggest CO2 emitter
of the region. Other CO2 emission sources are also indicated by blue dots. These other sources are
waste-to-energy facilities.

Apart from oil and gas and geothermal energy, the Dogger Fm. was previously studied
with respect to the CO2 storage capacity in a different research project. Within the France
Nord project, the carbonates (limestones) of the Dogger Fm. displayed a limited thickness
(<30 m) and a likely cemented primary porosity in the investigated areas [16]. In the
GESTCO [22] and Geocapacity [23] projects, the theoretical capacity (Tier 1) of carbonate
rocks was estimated to be up to 4320 Mt for a storage efficiency factor (SEF) of 6% and
up to 1440 Mt for a SEF of 2%. As a result, the storage efficiencies were calculated to 6%
and 2% (conservative approach) for each respective estimate. The density of CO2 used for
calculation was 400 kg/m3, which corresponds to an approximate depth of 1400 m and
a temperature of 70 ◦C. The significant discrepancy of the storage capacity between the
identified structural traps, and the broad aquifer taken as a whole, illustrates the required
necessity for large suitable geological structures in front of the CO2 productions.

In order to study an alternative option for storage, and taking into account the very
good potential of the Paris Basin in providing storage resources, a screening of the Grand-
puits area (Figure 7) close to the emission source already capturing CO2 (Emitter ID:
FR1.ES.002 in Figure 4) explored possibilities to optimize and reduce CO2 transport. This
screening concerned technical geological aspects and a gap analysis of available data [24].

The Keuper Fm. in the Grandpuits area is deeper and is being exploited currently
for oil-field production in the boundaries of the selected area (Figure 7). Oil fields are
likely compartmentalized by sedimentary heterogeneity linked to the fluvial system or by
faults. Seven old wellbores in the area reached the Keuper Fm. with few cores available.
Keuper reservoirs are more than 2500 m deep in the Grandpuits area (Figure 7). The Dogger
Fm. is also known as a good reservoir in this area. The top of the (Bathonian) Dogger
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reservoir around the emitter FR1.ES.002 is around 1700–1800 m deep. The geothermal
potential linked to the high permeability and porosity of the Bathonian (Middle Dogger)
is well known around Paris and Melun, which are located at 100 km and 20 km from the
Grandpuits area, respectively. Nine old wellbores are available in the area, and many cores
were drilled close to the investigated area.

The CO2 storage capacity of the Dogger Fm. in the Grandpuits area using an analytical
formula was estimated using the Equation (1).

MCO2 = 1 × 10−9 × [(A × 1 × 106) × h × Phi] × ρCO2 × SEF
With

[(A × 1 × 106) × h × Phi] = Reservoir Pore volume
(1)

where:
MCO2

is the CO2 storage capacity of a prospect field as a mass (Mega ton). A is the total
area of prospect reservoir (km2).
h is the gross reservoir thickness (m).
Phi is the average porosity (decimal).
ρCO2

is the CO2 density at reservoir storage conditions (kg/m3).
SEF is the storage efficiency factor (decimal).

The total area (A), the gross reservoir thickness (h) and the average porosity (Phi)
of the prospect reservoir for the Dogger Fm. in this area was obtained from the volume
calculation of the reservoir pore volume using a porosity value of 10%. The geological
model of the Dogger Fm. elaborated in the ANR project SHPCO2 (2010) [25] at the regional
scale was used to calculate reservoir pore volume. The resolution of the model is low,
therefore, a SEF of 2% was used as the efficiency factor. The capacity estimate as Tier 2
using the regional-scale geomodel of the Dogger is 165 Mt of CO2 for a reservoir pore
volume of 1.61 × 1010 rm3.

3.1.3. Spatial Condition for Cluster and Network

The proximity of the French capital, Paris, makes the area well served by natural gas
and hydrocarbon pipelines, rails and important road axes (Figure 4). Despite the good pos-
sibility of a transport network, two aspects should be considered: pipeline availability and
railway connection and availability. The CO2 sources are spread across the whole promising
region (Figure 4); however, only at Grandpuits, with the chemical plant (FR1.ES.002) and at
the south-western part of Paris, with the two largest energy-from-waste plants (FR1.ES.003
and FR1.ES.004), does there seem to exist the locus for the onset of an industrial CCS cluster
based on large emitters aggregating other minor sources to build a common network at the
south of Paris (Figure 8).
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Figure 8. Spatial conditions for clusters and the transport network of CO2. New pipelines following
existing ones are considered “projected pipelines”. Storage locations are represented by simulation
injection points carried out in the France Nord project (FR1.SU.003 and FR1.SU.001) for the Keuper
Fm. and for the Dogger Fm.; storage location is on the emission point FR1. ES.002.

3.1.4. National Low-Carbon Strategy and Emission Profile

The French National Low-Carbon Strategy (SNBC) serves as France’s policymaking
road map in terms of climate change mitigation [26]. The SNBC roadmap considered
around 80 Mt CO2 as inevitable or irreducible emissions by 2050. The carbon neutrality for
2050 therefore involves carbon being permanently stored to compensate for these emissions.
Land-sector sink (forest and agricultural land) and CO2 capture and storage (industrial
processes) are permanent storage options with an estimate of around 15% for CCS in
the schema.

The industrial sector accounted for ~15% of French GHG (green house gas) emissions
in 2018. Around 84% of the sector’s emissions operate under the European Union Emissions
Trading Scheme (EU ETS). Industrial emissions correspond mainly to the combustion of
fossil fuel or biomass required to produce energy and to the industrial process itself (i.e.,
chemical industries). The roadmap aims to reduce emissions of the industrial sector by
2050. Taking the emission levels of the year 2015 as the basis of reference for comparison, a
gradual reduction in emissions of 35% and 81% are targeted by 2030 and 2050, respectively.
According to the current state of knowledge, irreducible emissions in 2050 are related to
nonenergy sectors. Apart from agriculture, the mineral production, primary metallurgy,
certain chemical processes and fluorinated gases represent the main targeted emitters. The
energy consumption is assumed to become entirely decarbonized. The waste-to-energy
sector contributed ~3% of CO2 emissions in 2018. The SNBC roadmap accounts to reduce
the sector’s emissions by 37% and 66% by 2030 and 2050, respectively, taking year 2015 as
the basis of reference for comparison.

CCUS technologies could contribute to avoiding 15 MtCO2 per year by 2050, including
around 10 MtCO2 of negative emissions with energy production installations using biomass.
Such technology is referred as bio-energy with carbon capture and storage (BECCS). In
2009, the adaptation of the European CCS Directive established a legislative framework to
facilitate the development of the CCUS technology.
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3.1.5. Mapping Societal Aspects

The mapping of societal aspects aims to study the attitude towards CCUS development
and its level of acceptance of selected members of the stakeholder group. Semistructured
interviews collect (i) opinions about sources of concern, (ii) perceived benefits and risks
(Table 2) and (iii) conditions for acceptance and perceived barriers, each with respect to
the regional development of CCUS [17]. Preferences and expectations for energy futures
among stakeholders were also raised and gathered during the interviews [17].

Table 2. List of cited benefits and risks established from interviews in the Paris Basin region. At the
top, the most mentioned arguments for both categories, benefits and risks are listed.

Benefits Risks

Environmental benefits (climate change
mitigation, carbon neutrality in the industries

in the region and pollution reduction in
the region)

Economic viability (increase in cost and
decrease in competitiveness for industries)

Economic development in the region (new
industries, employment, investments and
allowing power plants to keep working)

Environmental risks (risk of
underground storage)

Other (financial benefits for companies,
beneficial for company image and promotion

of a circular economy)
Social impacts (public opposition)

Twelve interviews were carried out in the Paris Basin region with regional and national
stakeholders from: industry (three people); politics and policies (four people); research
and education (three people); and support organization (two people). The profile of
stakeholders identified for the interviews were based on the analysis of actor structures in
the innovation system for CCUS [6].

Three key ideas arose from interviews in the Paris Basin:

1. The majority of interviewees considered CCUS technologies as a potential option to
fight against climate change.

2. Interviewees often underline that CCUS is only one option among other solutions to
reduce carbon dioxide emissions.

3. CCU is particularly well-perceived by interviewees and appears to them to offer
higher potential than CCS, regardless of the current limited volumes concerned by
CO2 valorization.

3.2. Economic KPIs

The economic simulation of the region’s scenario gives the main economic key perfor-
mance indicators (KPIs) of CCS business cases for the period from now to the Horizon 2050.
The volume of CO2 avoided and/or removed at the regional scale and the costs associated
illustrate the technoeconomic potential of the CCS technology. The regional scenarios
evaluate cost differences between investing in CCUS or paying carbon penalties related to
compliance with the EU ETS, giving an estimate of the breakeven price of CO2 for each of
the studied scenarios. The scenarios are elaborated for the Horizon 2050 considering the
construction time for the infrastructures as capture systems, drilling wellbores for injection
and monitoring and conditioning stations for transport (compressor, pumping station, etc.).

The scenario is based on the three largest carbon emitters in the south of Paris, since
the storage site is located in the southern part of the region. None of the CO2 utilization
technologies were identified in the region. The fertilizer plant in Grandpuits (emitter
FR1.ES.002) emitted 646 ktCO2 in 2019. It is located in the south-eastern part of the Paris
Basin region in an agricultural area, in the vicinity of the closed Grandpuits refinery. The
main part of the emissions of the plant come from the SMR unit on site, which produces
H2 for an ammonia synthesis process. As methane reforming produces a H2/CO2 mix,
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the plant already has a carbon capture installation to remove CO2 and produce pure H2.
Actually, a part of the captured CO2 is sold to industrial gases companies, but the largest
part is released into the atmosphere. Consequently, approximately 360 ktCO2 would be
already available for storage.

The installation in Ivry (emitter FR1.ES.003) is the biggest waste incineration plant
of the Paris area. In 2019, 661,593 tons of waste were treated with the production of
20,393 MWh of electricity and 1,124,190 MWh of vapor injected into the Parisian heating
network (CPCU). The corresponding carbon emissions amounted to 572 ktCO2. However,
the plant will be replaced by 2023–2024 by a new installation currently under construction
on the same site. Anticipating the waste reduction objectives, this new plant will have half
the capacity of the current one (a valorization of 350,000 tons of waste per year). The carbon
emissions of this new facility should broadly amount to 300 kt/y from 2024.

The waste valorization plant in Issy-les-Moulineaux (emitter FR1.ES.004) is the most
recent incineration plant in the Paris area, as it started up in 2007. It has a capacity of 510
000 tons of waste per year. In 2019, the plant incinerated 469,097 tons of waste, emitted
384 ktCO2, produced 705,379 MWh of steam for the CPCU urban heating network and
sold 34,016 MWh of electricity. The area around this emitter has high demography density.
There is no physical place to install a current CO2 capture system for this facility.

Features and carbon emissions of these three sites are gathered in the table below
(Table 3). A total of 25.2 Mt of CO2 could be captured from 2027 to 2050 with these three
emitters, including 7.7 Mt of CO2 from biomass.

Table 3. Industries considered in the scenario with their features and carbon emissions detailed
after capture.

Industries Sector Location
Capture

Start Year

Annual CO2
Emissions

Considered—
MtCO2/y

CO2
Capture
Rate (%)

Annual
CO2

Captured
(Mt/y)

Total CO2
Captured

(Mt/y)

Part of CO2
Captured

from Biomass
(Mt/y)

E#01 (FR1.ES.002) Chemistry Grandpuits 2027 0.65 n/a 0.36 9.7 0.0
E#02 (FR1.ES.003) Energy from waste Ivry-sur-Seine 2030 0.30 0.90 0.27 7.4 3.7
E#03 (FR1.ES.004) Energy from waste Issy-les-Moulineaux 2032 0.38 0.85 0.33 8.1 4.0

Costs related to the scenario were calculated for each stage of the chain: capture,
transport and storage for the three installations. Global CCUS CAPEX and OPEX for each
installation are summarized in Table 4. The excess of energy consumption for capturing
CO2 is given in TJ.

Table 4. Summary of CAPEX, OPEX and Energy consumption of CCUS for the three selected emitters
of the Paris Basin region.

Industries with
Capture Medium

Term

CAPEX
(M EUR)

Fixed OPEX
(M EUR)

Variable
OPEX

(M EUR)

Total Costs
(M EUR)

Excess of Energy
Consumption for

Capture (TJ)

E#01 (FR1.ES.002) 4.1 2.9 1.3 8.3 n/a
E#02 (FR1.ES.003) 76.4 360.1 0.3 436.8 24,413.0
E#03 (FR1.ES.004) 84.9 362.2 0.4 447.5 28,255.0

Table 5 shows the analysis of EU ETS allowance for regional expenses of the scenario
with CCUS and without CCUS. The energy costs for the capture technology are taken into
account in terms of TWh/year using current costs of electricity and its evolution for 2050.
The regional expense in ETS allowance without CCUS is EUR 2 270 M EUR for the scenario
from 2027 to 2050, whereas costs of CCUS (including remain ETS costs) are of EUR 1131
MEUR for the period. The CCUS costs represents around half of the ETS costs of allowances
for the scenario without CCUS.
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Table 5. Analysis of EU ETS allowance in the scenario and energy consumption.

EU ETS Parameters
(EUR/tCO2)

Price of Allowances in 2025 70.1

Price of Allowances in 2045 212.4

Whole regional expense without
CCUS (M EUR)

ETS costs without CCUS 2270.0

Whole region expense with CCUS
(M EUR)

ETS costs with CCUS and remaining emissions 89.8
Costs of CCUS 1041.2

TOTAL costs with CCUS 1131.0

The CCUS value chain of the scenario is calculated in terms of EUR/t of CO2 avoided
(Table 6), taking into account the EU ETS analysis of Table 5. The breakeven CO2 price of
the scenario is 43 EUR/t of CO2 to have a positive economic impact of CCUS in the period
between 2027 and 2050. The breakeven of CO2 price of the CCUS value chain without the
emitter FR1.ES.002, which is already capturing CO2, gives a price of around 70 EUR/t of
CO2 avoided for 16 Mt of CO2 captured and stored.

Table 6. Analysis of CCUS system in terms of EUR/tCO2 avoided using the EU ETS parameters of
Table 5.

CCS Value Chain (EUR/tCO2 Avoided) −42

CAPEX
(EUR/tCO2 avoided)

Total per block −8.3
Cost of Capture −2.9

Cost of Transport −1.1
Cost of Storage −4.3

OPEX (EUR/tCO2 avoided)

OPEX per block −33.4
Cost of Capture −24.7

Cost of Transport −0.6
Cost of Storage −8.1

Transport cost (EUR/tCO2 transported) −1.1
Utilization (income from CO2 sales) (M EUR) 0
EU ETS credit savings in the region (M EUR) 2180

Waste-to-Energy Challenge

Although the waste-to-energy (WtE) plants are not currently included in the EU ETS
in France, these facilities are important emission sources in the region, as well sources
of heat energy to houses and buildings in the vicinity. Furthermore, these facilities have
great potential for providing negative emissions, as part of the CO2 emission comes from
burning biomass. The emission trend of WtE facilities around high demographic zones
is uncertain and could likely increase by 2030 and 2040. Most European WtE plants emit
from 100 to 500 ktCO2 yearly, for a production of heat and power equivalent to about
90 and 39 TWh, respectively. The WtE plants are mainly located in urban areas or in
proximity, usually being the biggest CO2 emission sources in these areas. According to
carbon limits [27], emissions from the incineration of waste are irreducible once the waste
streams have been created, and CCS is the abatement technology applicable. European
statistics on incinerated waste showed an increase of 30% from 2006 to 2016. The European
waste-to-energy association (CEWEP) analyzed the EU recycling targets for 2035 [28] and
estimated a residual nonrecycled waste stream of 142 Mt/year of waste in 2035. This
amount of waste at the European scale corresponds to an increase of about 40 Mt of current
incineration capacities.

Regarding the perspective of CO2 emission from waste-to-energy facilities in France,
the number of incinerators decreased since 2004, passing from 131 facilities to 121 facilities
in 2018, whereas the quantity of waste showed a slight increase of ~1.2 Mt, with 14.7 Mt of
waste being burned in 2018 [29]. Demography in the Ile-de-France department increased
by 0.4% between 2013 and 2018, passing from 11,959,807 habitants to 12,213,447. The WtE
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plants are currently working at 94% of their legal capacities. Landfilling options in France
counted for 18 Mt of nondangerous waste in 2018 [29]. The reduction in waste quantity sent
every year to WtE plants seems to be the major challenge, as WtE plants are an alternative to
landfilling options which become unsustainable and uneconomic while the living standard
and waste production grows [30].

CO2 capture technology for waste-to-energy plants uses similar technology as those
used for coal-fired power stations. Some examples in the Netherlands and Norway showed
the feasibility of capture systems for WtE plants [30]. The WtE plant in Twence, the
Netherlands, converts 1 million tons of waste to energy every year [31]. The Ministry of
Economic Affairs and Climate Policy is providing a subsidy of 14.3 million for the capture
system. In Norway, the WtE plant Klemetsrud is seeking to capture 400,000 Mt/year of
CO2, corresponding to 90% of the plant’s emissions by 2025. The Klemetsrud plant has a
capacity to process around 350 Kt of waste and emits 385 ktCO2 per year [32]. Both of these
projects demonstrate the applicability and feasibility of current CO2 capture technologies to
WtE plants with similar capacities of waste processing and CO2 emissions as the main WtE
plants of the Paris Basin region, the emitter FR.ES.003 (730 kt of waste in 2017), FR.ES.005
(650 kt of waste in 2017) and FR.ES.006 (510 kt of waste in 2017). A technoeconomic analysis
of the CCS implementation for the WtE plant in Klemetsrud estimated a P50 cost of 153
EUR/t of CO2 avoided for the capture part of CCS chain, 208 EUR/t of CO2 avoided
including different parts of the chain CCS (steam consumption, energy, conditioning,
transport and storage) and 186 EUR/t of CO2 including CCS with EOR.

In France, the WtE plants pay several taxes related to polluting activities. The inclusion
of WtE facilities in EU ETS is economically unfeasible today in France without a review
of the current and future taxes applied to WtE plants as a public service. The TGAP
(general tax for polluting activities) is an important tax concerning the tons of incoming
of nondangerous waste received for storage and incineration processing. In 2016, 86.4%
of incoming waste was household and similar waste. It is important to notice an increase
of incoming waste refused from the waste treatment and disposal centers. The TGAP is
paid by ton-of-waste received and its amount is a function of three factors: to have an ISO
50001certificate on energy management systems; an NOx content in the emissions of less
than 80 mg/Nm3; an energy utilization higher than 0.65 of the energy outturn. This tax
is increasing quickly, from 3 EUR/t to 11 EUR/t in the past two years (2021 and 2022). In
2025, the three categories defining the amount of the tax will be replaced by a fixed amount
of 15 EUR/t of waste for any facility.

The CCS for French WtE plants could drastically reduce the CO2 emissions around
high demographic areas and provide negative emissions. Although, without financial
compensation or government support, the inclusion of WtE facilities in the EU ETS means
adding another tax to citizens related to polluting activities. The main difference between
TGAP and EU ETS is the environmental benefit of installing BECCS to avoid CO2 emissions.

4. Discussion and Conclusions

The geographic location of sources is the first concern in the elaboration of long-term
CCS scenarios. Three important emission sources are located at the south–southwest of the
Paris metropolis with a low demographic area in between (Figure 4). The high demographic
area around the Paris metropolis emitters would imply installing CO2 capture systems
using current technologies in a limited geographic area. Studied storage possibilities are
located in the south of the Ile-de-France Department.

The key performance indicators of a CCS scenario in the Paris Basin region for a
deployment between 2027 and 2050 indicates a low CO2 cost per ton/avoided between
43 EUR/t and 70 EUR/t, for a cumulated total of 25 Mt and 16 Mt, respectively, of CO2
captured and stored for 26 years, including 7.7 Mt of CO2 from biomass (potential negative
emissions). The low CO2 price for the scenario would be seen as an opportunity to apply
CCS in the regional scale to reach regional objectives and the ambition of CO2 reduction for
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Horizon 2050. CCS should be seen as a regional option for decarbonizing industries and
not as an individual facility option.

Despite the clear statement of the SNBC (French National Low Carbon Strategy) about
the benefit of CCS for irreducible emissions from industries and the benefit of deploying
BECCS (negative emissions), waste-to-energy (WtE) plants are not included in the EU
ETS system in France. At the perspective of reducing CO2 emission in the Paris Basin
region, the deployment of CCS and its environmental benefit for WtE installations should
be considered by the French authority. Today, without the support of the government as
in the Netherlands and Norway, the WtE installations are unable to consider CCS as a
solution for decarbonizing the territories around big cities such as Paris, despite the low
cost of about 70 EUR/t of CO2 avoided at the regional scale.

The biggest emitter of the Paris Basin region, the fertilizers plant (FR1.ES.002), is
already capturing CO2 from its industrial process and venting it to the atmosphere. This
configuration places this emitter as the candidate to launch CCS technology in the region,
as CO2 is available. The capture system represents half of the total costs of CAPEX and
OPEX for CCS in this region. The geological storage capacities of Dogger Fm. around this
emitter are an effective capacity (Tier 2) estimate of 165 Mt of CO2 and seem to be enough to
store its emissions of 9.7 Mt cumulated for almost 30 years. The area around the emitter is
mostly rural, with the land being used for wheat crops (Figure 7). The oil and gas industry
has been present for decades. Three licenses of hydrocarbon exploitation in the Keuper
Fm. are being operated around the Grandpuits area, with one licensing in the Dogger Fm.
Although these hydrocarbon fields are currently operating, they should stop their research
and exploitation by 1 January 2040 [33]. These hydrocarbon fields being depleted would
provide additional storage resources for the Horizon 2050.

In terms of infrastructures, this area is well-served by hydrocarbon pipelines, which
have been exploited by the oil and gas industry since 1950. The development of a pilot-scale
CCS in this area would become a notable CCS project with a perspective for large-scale
development. The CCS pilot-scale project would demonstrate to local and national stake-
holders the feasibility and environmental impact of the technology in terms of reducing
emissions and associated risks. The reusing of oil and gas infrastructures and the high
potential of geological storage for both resources, deep saline aquifers and depleted hydro-
carbon reservoirs, make this location promising for further CCS development aiming to
decarbonize industries around the Paris metropolis.

Although more research is needed concerning the social aspects of CCS technology
and how it is perceived by national and regional stakeholders, a first overview of CCUS
perception showed a positive attitude towards the technology, which was recognized as
one of the tools to reduce CO2 emissions.
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Appendix A

Table A1. Quantity reported and the emission trend between 2016 and 2019.

Emitter ID Facility Name Industry Sector

CO2 from
Biomass

Combustion
(Ton)

CO2
Reported

(Ton)

Year
Reported

Emission
Trend

(2016–2019)

FR1.ES.002 Borealis Grandpuits Chemicals (other) 645,723 2019 Irregular

FR1.ES.003 IVRY PARIS XIII Energy from waste 330,683 572,248 2019 Stable

FR1.ES.004 CPCU chaufferies de
ST-OUEN I et ST-OUEN II Power 150,949 522,182 2019 Stable

FR1.ES.005 DALKIA WASTENERGY Energy from waste 231,791 416,366 2019

FR1.ES.006 TSI Energy from waste 217,779 383,763 2019 Growing

FR1.ES.007 SNC Cogé VITRY Power 243,577 2019 Stable

FR1.ES.008 Ciments Calcia usine de
Gargenville Cement 100,275 224,897 2019 Falling

FR1.ES.009 VALO’MARNE Energy from waste 123,700 222,420 2019 Stable

FR1.ES.010 SEMARIV-CITD Energy from waste 107,000 188,000 2018 Falling

FR1.ES.011 CPCU ST-OUEN III Power 163,579 2019 Stable

FR1.ES.012 SIAAP Site Seine Aval Energy from waste 143,847 144,299 2019 Falling

FR1.ES.013 SAREN Energy from waste 81,893 143,672 2019 Growing

FR1.ES.014 Routière de l’Est Parisien
(ISDND de Claye Souilly) Energy from waste 140,933 140,933 2019 Falling

FR1.ES.015 AUROR’ENVIRONNEMENT Energy from waste 78,501 137,944 2019 Falling

FR1.ES.016 CVD Thiverval-Grignon Energy from waste 76,000 133,000 2018 Irregular

FR1.ES.017 AZALYS Energy from waste 67,860 119,053 2019 Falling

FR1.ES.018 SOMOVAL Energy from waste 60,085 106,088 2019 Stable

FR1.ES.019 GENERIS—Site de Rungis Energy from waste 60,033 105,599 2019 Falling

FR1.ES.020 BOUQUEVAL ENERGIE Energy from waste 86,736 86,736 2019 Falling

FR1.ES.021 SARP Industries Energy from waste 72,764 2019 Irregular

FR1.ES.022 SAM MONTEREAU Iron & Steel 68,948 2019 Irregular

FR1.ES.023 SGD Usine de SUCY EN BRIE Glass 56,851 2019 Stable

FR1.ES.024 CYEL Power 32,042 54,489 2019 Irregular

FR1.ES.025 ALPA Iron & Steel 50,398 2019 Growing

FR1.ES.026 KNAUF Plâtres Other 48,995 2019 Stable

FR1.ES.027 BIO SPRINGER Food & drink 45,223 2019 Stable

FR1.ES.028 GRAND PARIS SUD
ENERGIE POSITIVE Power 44,095 2019 Growing

FR1.ES.029 ENERTHERM Noël Pons Power 40,437 2019 Irregular

FR1.ES.030 VELIDIS Chaufferie Vélizy V3 Power 39,226 2019 Falling

FR1.ES.031 VERSEO Power 37,512 2019 Irregular

FR1.ES.032 chaufferie zup de fontenay Power 35,777 2019 Falling

FR1.ES.033 SAFRAN AIRCRAFT
ENGINES Other 35,666 2019 Irregular

FR1.ES.034 Chaufferie de Parly 2 Power 32,344 2019 Stable

FR1.ES.035 PEUGEOT CITROËN POISSY
SNC Other 31,713 2019 Falling

FR1.ES.036 SEMECO (et IDEX
ENERGIES) Power 30,916 2019 Stable

FR1.ES.037 chaufferie zup de sevran Power 16,938 30,738 2019 Irregular

FR1.ES.038 LESAFFRE FRERES Food and drink 27,850 2019 Irregular

FR1.ES.039 ENGIE Chaufferie de Meudon Power 26,585 2019 Growing

FR1.ES.040 OUVRE FILS Sucrerie et
Distillerie Food and drink 23,812 2019 Irregular
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Abstract: To mitigate carbon dioxide emissions CO2 is compressed and sequestrated into deep geolog-
ical layers (Carbon Capture and Storage CCS). The corrosion of injection pipe steels is induced when
the metal is in contact with CO2 and at the same time the geological saline formation water. Stainless
steels X35CrMo17 and X5CrNiCuNb16-4 with approximately 17% Cr show potential as injection
pipes to engineer the Northern German Basin geological onshore CCS-site. Static laboratory experi-
ments (T = 60 ◦C, p = 100 bar, 700–8000 h exposure time, aquifer water, CO2-flow rate of 9 L/h) were
conducted to evaluate corrosion kinetics. The anomalous surface corrosion phenomena were found to
be independent of heat treatment prior to exposure. The corrosion process is described as a function
of the atmosphere and diffusion process of ionic species to explain the precipitation mechanism and
better estimate the reliability of these particular steels in a downhole CCS environment.

Keywords: corrosion; steel; high alloyed steel; corrosion mechanism; CCS; carbon capture and storage

1. Introduction

The sequestration of carbon (carbon capture and storage (CCS [1,2]) comprises the
sequestration, transport and injection of emission gasses into a deep geological layer. This
technique is well acknowledged to mitigate climate change. Safe deep onshore or offshore
geological layers—mainly saline aquifers (brine)—offer storage sites for emission gases
that arose mostly from combustion processes of cement production or power plants [1–4].
Due to the highly corrosive environment, especially at the phase boundaries of metal, CO2
and saline aquifer water injection pipe steels are highly exposed to CO2 corrosion [3–9]
directly dependent on multiple criteria [5,6,10–31]:

• Temperature (60 ◦C is a severe damaging temperature region);
• CO2 partial pressure;
• alloy composition;
• heat treatment of steels (austenitizing temperature and durance as well as annealing
• element distribution in the corrosive media);
• purity of alloy and aquifer media;
• conditions of flow;
• pressure during injection and;
• protecting corrosion scales.

Alloy composition [22] and heat treatment [23–30] are the main determining factors
influencing corrosive phenomena. Surface corrosion is mainly reduced by high nickel and
chromium percentages [26,27]. Local corrosion of martensitic steels is reduced through the
presence of retained austenite [26], the higher temperature during austenitizing [28–30]
and annealing [22,23,28]. Surface corrosion recedes as a function of increasing austenitizing
time [16] but is neglectable regarding local corrosion [32–34], compared to the ferritic or
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ferritic-bainitic microstructure martensitic steels containing carbon and manganese, which
show low corrosion resistance because grain boundaries are highly reactive in NaCl con-
taining H2S [31]. Different authors describe an immediate dependence of the corrosion
behaviour on the surface condition after machining processes [35–40]. In general, the corro-
sion resistance increases with receding vertical height on the surface for carbon steel [35,36],
austenitic stainless steel and ferritic stainless steel when the roughness exceeds 0.5 μm [38]
and after shot peeing [39]. The initial surface roughness, however, has less effect than the
relative humidity. In terms of protection and inhibition of internal pipeline corrosion, it is
more beneficial to decrease the humidity than the initial surface roughness [37].

The potential of stainless steel X35CrMo17 (1.4122) is discussed and compared to the
results of earlier studies with different high alloyed steels [16,17,41–43]. It is a heat treatable
chromium steel that is highly resistant to a high number of organic and inorganic acids
because of the high percentage of molybdenum. X35CrMo17 shows fairly good resistance to
salt water. Moreover, its resistance to crevice corrosion up to 500 ◦C (working temperature)
is improved.

The hardened martensitic stainless steel precipitation contains about 3% copper
X5CrNiCuNb16-4 (1.4542, AISI 630) and is characterized by small copper precipitates
that are distributed within the matrix which ensure the mechanism of precipitation harden-
ing [44]. Small niobium and copper carbides are embedded in the martensitic bcc-structured
microstructure [41]. This increases the alloys’ strength and permits excellent mechanical
properties and, at the same time, good resistance against corrosive attack [16]. However,
martensitic 1.4542 is prone to stress corrosion cracking (SCC) and the martensitic microstruc-
ture is less corrosion resistant than the solution-treated microstructure that (as a drawback)
shows reduced strength [45–52]; (Note that the resistance against corrosive attack is higher
although the strength is low in the solution-treated state) [51,52]).

Surface corrosion rates at 60 ◦C are generally independent of heat treatment prior to ex-
posure at ambient pressure and neglectable at 100 bar. Corrosion rates below
0.005 mm/year are reported after long exposure to CCS environment (8000 h) [16]. The
corrosion behaviour is rather attributed to chromium content and atmosphere than heat
treatment.

Low corrosion rates in the liquid (CO2-saturated aquifer water) and even lower in the
supercritical phase (water-saturated CO2) are linked to passivation and possibly insufficient
electrolytes [48,49]. In the supercritical phase, cathodic reactions result in a higher H2CO3
concentration (after a solution of CO2 in water) and therefore in a higher acidic and more
reactive surrounding as in the CO2 saturated liquid phase [7,26]. As a function of time
corrosion, rates increase at 60 ◦C and 100 bar in the supercritical phase and remain stable in
the liquid phase (0.003 mm/year after 4000 h) [16]. Sufficient surface corrosion resistance
at ambient pressure is related to the microstructure of hardened or hardened and tempered
alloys [16]. Surface corrosion resistance at 100 bar under supercritical CO2 conditions
is mentioned for hardened and tempered alloys at 670 ◦C (<0.001 mm/year, martensitic
microstructure). By normalizing the microstructure, good corrosion resistance in the liquid
phase is offered (ca. 0.004 mm/year, ferritic-pearlitic microstructure) [16,51,53].

The authors relate depassivation after long exposure (100 h) in the supercritical phase
to fast reaction kinetics and carbide precipitation in earlier studies [16]. Because depassiva-
tion is accompanied by depleting the matrix of chromium, new passivation is prohibited
and the material degrades [16,51,53]. Consequently, both phenomena lead to the unusual
formation of a surface corrosion layer (Figure 1).
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Figure 1. Left: SEM micrographs (8000 h at 60 ◦C/100 bar exposed to water-saturated supercritical
CO2) of the corrosion layer formed on X5CrNiCuNb16-4 with ellipsoidal peculiarity on hardened
and tempered at 670 ◦C. Reprintetd with permission from [16]. 2021 MDPI, A. Pfennig.

When these 17% chromium steels are exposed to the carbon dioxide environment, the
corrosion layer produced on both, the pits and surface are compared to each other [15,17],
usually composed of siderite FeCO3 [3,16,51]. FeCO3 shows low solubility in water
(pKsp = 10.54 at 25 ◦C [16,26,29,43,54]), which causes anodic iron dissolution that is initial-
ized by the formation of transient iron hydroxide Fe(OH)2 [6,16,49]. The pH elevates locally
and causes reactions [15,29] to form a ferrous carbonate film internally as well as externally.
This paper derives a descriptive approach to better understand this corrosion mechanism
and offers a descriptive approach when this laboratory research is extended to small-scale
applied research, for example, to monitor injection sights in CCS-sights. Revision times
of the plant may be scheduled according to the corrosion type and scale formation with
a possibly positive influence on the corrosion resistance of pipe steels in a geothermal
environment.

2. Materials and Methods

To better understand corrosion behaviour in CCS, environment steel coupons were
statically immersed in environments as existing during carbon capture and storage.

2.1. Steels

Static corrosion tests at ambient and high pressure (100 bar) were conducted with
samples of:

1. No AISI (X35CrMo17, 1.4122) (Table 1);
2. AISI 630 (X5CrNiCuNb 16-4, 1.4542) (Table 2).

Table 1. 1.4122 (X35CrMo17): chemical composition in mass per cent.

Elements C Si Mn P S Cr Mo Ni Co Fe

acc standard a 0.33–0.45 <1.00 ≤1.00 ≤0.045 ≤0.03 15.5–17.5 0.8–1.3 ≤1.00 0.20–0.45
a Elements as specified according to DIN EN 10088-3 in %.

Table 2. 1.4542 (X5CrNiCuNb16-4, AISI 630), chemical composition in mass per cent.

Elements C Si Mn P S Cr Mo Ni Cu Nb

acc standard a ≤0.07 ≤0.70 ≤1.50 ≤0.04 ≤0.015 15.0–17.0 ≤0.60 3.00–5.00 3.00–5.00 0.20–0.45
analysed b 0.03 0.42 0.68 0.018 0.002 15.75 0.11 4.54 3.00 0.242

a Elements as specified according to DIN EN 10088-3 in %; b spark emission spectrometry.

The chemical composition was reassured by spark emission spectrometry SPEKTRO-
LAB M and by the electron probe microanalyzer JXA8900-RLn, JEOL, Tokyo, Japan (Tables 1
and 2).
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2.2. Aquifer Water

The geothermal condition (in-situ) requested for synthesized laboratory geothermal
aquifer water (Stuttgart Aquifer [55,56] and Northern German Basin (NGB) [56,57]). This
had to be conducted strictly ordered to avoid salts and carbonates precipitating early
(Table 3).

Table 3. Northern German Basin (NGB) and Stuttgart Formation electrolyte: Chemical composition.

According to the Northern German Basin or According to Stuttgart Formation

NaCl KCl
CaCl2 ×

2H2O
MgCl2

× 6H2O
NH4Cl ZnCl2

SrCl2 ×
6H2O

PbCl2 Na2SO4 pH value

g/L 98.22 5.93 207.24 4.18 0.59 0.33 4.72 0.30 0.07 5.4–6

NaCl KCl
CaCl2 ×

2H2O
MgCl2

× 6H2O
Na2SO4 × 10H2O KOH NaHCO3

g/L 224.6 0.39 6.45 10.62 12.07 0.321 0.048
Ca+ K2+ Mg2+ Na2+ Cl− SO4

2− HCO3
− pH value

g/L 1.76 0.43 1.27 90.1 14.33 3.6 0.04 8.2–9

2.3. Heat Treatment and Static Corrosion Experiments

As-received and thermally treated steel coupons with 8 mm thickness, 20 mm width,
50 mm length were immersed in 1. CO2-saturated aquifer brine and 2. Water-saturated
CO2. For each exposure time, 4 coupons were tested. Depicted coupons were heat-treated
following the protocol of Table 4 [9,15–17,32,34,41,49,51,52,58–60].

Table 4. X5CrNiCuNb16-4: heat treatment.

Heat Treatment TAustenitizing/◦C TAnnealing/◦C Time Cooling

Min Medium

HT1 normalizing HT1 850 30 oil

HT2 hardening 1040 30 oil

HT3 hardening plus
tempering 1 100 655 30 oil

HT4 hardening plus
tempering 2 1000 670 30 oil

HT5 hardening plus
tempering 3 1000 755 30 oil

Specimens were tested in both the vapour and liquid phase, fixed through a hole of
3.9 mm. A capillary meter GDX600_man by QCAL Messtechnik GmbH, Munic surveyed
the CO2 flow (purity 99,995 vol%) into the aquifer water in ambient pressure experiments
at 3 NL/h. Specimens immersed for 700 to 8000 h at 60 ◦C and 100 bar in a high-pressure
vessel [9,15–17,32,34,41,49,51,52,58,59] and additionally in a low pressure vessel at ambient
pressure [9,15,16].

The surface of the steel coupons was ground under water down to 120 μm using
SiC-paper. After executing corrosion experiments, samples were dissected, leaving the
corrosion scales attached to the surface. After surface analysis, they were descaled with
37% HCl to conduct kinetic analysis). Embedding samples in Epoxicure, Buehler cold resin,
allowing for smooth cutting and polishing (180 to 1200 μm) with SiC paper under water.
Coupons were finished with 6 μm and 1 μm diamond paste. [16]

2.4. Analysis

Light optical and electron microscopy ensured analysis of morphology and layer
structure of the corrosion scales. The double optical system MicroProf®TTV by FRT GmbH,
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Bergisch Gladbach, Germany uses three-dimensional images to characterize local corro-
sion. X-ray diffraction with CoK α-radiation and automatic slit adjustment, step 0.03◦ and
count of 5 s in a URD-6 (Seifert-FPM) enabled phase analysis. The PDF-2 (2005) powder
patterns were used to automatically identify peak positions. The most likely structures
were matched with the inorganic crystal structural database ICSD and the POWDERCELL
2.4 program by the authors of [61] and the AUTOQUAN® by Seifert FPM Holding GmbH,
Freiberg, Germany helped refine the fitting of raw data files. The image analysis pro-
gram Analysis Docu ax-4 Aquinto Olympus Corporation, Olympus Deutschland GmbH,
Hamburg, Germany a semi-automatic analyzing program, was used to predict corrosion
kinetics. Therefore, the corrosion scale was measured according to the plane fraction
of 3 microsections or according to a set of 30 line measurements of each 3 microsection
frames, then deriving an estimated scale thickness. Material loss due to lateral spallation
and/or corrosive attack was acquired via the mass change method using 4 coupons for
each exposure time. The mass change of the coupons before and after exposure to the
corrosive environment allowed for estimating surface corrosion rates according to DIN
50 905 part 1–4 (Equation (1)).

corrosion rate
[

mm
year

]
=

8760
[

hours
year

]
× 10

[mm
cm

]× weight loss[g]

area[cm2]× density
[

g
cm3

]
× time[hour]

(1)

3. Results and Discussion

CO2 is generally injected into saline aquifer water reservoirs in the supercritical
state [9,15–17], where it reacts with brine salts and mineralizes quickly [55–57]. During
technical revisions, the injection process is intermitted and the pressure in the injection
pipe is reduced, which then leads to the raising of the water level into the pipe, and the
brine may flow back into the borehole. The resulting three-phase boundary comprises of
gaseous/supercritical CO2, liquid aquifer water, and solid-state steel from the injection pipe
and enhances severe corrosive attack [16]. In laboratory experiments, one-year exposure
to an artificial aquifer environment is sufficient to obtain meaningful corrosion data to
reproduce the CCS environment and describe the corrosion mechanism [9,15].

3.1. Comprehensive Demonstration of Corrosion Kinetics

Checked against other possible injection pipe steels (42CrMo4, X20/46Cr13, X5CrNiCu
Nb16-4) X35CrMo17 shows very good corrosion resistance at ambient pressure in the liquid
phase and 100 bar in both the supercritical and liquid phases (Figures 2 and 3).

Surface corrosion rates accrete with elongated exposure time and are higher at ambi-
ent pressure compared to rates obtained at 100 bar—most likely a consequence of excess
oxygen in the open test circuit [16,42]. Moreover, higher corrosion rates at ambient pressure
could be attributed to an open capillary system drawing through the corrosion layer that is
closed at 100 bar [16,41]. Open capillaries that are required for scale growth enable ionic
species to interdependently diffuse fast [16,41]. In general, corrosion rates for X35CrMo17
(supercritical phase: max. 0.0065 mm/year after 8000 h of exposure at 100 bar and
0.096 mm/year after 8000 h of exposure at ambient pressure) are much lower compared
to other steel qualities at 100 bar and with the exception of the intermediate phase also at
ambient pressure. These generally lower corrosion rates are independent of the atmosphere
(water-saturated supercritical CO2 intermediate (phase boundary) and CO2 saturated saline
aquifer water) and indicate that the CO2 partial pressure is not sufficient to initiate the
corrosive reactions described in the following chapters.
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Figure 2. Comparison of corrosion rates of X35CrMo17 to X20Cr13, X46Cr13, 42CrMo4 and
X5CrNiCuNb16-4 exposed to liquid and vapour/supercritical CO2-saturated geothermal environ-
ment at ambient pressure (left) and 100 bar (right) after exposure for 8000 h to aquifer brine water at
60 ◦C. Results were taken from [9,15–17,42] and combined.

Note that independent of pressure (ambient pressure and at 100 bar), the corrosion rate
of X35CrMo17 in water-saturated supercritical CO2 increases with exposure time, while
the corrosion rate of samples exposed to CO2-saturated aquifer water decreases slightly,
assuming that passivating corrosion layer precipitates (incubation time) (Figure 3). There
are three possible reasons:

1. In general, the relative supersaturation of water-saturated CO2 (supercritical/vapour
phase) is higher compared to CO2-saturated brine (liquid phase) because the con-
centration of reactive corrosion ions in the supercritical phase is higher than in the
brine [16,41].

2. A possible final failure of the passivating layer exposes the newly formed metal
surface to an electrolyte with high CO2 partial pressure that then accelerates the
corrosion reactions.

3. Long exposure times enhance carbide precipitation that depletes the surrounding
metal matrix of chromium and prohibit surface passivation. Although independent of
the pressure, the CO3

2− concentration remains the same [3], the higher corrosion rates
in supercritical CO2 result in increased formation rate of Fe2+ ions, offering a high
number of carbides precipitating on the steel’s surface. These are more susceptible to
decomposing reactions, but carbides also affect the scale growth mechanism [3].

4. At high pressure with lower CO2 supersaturation in the liquid phase than in the
supercritical phase, nucleation reactions are slow and stable crystal growth of siderite
dominates the kinetics. A stable and dense siderite layer is formed, giving low
corrosion rates in water-saturated supercritical CO2 as shown in Figures 2 and 3.

As a consequence, the base metal decays after elongated exposure and corrosive
reactions are accelerated in water-saturated supercritical CO2.

The impact of heat treatment on the corrosion behaviour of steels was shown
earlier [11,16,17,22,28,29,41,51]. The heat treatment shows a stronger influence on the corro-
sion behaviour at 100 bar than at ambient pressure [16]. Good corrosion resistance at 100 bar
in water-saturated supercritical CO2 (lowest surface corrosion rates: <0.001 mm/year) re-
garding surface corrosion in water-saturated supercritical CO2 and CO2-saturated saline
water was attributed to martensitic microstructure, when steels are hardened and then
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annealed at 600–670 ◦C. However, it was shown that the normalized ferritic-pearlitic
microstructure performs better in the CO2-saturated aquifer (ca. 0.004 mm/year) [16,41,51].
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Figure 3. Arrangement of corrosion rates of X35CrMo17 to X20Cr13, X46Cr13, 42CrMo4 and
X5CrNiCuNb16-4 with regard to atmosphere: the liquid, intermediate, vapor/supercritical phase at
ambient pressure (left) and 100 bar (right) after 8000 h of exposure to aquifer brine water at 60 ◦C.
Results were taken from [9,15–17,42] and combined.

X35CrMo17 is less resistant against local corrosion at high pressure (100 bar) in the
supercritical as well as the liquid phase [9,16,42] when compared to other possible injec-
tion pipe steel qualities (42CrMo4, X20Cr13, X46Cr13, X5CrNiCuNb16-4). X35CrMo17
is characterized by distinct pitting (pit per m2) with a generally higher number of pits
under supercritical CO2 conditions [9,16,42] (Note that after 8000 h of exposure at ambient
pressure, the number of pits per m2 increases tremendously, exceeding that obtained in the
liquid phase). Figure 4 shows initial pits in combination with the surface corrosion layer
precipitated in the vapour phase at ambient pressure and therefore clearly states that the
corrosion mechanism is initiated by the formation of the pits.
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Figure 4. Depicted surface cross-sections with heavy local corrosive attack after 8000 h of exposure at
60 ◦C and 1 bar of X35CrMo17.

In general, higher nickel and chromium contents in heat-treated steels rectify the corro-
sion resistance [16,22,27]. For X35CrMo17 and X5CrNiCuNb16-4, the increased chromium
content leads to passivation layers, producing lower surface corrosion rates but insufficient
reliability, according to enhanced local corrosion phenomena. Hence, the influence of the
heat treatment is less meaningful than the influence of chromium content and atmosphere.
Both steel qualities may be considered as injection pipe steels regarding surface corrosion
criteria but not regarding local corrosion.

3.2. Surface Morphology and Scale Precipitation

The three-phase boundary: water, steel, and supercritical CO2 lead to the precipitation
of thick corrosion layers in water-saturated CO2 at ambient pressure (Figure 5) and a
“leopard”-shaped corrosion layer (Figures 1, 5 and 6) typical for martensitic stainless
steels with 17% Chromium X5CrNiCuNb16-4 [16,51,53] and X35CrMo17 [16,41,42]. This
corrosion formation is present in supercritical water-saturated CO2 and in CO2-saturated
brine clearly after 2000 h of exposure at 60 ◦C and 100 bar. On average, the thickness
of the corrosion layer formed on X35CrMo17 is about 0.8 mm locally the magnitude of
the outer and inner corrosion layer exceeds the average by a factor of four [42]. Sample
surfaces reveal ellipsoidal regions. The centres of the ellipsoidal regions are light-coloured,
indicating corrosion layers revealing siderite FeCO3 and goethite alpha-FeOOH and also
main precipitation phases [16,41,51]. The darker outer regions are not corroded at eyesight
nor are they protected by a passivating layer.

Earlier phase analysis [9,42] for X35CrMo17 report various salts because alloying
elements and iron from the base material react with the brine to form oxides, hydroxides
and carbonates. The main phases of goethite α-FeOOH, mackinawite FeS and spinel phases
of various compositions, for example, magnetite Fe3O4 and chromite FeCr2O4, arrange
the complex multi-layer carbonate/oxide scale. Iron oxides are needle-shaped and halites
NaCl precipitate in cubic habitus. Due to overlying peaks, siderite FeCO3 could not be
identified via XRD but EDX-Scans of cross-sections definitely analysed siderite to be the
scale matrix phase [9,41]. Rhodocrosite MnCO3, chromium iron oxide Cr1.3Fe0.7O3 and
akaganeite Fe8O8(OH)8Cl1.34 are minor phases.

“Ellipsoids” (Figures 1, 5 and 6) show increased oxygen content compared to the
surrounding surface (Figure 7, measuring position two). This refers to the fast growth of
siderite, FeCO3. The oxygen content diminishes as a function of increasing distance from
the centre of the ellipsoids. Therefore, only a thin passivating layer (possibly consisting
of chromium iron oxide (Cr2O3 and (Fex(Cr1−x))3O4)) remains between the homogeneous
ellipsoids.
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Figure 5. Surface images of X35CrMo17 after 1000 to 8000 h of exposure to CO2–saturated aquifer
water at 60 ◦C and 100 bar.

Figure 6. Corroded surfaces of X35CrMo17 after 8000 h of exposure to water-saturated supercritical
CO2 at 60 ◦C and 100 bar.
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Figure 7. Scanning electron microscopy micrographs and elements distributed within the ellipsoids
formed on the corroded surface of X5CrNiCuNb16-4 after hardening and tempering at 670 ◦C before
being exposed for 8000 h at 60 ◦C and 100 bar to water-saturated supercritical CO2.
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In general, in contact with corrosive solutions (e.g., CO2-saturated saline aquifer water)
a passive film is formed on the surface of high-alloyed high chromium stainless steels. This
acts as a reaction ion barrier between the metal surface and the aggressive environment.
The passivating layer, mainly composed of chromium oxide Cr2O3, prevents the mutual
diffusion of Fe from the base metal and O2, C, S and other impurities from the CO2-
saturated brine. It therefore protects the metal from further dissolution and degradation.
In a CCS environment a Cr2O3 passivating layer also precipitates on high chromium
steels. However, this may either be destroyed locally after precipitation or precipitate
discontinuously, probably because of inhomogeneous carbide distribution or local changes
in pH due to the formation of carbonic acid in CO2-saturated water or in water-saturated
CO2. In water-saturated CO2 with pH 5.2–5.6, no stable chromium oxide film is formed
(Figure 6) and local corrosion processes begin shortly after exposure. As a consequence,
the leopard-shaped corrosion layer grows and reaches an equilibrium ellipsoid pattern
with sufficient corrosion products (Figure 7, middle, indicated as measuring area (1) while
the surrounding metal surface is still covered with the passivating layer (Figure 7, right,
indicated as measuring area (2). (The oxygen and carbon content are too low for EDX
analysis because the layer is less than 1-micrometer-thick.)

3.3. Corrosion Initiation in Water Saturated Supercritical CO2 (SCC)

Because the “leopard” shape phenomenon is clearly visible at 100 bar (at ambient
pressure, the corrosion rate is high due to surplus oxygen in the experimental system and
the leopard structure is soon overgrown) and in water-saturated CO2, the focus of this work
is to describe the corrosion precipitation within this atmosphere.

Note, it may be assumed that the atmosphere (water-saturated supercritical CO2 or
CO2-saturated brine) does not influence the corrosion mechanism because the leopard
structure is present in both. Additionally, the corrosion phenomenon is assumedly inde-
pendent of the microstructure of the steel because the “leopard” shape is found on coupons
with ferrite-perlite microstructure as well as on coupons with martensitic or tempered
martensitic microstructure (Figure 8). Mo and Ni do not seem to influence the corrosion
mechanism either, because both steels show the same corrosion pattern, but one contains
Ni and the other Mo. Because the steels’ surface mainly being covered by a passivating
chromium oxide Cr2O3 layer, it is most likely that the high chromium content of 16% and
17%, respectively, are the driving force for this particular corrosion phenomenon. Earlier
studies presenting results of steels with lower chromium content (42CrMo4 (1% Cr) or
X46Cr13 and X20Cr13 (each 13% Cr) [16] show pitting and discontinuous but layered
corrosion precipitates.

Figure 8. Sample surfaces (micro) of X5CrNiCuNb16-4 after 8000 h of exposure to water-saturated
supercritical CO2 at 60 ◦C and 100 bar.

The authors previously outlined the initiation of the typical “leopard” surface struc-
ture [41,51] and now present the most possible scenarios for corrosion in water-saturated
supercritical CO2:
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(a) The passivating layer is locally destroyed, possibly due to locally very low pH as a
consequence of the formation of carbonic acid in water-saturated supercritical CO2
leading to anodic dissolution.

(b) The carbide distribution within the steels’ microstructure is not homogeneous. Car-
bides located at the metal surface corrode locally because carbides are more susceptible
to anodic dissolution [20]. Consequently, ellipsoids grow from the initial carbide disso-
lution leaving a newly exposed metal surface that is highly susceptible to the corrosive
environment.

(c) Carbonic acid H2CO3 (as a reaction product from water and CO2) is not soluted
equally along the entire sample surfaces. Hence, a thin passivating layer is formed in
the initial corrosion stage that then starts growing locally. Once a sufficient thickness
of these corrosion islands is achieved, it detaches laterally, causing corrosion reactions.

(d) In general, raising the temperature accelerates the water solubility in supercritical CO2.
Choi et al. reported that the solubility of water in CO2 decreases in the region 0 bar—
50 bar and then slightly raises again [62]. Because the temperature was kept constant
(60 ◦C) and the pressure was at a constant 100 bar, both, neither the temperature nor
pressure influence the solubility of water in supercritical CO2 over time. Furthermore,
in this particular CCS environment, the solubility decreases overall. Consequently, at
100 bar and 60 ◦C, the metal surface that precipitated a passivating layer consisting of
Cr2O3 and (Fex(Cr1−x))3O4 is wetted by very thin and small water droplets. Distinct
“leopard”-shaped corrosion layers form associated with initial droplets condensed on
the surface. The residual water droplets can be seen in Figure 8, with bigger droplets
in the middle and the small former droplets now being the “leopard” ellipsoids. At the
metal–water–supercritical CO2 phase boundary, the surface is locally depassivated,
whereas the remaining surface is covered by thin passivating corrosion layers. This
formation model will be described in detail below.

Note that even this unusual corrosion behaviour gives very low surface corrosion rates
(<0.01 mm/year) for both steels. Therefore, ellipsoids and surrounding surfaces passivate
the steel surfaces and prevent the metal from early degradation. Pitting is not taken into
account here; the centres of the bigger droplets reveal pits (Figure 8), indicating that the
passivating nature of the ellipsoids is highly dependent on their size.

3.4. Formation Mechanism in Water Saturated Supercritical CO2 (SCC)

Contrary to our findings in Figures 2 and 3, Hassani et al. [63] found higher corro-
sion rates in supercritical CO2 (in this study, this only accounts for pit corrosion [42]).
They stated that the corrosion mechanisms in supercritical CO2 as well as gaseous CO2
are the same deriving from polarization curves [63]. Wei et al. [64] also state that the
corrosion mechanisms at high pressure (supercritical CO2 in liquid phase) are similar to
those obtained at ambient pressure with low CO2 partial pressure (liquid phase). This
is contradicted by Liu et al. [65] who explain the difference of corrosion mechanism in
water-saturated CO2 and CO2-saturated water by the distance of water chemistry.

A higher corrosion rate is mainly explained through increasing CO2 partial
pressure [9,15–17,32,34,41,49,51,52,58,59], resulting in a more acidic and reactive environ-
ment and more initially formed carbonic acid H2CO3, dissociating to H3O+ and HCO3

−
according to Equation (5). However, here the unusual corrosion pattern may contribute to
the low corrosion rates in supercritical CO2 saturated with aquifer water according to a
geothermal CCS site.

The high chromium steel is passivated by Cr2O3 and (Fex(Cr1−x))3O4 before being in
contact with the CCS environment (Equation (2)).

4Cr + 3O2 → 2 Cr2O3 (2)

Long exposure hours lead to high surface corrosion rates in the supercritical phase
after 1000 h of exposure because the passivating layer decays exposing the newly formed
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metal surface to an electrolyte with high CO2 partial pressure. As a consequence, after long
exposure times, the base metal microstructure decomposes and internal corrosion processes
accelerate in water-saturated supercritical CO2.

Once the supercritical CO2 (SCC) is saturated with water, droplets are formed on the
metal surface due to the low solubility of water in SCC [62], even decreasing with time in
this particular CCS environment, as described above. Here, carbonic acid H2CO3 is formed
quickly, according to Equations (3) and (4):

H2O → H+ + OH− (3)

CO2 (SCC) + H2O (l) → H2CO3 (4)

The cathodic reaction in the CO2 corrosion process is driven by the formation of
HCO3, depending on the exchange of ionic species described in Equation (5), and by the
CO2 partial pressure in the encircling medium, leading to an increasing H2CO3 concentra-
tion [10,26]. The cathodic reactions consist of the reduction of H2CO3, HCO3

−
(aq) and H+

(Equations (4–6)).
Cathodic reactions:

H2CO3 + e− → H+ + HCO3
−

(aq) (5)

H2CO3 + H2O → H3O+ + HCO3
− (6)

2 HCO3
−

(aq) + 2 e− → 2 CO3
2− + H2 (7)

2 H+ + 2 e− → H2 (8)

According to Nesic et al. [3], the corrosion rate increases as the partial pressure of CO2
increases for scale-free CO2 corrosion processes. The environment becomes more acidic and
reactive as a result of higher partial pressure of the CO2 in the water-saturated supercritical
CO2 phase. It is well accepted that the concentration of carbonic acid H2CO3 increases
with increasing CO2 partial pressure that accelerate the cathodic reactions, consequently
resulting in higher corrosion rates.

In the CO2 corrosion process, the anodic reaction comprises of the dissolution of Fe
(Equation (8) in the case of local depassivation or destruction of the C2O3 or Fex(Cr1−x))3O4
layer. After the CO2 is dissipated to establish a corrosive environment (carbonic acid
H2CO3), iron from the base metal is dissolved in the acidic water droplet. Because the
solubility of FeCO3 in water is low (pKsp = 10.54 at 25 ◦C) [26,43] a siderite FeCO3 corrosion
layer expands on the alloy surface in the wake of the anodic iron dissolution [13,16,19–21],
according to Equations (10)–(12) (Figure 9).

Figure 9. Schematic cross-section illustration of the corrosion procedure to form the leopard structured
corrosion scale consisting of siderite FeCO3 on 16–17% Cr high alloyed stainless steels X35CrMo17
and X5CrNi CuNb16-4. Reprintetd with permission from [16]. 2021 MDPI, A. Pfennig.

Anodic reactions:
Fe → Fe2+ + 2e− (9)
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Fe2+ + CO3
2− → FeCO3 (10)

Fe2+ + 2 HCO3
− → Fe(HCO3)2 (11)

Fe(HCO3)2 → FeCO3 + CO2 + H2O (12)

These reactions were discussed in detail by various authors [6,9]. CO2 corrosion is
mainly driven by the generation of carbonic acid and the existence of HCO3 [17]. According
to Han et al. [66] and Wei et al. [64], the corrosion takes place in a two-step reaction where
an amorphous phase explains differences in the porous structure of the inner and outer
layer of the corrosion layer. In the first stage, the steel is introduced to the corrosive
environment, the water-saturated supercritical CO2 (SCC). As soon as the solubility limit of
water in SCC is exceeded, water droplets form on the steels’ surface and the carbon dioxide
forms carbonic acid H2CO3 within the droplets. An initial reaction step may be ascribed
to the formation of Fe[II] compounds Fe(OH)2 (Equation (13)), an amorphous metastable
transient ferrous hydroxide passivating film [6,26], when Fe(OH)2 exceeds its solubility
limit. At the same time, the local pH near the hydroxide film increases locally (Figures 10
and 11).

Fe + 2H2O → [Fe(OH)2] amorph + 2H+ + 2e− (13)

Figure 10. Schematic cross-section illustration of the first step of the corrosion procedure to form the
leopard structured corrosion scale consisting of siderite FeCO3 on 16–17% Cr high alloyed stainless
steels X35CrMo17 and X5CrNi CuNb16-4.

Wei et al. [64] found that independent of the pressure, the CO3
2− concentration was

similar at high pressure and ambient pressure, but the pH in the liquid phases was much
higher at high pressure. This also accounts for the initial water droplets forming on the
steels’ surface in supercritical water-saturated CO2 and may be the result of the formation
of the transient Fe(OH)2 layer from the water droplet and not from SCC. Soon after the
ferrous hydroxide is formed, the surrounding pH decreases again at high pressure, when it
is exposed to fresh water-saturated SCC containing carbonic acid from the growing droplet.
With pH being as low as 4.5, the solubility of siderite FeCO3 increases, supersaturating
the water droplets with CO3

2−, H3O+ and HCO3
− ions during the corrosion initiation

period. As a consequence of the enhanced solubility of FeCO3, the formation of a stable
solid carbonate layer is impeded.

 

Figure 11. Schematic cross-section illustration of the second step of the corrosion procedure to form
the leopard structured corrosion scale consisting of siderite FeCO3 and goethite FeOOH on 16–17%
Cr high alloyed stainless steels X35CrMo17 and X5CrNi CuNb16-4.
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Additionally, because crystal growth is the dominating reaction at low supersaturation—
nucleation dominates at high supersaturation [64]—crystal growth of siderite FeCO3 is
also prevented, leaving a transient nanocrystalline or amorphous hydroxide scale [6,17,26]
on the steels’ surface, according to Equation (13). In this initiation period, no continuous
scale is formed in the CO2-saturated droplet leading to the first decomposing reactions
on the steel’s surface. The formation of the amorphous or nanocrystalline scale prior to
siderite precipitation reduces the corrosion rate and consequently, the concentration of
iron ions Fe+. Furthermore, it blocks the mutual diffusion of ionic species Fe+, CO3

2− and
O2− at the metal/amorphous phase boundary. Here the accumulation of Fe+ species at
the base metal–hydroxide interface favours reactions, according to a second reaction step
(Equation (14)).

At the same time, the increased formation rate of Fe2+ ions (Equation (9) enhances car-
bide precipitation close to the hydroxide/metal boundary at the metals’ surface
(Figure 10). Carbides are not only more susceptible to decomposing reactions they also af-
fect the scale growth mechanism [64]. Growth of the carbonate layer will proceed internally
and externally depending on the various carbon and oxygen partial pressures.

The following step refers to goethite FeOOH and siderite FeCO3 formation when
carbon dioxide CO2 and water consequently form when carbonic acid H2CO3 is present
(Figure 11). FeCO3 and goethite α-FeOOH not only result from a rather low pH in CO2-
containing and its low solubility [26]; it may also form as a result from further reactions of
the transient ferrous hydroxide phase.

[Fe(OH)2] (aq) + H2O → α-FeOOHtrans + 3H+ + 3e− (14)

[Fe(OH)2] (aq) + [H2CO3] (aq) → FeCO3 + 2H2O (15)

The more acidic environment then leads to the complete formation of a discontinuous
ferrous carbonate film in the area of former droplets, according to Equations (14) and
(15). This is visible as centres of the ellipsoids after exposure to CCS environment. At
high pressure with low CO2 supersaturation, as found in the CO2-saturated droplet phase,
reactions kinetics are much slower than in SCC. Therefore, nucleation reactions are slow
and stable crystal growth of siderite is then the dominating reaction mechanism. A stable
and dense siderite layer is formed within the area of the droplets. The now passivating
ellipsoids are surrounded by the passivating C2O3 layer giving low corrosion rates as stated
in Figure 3.

When metastable hydroxides form before siderite precipitates the local arrangement of
the phases at equilibration is changed [6]. The hydroxide/brine interface absorbs carbonate
ions which react with oxygen vacancies and develop cation/oxygen vacancy pairs of the
Mott–Schottky-type. At the same time, oxygen vacancies at the hydroxide/brine interface
react in reverse with additional carbonate ions to form additional cation vacancies. The
excess vacancies move and attach to the hydroxide/siderite interface, where they condense.
As a negative result, the siderite detaches from the transient hydroxide film-enabling
surface degradation and particularly pitting. However, after a long exposure time (8000 h),
mechanical failure is assumed as well because of the different surface morphologies and
because the thermal expansion coefficients most likely do not match. If a critical thickness
is exceeded, the corrosion layer consequently detaches in a lateral direction [6,16,41].

3.5. Degradation of Carbonate and Hydroxide Layer

As mentioned before, the typical “leopard”-shaped corrosion layer forms, which
indicates the initial small droplets on the metal surface. These grow in diameter with
increasing exposure time. Here the surface is depassivated locally; first ferrous hydroxide
was formed, then siderite FeCO3 nucleated to build a passivating layer. Both reactions
driven from HCO3

− and CO3
2− as well as a reaction via the amorphous/nanocrystalline

transient Fe(OH)2 take place. The resulting siderite is visible as darker ellipsoids in a
grey-coloured metal surface (Figures 1 and 6–8). The remaining surface is covered by
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a thin passivating corrosion Cr2O3 layer. As a function of exposure time, new droplets
condense on the metal surface, causing the pH to decrease (note, the precipitation of ferrous
hydroxide causes an increase of pH, leading to a stable transient hydroxide layer). These
droplets consolidate building a three-phase boundary (water, metal, SCC supercritical
CO2) at the outer area. The centres of the bigger droplets reveal pits, indicating that the
passivating nature of the ellipsoids is highly dependent on their size. Once a critical size is
exceeded, pitting is initiated (explaining the rather high number of pits precipitated on both
steel qualities [41,42,51]). Degradation of the base material is initiated at the three-phase
boundary because the thin passivating siderite FeCO3 layer is destroyed locally (Figure 12).
At the same time, the base metal is decomposed within the diameter of the condensed
water droplets, whereas the outer regions remain covered by the Cr2O3 layer. Small pits
surrounding the former droplet precipitate at the multiphase boundary as well as in the
droplets’ interior enhancing the corrosion processes (Figure 12). The flowing corrosive
media removes the remaining film, causing the pit to grow wider and eventually cover
larger parts of the surface. Because it takes much more time for pits to consolidate and
grow wider than new droplets to form, water diffuses back into the supercritical CO2.
The consolidated droplets decrease inwards in size and reduce in total area (in which the
siderite FeCO3 is decomposed), leaving sulphates (FeSO4) in the outer areas, whereas
the centre shows goethite α-FeOOH as well as hematite Fe2O3 [16,51,52] as a result from
oxidation reaction after the test periods.

Figure 12. Schematic illustration of the degradation of the passivating siderite corrosion layer formed
on 16–17% Cr high alloyed stainless steels X35CrMo17 and X5CrNi CuNb16-4.

4. Conclusions

The formation mechanism for elliptical corrosion layers on X35CrMo17 and X5CrNiCuNb16-
4 exposed to a laboratory CCS atmosphere similar to the Northern German Basin was
outlined and the assumed reaction mechanism was described. The corrosion scale is char-
acterized by a “leopard”-shaped corrosion scale. Therefore, coupons of the steel quality
X35CrMo17 and X5CrNiCuNb16-4 suitable as injection pipe with 17% and 16% Chromium
were exposed up to approximately one year (8000 h) to supercritical CO2 and saline aquifer
water at 100 bar and 60 ◦C in laboratory experiments.

Both steel qualities passivate leading to the low surface corrosion rates on both steels
(<0.012 mm/year). Due to excess oxygen in the open test circuit at ambient pressure,
corrosion rates at ambient pressure exceed those measured after exposure at 100 bar by a
factor of 50. In general, higher pressure induces pitting (pit per m2). However, especially at
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100 bar, the corrosion kinetics of X35CrMo17 are slower (max. 0.007 mm/year) compared
to steel qualities 42CrMo4, X20Cr13, X46Cr13 and X5CrNiCuNb16-4 independent of the
environment (water-saturated supercritical CO2 or CO2-saturated saline aquifer water).
If the passivating FeOOH, α-FeCO3 layer degrades severely, pitting corrosion is initiated,
which results in ongoing local degradation of the base metal in a CCS environment.

At high pressure, a non-uniform corrosion layer (“leopard” shape) reveals products
from carbonate corrosion on the surface comprising of α-FeCO3 and FeOOH and more
possibly Cr2(CO3)3 and CrOOH due to the high chromium content. Inside the typical
ellipsoids, Fe2O3 and Cr2O3 precipitate due to altering water solubility in supercritical CO2
at high pressure and the dominating reaction mechanism changes from nucleation to crystal
growth. It is assumed that in this particular CCS environment, the solubility of water in
supercritical CO2 decreases overall. Consequently, at 100 bar and 60 ◦C, the metal surface
originally covered by a passivating layer consisting of Cr2O3 and (Fex(Cr1−x))3O4 is wetted
by very thin and small water droplets. The peculiar “leopard”-shaped corrosion layer
is associated with these initial droplets on the surface. At the metal–water-supercritical
CO2 phase boundary, the surface is locally depassivated, whereas the remaining surface is
covered by thin passivating corrosion layers. As a function of exposure time, regions of
earlier droplets consolidate with former outer areas corroding the most at the three-phase
boundary: metal–water–SCC. Small pits precipitate enhancing the corrosion processes.
Because it takes more time for pits to consolidate than new droplets to form, the reverse
process starts with water diffusing back into the supercritical CO2, where it reduces the
region of consolidated droplets from the outer area towards the centre. Consequently,
sulphates (FeSO4) remain in the outer areas whereas the centres show hematite Fe2O3 and
goethite α-FeOOH.

Local corrosion is especially crucial in the decision process for suitable steels in CCS
application. Steels are inoperable in pressure vessel applications if the surface corrosion rate
exceeds 0.1 mm/year. Because X35CrMo17 and also X5CrNiCuNb16-4 stay way below this
margin at high pressure, it may be considered safe in terms of surface corrosion. However,
pitting corrosion—as an almost unpredictable statistical phenomenon—is not admitted in
order to fulfil the regulations of DIN 6601 due to a rather high risk of notch effects on the
surface. Notches may be the cause of fractures and the following failure of the component.
Therefore, predicting the lifetime of steels susceptible to pit corrosion in CCS environment
is not possible according to this study.

This paper comprises and compares data of previously published work: [9,15,17,32,34,
41,42,49–53,58–60].
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Abstract: This study elucidates the effects of the particle size, carbonation time, curing time and
pressure on the efficiency of carbon storage in Portland cement mortar. Using pressure chamber
experiments, our findings show how carbonation efficiency increases with a decrease in the particle
size. Approximately 6.4% and 8.2% (w/w) carbonations were achieved in the coarse-sand and
fine-sand based mortar samples, respectively. For the hydration/curing time of 7 h, up to 12%
carbonation was achieved. This reduced to 8.2% at 40 h curing period. On the pressure effect, for
comparable curing conditions, 2 bar at 7 h carbonation time gives 1.4% yield, and 8.2% at 5 bar.
Furthermore, analysing the effect of the carbonation time, under comparable conditions, shows that
4 h of carbonation time gives up to 8.2% yield while 64 h of carbonation gives up to 18.5%. It can be
reliably inferred that, under similar conditions, carbonation efficiency increases with lower-sized
particles or higher-surface areas, increases with carbonation time and higher pressure but decreases
with hydration/curing time. Microstructural analyses with X-ray diffraction (XRD) and scanning
electron microscopy (SEM) further show the visual disappearance of calcium-silicate-hydrate (C-S-H)
together with the inhibition of ettringite formation by the presence of CO2 and CaCO3 formation
during carbonation.

Keywords: concrete; carbonation; hydration; particle; curing; size

1. Introduction

Global warming arising from climate change is a real global concern. The greenhouse
gases, e.g., CO2 and other gases like methane, have been identified as the worst culprits
of this menace [1–3]. Several efforts have been made to mitigate global warming through
the reduction of greenhouse gas emissions. Such efforts centre around carbon capture
and storage (CCS) in deep geological aquifers, depleted oil reservoirs, ocean beds and
abandoned coal seams [4–8]. Recent evidence reveals that the carbonation of Portland
cement concrete is a more promising approach to carbon storage than the geological
carbon storage approach. Cement can serve as carbon sink from the reactions of CO2
with the hydrates of tri- and di-calcium silicates (C3S, C2S), which are generally present in
cement (during hydration process), as well as the reaction of CO2 with Ca(OH)2, which
is a by-product of cement hydration [9–11]. The process of carbonation in cement and/or
concrete often takes place in various stages. However, the dominant reaction in fresh
cement carbonations is as expressed in Equation (1) while Equations (2) and (3) show the
early-stage carbonation of hydrated concrete [9].

2(3CaO.SiO2) + 3CO2 + 3H2O → 3CaO.2SiO2.3H2O + 3CaCO3 (1)
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Ca(OH)2 + CO2 → CaCO3 + H2O (2)

3CaO.2SiO2.3H2O + 3CO2 → 3CaCO3 + 2SiO2 + 3H2O (3)

Further, the presence of AFm phases in cement offers additional routes to carbonate
formation with myriads of other products. AFm are a family of hydrated calcium alumi-
nates based on the hydrocalumite-like structure [12], Ca4 Al2(OH)2.SO4.6H20 [13]. Yaseen
et al. [13] express the decomposition of AFm phases during carbonation with graphene
oxide (GO) as follows:

nCaO.Al2O3.nCaSO4.mH2O + nGO + nH2O

→ nCaCO3(s) + n(CaSO4.2H2O) + Al2O3.mH2O + (n − m)H2O
(4)

Equation (4) shows that, in addition to carbonates from calcium hydroxide (CH)
and calcium-silicate-hydrate (C-S-H) phases, the carbonation of AFm phases generates
more carbonates and produces gypsum and alumina gel. This increased productivity of
carbonates contributes substantially to CaCO3 polymorph formation, and it is frequently
mentioned that the formed CaCO3 amount far exceeded that which could be obtained from
the entire CH dissolution [14,15].

The manufacturing of cement follows a process whereby CO2 emissions are gen-
erated into the atmosphere. Besides the emissions from fuel combustion in the cement
manufacturing process, the chemistry of the reactions is responsible for almost two-thirds
(64%) of the CO2 emissions emanating from the Portland cement industry [16,17]. Even-
tually, the cement is used in the making of concrete for building houses, bridges, road
constructions, etc. However, these structures made with cement can reabsorb some of those
emissions over time, reversing a portion of the calcination reaction in a process referred to
as carbonation [18].

Among the factors expatiated in the literature, the quantity of carbonation in con-
crete is strongly connected to the available microstructural space in the matrix of the
concrete. Galan et al. [19] state that available pore space decreases as the carbonation
process continues over time, owing to the formation of calcium carbonate, which contains
larger molecules than calcium hydroxide, thus decreasing the available pore space with
time. Additionally, if the humidity is too high, the porous system can be blocked off by
condensed water, so the carbonation could be obstructed [20]. Zhang [21] reports that
the fastest carbonization rate will be reached in the relative humidity of 50–70%, while
carbonization will stop when the relative humidity reaches 100% (or in water) or when
it is less than 25% (or in the dry environment). Wang et al. [22] also acknowledge the
importance of moisture in efficient carbonation. Thus, an effective management of concrete
humidity and microstructural space will enhance the carbonization of concrete.

Apart from humidity, the pore size of the concrete can also be affected by the precip-
itation of the carbonation reaction products owing to the fact that calcium carbonate is
formed, which is a larger molecule than calcium hydroxide, thereby reducing the available
pore microstructure, making it difficult for the diffusion of carbon dioxide into the sample
core as time progresses [19]. This behaviour makes carbonization a surface-based reaction
that discontinues after a layer of calcium carbonate has covered the concrete, while calcium
hydroxide lies underneath [21]. Therefore, the task of improving carbonation efficiency
in concrete involves exposing the available calcium hydroxide as well as the hydrates of
tri- and di-calcium silicates (C3S, C2S) for further reaction with incoming CO2. This can
be achieved in various ways, including the flow mixing of the concrete with CO2 before
the concrete is set. In a semi-batch system, this involves turning the concrete continuously
while CO2 is being poured in. Increasing the surface area of the cement aggregate phase
is another viable means. Since the reactions take place at the exposed surface, the use
of particles with larger surface areas can bring about an improvement in carbonation
efficiency.

Furthermore, concrete being exposed to a higher CO2 concentration in the environ-
ment might accelerate the carbonation process [23]. Besides cement variety, the water–
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cement ratio and the relative humidity, an important external factor that can limit car-
bonization is the concentration of CO2 [21]. Haselbach and Thomas [21] investigated the
carbonation of decades-old concrete sidewalk samples. They found the carbonation level
decreasing with increasing thickness from the surface of the sample. Up to 80% carbonation
was calculated for surface samples. The effects of curing and the time of carbonation were
demonstrated on carbonation efficiency by [24], with up to 24% carbonation found for an
initial curing time of 18 h, but 8.5% efficiency observed in the absence of initial curing. The
authors reported up to 35% efficiency for 4-day carbonation time, when using slag in the
concrete. For 2 h of carbonation after 1 h of cooling, [9] recorded only 15% efficiency in
hollow-core concrete slab.

Furthermore, the carbonation process improves the mechanical properties of con-
crete [25,26]. This indicates that mankind will benefit immensely from the practice of
concrete carbonation. The quality of calcium carbonate generated by the carbonation
process and the developed mechanical strength are both affected by the internal water
content [27].

On the strength of the above reports, it can be argued that the simultaneous influences
of particle sizes and operating pressures have not been involved in the earlier investigations.
The particle sizes, distribution and arrangement will definitely influence the effective
microstructural spaces in concrete. This will further determine the pore-scale diffusivity
of the CO2, in order to improve the carbonation yield. This work presents a scientific
effort to distinguish the effects of various particles sizes on carbonation efficiency under
various operating parameters of pressure, carbonation time, the hydration stage and so
on. Gravimetric and pyrolysis analyses were used to determine carbonation levels, while
the microstructures of the carbonated and uncarbonated concrete samples were examined
with the X-ray diffraction (XRD) instrument.

2. Materials and Methods

2.1. Sample Preparation

A pressure chamber made of stainless steel was used for the experiment. This has
been previously described in [28]. The gas was 99.9% pure CO2 (BOC Gases, Leicester, UK)
and the mortar was prepared from Portland cement (Lafarge Nigeria Limited, CEM 11/B-L
32.5N, Ewekoro, Ogun State, Nigeria) with silica aggregates of two different sizes (4.9 mm
and 0.9 mm mean particle diameters, respectively) together with tap water. The mortar
samples prepared with a 0.9 mm particle size are referred to as the fine-sand sample while
those prepared with a 4.9 mm particle size are referred to as the coarse-sand sample. The
silica aggregates were industry-sorted into the above sizes. Therefore, no further sieving
process was conducted in our laboratory.

The mix proportion recommended in Building Materials in Civil Engineering [21] was
used for the sample preparation, i.e., cement: sand, stone, water, at the ratio, 1:2.21:4.09:0.60.
The only modification made in this work to the mix proportion of [21] was that the sand
and stone ratios were merged for either fine sand or coarse sand. This modification was
necessary because this work uses either fine sand or coarse sand, but not both, in each
concrete sample. This is to enable the determination of the particle size/surface area effect
in the carbonation of concrete. The concrete samples were prepared in a mould of 1 cm
thickness and a 5 cm diameter. To ensure uniformity of weight in each sample, 40 g of
concrete mixture was weighed into the mould and then compacted uniformly using a
tamping rod for each sample made. In order to investigate the effect of particle sizes,
uniform size aggregates were used in each concrete sample, i.e., in every sample, either
coarse or fine sand was used, but not both. As a result, for each concrete sample, the
combined ratios of both aggregates were used as either fine or coarse sand, i.e., a 6.3 ratio
of aggregate (i.e., 2.21 + 4.09) was used in each sample. The cement content in concrete
was approximately 12.7%, and the water–cement ratio was 0.60. Both the coarse and fine
aggregates were mainly of a silicate origin.
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The concrete was prepared by pouring a well-mixed concrete mixture into the 1 cm
high and 5 cm diameter metallic mould. This was followed by light tamping with a rod
to ensure the compactness of the particles. In order to ensure the different samples had
similar weight characteristics, an equal amount (40 g) of concrete was weighed into the
mould every time. Figure 1 shows samples of the concrete and the sample holder for the
experiment.

Figure 1. (A) Mortar samples of a 5 cm diameter and 1 cm thickness. (B) Sample holder with the
mortar sample, ready for carbonation experiment [28].

2.2. Experimental Set-Up and Carbonation Quantification

The carbonation experiment was performed in a CO2 pressure chamber at the Chemi-
cal Engineering Laboratory of the Loughborough University, Loughborough, Leicestershire,
UK. The schematic representation of the experimental set-up is shown in Figure 2. It con-
sists of a sample holder (pressure chamber), which is a steel cell measuring 4 cm high and
10 cm in diameter. It has stainless steel end-pieces at the top and bottom. The top end-piece
of the sample holder was connected to the supercritical fluid pump (Model 260D, Isco
Teledyne, city, State abbreviation, USA) via a steel tube. The pump was also connected
to a pressurised CO2 cylinder. For the purpose of the pressure chamber experiment, the
bottom end-piece of the sample holder was plugged to prevent the outflow of gas. The
experimental rig was located in a heating cabinet with electric heaters to regulate the system
temperature. The instrument used for the temperature regulation was a PID temperature
controller (West Control Solutions, Brighton, UK).

A constant temperature of 25 ◦C was used in all experiments. The pump was filled
with CO2 gas at the beginning of the experiment and then set at constant pressure. Three
pressure regimes were used: 2, 5 and 20 bars, in order to determine the effect of pressure on
the carbonation efficiency. To begin the experiment, connecting valves between the pump
and chamber were opened to let gas into the chamber. The system equilibrated readily to
maintain pressure and temperature. The experiment continued for different durations, e.g.,
4 h, 12 h, 64 h, etc. This was done in order to investigate the influence of time duration on
the carbonation efficiency.

Similarly, the effect of the hydration stage or curing time was investigated by sub-
jecting the samples to carbonation after a different curing period or different hydration
stages, e.g., 12 h, 24 h, 100 h, etc. Curing is the process in which the concrete is preserved
in conditions that prevent the excessive loss of moisture to promote hydration reaction and
for the concrete to gain strength. In this work, the hydration time, for the experimental
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concrete samples, was taken to be the time between concrete preparation and the start of
the carbonation experiment for the selected samples.

Gravimetric analysis was primarily used to detect the extent of carbonation in the
concrete. The experimental concrete samples were weighed before the beginning of each ex-
periment. They were then carefully placed in the chamber to avoid crumbling or scratching,
which might reduce their weights. After the set duration of carbon injection in the pressure
chamber, the experiment was stopped, and the carbonated sample weighed again. The
differences in the weights of the samples were primarily taken as evidence of percentages
of carbonation. The quantification of carbonation was based on the mass of dry cement in
the concrete according to Equation (5) [9]:

CO2 Uptake (%) =
Mass after carbonation − Mass before carbonation

Mass of dry cement
× 100% (5)

The cement mass in concrete was determined by two means: (1) by determining
the cement percentage applied in the original mix proportion, and (2) by drying selected
samples of concrete at 105 ◦C for 24 h to drive off the water content and to determine
the cement and sand content. This was followed by scraping the cement on a sand
surface with a metal sponge in hot water with soap. After noting that most of the cement
was scraped off, the sand particles were dried again to determine the actual amount of
cement in the samples of concrete. This gravimetry method was later corroborated by the
pyrolysis technique, using a few samples. The pyrolysis procedure is described below.
This approach of determining the carbonation yield essentially relates to weight gain in
the gravimetry technique and weight loss in the pyrolysis procedure. Martín et al. [29]
relate the measurements of elemental carbon and thermo-gravimetrical weight loss to the
amount of captured CO2.

Figure 2. Experimental set-up for concrete carbonation [28].

Table 1 presents the summary of the experimental conditions for the different tests
performed in this study.
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Table 1. Summary of the experimental conditions of the different tests.

Exp.
No

Pressure
(Bar)

Temp
(◦C)

Curing
(h)

Carbonation
Duration (h)

Sand Type

1 5 25 40 4
Coarse

Fine

2 5 25 40 64
Coarse

Fine

3 5 25 104 6
Coarse

Fine

4 2 25
110 7 Fine

120 24 Fine

5 5 25
164 20 Fine

164 26 Coarse

6 20 25 200 6
Coarse

Fine

Fine

7 5 25 7 4 Fine

2.3. Pyrolysis Analysis

Pyrolysis analysis was conducted on carbonated and uncarbonated concrete samples
by ramping temperature between 550 ◦C and 1000 ◦C in a furnace (Carbolite, Eurotherma1,
Essex, UK). Before pyrolysis, the samples were first dried in an oven at 105 ◦C to a constant
weight. Following the assumption of Leber and Blakey [30], the weight loss between 550 ◦C
and 1000 ◦C was attributed to the decomposition of carbonates and was used as a direct
measure for the CO2 content with respect to the mass of cement [31,32]. Pyrolysis was only
conducted on selected samples of carbonated and uncarbonated concrete. To get the final
carbonation percentage, the average CO2 content in the reference/uncarbonated concrete
samples was subtracted from that in the carbonated concretes to obtain the CO2 uptake
only due to carbonation curing. The CO2 content in the reference samples might have
come from limestone used in cement or might have been from CO2 absorbed from the
atmosphere [19]. Leber and Blakey [30] estimate the carbonation degree in mortars and
concretes based on the assumption that all absorbed CO2 reacts with the limestone to form
calcium carbonate. A similar assumption was made in this work

2.4. Microstructural Analysis

X-ray diffraction (XRD) and scanning electron microscopy (SEM) were performed
on the carbonated and fresh (reference) concrete samples. The instrument used for the
XRD was D2-Phaser Bruker (BX00412, Bruker, Coventry, UK LTD) while that of the SEM
was FEGSEM (JSM-7100F, JEOL, Tokyo, Japan). In most cases, the concrete samples were
split into halves and one half was carbonated. The two halves were then examined
microstructurally for evidence of carbonation.

For the XRD analysis, a powdery layer of cement was extracted from selected samples
of the concrete by lightly crushing the sample in a laboratory mortar by pestle. The crushed
particles were then sieved in a 80 μm sieve. Wide-angle XRD patterns were obtained using
a Bruker D2 Phaser diffractometer fitted with a one-dimensional LynxEye detector. A
copper X-ray source (Kα = 1.54184 Å) maintained at 30 kV and 10 mA was used, with the
Kβ radiation suppressed by a 0.5 mm thick nickel filter. Patterns were recorded over a
2θ range of 10–90◦ with a step size of 0.02◦ and an equivalent step time of 49.2 s. Sample
rotation was set at 15 rpm. Bruker’s proprietary Eva 2.0 software (version 5.2) was used to
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obtain the spectra. The phase identification database used in this work involved the use of
the International Centre for Diffraction Data (ICDD) PDF-2.

3. Results

The results of various investigations described above are reported in this section.
The results presented here are that of the CO2 involved in the carbonation process, since
the average CO2 of the reference (uncarbonated) mortar (1.28%) has been subtracted
from the results presented in the following discussion. The average CO2 of 1.28% in the
uncarbonated concrete was detected in the pyrolysis analysis. Additionally, the issue of
water loss during carbonation, expounded in the work of [9], does not hold here since
the carbonation was done in a sealed pressure chamber where gas and moisture did not
leave the chamber until the end of the experiment, unlike in [9], where a flow-through
process was used and the injected gas, together with the entrained moisture, escaped out of
the chamber during the experiment. The CO2 quantity found in reference (uncarbonated)
samples might have come from the manufacturing process of cement.

We present the results of the experiments in this section, while a more detailed
discussion of the results is presented in the next section (Section 4, discussion).

Gravimetric/Pyrolytic Analysis

Figure 3 shows the comparisons between the analyses conducted on similar samples
using gravimetric and pyrolysis methods.

Figure 3. Comparisons of carbonation yields obtained from gravimetric and pyrolytic analysis (5 bar
pressure, 104 h curing time and 6 h carbonation time).

Figure 4 shows the carbonation yield at 5 bar pressure, 4 h carbonation time and 40 h
curing time, while Figure 5 shows the carbonation yield at 5 bar pressure, 64 h carbonation
time and 40 h curing time. Figure 6 shows the carbonation yield at 5 bar pressure, 6 h
carbonation time for 104 h curing time, while Figure 7 shows the carbonation yield at 2 bar
pressure, 7 and 24 h carbonation times for 110 and 120 h curing times.
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Figure 4. Carbonation yield at 5 bar pressure, 4 h carbonation time and 40 h curing time.

Figure 5. Carbonation yield at 5 bar pressure, 64 h carbonation time and 40 h curing time.

Figure 6. Carbonation yield at 5 bar pressure, 6 h carbonation time and 104 h curing time.
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Figure 7. Carbonation yield at 2 bar pressure, 7 and 24 h carbonation times, 110 and 120 h curing
times.

Figure 8 shows the carbonation yields in fine sand mortar at different pressures,
namely, 5 bar (104 h curing, 6 h carbonation), and 2 bar (110 h curing, 7 h carbona-
tion). Figure 9 shows the carbonation yield at 5 bar, carbonation/curing times for coarse
(26/164 mesh) and fine sand (20/164 mesh) based mortar.

Figure 8. Carbonation yields in fine sand mortar at different pressures: 5 bar (104 h curing time, 6 h
carbonation time) and 2 bar (110 h curing time, 7 h carbonation time).
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Figure 9. Carbonation yield at 5 bar, carbonation/curing times for coarse (26/164 mesh) and fine
(20/164 mesh) sand mortar.

Figure 10 shows the carbonation yield at 20 bar, 6 h carbonation time, 200 h curing
time, while Figure 11 shows the influence of curing time on carbonation yield.

Figure 10. Carbonation yield at 20 bar, 6 h carbonation time, 200 h curing time.

Figure 11. Influence of curing time on carbonation yield.

Figure 12 is the XRD analysis showing the tricalcium silicate (C3S), Ca(OH)2 and
CaCO3 patterns in the carbonated and uncarbonated mortar samples. Carbonation took
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place at 2 bar for 24 h following 120 h of curing. On the other hand, Figure 13 is the XRD
analysis showing tricalcium silicate (C3S), Ca(OH)2 and CaCO3 patterns in carbonated and
uncarbonated mortar samples. In this case, carbonation took place at 5 bar for 24 h. In
Figure 14 we show the XRD analysis of CaCO3 peaks in carbonated mortar samples. Here,
the sample 1 (red line) is 6.55% carbonated, while sample 2 (black line) is 1.94% carbonated.

 
Figure 12. XRD showing tricalcium silicate (C3S), Ca(OH)2 and CaCO3 patterns in the carbonated
and uncarbonated mortar samples. Carbonation took place at 2 bar for 24 h following 120 h of
curing [28].

 
Figure 13. XRD analysis showing tricalcium silicate (C3S), Ca(OH)2 and CaCO3 patterns in carbon-
ated and uncarbonated mortar samples. Carbonation took place at 5 bar for 24 h [28].
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Figure 14. XRD analysis showing CaCO3 peaks in carbonated mortar samples. Sample 1 (red line) is
6.55% carbonated, while sample 2 (black line) is 1.94% carbonated [28].

Figure 15 shows the SEM images of uncarbonated and carbonated samples. Carbona-
tion took place at 2 bar for 24 h following 120 h of curing. Figure 16 shows the SEM images
of uncarbonated and carbonated samples. Carbonation took place at 2 bar for 24 h.

Figure 15. SEM of (A) uncarbonated and (B) carbonated samples. Carbonation took place at 2 bar for
24 h following 120 h of curing.

Figure 16. SEM of (A) uncarbonated and (B) carbonated samples. (2 bar for 24 h).
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4. Discussion

The graphical representations of the results from the experiments were described
earlier. As a way of affirming the reliability and repeatability of the results, Figure 3 shows
the comparisons between the analyses conducted on similar samples using gravimetric and
pyrolysis methods. Under similar conditions, the results from the two analyses (gravimetric
and pyrolysis (Grav./Pyro.)) were comparable. The figure shows coarse-sand concrete with
6.19% carbonation by gravimetric analysis, while it shows 6.81% carbonation by pyrolysis.
In fine-sand concrete, the results show 8.27% carbonation by gravimetric analysis while it
shows 8.66% carbonation by pyrolysis. These are close results, and the trends show the
reliability of either of the methods.

As shown in Figure 4, following 4 h of carbonation at 5 bar and 25 ◦C as well as 40 h
of curing, approximately 6.4 and 8.2% carbonations were achieved in the coarse-sand and
fine-sand mortar samples, respectively. The results showed higher carbonation in fine-sand
mortar. Ordinarily, owing to its higher porosity, it is expected that the coarse-sand based
mortar will have more interstitial pore spaces to allow CO2 penetration and carbonation
reaction to take place. However, the results show that the higher surface area present in
fine-sand based concrete is a stronger factor to be considered.

Under similar conditions to that in Figure 4, but with 64 h of carbonation, the carbona-
tion of the mortar increased to 16.6% and 18.3% for coarse-sand and fine-sand based mortar
samples, respectively. This also gives higher carbonation in fine-sand based mortar than
the coarse-sand type, thereby confirming the influence of particle sizes on the carbonation
reactions in mortar. It further shows the influence of carbonation time on the reaction.
Thus, under suitable conditions, longer exposure of concrete to CO2 plume will improve
the carbonation reaction. The plot of these results is shown in Figure 5.

After 104 h of curing and 6 h of carbonation time, similar levels of carbonation were
observed as after 4 h of carbonation (Figure 4), while other conditions were similar. The
results show that carbonation efficiency is reduced as curing time increases. This is depicted
in Figure 6. In the figure, there are 6.2% and 8.3% carbonations in coarse-sand and fine-sand
based concrete samples, respectively, which, again, shows higher carbonation potential in
fine-sand mortar.

The results show that the carbonation time and particle sizes are stronger factors in
carbonation efficiency while the curing time has a reverse influence. However, the slightly
longer carbonation time (6 h) with the slightly lower carbonation yield and longer curing
time compared to Figure 4 implies that the carbonation potential reduces as the curing of
the mortar progresses. This means that as silicates are consumed during the hydration of
concrete, the carbonation potential reduces [9,32]. Early-age carbonation of the concrete has
been reported to improve the mechanical strength of concrete composite [25]. Thus, there
is a higher advantage in concrete carbonation at a shorter curing period. Further, since the
concrete samples used here are not rewetted with water after preparation, the result might
imply that as carbonation progresses, concrete loses water, which reduces its potential for
reaction with CO2 under dry conditions [21]. It should be noted that the works of [9] as
well as [24] employed rewetting of the mortar, which might have enhanced carbonation,
while [24] compensates for the water loss during initial curing and carbonation curing
with water spray, which was applied to restore the original water content. The early
carbonation approach was also employed by [9] by conducting the process after about
2 h of curing. This approach of compensating water loss is also expected to improve
carbonation efficiency by making use of the moderate moisture in the mortar. This practice
of compensating water loss or rewetting obviously explains the differences in the results of
the current work and earlier investigations by [24] as well as by [9]. Adding liquid water
into samples at appropriate time intervals could enhance carbonation reactions effectively,
with a maximum improvement of 34.1% previously recorded [22].

Figure 7 shows the results of experiments conducted at a lower pressure of 2 bar in
order to test the influence of pressure on the carbonation yield in the mortar. The results
show that the carbonation yield became lower than before, ostensibly owing to the lower
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pressure of the experiment. Similar to the earlier observations, the influence of carbonation
time is reflected in the results, with the yield at 24 h carbonation time (1.9%) obviously
higher than that at 7 h (1.4%). Figure 8 shows the effect of pressure on the carbonation
yields in fine sand samples under the similar conditions of the curing and carbonation
periods. The results show the clear positive influence of pressure on the carbonation
efficiency under similar conditions.

Figure 9 shows another interesting dimension to the previous discussions. In this
case, experiments were conducted at 5 bar but at a longer curing period of 164 h. These
experiments took place for longer carbonation times of 20 h and 26 h. Despite the higher
carbonation time, the yields here (6.5% for fine and 6.4% for coarse) are even lower than
those for fine-sand mortar at 4 h carbonation time (8.2% in Figure 4). These results defy the
influence of the carbonation time, as propounded earlier. However, the ostensible reason
for this can be traced to the longer curing time of 164 h. Owing to this lengthy period of
curing, much of the original silicates in the mortar have been consumed by the hydration
reaction and much moisture was lost as the hydration progressed. Thus, the hydration
stage accounts for the degree of carbonation in concrete. Furthermore, the influence of
particle size is evident in the results. The coarse-sand concrete had a lower carbonation
yield than fine-sand concrete. This was despite the longer number of hours involved for the
carbonation of coarse-sand concrete (26 h) compared to the time involved for the fine-sand
concrete (20 h). As stated earlier, a longer curing time often leads to reduced water content
in the sample, which hampers the efficiency of the carbonation process. Carbonization will
stop when the relative humidity reaches 100% (or in water) or is less than 25% (or in the
dry environment) [21].

Figure 10 shows the experimental results obtained at a higher pressure in concrete
using 20 bar gas pressure in the chamber. Approximately 4.0% carbonation was achieved
in the coarse-sand mortar, while the first and second fine-sand mortars had 4.4% and
4.6% carbonation yields, respectively. This again shows the influence of particle size in
the carbonation efficiency of concrete. However, compared to the earlier results (see, e.g.,
Figure 6), the expected influence of higher pressures is missing in this case (Figure 10). In
Figure 6, a more than 8% carbonation yield was obtained at 5 bar, 104 h curing time and
6 h carbonation time. The low carbonation yield in Figure 10 (e.g., 4.6%), was ostensibly as
a result of a higher curing period of 200 h, which reduces the carbonation efficiency. Thus,
it can be inferred that the curing or hydration stage has great influence on the carbonation
in the mortar. After days of hydration, the carbonation effectiveness reduces. The stage of
hydration at which this effectiveness starts to decline needs to be investigated in the future.
However, rewetting the mortar can reduce the effect of moisture loss on the carbonation
potential after a long period of curing. Furthermore, as shown in Figure 10, the results of
the repeat experiments for the two fine samples (4.4% and 4.6%) show the repeatability of
the results in these investigations. The expected influence of higher pressures can be seen
between the performances of the carbonation processes in Figures 6 and 7, under similar
curing conditions. In Figure 6, at a pressure of 5 bar, fine-sand concrete recorded 8.27%
carbonation at a 104 h curing period and 6 h of carbonation time, while in Figure 7, at a
pressure of 2 bar, fine-sand concrete recorded 1.4% carbonation at a 110 h curing period
and 7 h of carbonation time. This performance, despite the higher carbonation time in the
latter, shows the obvious influence of pressure (5 bar in the former and 2 bar in the latter).

The influence of the curing period on the carbonation yield is comparatively shown
in Figure 11, with yields depicted for 7 h of curing (5 bar, 4 h carbonation), 40 h of curing
(5 bar, 4 h carbonation) and 200 h of curing (20 bar pressure, 6 h carbonation). After 4 h
carbonation time, 12.5% carbonation was achieved in the fine-sand mortar cured for 7 h,
while around one-third of the yield (4.56%) was obtained for 200 h-cured concrete. This
clearly depicts the strong influence of the curing period on the carbonation efficiency in
concrete.

Summary analysis of the gravimetric results shows that for a curing period of 7 h
(Figure 11), more than 12% carbonation was achieved. The carbonation reduced to 8.2% at

79



Clean Technol. 2021, 3

the 40 h curing period (Figures 4 and 11). On the pressure effect, for comparable curing
conditions, 2 bar at 7 h carbonation time gave a 1.4% yield (Figure 5) while 5 bar at 6 h
carbonation time gave more than 8.2% (Figure 6). Furthermore, analysing the effect of
carbonation time for comparable conditions shows that 4 h of carbonation time gave up to a
8.2% yield, while 64 h of carbonation gave up to 18.5%. The carbonation time is effective in
ensuring that CO2 diffusion takes place at the surface and core parts of the concrete. Thus,
the longer the carbonation time, the further the reach of the gas in the concrete structure.

In comparison, [9] record up to 14.5% carbonation in 2 h of carbonation following 2 h
of heat curing. This carbonation yield is comparable to the 64 h of carbonation and 40 h
of curing in this work (Figure 5). It may appear that the efficiency is higher in the work
of [9], but a consideration of the different experimental processes and conditions explains
some underlying factors. In [9], they used a flow-through experiment where CO2 was
made to pass through the microstructural pores in the mortar, unlike in this work, where
CO2 had to overcome surface inhibition or pore blockage to diffuse further into the mortar
matrix. That explains why the authors were able to report the carbonation yields at the top,
core and bottom of the carbonated mortar. Furthermore, the carbonation by [9] took place
immediately following 2 h of curing. This enhances the performance of the process, unlike
in the current case, where carbonation took place after 40 h of curing, which resulted in
more loss of moisture. Furthermore, the cement content in the mortar used by [9] was 15%
compared to 12.7% used in this work. They used a water content of 0.3 compared to 0.6 in
this work. Thus, the mortar samples in [9] had more pore space owing to the lower water
content and more binder cement, both of which contributed to their better carbonation
performance.

Ref [24] reported up to 24% carbonation with initial curing of up to 18 h. The effect of
carbonation time was also reported, with up to 35% carbonation based on 4-day carbonation
time (96 h) recorded. Again, this seems to show a better carbonation than recorded in this
work. However, it should be noted that the authors used slag in their concrete mixture,
which might have enhanced the carbonation efficiency. Pozzolana cement and blast-furnace
slag cement readily undergo carbonization [21]. Similar to the current findings, their work
corroborated the fact that carbonation increases with CO2 exposure time (carbonation time).
The observation that carbonation increases with time is similar to the findings of [18] on
the carbonation of decades-old concrete sidewalk samples.

In Figure 12, at 2θ =14.9, 27.5, 29.6, 32.3, 32.6, 34.3 and 41.3, the peaks of tricalcium
silicate (C3S) were conspicuously stronger in the uncarbonated mortar samples than in the
carbonated ones. The reason for this is that the carbonation reactions reduced the amount
of remaining silicates in the concrete [19]. At 2θ = 36.1, 43.3, 47.5 and 48.6, CaCO3 peaks
were stronger in the carbonated mortar samples, which shows evidence for carbonation. At
2θ = 18.1 and 34.2, stronger peaks appear for Ca(OH)2 in uncarbonated samples than in the
carbonated ones. This observation is similar to the findings by [19]. This observation may
be accounted for by the fact that Ca(OH)2 growth is inhibited by carbonation in carbonated
mortar while its growth is less-restrained in uncarbonated mortar samples.

Figure 13 shows further evidence of carbonation in mortar samples. In the figure,
peaks for Ca(OH)2 and C3S are conspicuously stronger in the uncarbonated samples
than in the carbonated ones. This implies that these compounds were consumed by
the carbonation process, leading to their reduced quantities in the carbonated sample.
Evidence of carbonation is further indicated in the carbonated sample at 2θ = 39.6, with
a stronger peak for CaCO3 in the carbonated mortar. Meanwhile, it should be noted that
the reaction of CO2 with Ca(OH)2 during the carbonation process leads to reduced pH.
Thus, acidity increases in carbonated mortar, which may have a detrimental effect on the
steel in reinforced concrete. Therefore, carbonation may be more suitable for unreinforced
concrete.

Furthermore, Figure 14 shows relative carbonation in two carbonated mortar samples
with CaCO3 peaks. Sample 1 (red line) was 6.55% carbonated while sample 2 (black line)
was 1.94% carbonated. At every point considered, there are relatively stronger peaks in
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sample 1 (6.55%) than sample 2 (1.94%). This indicates the increase of carbonate content in
carbonated samples and may be taken as evidence of relative percentages of carbonation.

Micrographs of scanning electron microscopy (SEM) for the carbonated and uncar-
bonated concrete samples are shown in Figure 15. The uncarbonated sample (Figure 15A)
displays the amorphous C-S-H phase with Ca(OH)2 background. The ettringite needles are
hardly visible in the uncarbonated sample owing to the early stage curing of the samples
(120 h or 5 days). In [9], they did not observe ettringite needles in heat-cured concrete until
after 28 days. Therefore, the faint and scarce needle-like structures at the background of
the samples may indicate the early formation of the product. In their work, [33] observed a
small amount of ettringite at the early stage but more at a later age.

Figure 15B shows a uniform denser and cloudy mass of carbonated concrete with a
crispy look and without the elements of connecting needles or a nebulous connection as in
Figure 15A. The absence of the needle-like connection in the carbonated concrete can be
attributed to the early stage of curing as well as the inhibition of ettringite formation by the
presence of CO2 and CaCO3 formation [19,34]. According to [34], early-age carbonation
curing decomposed this ettringite into calcium carbonates. In the figure, the CaCO3 has
been seamlessly integrated into the C-S-H phase to give a more solid and denser structure.
As concrete is carbonated, it becomes denser, because CaCO3 occupies a greater volume
than the Ca(OH)2, which it replaces in the concrete [35,36]. Thus, Figure 15B reflects
the evidence of carbonation. The darker appearance of the micrograph in Figure 15B is
also evidence of carbonation in the sample. The production of crystalline CaCO3 under
carbonation had a filling effect that refined the pore sizes [34], thus leading to a uniform
denser and cloudy mass of carbonated concrete with a crispy look.

Figure 16 shows another set of carbonated and counterpart uncarbonated concrete
samples. In Figure 16A, widespread distribution of the needle form of C-S-H (calcium-
silicate-hydrate) is visible together with the background Ca(OH)2 phase. These patterns
disappeared in the carbonated concrete, leading to denser-looking structure (Figure 16B).
This dense look can mean increased strength in the carbonated concrete. Carbon dioxide
reacts with tricalcium silicate (C3S) and this accelerates the setting and early strength
development [37].

Similarly, a change in appearance is also noticeable. The carbonated concrete has a
darker appearance than the uncarbonated sample. This is likely the effect of carbonation on
the sample. The un-hydrated cement particles appear brightest [38], while the carbonated
concrete has more grey to dark grey areas [39].

5. Conclusions

Laboratory experiments and micro-structural analyses were carried out to show
the performance of Portland cement mortar for storage of carbon dioxide. Particle size,
carbonation time, curing time and carbonation pressure exhibited various effects on the
efficiency of carbon storage in Portland cement mortar. The carbonation efficiency increased
with an increased surface area, which resulted in higher carbonation in fine-sand based
mortar samples. The results showed about 28% higher carbonation in fine-sand based
mortar samples as compared to coarse-sand based mortar samples. The hydration time
had a reversed effect on carbonation, with a reduction in the carbonation level by about
31% recorded, owing to a difference of about 33 h hydration time in the mortar samples.
The carbonation efficiency increased with pressure, from 1.4% to 8.2% for a pressure rise
from 2 bar to 5 bar. Similarly, the duration of carbonation shows a positive effect, with the
carbonation efficiency rising from 8.2% to 18.5% for a change in carbonation duration from
4 to 64 h. It can be reliably inferred that, under similar conditions, the carbonation efficiency
will increase with lower-sized particles or a higher-surface area, increase with carbonation
time, increase with higher pressure but decrease with hydration time. Microstructural
analyses with X-ray diffraction (XRD) and scanning electron microscopy (SEM) further
show the consumption of calcium-silicate-hydrate (C-S-H) together with the inhibition
of ettringite formation by the presence of CO2 and CaCO3 formation during carbonation.
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Owing to the consumption of Ca(OH)2, carbonation leads to reduced pH, which engenders
corrosion in reinforced concrete. Therefore, carbonation should be limited to unreinforced
concrete.
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Abstract: Deep eutectic solvents (DES) are compounds of a hydrogen bond donor (HBD) and a
hydrogen bond acceptor (HBA) that contain a depressed melting point compared to their individual
constituents. DES have been studied for their use as carbon capture media and biogas upgrading.
However, contaminants’ presence in biogas might affect the carbon capture by DES. In this study,
conductor-like screening model for real solvents (COSMO-RS) was used to determine the effect of
temperature, pressure, and selective contaminants on five DES’ namely, choline chloride-urea, choline
chloride-ethylene glycol, tetra butyl ammonium chloride-ethylene glycol, tetra butyl ammonium
bromide-decanoic acid, and tetra octyl ammonium chloride-decanoic acid. Impurities studied in this
paper are hydrogen sulfide, ammonia, water, nitrogen, octamethyltrisiloxane, and decamethylcy-
clopentasiloxane. At infinite dilution, CO2 solubility dependence upon temperature in each DES
was examined by means of Henry’s Law constants. Next, the systems were modeled from infinite
dilution to equilibrium using the modified Raoults’ Law, where CO2 solubility dependence upon
pressure was examined. Finally, solubility of CO2 and CH4 in the various DES were explored with
the presence of varying mole percent of selective contaminants. Among the parameters studied, it
was found that the HBD of the solvent is the most determinant factor for the effectiveness of CO2

solubility. Other factors affecting the solubility are alkyl chain length of the HBA, the associated
halogen, and the resulting polarity of the DES. It was also found that choline chloride-urea is the
most selective to CO2, but has the lowest CO2 solubility, and is the most polar among other solvents.
On the other hand, tetraoctylammonium chloride-decanoic acid is the least selective, has the highest
maximum CO2 solubility, is the least polar, and is the least affected by its environment.

Keywords: biogas; carbon capture; deep eutectic solvents; Henry’s Law; Raoult’s Law; selectiv-
ity; solubility

1. Introduction

Anaerobic digestion (AD) is the process of breaking down organic substances in
anoxic conditions by bacteria [1]. Organic macro-molecules such as fats, carbohydrates,
and proteins are digested into micro-molecules during AD, which results in a nutrient-rich
solid for plants (fertilizer) and biogas [2]. This process occurs naturally in landfills, but also
in a controlled environment in equipment called anaerobic digestors. The feedstock for
AD are materials that are otherwise considered waste, such as agricultural waste, manure,
organic waste from animal processing plants, food waste, and many others [3,4]. The
growing adoption of AD offers a new approach to these waste streams which supports
a recycle economy that increases market efficiency and bolsters the renewable energy
industry as the globe shifts towards green fuel.

During AD, several reactions occur, but the process can be categorized into four
stages: hydrolysis, acidogenesis, acetogenesis, and methanogenesis. During hydrolysis,
long-chain polymers like cellulose are hydrolyzed into fermentable forms like glucose.
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Acidogenesis and acetogenesis are characterized by the generation of hydrogen gas and
carbon dioxide from monomers and glucose. The final stage, methanogenesis, is the
stage where most of the methane is produced. Apart from CH4 and CO2, several other
impurities are formed dependent upon the feed, such as ammonia, hydrogen sulfide, water,
nitrogen, and siloxanes. The presence of CO2 and the impurities lower the overall energy
content of the biogas and can cause premature failure of point-of-use equipment [5]. For
these reasons, carbon capture and biogas upgrading are often required prior to biogas
application. Currently, biogas upgrading is conventionally performed through amine-based
ionic liquid absorption or water scrubbing [6]. Ionic liquid (IL) amine-based absorption
is desirable due to the solvents having a high selectivity for CO2 over CH4, which can
achieve ~99% CH4 purity [6–9]. However, the high viscosity, high cost, and toxicity of
these solvents suggest the need for an alternative [9–11]. Water scrubbing has a high
efficiency (~97% CH4 purity achieved), but it has been associated with bacterial growth
issues, massive water consumption, and its necessity for additional processes in series to
remove feed impurities [6,9]. Other processes have also been developed for CO2 removal,
such as solid sorbents. These solid-based sorbents are found to have a large range of CO2
capacity that reach up to 80 weight percent but have high operating temperatures that
exceed 500 ◦C [12,13]. However, due to the low combustive properties of some impurities,
low-temperature solid adsorbents like zeolites are the only feasible option, which have
significantly lower capacities [14,15].

Deep eutectic solvents (DES) are a relatively new material that is being studied as
a carbon capture media [16–18]. DES are made from a hydrogen bond donor (HBD)
and a hydrogen bond acceptor (HBA) [16,19]. The melting point of DES is decreased
significantly compared to individual HBA and HBD due to charge delocalization from
hydrogen bonding [20–22]. Studies have proven DES to exhibit desirable traits for use as
a CO2 absorbent, such as thermal stability, tunability, reversibility, and reasonable CO2
solubility [14,17,23], with Zhang et al. [15] reporting a 1:1 mol CO2 per mol solvent solubility
ratio [24], Bi et al. [25] reporting a 0.25 g/g of CO2 per solvent solubility, and Ren et al. [25]
reporting 0.4 mol CO2 per mol solvent solubility. The literature often uses experimental
methods to develop CO2 capture on DES. However, the use of computational software with
highly accurate determinations may make the down-selection of DES easier. Therefore,
conductor-like screening model for real solvents (COSMO-RS), which is a thermodynamic
property prediction software that relies on the generation of sigma profiles rather than
databases of functional group interactions, was used in this study. COSMO has been used
by several authors to model CO2 capture, such as Song et al. [26], who was able to screen a
database containing thousands of HBD and HBA combinations for potential CO2-capturing
solvents. Of the various DES, quaternary ammonium salts have garnered a significant
amount of attention for their ability to solvate CO2 [18,27]. The accuracy of COSMO was
also studied by Liu et al. [28] by testing hundreds of DES for CO2 absorption, and they
found a maximum of 10.3% error after tuning the program across the studied samples.
Several studies have been performed on the solubility of CO2 in DES [22,29], however, to
the best of the authors’ knowledge, none was conducted on understanding how various
impurities in biogas affect the carbon capture by DES. This knowledge is essential to design
an absorption system for biogas upgrading since solubility and selectivity of a solvent
can be adversely affected by contaminants, especially when accounting for accumulation
during repeated use.

This study focuses on evaluating the affinity various DES have for selected contam-
inants and how their presence in various amounts affects the affinity for CO2 in these
solvents. This will be performed using COSMO by first modeling the DES and contam-
inants not found in the software library, then generating thermophysical properties of
Henry’s Law constants and activity. Selectivity of CO2 over CH4 and solubility of CO2
changes in a selected group of DES were studied here for both infinite dilution and partial
pressure at various temperature ranges. Finally, effects of impurities ranging from 0 to
5 mole % on CO2 solubility in various DES were evaluated.
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2. Materials and Methods

2.1. Composition of Biogas

The standard percent ranges of biogas composition used in this study have been listed
in Table 1. The variance of the composition depends upon several factors surrounding
the AD process, such as temperature, retention time, kinetics, and feed stock composi-
tion [30]. Table 1 shows the components studied with their respective abbreviations for the
investigation and their industrial compositions.

Table 1. Pre-treatment biogas components and composition for studied molecules.

Molecule Abbreviation Composition Volume % PPM References

Hydrogen Sulfide H2S 0–2 0–10,000 [31,32]
Ammonia NH3 0–1 0–100 [31,33]
Nitrogen N2 0–15 - [31]

Water H2O 5–10 - [32]
Propanone Acetone - 0–15 [34]

Octamethyltrisiloxane Octa - 0–41.35 [35]
Decamethylcyclopentasiloxane Deca - 0–5.17 [33]

Carbon Dioxide CO2 15–47 - [31]
Methane CH4 35–70 - [31]

2.2. Deep Eutectic Solvents

Table 2 lists the five common DES considered for this study, including choline chloride-
urea, choline chloride-ethylene glycol, tetra butyl ammonium chloride-ethylene glycol, tetra
butyl ammonium bromide-decanoic acid, and tetra octyl ammonium chloride-decanoic
acid, along with their components and component mixing ratios. The solvents studied
are termed quaternary ammonium salts due to the structure of the HBD. The quater-
nary ammonium salts are relatively cheap, safe for the environment, and naturally de-
rived [16,36,37]. The specific solvents were chosen as an attempt to represent a large range
of their class by means of carbon chain length of the quaternary ammonium salts and
commonly paired HBDs.

Table 2. Selected deep eutectic solvents for biogas upgrading and their abbreviations.

DES Abbreviation HBA HBD Molar Ratio Molar Mass (g/g mol)

N8888Br:Decanoic Acid N8Br:DA N8888Br Decanoic Acid 1:3 1019.08
N4444Br:Decanoic Acid N4Br:DA N4444Br Decanoic Acid 1:3 839.15

N4444Cl:Ethylene Glycol N4Cl:EG N4444Cl Ethylene Glycol 1:3 464.11
ChCl:Ethylene glycol ChCl:EG ChCl Ethylene Glycol 1:3 325.83

ChCl:Urea ChCl:U ChCl Urea 1:2 259.74

2.3. COSMO Simulation

COSMO is a quantum modeling software that determines thermodynamic properties
using density functional theory (DFT). To determine the thermodynamic properties, the
HBAs and HBDs are modeled using TurboMoleX software. The impurities are selected
from the COSMO library. HBAs and HBDs are then mathematically evaluated for their
natural geometrical lowest energy state and conformers. COSMO was then used for all
thermophysical property calculations. TurboMoleX® was used to generate all molecular
sigma profiles, conformers, and data not already found in the included database. TZVP
(tri-zeta-valence-polarized) settings were used with default numerical grid of m3 and BP86
functions. COSMOThermX® was used for all thermodynamic property calculations. These
properties were used to calculate sigma profile of the molecules, where charge density
is plotted with charge of the molecule. Here, the molecule is differentiated into charge
density segments, with each segment representing areas with charge density ranging from
−0.3 to +0.3 e/Å2. The charge density segments are plotted to form the sigma profiles.
The data from the sigma profiles are used to model microscopic molecular surface charge
interactions between analytes, then a statistical thermodynamic procedure is carried out to
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derive macroscopic thermodynamic properties from the generated information [38]. The
base values generated are chemical potentials of the systems’ constituents, these are then
applied to thermodynamic calculations of Henry’s Law coefficient and activity coefficients.
Determination of the solubility and selectivity of the systems was carried out by COSMO-
RS, whose results are based upon the chemical potential generated by COSMO-RS.

3. Results and Discussion

3.1. Sigma Profiles of DES’s, Polar, and Non-Polar Molecules

A sigma profile is a distribution function that relates the surface area of a molecule to
the charge density of the surface [39]. In this study, sigma profiles are used to understand
the electrostatic interactions between DES and selected polar and nonpolar molecules.
The sigma profiles explain the trends of solubility and selectivity for a DES-based extrac-
tion. To generate these profiles, COSMO creates incremental segments of the studied
molecule, which are then organized based upon surface charge density. The area under
these sigma profile curves gives the total surface area of the studied molecule. Peaks
between ±0.0082 e/Å2 charge density indicate that the molecule readily undergoes van
der Waals interactions [39,40]. Peaks outside of this range indicate hydrogen bonding as
the preferred interaction due to polarity [40].

Sigma profiles are useful for determining how molecules will interact in a solvent-
solute system. From a range of sigma profiles, appropriate solvents may be identified for a
given molecule based on how the charge densities between the two profiles align. A highly
polar solvent that has significant charge density in the HBA region (−0.0082 e/Å2) could
be expected to have a high affinity for a solute that shows a significant charge density in
the HBD region (+0.0082 e/Å2). The same is true for two molecules that have significant
charge densities in the non-polar region of the sigma profile (±0.0082 e/Å2). This logic
can be used to determine if an impurity will have a lesser or higher affinity than a solute,
giving rise to competition for the solvents’ binding sites.

In Figure 1, the sigma profiles of each DES are displayed. The order of the solvents
from the most to the least polar and, therefore, most available for hydrogen bonding to
least available, are as follows: ChCl:U > ChCl:EG > N4Cl:EG > N4Br:DA > N8Br:DA. The
peaks between 0.015 and 0.002 e/Å2 are from the halogens associated with each solvent. It
is observed that by changing the HBD groups as with the tetrabutylammonium variants,
the sigma structure is significantly altered, which lends to the notion of DES properties
being highly tunable [16,41].

 

Figure 1. Sigma potential profiles of DES with respect to charge density.

Sigma profiles of non-polar gases can be seen in Figure 2. For the non-polar gases, the
key difference in the sigma profiles of the molecules is the charge density distribution of
CO2 vs. N2 vs. CH4. N2 and CH4 have most of their area concentrated around the zero-
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x-axis compared to CO2. CO2 is considered a non-polar gas, since the distribution of the
charges for CO2 are weighted between ±0.0082 e/Å2. However, CO2 can be influenced by
its environment to make it behave more like a polar molecule and participate in hydrogen
bonding or behave more like a non-polar molecule and participate in van der Waals
interactions. The potential for this behavior can be seen in the sigma profile as the charge
density is concentrated closely to the ±0.0082 e/Å2 boundary. It is also understood that
CO2 contains two polar bonds, but the linear structure of the molecule creates a net-zero
dipole moment. However, in a polar environment such as CO2 in water, it behaves as an
acid gas.

 

Figure 2. Sigma potential profiles of non-polar molecules with respect to charge density.

Regarding polar gases, only gases reported as impurities of biogas are selected for this
study. There exist large variations in profiles among this group, as seen in Figure 3. The
most notable impurity is water, which reaches the farthest among the other gases on the
charge density and is relatively symmetric, which concludes its adaptability in assuming
the roles as a Lewis acid or base. Acetone has a large peak near the 0 e/Å2 yet behaves
as a Lewis base due to the considerable peak beyond 0.01 e/Å2. H2S is relatively evenly
dispersed along the x-axis, suggesting it can participate in both van der Waals interactions
and hydrogen bonding depending upon its environment. SO2 is heavily concentrated
around the boundaries of ±0.0082 e/Å2, and as such, would be expected to have lower
solubility among the less polar DES. Ammonia is a weak base, and this is indicated in
the large peaks near the HBA region (−0.0082 e/Å2) but is capable of hydrogen donating
interactions, as seen in the trailing area in the positive region of the plot as it extends to
nearly 0.03 e/Å2.
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Figure 3. Sigma potential profiles of polar molecules with respect to charge density.

As discussed previously, CO2 can be influenced by its environment to partake in
hydrogen bonding or van der Waals interactions. Due to this and the generated sigma
profiles, it stands to reason that a DES containing significant amounts of a polar or non-
polar contaminant may change the level of solubility of CO2 within that system. For
example, when considering the relatively polar profile of ChCl:U, it could be reasoned that
if it were to accumulate strong polar molecules like water then the effect of hydrogen bond
affinity for CO2 would be enhanced. Thus, resulting in a higher selectivity for CO2 than
CH4 in this particular solvent.

3.2. Selectivity for CO2 over CH4 by DES in Infinite Dilution

Considering the valuable product of biogas upgrading is methane, the selectivity of a
solvent to solvate is of significant importance. The selectivity of CO2 over CH4 was first
studied for various DES at infinite dilution by Henry’s Law calculations and presented in
Figure 4. Henry’s Law constants are used to study the solubility of CO2 vs. CH4 for a pure
DES regarding the first molecules of gas and how they selectively enter the DES and are
only valid at low concentrations of gases in the DES. At room temperature and at infinite
dilution, the largest selectivity of 4.7 can be observed in ChCl:U. Here, approximately
4.7 moles of CO2 are expected to be absorbed per mole of CH4. The least selective solvent
in this model is N8Br:DA at approximately 1.75. The remaining solvents show a slight
trend up from N8Br:DA. The data follows a rational trend of selectivity to size, with the
smallest DES molecular constituents displaying the highest selectivity. However, this does
not explain the dramatic increase in selectivity between ChCl:EG and ChCl:U, considering
they are nearly the same mass (Table 2) and considering the selectivity is molar-based.
This behavior could be explained from sigma profiles. Figure 1 shows ChCl:U as being
the most likely to participate in hydrogen bonding of the five solvents and N8Br:DA as
most likely to participate in van der Waals interactions. As previously mentioned, CO2
can become polarized in a polar environment, which makes it much more likely to bind
with ChCl:U than methane. In a relatively non-polar environment like N8Br:DA, both
molecules will behave non-polar and bind closer to a 1:1 ratio. The values for simulated
vs. experimental solubilities of CO2 in ChCl:U at 5.6 MPa and 303.15 K are reported as
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5.7 and 3.56 (mol/kg), respectively. The difference was reported to be caused by poorly
optimized DES structures [42]. Xie et al. and Ji et al. report experimental solubilities
of CO2 in ChCl:U at 308.2 K and 0.651 and 0.678 p/MPa respectively, as 0.05 and 0.045
mole fraction, respectively. The solubility parameters were studied in this paper at a
highest-pressure condition of 0.6 MPa and 25 ◦C, and for ChCl:U, the solubility of CO2 at
these conditions is 0.074. The discrepancies between experimental and calculated values
could be attributed by the limitations of COSMO to fully model all solvation phenomena
that occur, such as hole theory, induced polarity of solutes, and induced conformers of
analytes. The selectivity appears to be mostly influenced by the polarity of the DES at
room temperature. Similar observation was found in the literature, where Slupek et al. [10]
compared the sigma profiles of their studied DES with solutes and determined that the
overlapping regions between the two plots suggested interaction compatibility.

 
Figure 4. Selectivity of CO2 vs. CH4 at STP and infinite dilution calculated from Henry’s Law
coefficients for each DES.

The selectivity thus far has been discussed at 25 ◦C, however, temperature of the
biogas could be as high as 55 ◦C depending on mesophilic or thermophilic microorganisms.
Therefore, the effect of temperature on selectivity at infinite dilution is of practical interest.
Figure 5 has shown the effect of temperature on Henry’s Law constant, which is analogous
to selectivity. Due to the unit of the Henry constant, the lower values are associated with
higher solubility. With the increase of temperature, the Henry’s Law constant increases.
Interestingly, for the same HBA (e.g., ChCl), exceptional deviations in Henry’s Law constant
can be found for different HBD (e.g., urea versus ethylene glycol). This is probably
due to the smaller HBA chain lengths that might have a naturally smaller affinity for
CO2 [41]. However, the induced polarity phenomena have a stronger impact on the
solubility outcome. This is due to CO2 being naturally non-polar, as seen in Figure 2. Thus,
the magnitude of the dipole moment of a solvent will determine the affinity CO2 will have
for it.
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Figure 5. Effect of temperature on solubility of CO2 at infinite dilution calculated with Henry’s Law
coefficients for each DES.

3.3. Effect of Pressure on Selectivity and Solubility of CO2 in Various DES

Selectivity of CO2 over CH4 in various DES at infinite dilution provides valuable
information on how polarity of DES and solute affect the selectivity. However, Henry’s
Law is only valid for infinite dilution, which might be misleading for carbon capture from
biogas, as CO2 concentration in biogas is often high. Therefore, Raoult’s Law might provide
more accurate information of the solubility and selectivity. In this study, modified Raoult’s
Law calculations are used to determine the maximum solubilities for a pure solvent by
studying the last molecules to enter the system at any concentration. Understanding the
effect pressure has on a system and how its constituents behave away from ideality is
crucial to its design parameters. Figure 6 investigates the last molecules entering the system
at equilibrium. It provides total saturation values for CO2 on the left axis and selectivity of
CO2 vs. CH4 on the right axis at varying partial pressures in 40% increments, since this
falls within the composition range for both CO2 and CH4, as shown in Table 1. The first
observation in this Figure 6 is the increase in solubility of CO2 with increased pressure,
regardless of solvent. The next is the same trend being seen in Figure 4 with respect to the
solvent ordering of selectivity. This trend becomes significantly more pronounced when
the system is closer to saturation. For example, the selectivity of ChCl:U at 1 bar is nearly
25 in Figure 6 compared to the Henry’s Law calculations which were 4.7 in Figure 4. A
possible explanation for this could be due to the solvent matrix becoming more of a polar
environment as the holes fill with CO2 and CH4 has to squeeze into the smaller polarized
spaces in order to occupy the solvent, which is not energetically favorable. The negative
slopes of the selectivity analysis are due to the increase in pressure, as the molecules are
forced into solvent, they become less selective. The more drastic change occurs within
ChCl:U as the influence of polarity is overcome by the force of pressure, resulting in a
non-linear relationship unlike the other less acidic solvents. The total capacity for CO2
varies significantly between pressures, and the resulting trends of the bars suggest that
the effect on the solvents also vary significantly. As discussed previously, the order of
solvents in their ability to solvate CO2 and the gaps in capacities are explained through
alkyl-chain lengths [16], HBD selection, and the resulting polarity of these combinations
with little effect from the halogens. The results here further confirm this by segregating the
solvents into 3 visible groupings regarding solubility of CO2 of N8Br:DA and N4Br:DA,
N4Cl:EG and ChCl:U, and ChCl:EG. The most significant finding from this grouping is the
relative effects on solubility between HBA chain length and associated HBD. N4Br:DA and
N8Br:DA have relatively similar capacities for CO2 that are significantly higher compared to
N4Cl:EG. N4Br:DA finds a maximum ratio of approximately 1.9 over the CO2 solubility of
N4Cl:EG, where the alkyl chain lengths are the same but the HBD are different. However,
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N8Br:DA only finds a maximum approximate ratio of 1.08 over the CO2 solubility of
N4Br:DA, which displays a difference in alkyl chain length but the same HBD.

 

Figure 6. Effect of pressure on selectivity of CO2 vs. CH4 and solubility of CO2 at equilibrium and
25 ◦C for each DES. Y-axis 1 is the solubility and y-axis 2 is the selectivity. The dotted lines coincide
with y-axis 2 and the bars coincide with y-axis 1. The partial pressure is the same for CO2 and CH4.

3.4. Effect of Impurities on CO2 Solubility in Various DES

Effect of selected impurities on CO2 solubility of various DES at different temperatures
under 3.6 bar pressure conditions are studied by solubilities. Analysis was performed on
each DES to determine how the presence of contaminants within the feed gas, captured by
the solvent, would affect the absorptive capacity for CH4 and CO2. This was performed
on a wide range of contaminants found in Table 1 over three temperatures (25, 37, and
55 ◦C) at ambient pressure and three mole fractions of contaminant within the solvent (1, 3,
and 5 mol%). The solubilties were normalized to show the deviation from the maximum
solubility of CO2 and CH4 at DES, with no contaminants.

Of the five DES, ChCl:U is the most affected to the presence of all the impurities within
biogas, as can be seen in Table 3. With the increase of ammonia in biogas, the maximum
solubility of CO2 and CH4 increase in ChCl:U. For instance, the values for CO2 at 37 ◦C are
1.01 and 1.03 for ammonia in ChCl:U at 1 and 5 mol%, respectively. However, the presence
of all other contaminants decrease the maximum solubility of both CO2 and CH4 in ChCl:U.
All contaminants produce a change greater than 5% from the base case, with the octa and
deca siloxane compounds inciting the greatest changes. This finding is significant, as Jiang
et al. [43] report an average concentration of siloxanes in untreated biogas reaching up to
2000 mg

m3 . It is observed that change in temperature produces minimal effect on how the
impurities in ChCl:U alter the maximum solubility of CO2. Although, there is a significant
change on the solubility of CO2. For example, the presence of propanone at 5 mole percent
in CH4 shows a deviation from the baseline of 1 as the values 0.89 and 0.92 for temperatures
of 25 and 55 ◦C respectively, while the same conditions provide a range of 0.93 to 0.94
for CO2.
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Table 3. Normalized values for solubility of CO2 at various mole percentages in ChCl:U and at
varying temperatures. The values are normalized to fresh solvent solubilities of respective CO2

and CH4.

Temp (◦C) 25 37 55

Mol% 1% 3% 5% 1% 3% 5% 1% 3% 5%

H2O 1.01 0.99 0.96 1.00 0.98 0.96 1.00 0.98 0.95
CO2 - - - - - - - - -
CH4 1.00 0.96 0.92 1.00 0.95 0.91 0.99 0.95 0.91
Octa 0.92 0.84 0.76 0.99 0.82 0.76 0.96 0.83 0.78
Deca 0.91 0.81 0.74 0.99 0.80 0.75 0.95 0.81 0.78
H2S 1.01 0.98 0.95 1.00 0.98 0.95 1.00 0.97 0.95
NH3 1.03 1.01 1.03 1.01 1.02 1.03 1.01 1.02 1.03
N2 1.02 0.99 0.99 1.00 0.99 0.98 1.00 0.99 0.98

Acetone 1.01 0.97 0.94 1.00 0.96 0.93 1.00 0.96 0.93
SO2 1.00 0.97 0.92 1.00 0.96 0.92 0.99 0.95 0.92

The solvents with the HBD of ethylene glycol (in Supplementary Information
Tables S1 and S2) show a positive effect from every contaminant except H2O, H2S, and
SO2. The other contaminants show asymmetry with a weighted area around the HBA
region, whereas H2O, H2S, and SO2 are significantly more symmetrical regarding sigma
profiles. A notable difference between the two DES with these HBD groups is the response
to the contaminants at varying concentrations. At lower concentrations of the contaminants
(1 mol%), N4Cl:EG is much more affected in terms of maximum CO2 and CH4 solubility
compared to its ChCl:EG counterpart, but the opposite is true at higher concentrations.
For example, at 25 ◦C, the CO2 maximum solubility increases by 4% when octa makes
up 1 mole percent of N4Cl:EG, however there is virtually no change when these same
conditions are met for ChCl:EG as a value of 1 is reported. The trend found in ChCl:U
between the temperature change and solubility change is not present in either of these DES.

The solvents with the HBD decanoic acid (N4Br:DA and N8Br:DA, Tables S3 and S4,
respectively) show negative effects from all contaminants except siloxanes. Here, CH4 sol-
ubility increases with the presence of octa and deca but CO2 decreases with their presence.
For these two DES, another similar trend follows regarding CO2 and CH4 solubility. The
solubility varies little with contaminant mole percent, with nearly all changes being within
2%, with the exception of H2O and ammonia for N8Br:DA and H2O, ammonia, deca, and octa
for N4Br:DA. At 1% contamination presence, the solubility of CO2 in both DES start above
1 with higher solubility and decrease with increasing percentages of contaminant. Another
trend to note is the slightly less negative effect the contaminants have upon N4Br:DA than
N8Br:DA, whose main difference is their alkyl chain length.

4. Conclusions

The results of this study contain important preliminary data regarding the imple-
mentation of DES in biogas upgrading systems. The fundamental understanding of the
solvents and their behavior under various temperatures, pressures, and influences from
contaminants show that a complex web of variables exists that must be considered when
choosing a DES for any application. It has been shown that the polarity of a solvent, its
size, and its constituents are factors contributing to solubility, but the main determinant is
the HBD selection. The significance of the varied contaminant concentrations is providing
a method to model the accumulation that occurs within recycled solvent, where not all
contaminants will be purged through the regeneration process. This study is a glimpse
into the potential lifetime of the solvent, and how each solvent will be suited for a specific
feed gas composition. The results show that the DES are affected by these contaminants in
varying degrees in order of most to least, as follows: ChCl:U, ChCl:EG, N4Cl:EG, N4Br:DA,
and N8Br:DA. This trend is the same for polarity and the reverse of alkyl chain length,
and also suggests the order in which the length of time the solvents will be able to operate
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before regeneration is necessary, from least to most. The pressure study suggests the ideal
operating environment is closer to atmospheric pressure considering selectivity but not for
solubility. The selectivity at ambient temperature and pressure (STP) and infinite dilution
are 4.7, 2.4, 2.2, 2.0, and 1.7 mol CO2/mol CH4 for ChCl:U, ChCl:EG, N4Cl:EG, N4Br:DA,
and N8Br:DA, respectively. However, the selectivity at STP and finite dilution conditions
are 25.9, 13.6, 12.3, 11.1, and 9.7 mol CO2/mol CH4. For ChCl:U, the absorbance was
decreased by the presence of deca at STP and 1, 3, and 5 mole % by 0.91, 0.81, and 0.74
respectively, from a normalized value of 1. The changes in the presence of CH4 at STP and
1, 3, and 5 mole % are 1.00, 0.96, and 0.92, respectively. These solvents have been shown to
behave differently to each other when subjected to differing environmental factors such as
temperature and pressure. All of these factors point to high tunability and complexity for
these solvents.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/cleantechnol3020029/s1, Table S1: Normalized values for solubility of CO2 and CH4 at various
mole percentages in ChCl: EG and at varying temperatures. The values are normalized to fresh
solvent solubilities of respective CO2 and CH4., Table S2: Normalized values for solubility of CO2
and CH4 at various mole percentages in N4Cl: EG and at varying temperatures. The values are
normalized to fresh solvent solubilities of respective CO2 and CH4., Table S3: Normalized values for
solubility of CO2 and CH4 at various mole percentages in N4Br: DA and at varying temperatures. The
values are normalized to fresh solvent solubilities of respective CO2 and CH4., Table S4: Normalized
values for solubility of CO2 and CH4 at various mole percentages in N8Br: DA and at varying
temperatures. The values are normalized to fresh solvent solubilities of respective CO2 and CH4.
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Abstract: Dimethyl carbonate (DMC) and glycidol are considered industrially important chemi-
cal entities and there is a great benefit if these moieties can be synthesized from biomass-derived
feedstocks such as glycerol or its derivatives. In this report, both DMC and glycidol were syn-
thesized in an integrated process from glycerol derived 1,3-dichloro-2-propanol and CO2 through
a metal-free reaction approach and at mild reaction conditions. Initially, the chlorinated cyclic
carbonate, i.e., 3-chloro-1,2-propylenecarbonate was synthesized using the equivalent interaction
of organic superbase 1,8-diazabicyclo [5.4.0] undec-7-ene (DBU) and 1,3-dichloro-2-propanol with
CO2 at room temperature. Further, DMC and glycidol were synthesized by the base-catalyzed
transesterification of 3-chloro-1,2-propylenecarbonate using DBU in methanol. The synthesis of
3-chloro-1,2-propylenecarbonate was performed in different solvents such as dimethyl sulfoxide
(DMSO) and 2-methyltetrahydrofuran (2-Me-THF). In this case, 2-Me-THF further facilitated an easy
separation of the product where a 97% recovery of the 3-chloro-1,2-propylenecarbonate was obtained
compared to 63% with DMSO. The use of DBU as the base in the transformation of 3-chloro-1,2-
propylenecarbonate further facilitates the conversion of the 3-chloro-1,2 propandiol that forms in situ
during the transesterification process. Hence, in this synthetic approach, DBU not only eased the
CO2 capture and served as a base catalyst in the transesterification process, but it also performed as a
reservoir for chloride ions, which further facilitates the synthesis of 3-chloro-1,2-propylenecarbonate
and glycidol in the overall process. The separation of the reaction components proceeded through
the solvent extraction technique where a 93 and 89% recovery of the DMC and glycidol, respectively,
were obtained. The DBU superbase was recovered from its chlorinated salt, [DBUH][Cl], via a
neutralization technique. The progress of the reactions as well as the purity of the recovered chemical
species was confirmed by means of the NMR analysis technique. Hence, a single base, as well as a
renewable solvent comprising an integrated process approach was carried out under mild reaction
conditions where CO2 sequestration along with industrially important chemicals such as dimethyl
carbonate and glycidol were synthesized.

Keywords: carbon dioxide; dimethyl carbonate; glycidol; organic superbase; integrated synthesis

1. Introduction

Glycerol is a highly precious and industrially important biomass-derived molecule
since it has numerous applications in the pharmaceuticals, cosmetics, and food indus-
tries [1]. Besides that, it is also serving a vital role in the production of various low
molecular weight commodity chemicals, e.g., ethylene glycol, 1,2- and 1,3-propanediol,
acrylic acid, glycerol carbonate, glyceraldehyde, dihydroxyacetone, etc. [2–4]. Glycerol
is a co-product of the biodiesel synthesis process and since the production of biodiesel
increased tremendously, the glycerol is also produced in huge amounts simultaneously [3].
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Albeit, excess glycerol is often disposed of as a waste, it is not economically beneficial for
the biodiesel industries considering the overall cost of the process as well as the negligible
value addition to such a vital and renewable chemical. Hence, it is necessary to establish
more efficient and alternative pathways to utilize glycerol, for example in the synthesis of
value-added chemicals, fuel additives, etc. Considering the excellent source of C3 carbon
backbone, glycerol is used to produce lactic acid, carbonates (linear and cyclic), diols, esters,
and epichlorohydrin (ECH), which further reduces the dependency on fossil-derived routes
upon their production [5,6].

The chlorination of the liquid glycerol to di-chlorinated analogies such as 2,3-dichloro-1-
propanol and 1,3-dichloro-2-propanol is a well industrially applied process [5–7] (Scheme 1).
This process is a part of Solvay’s Epicerol process, which is applied for the synthesis of
industrially important ECH (epoxy resin monomer) where the annual production has
reached more than 100 kt [8,9]. This process not only replaced the traditional method
for the synthesis of ECH, such as the chlorination of propene at high temperatures, but
also increased the renewable nature of ECH since the processes use glycerol as one of the
reagents in the synthesis.

 
Scheme 1. Epichlorohydrin synthesis from glycerol (Solvay’s Epicerol process).

As shown in Scheme 1, the chlorination of glycerol is carried out with two moles
of hydrochloric acid using Lewis acid catalysts such as carboxylic acid (e.g., acetic acid)
to form a mixture of 2, 3-dichloro-1-propanol and 1,3-dichloro-2-propanol. Further, out
of these chlorinated derivatives of glycerol, 1,3-dichloro-2-propanol is converted to ECH
following the alkaline hydrolysis process [7]. The synthesis of these chlorinated analogues
of the glycerol and their further application is only limited to the ECH synthesis, whereas
these analogues are not explored for other fruitful applications. 2-chloro-1,3-propanol, one
of the mono-chlorinated analogues of glycerol, is considered as a waste in the Epicerol
process. In this case, 2-chloro-1,3-propanol cannot be converted to the di-chlorinated
species because the chlorine at the beta position (β form) inhibits further chlorination.
Proto et al. proposed that 2-chloro-1,3-propanol can be converted to glycidol, which is
also considered a highly active and vital chemical entity in polymer, rubber, as well as in
dye industries [7]. In other words, identical to the synthesis of ECH from glycerol, the
processing of 2-chloro-1,3-propanol for glycidol synthesis can emerge as a new alternative
for the existing allyl alcohol epoxidation using an H2O2 precursor and titanium silicate
catalyst, TS-1 [10]. Hence, this integrated approach for the synthesis of ECH and glycidol
can increase the atom economy as well as the overall sustainability of the Epicerol process.
However, besides synthesis of the ECH and glycidol, it is necessary to implement more
available applications of the chlorinated analogs of the glycerol to enhance the applicability
of a surplus amount of glycerol from the biodiesel industries.

In this work, we report the integrated method for the valorization of 1,3-dichloro-
2-propanol to dimethyl carbonate (DMC) and glycidol through an organic superbase
involving CO2 capture and a base-catalyzed process. Being less toxic as well as having
versatile reactivity, the use of DMC as a reagent as well as a solvent in various organic
transformations is considered a green, sustainable, and environmentally friendly approach.
Besides having combined the functionality of CO2 and the methyl group, DMC is success-
fully utilized for the valorization of bio-based building blocks to value-added chemicals
and fuels as well as for the derivatization of cellulose-to-cellulose methyl carbonate [11,12].
Considering the vital role of DMC in synthetic chemistry, several catalytic processes with
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and without the use of CO2 have been developed for the DMC synthesis where some of
the methods have been commercialized [13,14].

In this reaction approach, the CO2 molecule was initially activated through the equiva-
lent interaction between 1,3-dichloro-2-propanol and organic superbase diazabicyclo [5.4.0]
undec-7-ene (DBU), where the resultant 3-chloro-1,2-propylenecarbonate was further trans-
esterified with methanol to form DMC and glycidol (Scheme 2).

 
Scheme 2. (a) Synthesis of 3-chloro-1,2-propylenecarbonate from 1,3-dichloro-2-propanol and,
(b) Transesterification of 3-chloro-1,2-propylenecarbonate to dimethyl carbonate and glycidol.

The DBU superbase (pka = 23)-mediated activation of CO2 is a well-studied process
where it not only emerged as a new and greener pathway for the up-gradation of CO2, but
it also introduced new reversible solvent media called switchable ionic liquid (SIL), which
was efficiently used for the processing of lignocellulosic biomass such as wood and cellulose
esters synthesis [15,16]. In this actual case, DBU initially deprotonates alcohols (R-OH)
where the resultant alkoxide anion equivalently reacts with CO2 to form [DBUH][ROCO2]
salt in the form of an SIL [17,18]. Besides the CO2 capture, the synthesis of SIL has also been
further explored upon the synthesis of linear as well as cyclic carbonates, methyl formate,
as well as acrylic plastic precursors synthesis [19–22]. In this regard, the synthesis of cyclic
carbonates using 1,2 chlorohydrins has been also previously reported for the synthesis
of various cyclic carbonates [20]. Similar work of the synthesis of cyclic carbonates now
mimicked in this report in the case of the synthesis of the 3-chloro-1,2-propylenecarbonate
where 1,3-dichloro-2-propanol is assumed as the 1,2 chlorohydrin. After the complete
synthesis, the recovery method has also been further set up for the separation of DMC
and glycidol following solvent extraction techniques. In addition, as shown in Scheme 2,
the overall process of the synthesis of DMC and glycidol was also accompanied by the
formation of [DBUH][Cl] salt, which was further separated from the reaction mixture and
further used for the recovery of DBU. The progress of the reaction as well as the purity of
the recovered chemical species was confirmed by means of NMR analysis techniques.

2. Materials and Methods

2.1. Chemicals and Methods
2.1.1. Chemicals

1,3-dichloro-2-propanol (98%), 1,8-Diazabicyclo[5.4.0]undec-7-ene (DBU, 98%), dimethyl
carbonate (DMC), glycidol (96%), D2O (99.9 atom % D), and CDCl3 (99.8 atom % D) were
purchased from Sigma Aldrich (Saint Louis, MO, USA), whereas methanol (≥99.0%), dimethyl
sulfoxide (≥99.0%) and 2-Methyltetrahydrofuran (2-Me-THF, biorenewable, anhydrous, ≥99%,
Inhibitor-free) were purchased from VWR chemicals and used without further purification. The
CO2 gas bottle was supplied by AGA AB (Linde Group) and used without further purification.
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2.1.2. NMR Analysis

The progress during the synthesis of DMC and glycidol in the process was confirmed
by means of NMR analysis using Bruker Avance 400 MHz instrument (Billerica, MA, USA).
The CDCl3 or capillary filled with D2O was used as an internal standard during the analysis.
The obtained data were further processed with TopSpin 4.0.7 software (Billerica, MA, USA).
After NMR analysis, the types of chemical species observed during the synthesis are shown
in Figure 1.

Figure 1. Chemical species formed during the synthesis. (The * and # signs used to highlight carbonyl
carbon in 3-chloro-1,2-propylenecarbonate and dimethyl carbonate, respectively in NMR spectra).

2.2. Synthesis of 3-Chloro-1,2-propylenecarbonate in DMSO or 2-Me-THF

The synthesis of 3-chloro-1,2-propylenecarbonate was carried out either in DMSO or
2-Me-THF. In this case, initially, 0.63 g (4.9 mmol) of 1,3-dichloro-2-propanol was mixed
with 4 mL of DMSO solvent under stirring and the reaction flask was kept in a water bath
(21 ◦C) for 10 min. Then, the CO2 gas (100 mL/min) was bubbled at room temperature
in the reaction mixture for 5 min followed by dropwise addition of 0.75 mL (4.9 mmol)
of DBU carried out at water bath temperature. The CO2 gas was bubbled for a further
10 min in the reaction mixture to ensure complete interaction between added reagents. In
the case of 2-Me-THF as a solvent, a similar process was applied during the synthesis of
3-chloro-1,2-propylenecarbonate where similar amounts of all the reagents have been used.

2.3. Recovery of 3-Chloro-1,2-propylenecarbonate

Solvent extraction was used to separate the various reaction components formed
during the 3-chloro-1,2-propylenecarbonate synthesis. In this case, before applying the
recovery method, the complete conversion of the reagents was initially confirmed with
NMR analysis. The DMSO solvent comprised reaction mixture was added to 20 mL of
ethyl acetate under stirring where white solid belonged to the chloride salt of DBU, i.e.,
[DBUH][Cl] was precipitated out. The [DBUH][Cl] salt was separated by filtration from
the reaction mixture and washed with 15 mL of ethyl acetate. The DBU salt was further
vacuum dried at 40 ◦C and stored in a desiccator before its purity confirmation using
NMR analysis. The DMSO containing organic phase was added to 20 mL of water where
DMSO was extracted with water while 3-chloro-1,2-propylenecarbonate remained in the
ethyl acetate phase. Both phases were separated using a separating funnel. Further, the
organic phase was concentrated on a rotary evaporator to obtain 3-chloro-1,2-propylene
carbonate after drying over anhydrous sodium sulfate. In the case of 2-Me-THF solvent
containing reaction mixture, the solvent was removed from the reaction mixture by a rotary
evaporator. Further, ethyl acetate was added to the reaction mixture where precipitated
[DBUH][Cl] salt and 3-chloro-1,2-propylenecarbonate with ethyl acetate were separated
using filtration, rotatory evaporator, and vacuum drying methods. Recovery of the 3-chloro-
1,2-propylenecarbonate with various solvents was calculated using equation 1, where the
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theoretical amount of the 3-chloro-1,2-propylenecarbonate was calculated based on the
initial moles of 1,3-dichloro-2-propanol used in the synthesis.

% Recovery of 3 − Cl − 1, 2 − propylenecarbonate =
Recovered 3−Cl−1,2−propylenecarbpnate (moles)×100

Theriotical amount of 3−Cl−1,2−propylenecarbonate (moles)
(1)

2.4. Transesterification of 3-Chloro-1,2-propylenecarbonate to Synthesis DMC and Glycidol and
Their Recoveries

The synthesis of DMC and glycidol from 3-chloro-1,2-propylenecarbonate was per-
formed in methanol and studied at various temperatures. Equivalent amounts of 3-chloro-
1,2-propylenecarbonate and DBU were mixed with methanol and the reaction mixture
was stirred at room temperature (22 ◦C), 35 or 50 ◦C for various reaction times. At end
of the reaction, methanol with DMC was separated from the reaction mixture by high
vacuum distillation at 40 ◦C. The amount of DMC recovered with methanol was confirmed
using gas chromatography where the calibration method and Equation number (2) were
used to calculate the actual amount of DMC recovered (supporting information Figure S1).
Glycidol and [DBUH][Cl] salt were separated from each other using 2-Me-THF and brine
solution (NaCl saturated aqueous solution) as extracting solvents. In this case, 2-Me-THF
and brine solution were added to the [DBUH][Cl] salt and glycidol mixture where the
organic phase was separated from the aqueous phase using a separating funnel. For the
glycidol recovery, the organic phase was dried over anhydrous sodium sulfate and concen-
trated by rotary evaporation. The recovery of glycidol was calculated using Equation (3).
The aqueous phase was concentrated by rotation evaporation where dry methanol was
added further in [DBUH][Cl] salt and NaCl mixture to precipitate the NaCl. The NaCl salt
was separated from the alcoholic solution by filtration, whereas the [DBUH][Cl] salt was
recovered after the alcoholic solution by rotary evaporation. The purity of the recovered
[DBUH][Cl] salt and glycidol was confirmed using NMR analysis.

% Recovery of dimethyl carbonate (DMC) =
Recovered DMC (moles)×100

Theortical amount of DMC (moles)
(2)

% Recovery of Glycidol =
Recovered glycidol (moles)× 100

Theoretical amount of glycidol (moles)
(3)

2.5. Recovery of DBU from [DBU][Cl] Salt Using a Neutralization Method

A total of 0.12 g (3 mmol) of NaOH was added to 10 mL of dry methanol, the reaction
mixture was stirred at 50 ◦C for 1 h, and a transparent solution was obtained. Further,
0.47 g (2.5 mmol) of [DBUH][Cl] salt was added to this alkaline methanol solution where
the reaction mixture was stirred at 50 ◦C for 1 h. As the reaction progressed, a white
and crystalline precipitate of NaCl separated and settled at the bottom of the reaction
flask. The NaCl salt was separated from the reaction mixture by filtration and DBU was
recovered from the alcoholic solution by rotary evaporation. The recovery degree of DBU
was calculated by using Equation (4), whereas the purity was confirmed using NMR
analysis. To calculate the amount of recovered DBU, the theoretical amount of DBU was
calculated based on the initial amount of [DBUH][Cl] salt (moles) that was used in the
recovery process.

% Recovery of DBU =
Recovered DBU (moles)× 100

Theoretical amount of DBU (moles)
(4)

3. Results

DMC and glycidol synthesis proceeded via the integrated two-step process approach.
In this case, initially, the synthesis of 3-chloro-1,2-propylenecarbonate was prepared
through the equivalent interaction of 1,3-dichloro-2-propanol, DBU, and CO2, at room
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temperature. Further, the DMC along with glycidol were synthesized via a base-catalyzed
transesterification of 3-chloro-1,2-propylenecarbonate in methanol. The synthesis of 3-
chloro-1,2-propylenecarbonate was initially carried out in DMSO as a solvent and a similar
synthesis was further studied in other solvents such as 2-Me-THF. After the complete
addition of DBU in the reaction mixture containing DMSO and 1,3-dichloro-2-propanol
under CO2 bubbling, the composition of the resultant reaction mixture was confirmed
by one- as well as two-dimensional NMR analysis. The 1H and 13C NMR spectra of the
reaction mixture are shown in Figure 2 and supporting information Figure S2, respectively.
As shown in Figure 2, after the interaction between 1,3-dichloro-2-propanol, DBU, and
CO2, DBU as well as 1,3-dichloro-2-propanol were completely consumed in the reaction
mixture as their corresponding signals for the carbon atoms disappeared. In this case, the
characteristics signals for the carbon atoms at positions six, seven, and nine, respectively, in
the molecular DBU disappeared and new shielded signals for the carbon atoms at position
six and seven (C-6′ and C-7′) as well as a de-shielded signal for carbon atom at position
nine (C-9′), respectively, were observed.

Figure 2. 13C NMR spectra of the (a) 1,3-dichloro-2-propanol, (b) DBU, and (c) Reaction mixture
after equivalent interaction of 1,3-dichloro-2-propanol, DBU, and CO2 in DMSO (NMR analysis with
capillary filled with D2O).

This observation represents that the sp2-N atom in the DBU molecule became pro-
tonated, which is in agreement with the previous reports [20]. Besides the signals for
the protonated DBU, the signals for the unknown chemical species were also observed
in the 13C NMR analysis (shown by a filled star). 1H NMR spectra also depict that the
characteristics signals for the protons in both 1,3-dichloro-2-propanol and DBU molecules,
respectively, disappeared, while signals for the unknown chemical species as well as pro-
tonated DBU appeared. As described previously, the DBU molecule is popularly known
as a superbase to activate the CO2 molecule through the formation of SIL in the presence
of proton sources such as water or alcohol. Besides that, it was also previously confirmed
that the equivalent interaction between 1, 2-halohydrin and DBU molecule in the presence
of CO2 results in the formation of cyclic carbonate [20]. Since 1,3-dichloro-2-propanol
molecule has a similar structure to the 1,2-halohydrin, i.e., –OH and halide groups are
attached to the adjacent carbon atoms, its interaction with DBU and CO2 molecules could
result in the formation of cyclic carbonate such as 3-chloro-1,2-propylenecarbonate. To con-
firm the formation of 3-chloro-1,2-propylenecarbonate, the reaction mixture obtained was
analyzed using two dimensional (2D) HMBC (Heteronuclear Multiple Bond Correlation),
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HSQC (Heteronuclear Single Quantum Coherence), and COSY (Correlated Spectroscopy)
NMR analysis techniques and corresponding spectra are shown in Figure 3 and supporting
information is shown in Figure S3a,b.

 

Figure 3. (a,b) 1H-13C HMBC NMR spectra of the reaction mixture after equivalent interaction of
1,3-dichloro-2-propanol, DBU and CO2 in DMSO.

The HSQC NMR analysis shows that the protons in an unknown chemical species
with chemical shifts 3.95, 4.23, 4.57, and 5.11 ppm, respectively, belong to the proton–carbon
correlation signals with their corresponding carbon atoms (supporting information S3a). In
the case of COSY NMR analysis, the proton with the chemical shift 5.11 ppm proton–proton
correlated with all the remaining protons, whereas the protons at 4.23 and 4.57 ppm did not
show any correlation with the proton resonating at 3.95 ppm (supporting information S3b).
This suggests that the distribution of the protons in this unknown chemical species is
identical to the 1,3-dichloro-2-propanol that was used in the synthesis. The HMBC NMR
analysis showed that protons with chemical shifts 4.23, 4.57, and 5.11, respectively, are in
correlation with the carbon atom resonating at 153.5 ppm. The signal for the carbon atom
at 153.5 ppm was a new one and it usually belongs to the carbon atom in a carbonyl group.
This observation suggests that the activation of the CO2 molecule took place through the
equivalent interaction between the reagents applied in the synthesis. Since the [DBUH]+

cation forms in the reaction composition, the formation of this cation proceeds through
the activation of CO2 by the DBU superbase. In this case, as shown in Scheme 3a, DBU
removed the proton from the –OH group in 1,3-dichloro-2-propanol and the resultant
alkoxide species reacted with CO2 and alkyl carbonate anion, whereupon the [DBUH]+

cation formed in the reaction mixture. However, since the COSY and HMBC NMR analysis
suggests that the protons with the chemical shifts 4.23, 4.57, and 5.11, respectively, are adja-
cent to each other and in long correlation with 153.5 ppm, further consecutive cyclization
in alkyl carbonate anion took place, which further allowed the formation of 3-chloro-1,2-
propylenecarbonate along with the release of [DBUH][Cl] salt (Scheme 3b). Hence, similar
to the previously reported cyclic carbonate synthesis, the equivalent interaction between
1,3-dichloro-2-propanol, DBU, and CO2 results in a 3-chloro-1,2-propylenecarbonate, which
formed in the process [20]. This DBU mediated fixation of CO2 in the form of 3-chloro-
1,2-propylenecarbonate was carried out at room temperature and atmospheric pressure.
Therefore, this method can be considered safer and sustainable compared to epichlorohy-
drin encompassed with high energy-consuming catalytic approaches. Even though both
1,3-dichloro-2-propanol and epichlorohydrin are derived from the hydro-chlorination of
glycerol, the processing with epichlorohydrin in 3-chloro-1,2-propylenecarbonate synthesis
is not safe considering its toxic and flammable nature.
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Scheme 3. (a) Activation of CO2 by DBU through proton abstraction from 1,3-dichloro-2-propanol
and (b) formation of 3-chloro-1,2-propylenecarbonate and [DBUH][Cl] salt.

After the synthesis of 3-chloro-1,2-propylenecarbonate, the reaction mixture was
further explored in terms of its recovery via water and ethyl acetate-involved solvent
extraction methods. In this case, after the separation of [DBUH][Cl] salt using ethyl acetate,
water was further used to separate DMSO from 3-chloro-1,2-propylenecarbonate, which
remained in the organic phase. After the removal of ethyl acetate, a 68% recovery of
3-chloro-1,2-propylenecarbonate was achieved. This represents that even though 3-chloro-
1,2-propylenecarbonate is insoluble in water due to DMSO, a part of it remained in the
aqueous phase. Further, a similar synthesis of 3-chloro-1,2-propylenecarbonate was carried
out in 2-Me-THF solvent. During the bubbling of CO2 and the simultaneous addition of
DBU in the reaction mixture, containing 1,3-dichloro-2-propanol in a 2-Me-THF, it was
observed that a white crystalline solid precipitate was forming and became separated in
the reaction mixture. The 13C NMR analysis of the reaction mixture along with the white
precipitate was carried out and the obtained spectra are shown in Figure 4.

Figure 4. 13C NMR spectra of the (a) 1,3-dichloro-2-propanol in 2-Me-THF, (b) DBU and, (c) Reaction
mixture after equivalent interaction of 1,3-dichloro-2-propanol, DBU, and CO2 in 2-Me-THF, and
(d) 3-chloro-1,2-propylenecarbonate (NMR analysis in CDCl3).

Figure 4 depicts that the 3-chloro-1,2-propylenecarbonate as well as [DBUH][Cl] salt
were forming after an equivalent interaction between 1,3-dichloro-2-propanol, DBU, and
CO2 when 2-Me-THF was used as the solvent during the synthesis. Recently, Jupke et al.
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reported that 2-Me-THF has a higher CO2 solubility in the reaction system than water
under identical experimental conditions [23]. Jessop and Matsuda et al. showed that
2-Me-THF has lower values of Kamlet-Taft parameters such as polarizability, π* (0.5–1.1),
which further allowed for the higher solubility of hydrophobic CO2 in 2-Me-THF than
water [24,25]. Matsuda et al. also further reported that CO2 expanded 2-Me-THF, and other
bio-based solvents turned out to be an excellent solvent media for biotransformation. The
author explained that with an increase in the CO2 pressure, the polarizability (π*) value of
the 2-Me-THF linearly decreased as a result of the higher solubility of CO2, which further
increased the transformation rate in this CO2 expanded solvent system [26].

Therefore, similar to DMSO, 2-Me-THF can be used as a solvent in the synthesis
of 3-chloro-1,2-propylenecarbonate. In this case, 2-Me-THF is preferred more consider-
ing its renewable nature and this solvent is already referred to as an alternative to THF
and other organic solvents [27,28]. After the completion of the reaction, 2-Me-THF was
further removed by evaporation and [DBUH][Cl] salt was separated from 3-chloro-1,2-
propylenecarbonate using ethyl acetate solvent and a filtration technique. Further, 93% of
the 3-chloro-1,2-propylenecarbonate was recovered when ethyl acetate was removed from
the organic phase. Hence, the use of 2-Me-THF in the synthesis not only facilitated the
separation of components from the reaction mixture but also further allowed a higher level
of recovery of 3-chloro-1,2-propylenecarbonate.

To valorize 3-chloro-1,2-propylenecarbonate, it was further explored in the base-
catalyzed transesterification in methanol where DBU was used as a base and the synthesis
was carried out at different temperatures. The current catalytic approaches for the synthesis
of 3-chloro-1,2-propylenecarbonate from ECH are considered as only an ideal example
to demonstrate the valorization of CO2 upon the synthesis of cyclic carbonates. Hence,
3-chloro-1,2-propylenecarbonate remains underutilized and needs to be upgraded to value-
added chemical entities considering the value of the active form of CO2 in the molecule.
The concept of the transesterification of 3-chloro-1,2-propylenecarbonate under alkaline
conditions was designed based on the previous reports where the cyclic carbonates such
as ethylene carbonates, catechol carbonate, etc. were used to synthesize various aliphatic
carbonates [13,29]. As shown in Scheme 4, the reaction of the alkaline transesterification
involved the interaction of methanol with 3-chloro-1,2-propylenecarbonate and results in
the formation of the DMC and 3-Chloro-1, 2-propanediol.

Scheme 4. Base catalyzed transesterification of the 3-chloro-1,2-propylenecarbonate to DMC and
3-Chloro-1, 2-propanediol.

After the interaction of the equivalent amounts of DBU and 3-chloro-1,2-propylenecarbonate
in methanol for 30 min, it was observed that the expected products such as DMC and 3-chloro-1,
2-propanediol formed in the reaction mixture (Figure 5b). However, besides the signal for these
chemical species, new signals at 44.3, 52.4, and 62.1 ppm were also observed. The reaction
mixture was stirred for various reaction times such as 2, 6 and 18 h and it was observed that these
newly observed signals belong to unknown chemical species, the amounts of which gradually
increased. Simultaneously, the signal belonging to 3-chloro-1, 2-propanediol steadily decreased
as the reaction time increased. Besides that, it was also observed that the chemical shifts for
the carbon atoms of DBU, especially at positions six and nine, respectively, were shielded,
whereas the carbon atom at position seven became de-shielded under the given reaction period.
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Considering the changes in the chemical shifts for the carbon atoms in the DBU molecule, it is
evident that the [DBUH]+ cation is gradually forming in the reaction mixture.

 

Figure 5. 13C NMR spectra for the room temperature and DBU catalyzed transesterification of
3-chloro-1,2-propylenecarbonate in methanol, (a) 30 min, (b) 2 h, and (c) 6 h and, (d) 18 h (Downward
arrows and # sign showed carbon atoms belongs to the glycidol and DMC, respectively).

It was previously reported that the synthesis of epoxides such as epichlorohydrin and
glycidol from the hydro-chlorinated analogs of glycerol such as 1,3-dichloro-2-propanol and
3-Chloro-1, 2-propanediol, respectively, is a base-catalyzed reaction where an equivalent
interaction of the base with either of these chlorinated species results in the formation of the
corresponding epoxides [5,7]. In the present work, since the transesterification of 3-chloro-
1,2-propylenecarbonate was carried out with an equivalent amount of DBU, the possibility
is that the in situ-formed 3-chloro-1, 2-propanediol can transform further to an oxiranic
function-comprising molecule, i.e., glycidol through the release of a Cl atom with a DBU
base (Scheme 5). To confirm the glycidol formation, the NMR spectra of the reaction mixture
after the 18 h and commercially available glycidol were compared and it was observed
that identical signals related to glycidol (shown by downward arrow) were observed.
Since the signal related to the [DBUH]+ cation was also observed, this also confirmed
that the formation of glycidol has occurred through the formation of [DBUH][Cl] salt in
the reaction composition. Hence, the base-catalyzed transesterification of 3-chloro-1,2-
propylenecarbonate in methanol results in the formation of DMC and glycidol along with
[DBUH][Cl]. Overall, the dechlorination of the glycerol-derived 1,3-dichloro-2-propanol
has occurred during the synthesis of DMC as well as glycidol, which not only facilitates
the uptake of CO2 but also allowed for the synthesis of industrially important value-added
chemicals. Besides that, the DBU molecule not only assisted in the efficient CO2 capture
and served as a base catalyst in DMC synthesis but also performed as a reservoir for the
chloride ion through the formation of its non-volatile and thermally stable chloride salt.

The synthesis of DMC and glycidol from 3-chloro-1,2-propylenecarbonate was further
carried out at higher temperatures such as 35 and 50 ◦C, where the rate of formation
of glycidol increased with the temperature and the complete conversion of the in situ-
formed 3-Chloro-1,2-propanediol to glycidol took place in 2 h and 30 min, respectively
(supporting information Figure S4a,b). Hence, in this synthesis, the applied temperatures
significantly influenced glycidol synthesis levels, whereas the rate of DMC formation
remained unaltered.
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Scheme 5. Synthesis of glycidol and [DBUH][Cl] salt from 3-chloro-1,2-propanediol and DBU.

Using the distillation method, 92% of DMC was recovered along with methanol from
the reaction mixture, whereas the remaining glycidol and [DBUH][Cl] salt were separated
using solvent extraction. In the case of solvent extraction initially, 2-Me-THF was added in
a mixture of [DBUH][Cl] salt and glycidol in order to remove glycidol selectively from the
mixture. However, after the addition of 2-Me-THF, no solid [DBUH][Cl] salt precipitated
out from the mixture. On the other hand, the turbid solution was obtained after 1 h
and the transparent viscous liquid settled at the bottom of the flask. The separation of
[DBUH][Cl] from the glycidol is not possible, probably as a result of the formation of a
deep eutectic mixture through hydrogen bond acceptor (HBA) and hydrogen bond donor
(HBD) interactions. In this case, considering previous reports regarding the compositions
of various deep eutectic solvents (DES), the chloride anion containing ionic liquids such as
choline chloride and a hydroxyl group comprised of molecules such as glycerol, ethylene
glycol, etc., performed as a HBD and HBA, respectively to form a DES [30]. Sato et al. also
showed that a similar hydrogen bonding interaction between the –OH group of glycidol
and the Cl− anion of the quaternary alkylammonium salt was established and resulted
in the formation of a binding complex [31]. Therefore, the hydrogen bonding interaction
possibly does not allow the precipitation of [DBUH][Cl] salt in 2-Me-THF. In order to
trigger the separation of these two chemical species, the brine solution was added to their
mixture, followed by the addition of 2-Me-THF to extract glycidol. In this case, NaCl in
the brine solution possibly disturbed the hydrogen bonding between [DBUH][Cl] salt and
glycidol and allowed the transfer of the latter to the 2-Me-THF phase. After the evaporation
of 2-Me-THF from the organic phase, an 89% recovery of the pure form of the glycidol was
achieved. The 13C NMR spectra of the recovered glycidol is shown in Figure 6. Water was
removed from the aqueous phase and dry methanol was added to precipitate and separate
NaCl from the [DBUH][Cl] salt. The alkaline alcoholic solution (NaOH in methanol) was
further used to recover the molecular DBU from its chloride salt. In this context, 83% of
the pure form of the DBU was obtained and the spectra of the recovered DBU is shown in
supporting information Figure S5.

Hence, in this overall reaction approach, the hydro-chlorinated derivative of glyc-
erol, i.e., 1,3-dichloro-2-propanol, was further used for the CO2 capture and its further
valorization was demonstrated to synthesize DMC along with the glycidol. The specialty
of this work is that DBU superbase was applied for various tasks where it performed as
an efficient, selective, and recoverable base catalyst along with CO2 capturing as well as a
dechlorinating agent in the synthesis. Apart from this, we introduce a new alternative and
simultaneous synthetic approach to produce DMC and glycidol compared to the existing
various individual catalytic approaches. In terms of the solvent system, 2-Me-THF emerged
as a new and renewable solvent media for the CO2 activation to value-added chemicals,
which was previously limited to CO2 capture in the form of expanded liquids.
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Figure 6. 13C NMR spectra: (a) [DBUH][Cl] salt and glycidol after removal of DMC and methanol
and, (b) recovered glycidol.

4. Conclusions

The glycerol-derived 1,3-dichloro-2-propanol as well as CO2 was successfully val-
orized for the synthesis of an industrially important dimethyl carbonate and glycidol
integrated process approach under mild reaction conditions. The synthesis of 3-chloro-1,2-
propylenecarbonate from 1,3-dichloro-2-propanol was carried out in the DBU superbase-
triggered CO2 capture process followed by a cyclization approach at room temperature,
whereupon the formation of cyclic carbonate was confirmed with both one- and two-
dimensional NMR spectroscopy techniques. Amongst the applied solvents, upon the
use of DMSO, 69% of 3-chloro-1,2-propylenecarbonate was recovered, on the other hand,
2-Me-THF emerged as a more efficient solvent system compared to DMSO, whereupon a
97% recovery was achieved without the use of solvent extraction. The synthesized 3-chloro-
1,2-propylenecarbonate was further explored for the base-catalyzed transesterification to
synthesize DMC in methanol, whereupon in situ-formed 3-chloro-1, 2-propanediol simulta-
neously converted to glycidol as a result of its equivalent interaction with DBU superbase.
In this integrated process for the synthesis of DMC and glycidol, DBU superbase performed
versatile tasks where it participated in the CO2 activation and base-catalyzed alcoholysis
process along with an efficient dechlorinating agent through the formation of a thermally
stable [DBUH][Cl] salt. In the case of the alcoholysis of 3-chloro-1,2-propylenecarbonate to
DMC and glycidol, the rate of the formation of DMC was not influenced by the applied tem-
perature, whereas the rate of the formation of glycidol linearly increasing with the applied
temperature. In this case, 3-chloro-1,2-propanediol was completely converted to glycidol in
30 min at 50 ◦C while at room temperature. Some of the 3-chloro-1,2-propanediol remained
unreacted even after 18 h. The 93% of DMC along with methanol was recovered from the
reaction mixture by evaporation, whereas 89% of glycidol was obtained from the mixture
of [DBUH][Cl] salt using the brine solution and 2-Me-THF involved solvent extraction.
In this case, the brine solution facilitated the separation of glycidol from the [DBUH][Cl]
salt. The DBU superbase was also obtained with 83% recovery from the [DBUH][Cl] salt
following a neutralization approach. Hence, in this process, the sustainable valorization of
CO2 along with a glycerol derivative such as 1,3-dichloro-2-propanol was demonstrated
using recoverable DBU superbase and a renewable solvent, 2-Me-THF. This new reaction
pathway can be further explored for the synthesis of other dialkyl carbonates along with
glycidol, where, in this case, various types of alcohols can be utilized.
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Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/cleantechnol3040041/s1, Figure S1: Calibration curve for the quantification of recovered
dimethyl carbonate (Gas chromatography method). Figure S2: 1H NMR spectra of the (a) 1,3-dichloro-
2-propanol, (b) DBU, and (c) Reaction mixture after equivalent interaction of 1,3-dichloro-2-propanol,
DBU, and CO2 in DMSO (NMR analysis with capillary filled with D2O). Figure S3: 1H-13C HSQC
(a) and 1H-1H COSY (b) NMR spectra of the reaction mixture after equivalent interaction of 1,3-
dichloro-2-propanol, DBU, and CO2 in DMSO. Figure S4a: 13C NMR spectra for the DBU catalyzed
transesterification of 3-chloro-1,2-propylenecarbonate in methanol at 35 ◦C, (a) 30 min, (b) 1 h, and
(c) 2 h. (Downward arrows and # sign showed carbon atoms belongs to the glycidol and DMC,
respectively). Figure S4b: 13C NMR spectra for the DBU catalyzed transesterification of 3-chloro-1,2-
propylenecarbonate in methanol at 50 ◦C, (a) 15 min and (b) 30 min. (Downward arrows and # sign
showed carbon atoms belongs to the glycidol and DMC, respectively). Figure S5: 13C NMR spectra
(a) [DBUH Cl] salt and (b) recovered DBU.
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Abstract: The paper evaluates the performance of an adsorption-based technology for CO2 capture
directly from the air at the industrial scale. The approach is based on detailed mass and energy
balance dynamic modeling of the vacuum temperature swing adsorption (VTSA) process in Aspen
Adsorption software. The first step of the approach aims to validate the modeling thanks to published
experimental data for a lab-scale bed module in terms of mass transfer and energy performance
on a packed bed using amine-functionalized material. A parametric study on the main operating
conditions, i.e., air velocity, air relative moisture, air temperature, and CO2 capture rate, is undertaken
to assess the global performance and energy consumption. A method of up-scaling the lab-scale bed
module to industrial module is exposed and mass transfer and energy performances of the industrial
module are provided. The scale up from lab scale to the industrial size is conservative in terms of
thermal energy consumption while the electrical consumption is very sensitive to the bed design.
Further study related to the engineering solutions available to reach high global gas velocity are
required. This could be offered by monolith-shape adsorbents.

Keywords: adsorption; CO2 capture; modeling

1. Introduction

Climate change has become a critical issue during the last decades and is attributed
to the increased levels of greenhouse gases (GHG) in the atmosphere. Today, carbon
dioxide (CO2) is present in the atmosphere at a concentration over 415 ppmv, i.e., about
0.04 volume percent, equivalent to an atmospheric reservoir of about 3200 GtCO2 [1]. To
address the increase in global CO2 emissions to the atmosphere, GHG emission reduction
targets and a wide range of greenhouse gas mitigation technologies are being considered,
such as CO2 capture from flue gases at power plants and other industrial sites followed
by CO2 transport and long-term geological storage [2,3]. The direct capture of CO2 in
the ambient air (DAC: Direct Air Capture) through a contactor is an alternative pathway
among the negative emissions technologies to capture CO2 directly from the atmosphere
and should be deployed to achieve emission trajectories in line with the carbon neutrality
objective and climate change mitigation [4,5]. Indeed, CO2 removal is expected to play
a key role in the transition to a net-zero system, in particular, to offset the emissions of
industrial sectors that are difficult to decarbonize. In this regard, CO2 removal technologies
and changes in land-use sinks account for 450–1000 GtCO2 of negative emissions to keep
the global warming below 1.5 ◦C by 2100 [6]. The CO2 can be permanently stored in
deep geological formations, resulting in negative emissions, or used in the production
of building materials, chemical intermediates, or synthetic fuels to replace conventional
fossil fuels. The DAC technique seems attractive given its potential to decarbonize the
atmosphere: it can address distributed emissions such as aviation and transport and
can be installed close to suitable storage sites and to low- or zero-carbon energy sources
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which are needed to run the plant, with little degradation performance in the case of
low-pollutant air. However, it still presents multiple technical and economic uncertainties
and barriers [7]. Furthermore, the relatively high dilution of CO2 in the atmosphere leads to
higher energy needs (approximately three times more energy) and costs for DAC relative to
other conventional CO2 capture technologies and applications. Thus, DAC is energetically
and economically challenging to be deployed at large scale.

DAC technologies have attracted new interest for several years [8,9] but the first
developments of CO2 capture in ambient air date back to the 1930s, with first applications
in gas separation upstream of cryogenic air separation (N2/O2/Ar) in order to avoid
CO2 solidification, then for the control of air composition in confined systems (submarine,
spacecraft) to keep the air breathable with no possibility of renewal [10]. There are currently
a number of small pilot and demonstration DAC plants operating worldwide [11], mainly
in Europe, the United States, and Canada, capturing around 10,000 tCO2/year, with large-
scale facilities (1 MtCO2/year) in advanced development in the United Kingdom and in
the United States, e.g., for use in enhanced oil recovery. After production is scaled up, the
costs are expected to become competitive and fall to USD 200 per ton of CO2 [12]. However,
the DAC sector is still in an early stage of commercial development, and research and
development are still needed to overcome some challenges, e.g., to redesign and optimize
the materials and processes to achieve low-cost and low-carbon performances [13]. Several
approaches to DAC are technically feasible but the development efforts are mainly focused
on two reversible techniques for CO2 capture in air: chemical absorption [14], which
relies on the property of a liquid basic solution to solubilize CO2, such as sodium and
potassium hydroxide, and adsorption, where CO2 is fixed on the surface of a porous
solid sorbent [15,16]. Both techniques require roughly 80% thermal energy (e.g., sorbent
regeneration) and 20% electricity (e.g., contactor fans, vacuum pumps) for operation [11],
and have to be fueled by low-carbon energy sources [17], in particular close to industrial
sites where low-carbon heat can be recovered, to reduce lifecycle emissions [18,19].

The DAC technique based on low-temperature adsorption is developed by several
companies among which are Climeworks in Switzerland and Global Thermostat in the
United States. Such technologies have limited land and water footprints [7]. However,
the co-adsorption of H2O in wet air treatment increases the thermal energy consumption
for regeneration and the sorbent regeneration requires large amounts of low temperature
heat [15]. Compared to absorption that works continuously with solvent looping, the
adsorption process works generally in batches with several beds filled in parallel. Processes
have been developed to allow efficient contact of air with adsorbent and efficient regen-
eration of the material. The adsorption phenomena are schematically divided into two
large families according to the nature of the bonds between the adsorbate and the solid:
physisorption (weak interaction), e.g., on activated carbons, activated aluminas, silica gels
or zeolites, and chemisorption (strong interaction), e.g., on chemical adsorbents based on
amines immobilized on a solid support or alkali carbonates [20,21]. An optimal adsorbent
would combine the following qualities: high adsorption capacity, high selectivity, easily
regenerable, fast kinetics, high resistance (mechanical, chemical, and thermal) and lifetime,
high availability, low pressure drop, low toxicity, and low cost. In practice, a major limita-
tion of physical adsorbents is their low adsorption capacity at low CO2 partial pressure,
which leads to a preferable use of chemical adsorbents for CO2 capture from air. On the
other hand, while chemical adsorbents have a higher adsorption capacity compared to
physical adsorbents, the energy consumption associated with their regeneration is higher
for breaking the chemical bonds between the adsorbate and the adsorbent. The use of
an amine bonded to a porous solid support, e.g., such as honeycomb monoliths, pellets, or
other granular shapes, is therefore suitable [15,16,22].

In cyclic VTSA (vacuum temperature swing adsorption), the air ventilated from the
atmosphere may flow through a fixed bed of solid adsorbent, where the CO2 (and H2O) is
adsorbed on a porous material at ambient temperature and pressure. The flow to be treated
is depleted as it progresses through the solid bed, which gradually becomes saturated. After
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operation and when the adsorbent approaches saturation, the adsorbent is regenerated
in situ by heating (TSA around 80–130 ◦C) and rough vacuum (VSA below 300 mbarabs).
The CO2 and H2O are then released in the gas phase, which allows, after gas drying, to
recover a high-purity CO2 stream that can be compressed for transport and storage. The
adsorbent is finally cooled to room temperature for reuse in a new cycle (adsorption, purge,
regeneration, repressurization). The VTSA proves to be a promising process from analysis
of productivity and energy consumption [23].

Despite their apparent simplicity, the design and development of adsorption processes
is time consuming and requires cost reductions to be competitive at full scale. Process
modularization is a strong feature in order to reduce investment costs through series
and learning effects [24,25]. Compared to an all-in-one architecture, the modular design
allows to realize and test a large number of modules in a first development phase, before
completely setting the optimal module architecture which can then be standardized and
produced in large series in order to lower the costs by learning rate. Modularity allows
scale-up by increasing the number of components operating in parallel.

There have been a few studies on the modeling of a DAC fixed bed process [16,26–28].
Simulations are most commonly performed at the laboratory scale, i.e., with sorbent mate-
rial masses in the range of grams to kilograms using amine-functionalized nano-fibrillated
cellulose [16], metal organic framework [26,28], or polystyrene [27]. In this paper, we pro-
pose to model in Aspen Adsorption software a DAC modular process that employs VTSA
on a packed bed using amine-functionalized material. The one-dimensional model accounts
for adsorption isotherms, mass, energy, and momentum balances to simulate temperature
and concentration dynamics along the bed. The simulations are performed for several
adsorption–desorption cycles at two scales: first at the laboratory scale (2 kgCO2/year),
then at the larger scale of a pilot module (50 tCO2/year). A parametric study on the
main operating conditions, i.e., air velocity (superficial gas velocity lower to minimum
fluidization velocity), air relative moisture (0–80%), air temperature (5–35 ◦C), and CO2
capture rate (5–98%), is undertaken to assess the global performances and energy consump-
tion. The results obtained in this work can guide future research on the design of a DAC
modular process.

2. Process and Model Description

Aspen Adsorption software (V12) was used for modeling as it offers a framework of nu-
merical and physical methods facilitating the dynamic mass and energy balance evaluation
of the process’ adsorption/desorption full cycle. This software is a comprehensive flowsheet
simulator for the design, simulation, and analysis of dynamic adsorption processes.

2.1. Process Overview

The simplified scheme of the DAC adsorption process is given in Figure 1: air is drawn
into the fixed adsorbent bed using fans. The CO2 of the air is physically and chemically
bound to the solid sorbent material. CO2-free air is released back into the atmosphere. Once
the sorbent is saturated with CO2, it is heated using indirect internal heating and/or steam
stripping. The internal heating and steam stripping could use free-carbon electricity and/or
low-grade heat source thanks to vacuum conditions ensured by vacuum pumps during the
stripping step. The CO2 is then released from the sorbent and collected as concentrated gas
thanks to a condenser. This continuous cycle is then ready to start again. The sorbent is
reusable and lasts for several thousand cycles (approx. 2–3 years).

The dynamic bed model in Aspen Adsorption is based on the fundamental equations
of an adsorbent bed composed of multiple layers: isotherms (thermodynamics), mass
and energy balances of gas and solid, including mass and heat transfers, and pressure
drop. The following equations are used to model continuous cycles of CO2 and H2O
adsorption/desorption through a packed bed of amine-functionalized sorbent material.
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Figure 1. Simplified process flowsheet for adsorption-based DAC technology.

2.2. Adsorption Isotherms of CO2 and H2O

An adsorption isotherm is the relation between the amount of adsorbate (loading) and
the gas phase composition (partial pressure) at thermodynamic equilibrium for a given
temperature. The adsorption capacity of the solid increases with CO2 partial pressure and
decreases with temperature. A simple theoretical model for single component adsorption is
the Langmuir model well-suited for chemisorption. This model uses the assumptions that
all adsorption sites on the homogeneous solid surface are energetically equivalent, and that
the adsorbate forms a monolayer without interactions between the adsorbate particles. The
Toth model [29] used for pure CO2 adsorption on amine-functionalized nano-fibrillated
cellulose material [30] differs from the Langmuir isotherm by considering the heterogeneity
of the adsorbent surface characterized by the Toth parameter t(T):

qCO2

(
T, pCO2

)
= nS(T)·

b(T)·pCO2(
1 +

(
b(T)·pCO2

)t(T)
) 1

t(T)
(1)

where b, t, and ns are temperature-dependent parameters:

b(T) = b0·e
Δhads,CO2,0

R.T0
·( T0

T −1) (2)

t(T) = t0 + α·
(

1 − T0

T

)
(3)

ns(T) = ns,0·eχ·( T0
T −1) (4)

The H2O adsorption isotherm on the same material [30] is modeled by the Guggenheim–
Anderson–de-Boer (GAB) isotherm [31] defined by the following equation.

qH2O
(
T, pH2O

)
= Cm(T).

CG(T)·Kads(T)·
pH2O

pvap(T)(
1−Kads(T)·

pH2O
pvap(T)

)
·
(

1+(CG(T)−1)·Kads(T)·
pH2O

pvap(T)

) (5)

where
pH2O

pvap(T)
= φ is the relative humidity.

The following coefficient provides the water content of a monolayer at the surface of
the adsorbent:

Cm(T) = Cm,0·e
β
T (6)

The following coefficients are following Arrhenius-type and temperature-
dependent equations:

CG(T) = CG,0·e
ΔHC

RT (7)

Kads(T) = Kads,0·e
ΔHK

RT (8)
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In addition, the binary CO2 and H2O adsorption isotherms consider the competitive
adsorption of the two substances. The CO2 has very little effect on the H2O adsorption
capacity, so the H2O adsorption isotherm remains largely unaffected by the presence of
CO2 [32]. On the contrary, the CO2 adsorption capacity is generally enhanced in the
presence of H2O [22]. An empirical function applicable in a small pressure range is used at
first approximation to describe the CO2 adsorption under humid conditions by multiplying
the Toth isotherm by an enhancing parameter fRH

(
pCO2 , φ

)
which is function of the relative

humidity and the CO2 partial pressure:

qCO2
binary(T, pCO2 , φ

)
= fRH

(
pCO2 , φ

)·qCO2

(
T, pCO2

)
(9)

fRH
(

pCO2 , φ
)
= 1 + φ·

(
0.6 − pCO2

59 mbar
·0.47

)
(10)

where φ is the relative humidity of air.
The coefficients obtained on the same material from [30,32] are summarized in Table 1.

Table 1. Material properties (isotherms).

CO2—Toth Isotherms H2O—GAB Isotherms

b0 1/bar 22,500 Cm,0 kmol/kg 0.0000208
T0 K 296 β K 1540
t0 - 0.422 CG,0 - 6.86
α - 0.949 ΔHC kJ/kmol −4120

ns,0 kmol/kg 0.00197 kads,0 - 2.27
χ - 2.37 ΔHK kJ/kmol −2530

Δhads,CO2,0 kJ/mol 60 Δhads,H2O ,0 kJ/mol 49

2.3. Main Assumptions

The bed model makes the main following assumptions:

1. A one-dimensional model using axial dispersion is considered. The effect of axial
dispersion along the gas flow direction is studied according to the axial Péclet di-
mensionless number. The Péclet number is the product of the Reynolds number
and the Schmidt number and is used to compare the mass transport by dispersion
and diffusion:

Pez =
νgHb

Ez
(11)

where νg is the gas velocity in m/s, Hb the height of the bed in m, and Ez the dispersion
coefficient in m2/s.
As a gas flows through a packed bed, axial dispersion occurs by molecular diffusion,
turbulent mixing arising from the splitting and recombining of flows around the solid
particles, and wall effects due to non-uniformity of packing. In general, wall effects
can be controlled by a large ratio of bed-to-particle diameters. The molecular diffusion
and turbulent mixing are additive and can be lumped into an effective dispersion
coefficient [33]. Mass transport by convection takes control, i.e., the bed operates near
ideal plug-flow conditions, when the mass Péclet number is significantly larger than
1. Therefore, the dispersion term is included in the material balance described later.
Moreover, to limit the radial dispersion, three conditions are required: the ratio of the
bed diameter to the particle diameter must be high (typically larger than 15 [34]), the
gas must be uniformly mixed before entering the bed, and the pressure drop must not
be too low to allow the gas to be equidistributed. A high value of the radial Péclet
number can be considered according to the radial dispersion coefficient [35]:

Er =
νgrp

4
(12)

Thus, radial dispersion is negligible, and the bed model is one-dimensional.
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2. CO2 and H2O are the only adsorbed substances. Adsorption of the other substances
of air, such as N2, O2, and Ar, are neglected given the dominant role of chemisorption.
In addition, there are no parasitic reactions between the gas and the adsorbent.

3. The substances in ideal gas phase flow first from the bulk gas to the macropore,
and then from the macropores to the solid surface via the micropores with uniform
pore structure (isotropic material). The microporous diffusion term is assumed to
be negligible in comparison to the external film resistance term and the macropore
diffusion term.

4. The bed is non-isothermal and is considered adiabatic with uniform heating from the
walls. The clogging resistance is neglected.

2.4. Mass Balance

The overall mass balance for a multi-component gas phase considers the convection,
axial dispersion, and mass transfer from the gas to the solid phase. Each substance in the
gas phase is governed by the equation below:

− εiEzk
∂2ck
∂z2 +

∂
(
νgck

)
∂z

+ εB
∂ck
∂t

+ Jk = 0 (13)

where εi is the interparticle voidage, εB the total bed voidage, and Ezk the dispersion
coefficient given by the correlation below [33]:

Ezk = 0.73 Dmk +
νgrp

εi

(
1 + 9.49 εi Dmk

2νgrp

) (14)

where Dmk is the molecular diffusivity in m2/s (estimated by Aspen properties database)
and rp the particle radius in m.

The rate of flux to the solid surface per unit volume is:

Jk = −ρs
∂wk
∂t

(15)

where ρs is the particle bulk density in kg/m3 (i.e., the mass of solid per unit volume of
column) and the rate of adsorption is expressed as:

∂wk
∂t

= kk(w∗
k − wk) = kk KKk (c∗k − ck) (16)

and where Henry’s coefficient KKk is derived from the isotherms:

KKk =
∂w∗

k
∂ck

= RT
∂w∗

k
∂Pk

(17)

To get to the adsorption surface, the substances must diffuse from bulk gas phase into
the pores of solid particles, then diffuse from pore phase into the surface of solid particles.
The overall mass transfer coefficient between the gas and solid phases is given as a lumped
term comprising the external film resistance term and the macropore diffusion term:

1
kk

=
rp

3 k f k
+

rp
2

15 εp Kpk
(18)

k f k is the film resistance coefficient defined below:

k f k = Shk
Dmk
2rp

(19)

The Sherwood number Shk is obtained by [36] for a Reynolds number Re in the range
3–10,000:

Shk = 2.0 + 1.1 Sck
1/3Re0.6 (20)
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where the Schmidt number and the Reynolds number are:

Sck =
μ

Dmkρg
(21)

Re =
vg 2rpρg

μ
(22)

where μ is the dynamic gas viscosity in Pa·s.
The macropore diffusion coefficient Kpk is obtained from:

1
Kpk

= τ

(
1

Dkk
+

1
Dmk

)
(23)

where τ is the particle tortuosity factor and the Knudsen coefficient Dkk is obtained from
the following correlation:

Dkk = 97rpore

(
T

Mk

)0.5
(24)

where rpore is the macropore radius in m and Mk is the molecular weight of the substance
in kg/mol.

2.5. Energy Balance

The energy balance is separated into two expressions, the gas energy balance and the
solid energy balance.

2.5.1. Gas-Phase Energy Balance

The energy balance of the gas phase in the bed includes the following terms, i.e., the
gas conductivity, the convection, and the transfers with the adsorbent bed and with the
internal wall:

−εi kgz
∂2 Tg
∂z2 + Cvgνgρg

∂Tg
∂z + εBCvgρg

∂Tg
∂t + P ∂νg

∂z + HTCap
(
Tg − Ts

)
+aHxQHx = 0

(25)

The heat transfer between the gas and solid is modeled with the film resistance model
according to:

HTC = jCpgνgρgPr−
2
3 (26)

where the Prandtl number and the j-factor are:

Pr =
μCvg

kgz
(27)

j = 1.66 Re−0.51 if Re < 190 (28)

j = 0.983 Re−0.41 otherwise (29)

The specific particle surface per unit volume bed is:

ap = (1 − εi)
3
rp

(30)

A jacket heat exchanger is used to heat the bed and for cooling according to:

QHx = UHx
(
Tg − THx

)
(31)

where UHx is the heat transfer coefficient of the heat exchanger in W/(m2·K) and THx the
heating source temperature in K at the axial position of the bed.
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2.5.2. Solid Energy Balance

The energy balance on the adsorbent considers the heat transfer by convection between
the gas flow and the adsorbent but also the heat released during the adsorption:

− ksz
∂2 Ts

∂z2 + ρsCps
∂Ts

∂t
+ ∑

k
Hk + ρs ∑

k

(
ΔHk

∂wk
∂t

)
− HTCap

(
Tg − Ts

)
= 0 (32)

The heat of the adsorbed phase for each component is given by the following equation:

Hk = ρsCpak wk
∂Ts

∂t
(33)

where Cpak is the heat capacity of the adsorbed phase component in J/(kg·K).

2.6. Energy Requirements

The main electric utilities through the proposed VTSA model are the electrically
driven fan used to compensate for the pressure drop inside the bed (WF) and the vacuum
pump (WVP).

The Ergun equation expresses the pressure drop (in Pa/m) in a fixed bed by the
Karman–Kozeny equation for laminar flow and the Burke–Plummer equation for turbu-
lent flow:

∂P
∂z

= −
(

150 (1 − εi)
2(

2rpψ
)2

εi
3

μ νg + 1.75 Mρg
(1 − εi)

2rpψεi
3 νg

2

)
. (34)

where ψ is the particle shape factor and M refers to the molecular weight of the gas in
kg/mol.

The fan work (in GJ/tCO2) considering the fan isentropic efficiency η f (typically 0.7)
and the overall pressure drop from the Ergun equation is assessed using Aspen Plus:

WF =
PFtads

mCO2,ads

(35)

where PF is the net work required by the fan in GW, tads the adsorption duration in s, and
mCO2,ads the mass of adsorbed CO2 in t.

The work of the vacuum pump (in GJ/tCO2) considering the pump efficiency (typically
0.7) is also assessed using Aspen Plus:

WVP =
PVPtV

mCO2,ads

(36)

where PVP is the net work required by the vacuum pump in GW and tV the vacuum
duration in s.

The thermal energy requirement (QH) is provided by indirect heating through a jacket
heat exchanger or by direct heating using steam during the purge step. The heating need
(in GJ/tCO2) is assessed using Aspen Adsorption from the heat exchanger energy:

QH =
QHX

mCO2,ads

(37)

where QHX is the heat exchanger energy (in GJ) during heating.
Similarly, the heat (QS) provided by steam (in GJ/tCO2) is given from:

QS =

∫
tS

.
mH2OCpH2OΔTdt

106nCO2,ads MCO2

. (38)

where
.

mH2O is the steam mass flow rate in kg/s, CpH2O the steam heat capacity in J/(kg·K),
ΔT the temperature difference from the inlet and outlet in K, nCO2,ads the quantity of
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adsorbed CO2 in mol, MCO2 the molecular weight of CO2 in kg/mol, and tS the steam step
duration in s.

2.7. Thermodynamic Comparison

The energy requirements can be compared to the thermodynamic minimum separation
work. For a substance to be separated from an ideal mixture, e.g., CO2 in a mixture of CO2
and N2, the minimum separation work can be calculated as a function of the CO2 capture
rate between 0 and 100%, as follows according to the thermodynamic principles:

WS
min = − RT

3600M

(
ln(x) +

(1 − x)
x

ln(1 − xy) + (1 − y)ln
(

1 − xy
x(1 − y)

))
(39)

where WS
min is the minimum separation work (kWh/tCO2), R the perfect gas constant

(8.314 J/(mol·K)), T the mixture temperature (K), x the molar fraction of CO2 in the mixture,
MCO2 is the molecular weight of CO2 in kg/mol, and y the CO2 capture rate.

The minimum separation work at 415 ppmv and 293.15 K varies between 6 kWh/tCO2
for a 5% CO2 capture rate, 119 kWh/tCO2 for a 90% CO2 capture rate, and 132 kWh/tCO2
for a 98% CO2 capture rate.

2.8. Parameters and Cycle Description

The typical air conditions considered in this study are the following: pressure of
1.013 bar, temperature of 283.15 K, relative humidity of 40%, molar composition with N2
(78.70%), O2 (20.50%), H2O (0.76%), and CO2 (0.04%). The model parameters are given in
Table 2.

Table 2. Adsorbent properties and model parameters.

Parameter Symbol Value

Interparticle voidage εi 0.446
Particle radius rp 0.0036 m

Macropore radius rpore 10−6 m
Particle shape factor ψ 0.83

Particle tortuosity τ 3.36
Molecular diffusivity Dm 2.02 × 10−5 m2/s
Particle heat capacity Cps 2.07 kJ/(kg·K)

Adsorbed CO2 heat capacity CpaCO2 88 kJ/(kmol·K)
Adsorbed H2O heat capacity CpaH2O 75 kJ/(kmol·K)

Steam heat capacity CpH2O 1.86 kJ/(kg·K)
Particle thermal conductivity ksz 0.0445 W/(m·K)

Gas dynamic viscosity μ 1.8 × 10−5 Pa·s
Gas density ρg 1.2 kg/m3

Heating source temperature THx,0 383.15 K
Heat transfer coefficient UHx 60 W/(m2·K)

The cycle is composed of eight different steps (Table 3) described below:

1. Adsorption. Air from the atmosphere is sent into the bed where the CO2 and H2O are
adsorbed. The step must end before the bed reaches saturation and cannot adsorb CO2
anymore. Therefore, the overall recovery of CO2 is maximized. Adsorption is stopped
when the concentration of CO2 at the bed outlet reaches 10% of the inlet concentration.

2. Evacuation. The inlet air flow is stopped, and the vacuum pump is turned on until
a pressure of 300 mbarabs is reached at the end of the bed. The vacuum pump
continues to work to maintain this low pressure during the regeneration.

3. Pre-heating. To eliminate N2 and O2 residues in the bed and meet the purity target,
the sorbent is heated up to 60 ◦C via indirect heating, to start the desorption of H2O
and evacuate the gas in the atmosphere.
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4. Pre-purge. The purge is finished by a short steam step that completely removes the
remaining N2 and O2 from the bed. The duration of the step is designed so that the
purity of the desorbed CO2 is higher than 95% and must be short to avoid desorbing
too much CO2 in the atmosphere.

5. VTSA. To recover CO2, the bed is heated indirectly to 110 ◦C to desorb H2O and CO2.
The outlet gas composed of CO2 and H2O is recovered.

6. Steam-stripping under vacuum. The desorption is finished by injection of overheated
steam in direct contact with the adsorbent to desorb and recover the maximum amount
of CO2. The duration of steps 5 and 6 have a strong impact on the cyclic capacity and
on the energy penalty.

7. Cooling. To avoid the bed poisoning, e.g., by urea formation in the presence of O2 at
high temperature because of amine oxidation, the bed is cooled at least below 60 ◦C via
the heat exchanger before sending the air in the adsorber for a new adsorption cycle.

8. Repressurization. Air is progressively injected to reach atmospheric pressure to be
ready for adsorption.

Table 3. Cycle parameters.

Step Duration Temperature (◦C) Pressure (bar)

1 Adsorption Until Cout/C0 = 10% 10 1.013
2 Evacuation 10 s 10 <0.150
3 Pre-heating 10 min 60 <0.300
4 Pre-purge 3 min - <0.300
5 VTSA 1 h 20 min 110 <0.300
6 Steam purge under vacuum 20 min - <0.300
7 Cooling 24 min <60 <0.300
8 Repressurization Until p = 1.013 bar 10 1.013

The detailed simulations are performed with the commercial software Aspen Adsorp-
tion (V12) by applying the “single bed approach” and a cycle organizer (Figure 2) to control
the duration of the different sequential steps, the manipulated variables, and the setting-up
of the boundary conditions (flowrate, composition, temperature, pressure). The evolution
of concentrations, pressure, and velocity profiles is followed in real time throughout the
simulation of successive entire cycle steps.

 
Figure 2. Process flowsheet for DAC in Aspen Adsorption.

120



Clean Technol. 2022, 4

3. Results

The modeling approach was at first validated within experimental data of [32] per-
formed on a lab-scale pilot, around 2.8 kgCO2/year. A parametric study was then per-
formed on the lab-scale pilot before the latter was scaled-up to the module of around
50 tCO2/year. The module’s bed was equipped with a jacket indirect heat exchanger.
Low-grade overheated steam was provided co-currently via a separate inlet. Two separate
outlets were used, one rejected the bed gas into the atmosphere during adsorption and the
purge steps, while the second one transported the desorbed gas during the desorption step.
Both outlet streams were evacuated by dedicated vacuum pumps.

The CO2 was recovered from the gas exiting the bed during the desorption steps and
then experiences a condensation and a phase separation step to fully eliminate the steam.
The remaining gas was CO2 with a purity superior to 95%.

3.1. Lab-Scale Configuration

The lab-scale characteristics are given in Table 4. Depending on initialization values
provided to the cycle organizer block (Figure 2), steady state cycles would not be reached
within the first cycle but only starting from the second and successive following cycles.
Figure 3 shows established regime of the temperature during cycles.

Table 4. Lab-scale bed characteristics.

Lab Scale

Bed height Hb 0.299 m
Bed internal diameter D 0.081 m
Intraparticle voidage εp 0.937
Particle bulk density ρs 55.4 kg/m3

Air flow rate Qair 14 NL/min

  

Figure 3. Temperature profiles of successive cycles (left) and a zoom on a single cycle (right).

The largest spatial temperature gradient was about 30 K (Figure 3) meaning that
the bed was globally homogeneous in temperature. A non-obvious behavior occurred at
the end of the desorption step when the temperature decreased before the cooling step.
This was linked to the endothermic nature of desorption during the steam-stripping step.
During this latter step, a higher amount of CO2 was desorbed in a relatively short time,
therefore the temperature of the bed slightly decreased.

Figure 4 represents the adsorbed quantities of CO2 and H2O over time. The evolution
during the adsorption phase was relatively different for the H2O and CO2. In fact, the
adsorbed quantity of H2O was more than four times larger than for CO2. This is linked
to the partial pressures of the substances and to the fact that the two substances have
different isotherms with different mathematical expressions derived from the experimental
measurement on the lab-scale pilot test facility. Moreover, H2O adsorption seems to saturate
over adsorption phase time while CO2 adsorption continues to increase linearly. The H2O
adsorption peak, around t = 52,500 s (Figure 4), is linked to the pre-purge step using steam
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because there is a steep increase in the vapor partial pressure resulting in a quick increase
in the adsorbed quantities. Finally, during the vapor stripping step, the vapor partial
pressure increases compared to the previous step. Therefore, there is adsorption of H2O
and desorption of CO2 because of high temperature and low CO2 partial pressure.

 

Figure 4. Adsorbed quantity of CO2 (blue curve) and H2O (red curve) over time during a full cycle.

The adsorption uptake was calculated via the results of the CO2 loading variable of
adsorbent material over time during the adsorption step. The cycle’s CO2 cyclic capacity
was calculated by time integration of the CO2 quantity at the outlet of the bed during
desorption and was equal to around 0.83 mmol/g, i.e., 0.037 g/g. The capture rate, i.e.,
the quantity of CO2 recovered at the end of a whole cycle divided by the quantity of CO2
treated during the adsorption step, was around 77% at a purity larger than 99%.

The specific energy requirements are summarized in Table 5 below.

Table 5. Energy performances of the lab-scale module.

Fan work (kWh/tCO2) 2.78

Vacuum work (kWh/tCO2) 97.22

Total electrical energy need (kWh/tCO2) 100

Steam heating need (GJ/tCO2) 0.26

Heating need (GJ/tCO2) 12.88

Active cooling need (GJ/tCO2) 0.64

Total thermal energy need (GJ/tCO2) 13.14

Finally, the specific energy need given by the model was consistent with the en-
ergy need evaluated by Wurzbacher et al. [15]. In fact, the data provided values around
9.3 GJ/tCO2 (i.e., 2600 kWh/tCO2) for the total thermal energy need and 100 kWh/tCO2
for the electrical energy need. Furthermore, the significant difference from the minimum
separation work, around 100 kWh/tCO2 (25 times smaller factor in order of magnitude)
must be pointed out, which shows the energetic improvement potential to improve this
capture technique.

3.2. Parametric Study of the Lab-Scale Process

The objective of this section is to investigate the impact of ambient air parameters
on the performance of the DAC process. This way, it is possible to determine the bed
dimensions for the most stringent operating point with the objective to minimize energy
requirements, while maintaining the highest possible cyclic capacity. Otherwise, it is
necessary to increase the bed volume to achieve similar annual capture values.
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The parameters of the study and the associated variations are summarized in Table 6
and the reference points used in the different studies are presented in Table 7.

Table 6. Studied parameters and range of variation.

Parameters of the Analysis Variation Range

Air flow velocity (m/s) [0.001–0.6]

Relative humidity (RH) (%) [0–80]

Air temperature (K) [268.15–293.15] at 0%RH
[278.15–308.15] at 40% RH

Breakthrough curve position Cout/Cin (%) [5–98]

Table 7. Reference points for the different parametric studies.

Variation Parameter Temperature Humidity Rate
Breakthrough
Curve Position

Air Flow Speed

Characteristics of
the reference point

Temperature / 293.15 K 293.15 K 293.15 K
Humidity rate 40% / 40% 40%

Breakthrough curve position 10% 10% / 10%
Air flow speed 0.044 m/s 0.044 m/s 0.044 m/s /

CO2 concentration 400 ppm 400 ppm 400 ppm 400 ppm

The results are presented in Figure 5. The evolutions of the CO2 cyclic capacity
(Figure 5, upper left) are shown to decrease with increasing ambient air temperature.
This is directly linked to the isotherm equations presented before that indicate a better
adsorption at lower temperature. Surprisingly, as shown in upper-right of Figure 5, the
increase in ambient air relative humidity is favorable for increasing CO2 cyclic capacity.
This is also explained by the expression of the humidity enhancement factor in the binary
CO2 isotherm (Equations (9) and (10)). Indeed, there is competition between increasing the
relative humidity and temperature; the first trend increases the CO2 capacity linearly while
the latter is decreased with increasing temperature. These trends are coherent with VTSA
desorption technology characteristics observed in laboratory-scale beds [32].

Figure 5 (bottom-left and right) shows the evolution of the CO2 cyclic capacity and
the mass transfer coefficient (MTC) as functions of the air velocity in the bed. The con-
dition stopping the adsorption remains the same for all simulations, i.e., when the CO2
breakthrough reaches 10% of the inlet CO2 concentration. Thus, increasing the air flow
leads to an adsorption duration that is too short because of two competitive phenomena:
the first one is that adsorption is kinetically faster because there is more CO2 entering the
bed in the same time period leading to higher CO2 bed-volumetric mole concentration,
and the second one is that by increasing air velocity, the residence time of the CO2 inside
the bed becomes closer and closer to the characteristic time of adsorption (~ 1

MTC ) (see
bottom-right of Figure 5). Therefore, the thermodynamics of adsorption become less and
less predominant over the kinetics. Some CO2 cannot be adsorbed and goes directly to
the outlet. The bed is consequently less charged than in the lower air velocity cases when
applied to the CO2 concentration, at the bed exit, a fixed breakthrough of 10% of the inlet
CO2 concentration.

Figure 5 (bottom-right) shows the sensitivity analysis of the mass transfer coefficients
of CO2 and H2O on air velocity which was performed for air velocity variation. It shows
the interest in working with high air velocity, because the higher the air velocity the lower
the predominant diffusion and, consequently, the adsorption step of the cycle is quicker.
However, if the increased air velocity is obtained via forced ventilation, then the energy
penalty of the fan will increase with the flow velocity. Therefore, there is a tradeoff between
the adsorption kinetics, the CO2 cyclic capacity, and the energy need of the process.
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Figure 5. Results of the different parametric studies on the CO2 cyclic capacity of the process at
the lab-scale.

Figure 6 summarizes the specific heating energy results of the parametric study.
The results can be explained for ambient temperature and velocity impacts by the same
arguments as above: CO2 cyclic capacity decreases by increasing these parameters, but the
cycle’s conditions are unchanged particularly for a fixed breakthrough cutoff level, this
leads to a higher specific heating need because all the solid sorbent is heated during the
stripping step, while it is not sufficiently loaded with CO2.

  

  

Figure 6. Results of the parametric studies on the specific heating need of the process at the lab scale.
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When increasing the breakthrough level (Figure 6, bottom-left), the cyclic capacity
increases, which means that the solid sorbent is loaded with more CO2 and the heating need
decreases slightly. Finally, increasing the humidity rate also increases the partial pressure
of H2O during adsorption, therefore, there is more H2O being adsorbed and more H2O
to desorb. As desorption is endothermic, an increased amount of H2O in the air increases
the heating need; indeed, increasing the cyclic capacity is not enough to maintain at least
a constant specific heating need.

3.3. Modular-Scale Configuration

The lab-scale bed design is very similar to the design presented in [32], apart from the
shape of the bed. The scale-up methodology aims to define the size of the adsorbent bed
and the flow rates so that the yearly capture of 50 tCO2 could be reached.

Given that a large bed diameter allows to increase the volumetric rate of inlet air
without increasing the superficial velocity, however, the bed diameter was limited to 1.8 m
in order to avoid radial dispersion. In addition, the bed length is also dependent on the
material characteristics such as the density and the amine content along with the superficial
velocity. A bed with a length of 2 m and a density of 55.4 kg/m3 was considered at
first. Increasing the density by a factor of four to reach 221.6 kg/m3, but conserving the
adsorbent mass and the same adsorption duration implies having a shorter length of the
bed of 0.50 m. Finally, starting from the latter configuration, increasing the amine content
of the adsorbent material by 14% implies reducing the length of the bed more, to 0.44 m, to
keep the adsorption time constant. Therefore, when increasing both the volume of the bed
and the sorbent density or amine content, it allows to increase the superficial velocity while
keeping the adsorption time constant.

The chosen design has a bed density of 221.6 kg/m3, a length of 1.78 m, to reach a total
weight of bed of 1 ton of adsorbent material. The bulk air velocity during adsorption is
about 1.97 m/s.

3.3.1. Up-Scaling Approach

At the lab scale, the global Reynolds number, used to determine whether the fluid
flow is laminar or turbulent, reaches a value of 21 (i.e., 1 < Re < 100). It is in a transitory
regime where both the inertia and viscous terms have an impact. This configuration allows
to limit the pressure drop and still have high values for the mass transfer. For the chosen
modular-scale design, the value of the Reynolds number is much higher, around 985. In
this configuration, the fluid flow is much more turbulent; therefore, the viscous term
becomes negligeable in comparison with inertia forces and, consequently, the pressure drop
is around 1500 times higher than the lab-scale bed case.

For the selected design (Table 8), the Sherwood number is around 64, which is roughly
in the same order of magnitude as the lab-scale dimension, around 8. It has little impact on
the MTC because the latter is only increased by 8% during the scale-up operation. In both
configurations, the axial Péclet numbers are superior to 104. Those high values imply that
the dispersion is weak.

Table 8. Industrial module scale.

Module Scale

Bed height Hb 1.78 m
Bed internal diameter D 1.80 m
Intraparticle voidage εp 0.811
Particle bulk density ρs 221.6 kg/m3

Air flow rate Qair 1.8 Nm3/s

3.3.2. Performances

The goal of the scaling-up is to design an adsorption bed that could achieve the capture
of 50 tCO2 yearly. The chosen design with high bed weight and short cycle duration (around
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6 h 30 min) allows the module to perform more than three cycles per day. The cyclic capacity
of this configuration was evaluated as 0.958 mmol of CO2/g of sorbent, i.e., 0.042 g/g.
In this configuration, the module can capture up to 56 tons of CO2 yearly with a purity
superior to 95%. The specific energy requirements are summarized in Table 9 below.

Table 9. Energy performance of the industrial module scale.

Fan work (kWh/tCO2) 3419.44

Vacuum work (kWh/tCO2) 30.56

Total electrical energy need (kWh/tCO2) 3450

Steam heating need (GJ/tCO2) 0.12

Heating need (GJ/tCO2) 12.60

Active cooling need (GJ/tCO2) 1.16

Total thermal energy need (GJ/tCO2) 13.87

The strong increase in the fan work (by 345%) is linked to the pressure loss which is
much higher in the industrial bed comparatively to the lab-scale bed: −1395 Pa compared
to −0.95 Pa for the lab-scale pilot.

4. Conclusions

Performance of an adsorption-based technology for CO2 capture directly from the
air was evaluated numerically at the industrial scale. Detailed mass and heat balance
dynamic modeling of the vacuum temperature swing adsorption process was developed in
adsorption-dedicated commercial software. The first step of the proposed work validated
the modeling thanks to published experimental data of a lab-scale bed module in terms
of mass transfer and energy performance. Modeling results of energy performance of the
lab-scale bed were found close to experimental data. A method of up-scaling the lab-scale
bed to an industrial module was also exposed and mass transfer and energy performances
of industrial module were provided.

The modeling design of 50 tCO2/year industrial unit was achieved while conserving
almost the same technology which was experimented at lab scale, but for the solid sorbent
which is supposed to be enhanced for industrial modules. The scale up from a lab scale
to the industrial size is conservative in terms of thermal energy consumption while the
electrical consumption is very sensitive to the bed design. Because of the very low concen-
trations of CO2 in the air, the specific electrical energy consumption of fans to overcome
the bed pressure drop is very high per captured CO2 unit. The compression work should
be minimized by minimizing the bed pressure drop, otherwise, electric consumption of air
fans could be prohibitive. A parametric study over the characteristics of the air in terms of
temperature, relative humidity, and gas velocity in the bed could also have a large impact
on mass transfer and energy performance.

Further research related to the engineering solutions available to reach high global gas
velocity without fluidization of the bed is required. This could be offered by monolith-shape
adsorbents. The impact on the mass transfer and the pressure drop must be considered.
Good energy integration of the available heat and electrical consumption minimization are
paramount to achieve the specific energetical need targeted by this type of technology.
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Abstract: One of the most promising means of reducing carbon content in the atmosphere, which is
aimed at tackling the threats of global warming, is injecting carbon dioxide (CO2) into deep
saline aquifers (DSAs). Keeping this in mind, this research aims to investigate the effects of
various injection schemes/scenarios and aquifer characteristics with a particular view to enhance
the current understanding of the key permanent sequestration mechanisms, namely, residual and
solubility trapping of CO2. The paper also aims to study the influence of different injection
scenarios and flow conditions on the CO2 storage capacity and efficiency of DSAs. Furthermore,
a specific term of the permanent capacity and efficiency factor of CO2 immobilization in sedimentary
formations is introduced to help facilitate the above analysis. Analyses for the effects of various
injection schemes/scenarios and aquifer characteristics on enhancing the key permanent sequestration
mechanisms is examined through a series of numerical simulations employed on 3D homogeneous
and heterogeneous aquifers based on the geological settings for Sleipner Vest Field, which is located
in the Norwegian part of the North Sea. The simulation results highlight the effects of heterogeneity,
permeability isotropy, injection orientation and methodology, and domain-grid refinement on the
capillary pressure–saturation relationships and the amounts of integrated CO2 throughout the
timeline of the simulation via different trapping mechanisms (solubility, residual and structural) and
accordingly affect the efficiency of CO2 sequestration. The results have shown that heterogeneity
increases the residual trapping of CO2, while homogeneous formations promote more CO2 dissolution
because fluid flows faster in homogeneous porous media, inducing more contact with fresh brine,
leading to higher dissolution rates of CO2 compared to those in heterogeneous porous medium,
which limits fluid seepage. Cyclic injection has been shown to have more influence on heterogenous
domains as it increases the capillary pressure, which forces more CO2 into smaller-sized pores to be
trapped and exposed to dissolution in the brine at later stages of storage. Storage efficiency increases
proportionally with the vertical-to-horizontal permeability ratio of geological formations because
higher ratios facilitate the further extent of the gas plume and increases the solubility trapping of
the integrated gas. The developed methodology and the presented results are expected to play key
roles in providing further insights for assessing the feasibility of various geological formations for
CO2 storage.

Keywords: geological sequestration; CO2 storage capacity; CO2 storage efficiency; CO2 sequestration;
deep saline aquifers

1. Introduction

Injecting CO2 into deep saline aquifers (DSAs) has been proposed as one of the most viable means
of tackling global warming [1]. This is because the technology has developed sufficiently due to the
experience gained from oil and gas exploration and waste disposal methodologies. Moreover, the DSAs
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offer more extensive storage potential than other geological formations, such as oil and gas fields or
coal seams [1]. Consequently, many studies have been conducted to assess their storage capacity and
efficiency to safely sequester the injected gas [2–8].

As discussed earlier in our previous works [9,10], CO2 storage methodology in saline aquifers can
be categorised into hydrodynamic and chemical mechanisms. The first one includes the structural
and residual trapping of CO2 within the aquifer pore space, while the second one comprises of the
solubility and mineral trapping of CO2.

Two important factors that should be considered while assessing the suitability of an aquifer for
sequestering CO2 are its capacity and injectivity. They should allow for the safer and cost-effective
storage of large amounts of the disposed gas [11]. Additionally, hydrostatic conditions play a crucial
role in increasing the storage of saline aquifers because the higher pressure in deeper formations
induces gas compression, resulting in more storage of CO2 in a specific volume of the aquifer [12–14].
In this regard, the integrity of the caprock with low permeability is an essential consideration because
any existing faults or cracks in the aquifer rock will result in the injected gas escaping to the surface.
Porosity and permeability of the formation have significant influence on the selection of the appropriate
site for carbon storage because the higher permeability of a medium allows fluids to migrate easily
through the better-connected pores away from the injection well, which subsequently magnifies the
capacity and efficiency of the aquifer to store CO2 [15–18].

Theoretically, the storage capacity of an aquifer is the substantial limit of CO2 that can be
admitted into it [19,20]. However, this limit is not practically achievable due to various geological
factors and engineering barriers (e.g., pore connectivity, lack of geological data, economic feasibility,
legal regulations and infrastructure benchmarks). Therefore, a term called effective storage capacity has
been coined [21,22], which has been a subject of a number of studies using different calculation methods.
These methods involve the use of volumetric and compressibility methods [23–25], mathematical
models [26], dimensional analyses [27], analytical investigations [28] and numerical modelling [29,30]
to assess the efficiency of geological formations to sequester CO2. Most of these studies are theoretical or
analytical in nature based on 2D models that seem to lack sufficient interests for practical employment.
Detailed comparison studies have been conducted to evaluate the impact of a variety of approaches
and methodologies on estimating CO2 sequestration in geological formations [20,31,32].

One basic estimation method, which is widely adopted, is the U.S. Department of Energy (US-DOE)
method. As explained in detail by Goodman et al. [33], the method assumes an infinitive boundary
and defines the efficiency of an aquifer to store CO2 by the pore volume that is available to be occupied
by the injected gas. It determines the CO2 mass storage capacity and efficiency for an aquifer as:

GCO2 = Athg∅tρCO2 Eaq (1)

where At is the total cross-sectional area of the domain, hg defines the gross thickness of the formation,
∅t is the total porosity of the rock, ρCO2 and Eaq represent the density of the injected CO2 and the
storage efficiency of the aquifer, respectively.

An earlier approach, proposed by Zhou et al. [23] predicts the pressure build-up history and the
impact on the actual storage efficiency in response to the CO2 injection process. The authors define
the storage efficiency factor as the volumetric fraction of the sequestered CO2 per unit volume of
pores in the potential domain. In spite of achieving good agreement between the analytical results
and the numerically predicted values, the authors state that this method is not suitable for geological
formations of low permeability that lead to lower injectivity, and creates more non-uniformity in the
pressure build-up within the simulated domain. This is due to many simplifications and assumptions
in the analytical solutions in their research work.

Another method, developed by Szulczewski [34], considers both the residual and solubility
trapping mechanisms in addition to the CO2 migration capacity. The method is applicable to both
open-boundary and pressure-limited systems. Additionally, this method counts the net thickness of the
aquifer to calculate the pore volume instead of the gross thickness in heterogeneous domains. This is
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because most of the injected CO2 targets the high-porosity layers, such as sandstone or carbonate rocks,
rather than any intermingled layers of shale or clay that store negligible amounts of the injected gas.

For open-boundary systems, the total mass of CO2 (Ct) stored in an aquifer can be determined
by [34]:

Ct = ρgLtWH∅(1− Swc)
2
εT

(2)

where ρg is the density of CO2 at prevailing temperature and pressure, Lt is the total length of the
aquifer, W is the width of the well, H is the net thickness of the aquifer ∅ is the porosity of the rock,
Swc is the connate water saturation and 2

εT
is the storage efficiency factor.

If the aquifer is classified as a pressure-limited system, the CO2 mass is calculated as follows [34]:

Cp = ρgHW

√
kaqcT
μw

P f raq − (po + ρwgD)

4p̃max
(3)

where kaq is the permeability of the aquifer, c is the compressibility, T is the temperature, μw is the
brine viscosity, P f raq is the fracture pressure of the rock, po is the hydrostatic pressure, ρw is the
average density of brine, g is the gravitational acceleration, D is the depth to the top of the aquifer and
p̃max represents the maximum dimensionless pressure in the system which needs to be determined
numerically, solving a different set of partial differential equations (PDEs) for the pressure-limited flow
system [34].

Several techniques can be used to increase the capacity and efficiency of CO2 sequestration in saline
aquifers that will consequently support the efforts by the Intergovernmental Panel on Climate Change
(IPCC) to incite policy makers with the importance of deploying carbon capture and sequestration (CCS)
as one of the cost effective technologies for confronting climate change and global warming concerns.

Geological formation capacity can be increased by improving the injectivity through increasing
the injection mass flow rate or pressure to compensate the loss of permeability due to salt precipitation
in the well vicinity. Furthermore, injecting into adjacent layers with high permeability helps with
attenuating pressure build-up and, consequently, higher injection rates can be employed [35,36].

Using horizontal injection wells instead of vertical ones is one of the methods implemented to
increase the injectivity and capacity of aquifers because it helps to diminish the pressure-build-up
peaks around the injection well and spread pressure uniformly within the domain. Deploying this
technique requires the determination of the minimum length of the horizontal well that is dependent
on the effective radius of pressure disturbance around the vertical injection well [37–40].

It has been evidenced that the solubility of CO2 into brine can be accelerated by injecting slugs
of fresh brine on top of the storage formation during and after CO2 injection. This can increase CO2

dissolution by more than 40% within a period of 200 years, which reduces the risk of CO2 leakage in
long-term sequestration, according to the study by Hassanzadeh et al. [41]. The study also investigated
further factors that have significant impact on increasing the storage efficiency in saline aquifers,
including optimizing the rate of the injected brine and transporting the injected and existing fluids
within the reservoir in addition to the effect of aquifer properties, such as thickness, vertical anisotropy
and layers of heterogeneity included within the media.

In their work, De Silva and Ranjith [39] concluded that, while using horizontal injection wells
in the absence of chase brine injection improves the storage of aquifers, vertical injection wells with
chase brine injection performs better storage efficiency. However, the authors suggest that the injection
process should be carried out over the whole thickness of the aquifer to maximize the storage capacity.
In contrast, Khudaida and Das [9] observed that injecting CO2 into the lower section of a reservoir
enhances the solubility trapping mechanism and subsequently increases the storage efficiency.

Introducing hydraulic fractures in formation rock can improve the injectivity by increasing the
effective permeability of the aquifer, which facilitates migration and, consequently, preserves more
contact between the injected CO2 and the existing brine, in addition to preventing any pressure
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build-up within the aquifer. However, this technique needs a detailed characterization of the formation
and has to be implemented with extra care to avoid causing any gas leakage [38].

Keeping the above discussions in mind, this work aims to provide further understanding on
how to assess the feasibility of a potential storage site by investigating the behaviour and migration
of CO2-brine as a two-phase flow system in porous geological formations under various injection
conditions and scenarios. It also demonstrates the effects of various site characteristics, such as
heterogeneity and anisotropy, on the injectivity and safe storage of the injected CO2. To aid the above,
the capillary pressure relationships for CO2-brine as a two-phase flow is also studied. It is envisaged
that the results will address the applicability of different injection techniques in terms of orientation
and continuity to enhance the capacity and efficiency of sequestering CO2 in geological formations.

2. Modelling Setup

To assess the storage capacity and efficiency of an unconfined aquifer (i.e., migration-limited
domain), a hypothetical cylindrical computational domain, extending from 0.3 m (the radius of
the injection-well case) to 6000 m laterally and 96 m vertically, was simulated with two types of
numerical grid resolutions, namely, coarse and fine grids. For the coarse-grid, the domain was
horizontally discretized into 88 grid-blocks with a finer mesh in the vicinity of the injection well, which
became gradually coarser further away. Vertically, the domain was discretized into 24 blocks of 4 m
high. This mesh refinement has made 2112 elements as shown in Figure 1. For the fine resolution,
the grid spacing was increased by 100% in both directions, producing 8448 cells. Supercritical CO2

(scrCO2) was injected into the centre of the domain at a constant rate of 32.0 kg/s (about 1 MMT/year),
which represents a typical benchmark value [38], via a number of cells either at the bottom section or
through the whole thickness of the reservoir.

Figure 1. A schematic 2D diagram of the modelled heterogeneous domains: (A) uniform heterogeneity;
(B) non-uniform heterogeneity.
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Heterogeneity is defined as the variability of porosity/permeability within the simulated domain
and is usually quantified using various geostatistical techniques, including the Lorenz coefficient (Lc)
and the coefficient of variation (Cv) methods that are commonly used in establishing porosity and
permeability models in exploration. For this study, this variability was not calculated because the
simulation parameters were taken from geological settings for Sleipner Vest Field (Tables 1 and 2).

Table 1. Lithostratigraphic division and petrophysical parameters from Sleipner Vest Field, after [42].
These are model parameters used in this study; however, the developed methodology is generic and
may be applied in other geological formations.

Layer Units Sand 1 Sand 2 Sand 3 Shale 1 Shale 2

Thickness (m) 30 30 30 3 3

Porosity - 0.35 0.1025

Horizontal permeability (md)
(m2)

304
3.0 × 10−13

10.13
0.1 × 10−13

Vertical permeability (md)
(m2)

304
3.0 × 10−13

10.13
0.1 × 10−13

Density (kg/m3) 2650

Pore Compressibility (Pa−1) 4.5 × 10−10

Aquifer pressure (MPa) 11.2

Pressure gradient (KPa/m) 10.012

Aquifer temperature (°C) 37

Salinity (mass fraction) - 0.032

Aquifer depth (m) 800–1100

Water depth (m) 110

Table 2. Capillary pressure–saturation; permeability functions parameters of the simulated aquifer,
after [42,43].

Description Symbol Value Units

Irreducible aqueous saturation [42] Slr 0.2 -
Irreducible gas saturation [42] Sgr 0.05 -

Saturation function parameters for (Sand) [42] α 2.735 M−1

Saturation function parameters for (Shale) [42] α 0.158 M−1

Saturation function parameters [43] m 0.4 -
n 1.667 -

Pore index parameter λ = m
1−m

(
1− 0.5

1
m
)
= n− 1 λ 0.667 -

Maximum residual gas saturation for aquifer [43] Sgrm 0.208 -
Maximum residual gas saturation for aquitard [43] Sgrm 0.448 -

2.1. Parameters and Calculations

STOMP-CO2 simulation code [42] was used to carry out the simulation runs in this research
work and conduct the Pc-Sw calculations. This has been discussed earlier [9,42] and therefore it is not
discussed in detail in this paper and, additionally, the simulation code results were validated through
a reasonable mapping with a lab-scale setup which was described in detail in a dedicated section of
previous research by the authors [44]. The simulation parameters used in this work are based on the
geological settings for the Sleipner Vest Field, which is located in the Norwegian part of the North Sea
at an approximate depth of 1100 m. It is identified to be one of the typical CO2 disposal sites offering
anticipated hydrostatic conditions to keep the injected CO2 in supercritical conditions. Moreover,
this depth is far enough away from the fresh water sources, which are usually located at around
a 500 m depth. All petrophysical parameters and formulations factors are listed in Tables 1 and 2.
CO2 properties adopted in the simulation were arranged in a data table developed from the equation
of state (EOS) by Span and Wagner [45], which is widely considered to be an accurate reference EOS for
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CO2 for its ability to provide accurate results in the most technically relevant pressures up to 30 MPa
and temperatures up to 523 K, the conditions that are common in the geological sequestration of CO2.

The Span and Wagner equation is based on an extensive range of fitted experimental thermal
properties in the single-phase region, the liquid–vapour saturation curve, the speed of sound, the specific
heat capacities, the specific internal energy and the Joule–Thomson coefficient [46]. This equation is
expressed in the form of the Helmholtz energy (φ) as follows:

φ(δ, T ) = φ(δ, T ) + φr(δ, T ) (4)

where φ = ρ/ρc, T = Tc/T, ρc and Tc are the critical density and critical temperature of CO2,
respectively. φ is the ideal gas part of the Helmholtz energy and φr is the residual part of the Helmholtz
energy. The two parts of the Helmholtz energy (the basic and phase diagram elements) of this equation
of state are explained in detail in the literature published by Span and Wagner [45] and are not repeated
in this study. The Span and Wagner EOS has been employed in this research to calculate the density of
CO2 at different simulation conditions under the following assumptions:

1. It is based on a wide range of experimental data with uncertainty values of +0.03 to +0.05% in the
density values.

2. It is valid for a wide range of pressure and temperature values, even beyond the triple (critical)
point in the phase-diagram of CO2.

3. The EOS can be extrapolated up to the limits of the chemical stability of CO2.

The only limitation of this EOS is that it is time-expensive to evaluate in dynamic numerical
simulations because it consists of a large number of algorithms and exponentials.

The phase equilibria calculations in STOMP-CO2 code [42] are conducted via a couple of
formulations by Spycher et al. [47] and Spycher and Preuess [48] that are based on Redlich–Kwong
equation of state with fitted experimental data for water–CO2 flow systems. The mole fraction of water
in the gas phase (XH2o

g ) and mole fraction of the CO2 in the aqueous phase (XCO2
l ) are calculated by the

following equations:

XH2o
g =

(1− B)(
1
A − B

) (5)

XCO2
l = B

(
1−XH2o

g

)
(6)

where:

A =
K0

H2o

∅H2oP
exp

⎡⎢⎢⎢⎢⎣ (P− P)VH2o

RT(K)

⎤⎥⎥⎥⎥⎦ (7)

B =
∅CO2oP

(103/MH2o)K0
CO2

exp

⎡⎢⎢⎢⎢⎢⎢⎣−
(
P− P0

)
VCO2

RT(K)

⎤⎥⎥⎥⎥⎥⎥⎦ (8)

In Equations (7) and (8), K0 is the thermodynamic equilibrium constant for water or CO2 at
temperature T in Kelvin (K), and reference pressure P0 = 1 bar, P is the total pressure, V represents
the average partial molar volume of each pure condensed phase, φ is the fugacity coefficient of each
component in the CO2-rich phase and R is the gas constant [42].

The aqueous saturation (Sw) is calculated by Van Genuchten [49] formulation that correlates to
the capillary pressure (Pc) to the effective saturation (Se):

Se =
Sw − Swr

1− Swr
=
[
1 + (α·Pc)

n
]m

; for Pc > 0 (9)

where Swr is the water residual saturation and α, n and m are the Van Gunechten parameters that
describe the characteristics of the porous media.
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During the injection period (drainage process), there is no gas entrapment because it only occurs
during the imbibition process when the displaced water invades the domain back as soon as CO2

injection stops leaving some traces of it trapped behind in some small-sized pores. As a result,
the injected CO2 can either exist as free or trapped gas.

The effective trapped gas is computed using a model developed by Kaluarachchi and Parker [50]:

Ŝpotential
gt =

⎡⎢⎢⎢⎢⎢⎢⎣ 1− Ŝmin
l

1−R
(
Ŝmin

l

) ⎤⎥⎥⎥⎥⎥⎥⎦ (10)

where Ŝmin
l is the minimum aqueous saturation (irreducible water saturation) and R is the Land’s

parameter [51] which relates to the maximum trapped gas saturation:

R =
1

Ŝmax
gt

− 1 (11)

Ŝmax
gt is the maximum trapped gas saturation that can be achieved during the drainage process.

Maximum trapped gas and minimum aqueous (irreducible water) saturation are calculated by the
following correlations by Holts [43]:

Smax
gr = 0.5473− 0.969 φ (12)

Swirr = 5.6709
[
log

(k)
φ

]−1.6349

(13)

where φ and k are the porosity and intrinsic permeability of the medium, respectively. The aqueous
and gas relative permeabilities are computed by Mualem [52] correlation in combination with
Van Genuchten [49] formulations, according to the following Equations (14) and (15), respectively:

krl =
(
Sl
) 1

2

[
1−
(
1−
(
1−
(
Sl
) 1

m

)m)]2
(14)

krg =
(
1− Sl

) 1
2

[
1−
(
1−
(
1−
(
Sl
) 1

m

)m)]2
(15)

where m is the pore distribution index, Sl is the effective aqueous saturation, which is calculated from
Equation (4) and Sl represents the apparent aqueous saturation which is defined as the sum of the
effective aqueous and entrapped CO2 saturations [53].

2.2. Initial and Boundary Conditions

Three types of simulated domains—namely, homogeneous, uniform heterogeneous and
non-uniform heterogeneous—were modelled in this study. They were assumed to be isotropic
for most simulation runs and isothermal under a hydrostatic pressure gradient of 10.012 KPa/m with
an open boundary condition, leading to scattered pressure build-up. The models were presumed
to have no heterogeneity in the azimuthal direction, but different vertical-to-horizontal permeability
ratios were studied, in some specific cases, to investigate the effect of anisotropy on the storage capacity
and efficiency. The system was modelled as a 3D cylindrical domain and the results were compared to
those when the system was considered as a two-dimensional radial flow to save computational time
and requirements. The gravity and inertial effects were neglected.

Prior to injecting ScrCO2 into the centre of the domain, it was considered to be fully saturated
with brine with initial conditions, as illustrated in Tables 1 and 2. ScrCO2 was injected through four
grid-cells at the bottom layer of the grid for 30 years, followed by a lockup period of 4970 years. No flux
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boundary condition was considered for the aqueous wetting phase (brine) at the injection well case as a
west boundary, whilst the east boundary was set to be infinite with zero flux for CO2 as a non-wetting
gas phase. Zero flux was also considered at the top and bottom confining layers, forcing the injected
CO2 to swell crossways.

As an open storage system, the pressure build-up was not considered to be a limiting factor;
however, the value of the maximum bottom-hole pressure at the injection well and hydrological effect
on shallow groundwater sources had to be taken into consideration [23,54]. The injection rate for this
simulation system was set according to the rock fracture pressure (P f rac) using the simplified model
adopted by Szulczewski et al. [55], which calculates the pressure-limited storage capacity by:

Mp = 2ρCO2 HW

√
kC
μbT

P f rac

p̂max
(16)

where ρCO2 is the density of the injected gas, H and W are the height and width of the domain,
respectively, k represents the intrinsic permeability, and C is the compressibility of the formation; μb is
the bulk viscosity and P f rac is the fracture pressure.

For infinite aquifer, the value of the maximum dimensionless pressure (p̂max) in Equation (16)
was ~0.87, according to Szulczewski et al. [55].

All parameters in Equation (16) were known, except for the fracture pressure of the rock, which can
be defined as the effective vertical stress for deep aquifers and is determined by the following equation,
given by Szulczewski et al. [56]:

σ′v = (ρb − ρw)Z (17)

where ρb, ρw represent bulk and brine densities, respectively, and Z is the depth at which the aquifer
is located.

ρb = ρr φ (18)

where ρr is the rock density and ∅ is the formation porosity.
From Equations (16)–(18), the value of the injection rate for the model is set at 32 kg/s, which,

according to Equation (16), results in a pressure build-up value of less than 1.5 magnitudes of the
hydrostatic pressure. This value is far away from the average default values of the sustainable pressure
(181% of the hydrostatic pressure gradient) reported for Dundee Limestone in the Michigan Basin in
the USA, which is located at a 1200 m depth [23].

2.3. Storage Efficiency Calculation

Theoretically, the CO2 sequestration efficiency in saline aquifers can be assessed by calculating the
efficiency storage factor, which refers to the volume fraction of the pores occupied by the injected CO2:

Eaq =
VCO2

V∅

(19)

VCO2 is the volume of injected CO2, which can be calculated from the known mass rate of the injected
gas under the hydrostatic conditions of the geological formation. V∅ is the volume of the pores in the
domain:

V∅ = Vt φt (20)

where Vt and ∅t are the total volume and total porosity of the domain, respectively.
To calculate the storage capacity in this research work, the modern equation, developed by

Szulczewiski [34], was employed:

Eaq =
GCO2

ρgLtWH∅(1− Swc)
(21)
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where GCO2 is the total mass of the integrated CO2 (dissolved and residually trapped), ρg is the density
of CO2 at hydrostatic conditions and W, Lt and H represent the width, total length and net thickness
of the aquifer, respectively. ∅ defines the porosity of the rock and Swc defines the connate (irreducible)
water saturation.

This methodology has been implemented because it accounts for the net thickness of the aquifer
rather than the whole thickness. This can be justified by the fact that only the higher permeability
layers are targeted by the injected gas [34].

This study aims to investigate the impact of heterogeneity, permeability, grid resolution and
injection methodology on CO2-water system mobility and the behaviour of the injected scrCO2 at
different time steps on the CO2 storage capacity and efficiency at a field-scaled domain. An archetype
of actual field heterogeneity has been developed in a domain that consists of three stratums of sands
intermingled with two layers of low permeability shales, as illustrated in Figure 1. All petrophysical
and simulation parameters are shown in Tables 1 and 2, respectively.

A series of simulation cases (presented in Table 3) were setup to demonstrate different models of a
computational domain, including homogeneous, uniform and non-uniform heterogeneous models
with coarse and fine grid resolutions. The simulation runs comprised two different employed schemes
of injection (continuous and cyclic). The continuous injection scheme involved 30 years of continuous
injection at a constant rate of 32 kg/s (about 1 million metric tons (MMT) per year) while in the second
scenario, the injection period was implicated in three cycles of 10 years, separated by two stopping
periods of 5 years in between in order to ensure that the structural trapping mechanism ended and
other trapping mechanism took their role before injecting a new cycle. Furthermore, three cases with
different values of vertical-to-horizontal permeability ratio (kv/kh) were developed along with other
models to assess the influence of injection scope and orientation of the injection well on the flow
behaviour and CO2 sequestration efficiency. In all 14 cases, the total simulation time was 5000 years,
including injection and pausing times. This value was set up after many trial simulations to detect
the steady state time scales. Before 1000 years, most of the injected gas would be in a free gas phase,
which is subject to escape through any existing cracks or faults in the caprock. As the permanent
sequestration of the injected CO2 is the focus of this work, a new term of permanent sequestration
factor of the aquifer (Eperm

aq ) was introduced. This factor was calculated from the numerical simulation
results by STOMP-CO2 code [42] and compared for different cases under different conditions through
various time scales.

Due to the density difference between the injected supercritical CO2 (scCO2) (about 280 kg/m3) and
the existing brine (about 1100 kg/m3) (i.e., gravity driving forces), initially the former fluid percolates
upwards to be physically trapped under the upper impervious layer (caprock). During this time,
part of the gas dissolves in the existing brine to form an aqueous phase rich in CO2, which is heavier
than the ambient liquid and hence sinks down to settle at the bottom of the aquifer. As soon as the
injection stops, the replaced brine invades the domain to reinstate the CO2, leaving some traces of it
behind in some small-sized pores in a process called residual or capillary trapping. These amounts of
CO2 are determined by the simulation code for different cases and utilized to calculate the capacity and
efficiency of the simulated aquifer. The latter values are used to calculate the sequestration efficiency by:

Total integrated CO2 = Integrated aqueous CO2
(
COaq

2 ) + Integrated gas CO2
(
COg

2

)
(22)

Integrated gas COg
2 = Trapped gas CO2 (COgt

2 ) + Free gas CO2
(
COg f

2

)
(23)

Eperm
aq =

COaq
2 + (COgt

2 )

ρgLtWH∅(1− Swc)
(24)

where all parameters are explained in Equation (21).
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Table 3. Simulation cases and conditions.

Case
No.

Domain
Heterogeneity

and Layers Thickness
Grid

Resolution
Nodes Distribution

(r, θ, z)
Permeability
Ratio (kv/kh)

Injection
Scheme

(30 years)

Base-3D Homogeneous N/A
1 × 96 m Coarse (75, 4, 24) 1 Vertical continuous

into lower section

Base-2D Homogeneous N/A
1 × 96 m Coarse (75, 1, 24) 1 Vertical continuous

into lower section

1 Homogeneous N/A
1 × 96 m Coarse (88, 1, 24) 1 Vertical continuous

into lower section

2 Heterogeneous Uniform
3 × 30 m, 2 × 3 m Coarse (88, 1, 24) 1 Vertical continuous

into lower section

3 Heterogeneous
Non-uniform

3 × 30 m
2× variable

Coarse (88, 1, 24) 1 Vertical continuous
into lower section

4 Heterogeneous Non-uniform
3 × 30 m, 2× var. Coarse (88, 1, 24) 1

Vertical batch *
(10-5-10-5-10)

into lower section

5 Homogeneous
N/A

3 × 30 m
2× variable

Coarse (88, 1, 24) 1
Vertical batch *
(10-5-10-5-10)

into lower section

6 Homogeneous N/A
3 × 30 m, 2× var.

Fine
(+100%) (176, 1, 48) 1 Vertical continuous

into lower section

7 Homogeneous
N/A

3 × 30 m
2× variable

Coarse (88, 1, 24) 1 Vertical continuous
into lower section

8 Homogeneous
N/A

3 × 30 m
2× variable

Coarse (88, 1, 24) 1 Vertical continuous
Whole thickness

9 Homogeneous
N/A

3 × 30 m
2× variable

Coarse (88, 1, 24) 0.1 Vertical continuous
into the whole thickness

10 Homogeneous
N/A

3 × 30 m
2× variable

Coarse (88, 1, 24) 0.01
Vertical continuous

whole thickness
96 m **

11 Homogeneous
N/A

3 × 30 m
2× variable

Coarse (88, 1, 24) 0.01 Horizontal continuous
96 m **

12 Homogeneous
N/A

3 × 30 m
2× variable

Coarse (88, 1, 24) 0.01 Horizontal continuous
192 m **

* Batch injection schemes refer to the years of (injection–stop–injection–stop–injection). ** Width of the injection well
maintaining constant injection rate.

Because the system was assumed to be boundless (open boundary conditions) with no pressure
build-up, most of the integrated free gas was subject to migration away from the injection well along
the overlapping layer and a small amount of it may sweep out of the domain through any existing
fractures or faults in the overlaying caprock. Therefore, in this work the focus was on the storage
efficiency of the aquifer in terms of the permanent sequestration of the injected CO2, which occurs
mainly through solubility and residual trapping mechanisms due to the insignificant influence of the
mineral trapping mechanism for a few thousand years, according to De Silva et al. [39].

3. Results and Discussion

Injecting scCO2 into a brine-saturated porous formation produces spatial distribution maps of
both fluids. Figure 2 illustrates the integrated gas saturation maps and spatial distribution of the
aqueous CO2 mass fraction within the 3D cylindrical model of the simulated domain (case Base-3D in
Table 3) at different time scales. It is shown that, soon after injection, the gas bounces upwards due
to the density difference between the two fluids and simultaneously migrates crossways due to the
pressure gradient between the injected ScrCO2 and the in situ hydrostatic pressure. During this drift,
some of the injected gas disperses into the existed brine, producing a CO2-saturated aqueous phase
that is heavier than the pure brine and, consequently, tends to sink down towards the bottom of the
domain, forming a fingered structure, as displayed in Figure 2 (right).
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Figure 2. Free gas saturation and aqueous (dissolved) CO2 mass fraction contours for a 3D homogeneous
model at different time steps (case Base-3D in Table 1).

3.1. CO2 Mobility and Behaviour

Due to the density difference between the injected gas and the hosted brine, the buoyancy forces
initially dominate the water–CO2 flow system. The injected scrCO2 displaces the existing brine soon
after the injection starts, and the gas moves upwards to be physically trapped under the overlaying
impermeable layer (caprock). The flow system involves interfacial contact between the two fluids that
results in considerable amounts of the free CO2 gas to dissolve in the accommodated brine representing
the solubility trapping mechanism. This is in addition to the amount of the gas that is trapped because
of the capillarity and interfacial forces between the pore surface and the percolating gas.

Simultaneously, limited traces of CO2 trapped in the locale (space) even during the injection
lifetime due to the injection pressure that forces some drops of the gas into some small-sized pores.
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However, these amounts are insignificant and further subject to be snapped off by the invading brine
during imbibition. The actual capillary trapping is noticeable only after the gas injection stops. As soon
as the injection ceases after 30 years, the residual trapping mechanism dominates when the replaced
brine invades back the domain to sweep the integrated gas out of the pores. During this process, traces
of CO2 get detached from the trailing part of the gas plume and pierce into the small-sized pores due
to the capillary forces.

The displayed trends in Figure 3A exhibit that, after 100 years, ~74% of the injected scrCO2 was
structurally trapped as a free integrated gas in the homogeneous domain. ~17.5% of the injected
CO2 was dissolved in brine and the remaining 8% was residually trapped in small-sized pores due
to the capillarity. For the heterogeneous model in Figure 3B, on the other hand, it was observed that
~70% of the injected gas was trapped as a free gas, 20.49% was dissolved in the brine, while 9.4% was
disconnected from the plume trailing edge and adhered to the rock surface inside some small-sized
pores, due to the surface tension forces.

Figure 3. Various phases of integrated CO2 trends in: (A) homogeneous porous domain (case 1);
(B) uniform heterogeneous domain (case 2) in Table 3.
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The findings from this study have shown that, under similar hydrostatic conditions and
petrophysical characteristics, homogeneous formations promote more CO2 dissolution, owing to
the fact that, under the same hydraulic gradient, fluid flows faster in homogeneous porous media
compared to that in the heterogeneous porous medium, which limits fluid seepage and is consistent
with some previously published studies [57,58].

This fast migration induces more contact with fresh brine, leading to the higher dissolution rates
of CO2. This can be seen in Figure 3A,B, which shows that only 1.7% of the injected CO2 was left as a
free gas in the homogeneous model at the end of the simulation compared to the heterogeneous case,
in which more than 6% of free gas was recorded.

The timing maps of CO2 sequestration by each trapping mechanism are depicted in Figure 3
for homogeneous and heterogeneous formations. It can be seen from the figure that, during the first
few hundreds of years, the structural trapping mechanism dominates (i.e., more free CO2 gas) while,
after thousands of years, the solubility trapping becomes the dominant mechanism (i.e., more CO2

dissolves in the brine). The maximum amount of CO2 is residually trapped at about 1000 years and
declines later because some of it dissolves into the surrounding brine to form weak carbonic acid that
reacts with the rock material and precipitates as solid carbonates after a few thousand years.

3.2. Impact of Heterogeneity

To investigate the impact of different types of heterogeneity (uniform and non-uniform) on the
propagation of CO2 profiles, Pc-Sw relationships and storage efficiency, three numerical cases—namely
1, 2 and 3—with their employed conditions, illustrated in Table 3, have been implemented in this
study. It is a fact that the permeability of geological formations is strongly dependent on their
porosity and heterogeneity, and it plays a key role in understanding water–CO2 flow in the subsurface.
This influence is clearly exposed in Figure 4, which demonstrates different maps of gas distribution in
the modelled domains.

Figure 4. Spatial distribution of CO2 after 30 years of simulation (end of injection) for homogeneous
media (case 1) and heterogeneous media (cases 2 and 3) in Table 3.

The achieved maps depict that the homogeneous domain has produced sharp-edged contours,
while the heterogeneous media resulted in irregular edges exposing more contact surface area between
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the CO2 and the local brine, which enhances the storage efficiency. The irregular frontages in the
heterogeneous media are due to the intermingled layers of shale that restrict the injected gas from
moving across different layers of the domain that results in less contact with the ambient brine and less
subjectivity to entrapment in more small-sized pores. Heterogeneity is found to have a substantial
impact on the amounts of trapped and dissolved gases, as a result of the influence on the capillary
pressure–saturation relationship, which is imitated by an increase in the amount of the residually
trapped CO2.

Figure 5A shows that, soon after gas injection stops (i.e., imbibition process starts), the amount of
the trapped gas sharply increases when the replaced brine invades back into the domain and isolates
some blobs of CO2 from the trailing edge of the mobile CO2 plume. After 200 years, this progress
slightly retards because part of the trapped gas tends to dissolve in the brine. This increase continues
until 1400 years of simulation, when the trapped gas profiles steeply decline before tending to settle
after 3000 years. The figure further demonstrates more residually trapped gas in the heterogeneous
models compared to the homogeneous ones at the end of the simulation.

A

B

Figure 5. Effect of heterogeneity for cases 1, 2 and 3 on (A) CO2 residual trapping and (B) dissolved CO2.
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In Figure 5B, no effect of heterogeneity on CO2 solubility was detected before 800 years of
simulation because the system was totally dominated by buoyancy and hydrostatic forces. Afterwards,
it was observed that more CO2 got dissolved in the homogeneous domain compared to both types of
heterogeneous ones by about 17% after 2000 years. However, this influence approximately declined after
4000 years to 9%. It is apparent from the results, displayed in Figure 5B, that both types of heterogeneity
provide almost identical but lower amounts of dissolved CO2 compared to the homogeneous media
throughout the simulation time. This suggests that gas migration is more straightforward through
homogeneous media, owing to the lesser resistance to flow.

In contrast to the results by Chasset et al. [35], the increase in CO2 dissolution can be justified by
the presence of intermingled layers of shale that play a role as internal barriers to retard the vertical
migration and the promote lateral flow of the injected CO2. However, this horizontal movement retards
after the injection period due to the limited hydraulic gradient, which limits gas contact with more fresh
brine, leading to a reduction in gas assimilation and dissolution. The values of trapped and dissolved
CO2 surely affect the storage capacity of the site; however, this impact is applicable to a very limited
extent in agreement with the results from a recent study by Zhao et al. [58], which revealed that strong
heterogeneity in geological formations reduces the storage capacity because it limits gas seepage.

In spite of the two contrary trends, Figure 6, shows that heterogeneous domains are more efficient
in storing the disposed gas by a factor of about 15% compared to the homogeneous ones under
similar conditions. This does not comply with the numerical results depicted in Figure 3, that show
higher values of free-gas CO2 left off by the end of simulation in the homogenous domain compared
to the heterogeneous one. This controversy is due to the net thickness parameter suggested by
Szulczewski [34] for Equation (21) instead of the total thickness of the modelled domain. To implement
this in our calculations, the thicknesses of the shale layers were excluded and this resulted in less
values of the net thickness in cases 2 and 3 (see Table 3), leading to smaller pore volume available to
store the injected CO2 and, consequently, higher values of storage efficiency were achieved for the
heterogeneous domains using Equation (21). This is an important point that needs further investigation
to assess the effectiveness of this method to more accurately determine the storage efficiency in
open-boundary domains.

Figure 6. Influence of heterogeneity on storage efficiency factor for Cases 1, 2 and 3 (Table 3).
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3.3. Effects of Cyclic Injection on CO2 Mobility and Sequestration

Saturation (Sw)—relative permeability (kr) relationship is a key feature that describes the CO2–water
flow system because it has a huge influence on the behaviour and fate of the injected gas in the subsurface.
This study has investigated the impact of the injection methodology on the Sw-kr relationships and
eventually on the effectiveness of the disposed gas storage. Purposely, an observation point was setup
at 200 m radially away from the injection well (to avoid the effect of the high pressure difference forces
close to the wellbore) and 15 m from the bottom of the aquifer, which represents the midpoint of the
lower segment of the domain into which the gas injection takes place.

The achieved results from implementing cyclic injection techniques are demonstrated in Figure 7A,
that manifests the development of gas relative permeability profiles for continuous and cyclic injection
methods (see cases 3 and 4 in Table 3). The influence of the cyclic injection is obvious from the
fluctuating profiles from which it can be observed that, for the continuous injection method, the relative
permeability of the CO2 curve declined from a peak value of (0.43) after 10 years to zero by the end
of the injection period (30 years). The figure further displays the three cycles of injection impact on
the permeability curves with highest peak values of 0.43, 0.66 and 0.7. This impact has been directly
imitated on the gas saturation trends in Figure 7B, which evidences the favourite of cyclic injection
method because higher amounts of injected CO2 were found to be safely trapped after the cease
of injection.

This is comparable to the continuous injection case, which depicts higher values of gas saturation
after the end of injection; however, these values decline soon after that to reach a value of 0.01 after
2000 years of simulation (this is not shown in Figure 7B, which is magnified to show more details about
the drainage period).

This variation can be justified by the two additional cycles of imbibition process that lead to more
blobs of CO2 getting disconnected from the trailing edge of the ascending gas plume.

For the homogeneous models (see cases 1 and 5 in Table 3), cyclic injection confirmed no effect
on CO2 dissolution and almost equal amounts of free gas were left off in the domain by the end of
the simulation runs, as shown in Figure 8. However, for the heterogeneous domains (cases 3 and 4),
continuous injection produced slightly greater profiles of CO2 dissolution.

In contrast, the residual trapping of CO2 in heterogeneous media was found to be more sensitive
to the cyclic injection because the simulation results revealed that more CO2 was trapped using the
cyclic injection method in the heterogeneous modelled domain compared to the continuous one after
5000 years of simulation, as illustrated in Figure 8.

Table 4 concludes that cyclic injection into homogeneous domains increases the amount of
trapped CO2 gas to some extent (compare cases 1 and 5). However, continuous injection into
heterogeneous formations enhances the storage efficiency factor (determined by Equation (21)) by
about 0.0003, that represents 1.7% (compare cases 3 and 4), because it can be seen from the table that by
applying continuous injection (case 3), 0.773 MMT (approximately 0.17%) more of the injected gas was
permanently sequestered either by residual or solubility sequestration mechanism using continuous
injection techniques.

In agreement with the results by Juanes et al. [59], this can be justified by the increase in capillary
pressure which forces more CO2 into smaller-sized pores to be trapped and exposed to dissolution in
the brine at later stages of storage. In contrary for the cyclic injection, releasing pressure after 10 years
encourages the gas plume to percolate upwards through larger pores to accumulate at the top of the
domain as a free gas.
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A

B

Figure 7. Impact of cyclic injection for cases 3 and 4 on: (A) CO2 relative permeability; (B) CO2 saturation.
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Figure 8. Impact of cyclic injection on different integrated CO2 phases in DSAs for cases 1, 5, 3 and 4 in
Table 3, respectively.

Table 4. Simulation results and calculated efficiency factor for all modelled cases.

Case
No.

Description
Dissolved Gas

MMT **
Trapped Gas

MMT **
Free Gas
MMT **

Storage Efficiency
Factor [–]

Base
Homogeneous Isotropic

Coarse grid, Cont. Vert. Inj.
Into lower section

16.095 0.758 0.495 0.0372

1
Homogeneous Isotropic

Coarse grid, Cyclic Vert. inj.
Into lower section

28.800 0.986 0.513 0.01379

2
Homogeneous Anisotropic
Coarse grid, Cont. Vert. inj.

Into whole thickness
26.290 2.141 1.864 0.0417

3
Irregular Heterogeneous

Isotropic Coarse grid
Cont. Vert. inj., lower section

26.929 1.854 1.511 0.0158

4
Irregular Heterogeneous

Isotropic Coarse grid
Cyclic Vert. inj., lower section

25.941 2.355 1.999 0.0155

5
Homogeneous Isotropic

Coarse grid, Cont. Vert. inj.
Into lower section

28.858 0.886 0.551 0.0138

6
Homogeneous Isotropic
Fine grid, Cont. Vert. Inj.

Into lower section
29.161 0.637 0.497 0.0138

7
Homogeneous Isotropic

Coarse grid, Cont. Vert. inj.
Into lower section

28.147 1.282 0.866 0.0136

8
Homogeneous Isotropic

Coarse grid, Cont. Vert. inj.
Into whole thickness

28.241 1.217 0.838 0.0136

9
Regular Heterogeneous

Isotropic Coarse grid
Cont. Vert. inj., lower section

26.190 2.360 1.745 0.0132

10
Homogeneous Anisotropic

Coarse grid, Cont. inj.
Vertical inj. well 96 m

21.367 4.699 4.229 0.0121

11
Homogeneous Anisotropic

Coarse grid, Cont. inj.
Horizontal inj. well, 96 m *

18.787 6.977 4.532 0.0119

12
Homogeneous Anisotropic

Coarse grid, Cont. inj.
Horizontal inj. well 192 m *

19.885 5.167 5.244 0.0116

* Horizontal injection well at the bottom of the domain starting from the centre point. ** MMT =million metric ton
(109 kg).
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3.4. Effect of Vertical Injection

This section extends a previous work [9] to further optimize the vertical injection method with the
aim to investigate the storage efficiency enhancement. To carry this out, two simulation cases were
conducted, implementing two different scopes of vertical injection (see cases 7 and 8 in Table 3). In case
7, scrCO2 was injected into the lower segment of the aquifer through four vertical grid cells of 4 m,
while for case 8, the injection was executed over 24 blocks (i.e., over the whole thickness of the aquifer
that extends to 96 m).

In terms of the dissolution of the injected scrCO2, unexpectedly no significant effect was observed
at all-time scales for case 7. On the other hand, slightly more trapped gas concentrations within the
vicinity of the injection well were demonstrated for case 8, as shown in Figure 9. This is because, in this
case, the whole amount of the gas was injected through the lower segment of the domain, most of
which was influenced by the reversing brine tendency to disconnect more blobs of CO2 from the
rambling edge of the gas plume. In contrast, when the injection applied into the whole thickness of the
domain (case 8), only a sixth of the scrCO2 mass rate was injected into the lower section of the model
and most of this amount had bounced upwards before the imbibition process started. This means
that only a significantly small part of the injected gas was affected by the raiding brine, leading to a
reduced amount of residually trapped gas. It is evidenced from the achieved results that injecting CO2

through the whole thickness of the domain slightly reduced the amount of the free gas left within the
domain in medium terms of storage by 0.028 MMT (about 3.2%) as depicted in Table 4 for cases 7 and
8. However, the injection scope has shown no sensible influence on the storage efficiency because both
cases returned almost identical values of storage efficiency factor, as presented in Table 4.

Figure 9. Impact of injection scope on trapped CO2 mass distribution.
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3.5. Impact of Directional Permeability Ratio

In the aim of assessing the effect of heterogeneity anisotropy in geological formations on the
efficiency of storage, three models of a hypothetical aquifer with values of vertical-to-horizontal
permeability ratios (kv/kh) equivalent to 1.0, 0.1 and 0.01 were developed and modelled (see cases 8,
9 and 10 in Table 3). This array was set up as a realistic figure for most sandstone rocks according to a
relatively new study by Widarsono et al. [60].

The obtained results depicted in Figure 10, show the deceptive influence of the permeability ratio
on the CO2 plume shape and spatial distribution maps. While the plume tends to horizontally extend
further along the overlaying layer at higher permeability ratios, more CO2 shows the tendency to
migrate laterally within the two lower layers of the domain for lower values of permeability ratio.
This owes to the fact that lower permeability in the vertical direction restrains the upward movement
of CO2, forcing the injected gas to migrate horizontally across the domain, proposing more gas into
small-sized pores where it is more likely to be permanently entrapped when the brine invades back
into the domain after the injection stops, which is referred to as residual trapping.

Figure 10. The impact of the vertical/horizontal permeability ratio on CO2 distribution after 500 years
in a homogeneous domain. Cases 8, 9 and 10 in Table 3.

The latter impact is evidenced in Figure 11A, which shows significantly greater amounts of
trapped gas in cases of lower permeability ratios at all post injection time steps.
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(A)

(B)

Figure 11. (A). Impact of vertical-to-horizontal permeability ratio on the integrated free CO2 for
cases 8, 9 and 10. (B). Impact of vertical-to-horizontal permeability ratio on dissolved CO2 gas in a
homogeneous domain for cases 8, 9 and 10 in Table 3.
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One of the stupendous returns from this study is the inflection point in the gas dissolution trends
after around 800 years of the simulation lifetime, as noticeable in Figure 11B. This deviation occurred
because at early stages, the flow system was entirely dominated by the structural trapping mechanism,
in which most of the injected gas remained in free phase. This mechanism is mainly dependent on
the upwards movement of the free gas that is more effective at higher vertical permeability values
(i.e., larger values of (kv/kh)), as explained previously in this section. The horizontal movement of
the gas, due to the pressure gradient and low vertical permeability, promotes more contact between
the two fluids, leading to more dissolution of CO2 in the formation brine at early stages (solubility
trapping). However, this migration has no significant impact compared to the large buoyancy forces at
later stages.

This clarifies the larger amounts of dissolved CO2 at lower values of kv/kh before 800 years in
Figure 11B. By approaching 1000 years of simulation, the solubility trapping mechanism takes control
because the density and pressure gradient driving forces decline when most of the integrated gas
has either settled at the top of the domain or within the vicinity of the injection well, as illustrated
in Figure 10 (see case 8 in Table 3). Consequently, the domain becomes dominated by the solubility
trapping, which is based on the contact interfacial area between the two fluids and the hydrostatic
conditions that influence the CO2 dissolution rate in the surrounding brine. CO2 dissolution into
the formation brine creates a denser aqueous phase that tends to sink downwards when the vertical
movement becomes important to maintain more gas contact with the fresh brine, leading to more
dissolution of the gas into the brine. This convectional movement is easier at higher permeability
ratios that result in larger amounts of gas dissolution.

Despite all this evidence, the determined storage efficiency for different permeability ratios using
Equation (21) by Szulczewski [34] for open boundary domains has shown better storage efficiency
at lower permeability ratios. This is significantly controversial and requires more investigation
and discussion because our repeated numerical experiments have revealed contrasting results
(see Figure 12A,B). This can be referred to as the length parameter used in Equation (21) to calculate
the effective volume of the domain and, consequently, the CO2 mass that can be stored. The author
suggested using the maximum extent of the gas plume to calculate the effective volume; however,
our simulation results revealed a huge difference in the obtained plume lengths for cases 8, 9 and 10
in Table 3. They were found to be 3965, 3802 and 3135 m for permeability ratios of 1.0, 0.1 and 0.01,
respectively (see Figure 10).

This significant difference has returned unrealistic values of the storage efficiency when
implemented in Equation (21), because looking at Figure 12A, it can be evidently noticed that
higher permeability ratios produced greater amounts of dissolved and trapped CO2, and less amounts
of free-gas (i.e., enhanced solubility and residual trapping of the injected gas). It is apparent from the
figure that, for kv/kh values of 1.0, 0.1 and 0.01, the achieved permanent trapping rates were 29.457 MMT
(97%), 28.55 MMT (87%) and 26.066 MMT (71%), respectively.

Depending on the findings from this study, it is suggested that the plume length parameter
in Equation (21) is reviewed and presented by a more realistic value to make the equation further
applicable to various CO2 injection scenarios into geological formations.

In this work, the total length of the domain, which extends far enough that the gas plume does not
reach it, was used in order to avoid any boundary effects on the in situ pressure build-up or gas seepage
from the computational domain for all simulation runs (i.e., to employ an open boundary condition
away from the injection well). This means that the whole aquifer volume was used to calculate the
storage efficiency factor, which explains the small-obtained values of the efficiency factors in Table 4.
Using this total length in Equation (21) to determine the sequestration efficiency has returned more
realistic values of the storage efficiency in terms of the directional permeability effect, as shown in
Figure 12B, which indicates that the storage efficiency factor of any aquifer increases proportionally
with the vertical-to-horizontal permeability ratio (see cases 8, 9 and 10 in Table 4).
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(A)

(B)

Figure 12. (A). CO2 storage efficiency at different permeability ratios based on the numerical results
plume length (see cases 8, 9 and 10 in Table 4). (B). CO2 storage efficiency at different permeability
ratios based on maximum plume length used in Equation (21) (see cases 8, 9 and 10 in Table 4).

3.6. Influence of Injection Orientation

Injecting CO2 into sedimentary formations through horizontal wells has been a subject of many
research works and review studies, most of which are based on applying horizontal injection into
confined geological formations, considering the induced pressure build-up. While some authors
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conclude that injecting CO2 via horizontal injection wells improves the trapping efficiency [39],
others find that such a methodology influences the mechanical stability of the overlaid caprock and
does not improve the storage efficiency in the long term [40,61].

In this study, we investigated the influence of the injection orientation on the hydrodynamic
behaviour of CO2 and storage efficiency for an open boundary model and compared the results with
those for the conventional vertical injection methodology. Purposely three simulation models were
developed (see cases 10, 11 and 12 in Table 3) to identify the impact of the injection orientation on
the storage efficiency and Pc-Sw relationship in geological formations. Both vertical and horizontal
injection wells were set up for 96 m for cases 10 and 11, while the horizontal well length was extended
to 192 m for case 12. All other simulation conditions were similar for the three cases and a constant
injection rate was maintained to run the simulations over different well lengths (96 and 192 m).

The achieved numerical results revealed that injection orientation has a significant influence on
the gas migration and behaviour in unconfined geological formations, as depicted in Figure 13, that
highlights the disparity between the gas distribution contours achieved through using horizontal
injection wells (cases 11 and 12 in Table 3) and those obtained from the vertical injection methodology
(case 10).

Figure 13. Integrated CO2 distribution maps for different injection methods after 50 years in a
homogeneous domain. Cases 10, 11 and 12 in Table 3.

The figure exhibits that a noticeable portion of the injected gas was trapped by the displacing
brine in the case of the aquifer-thickness equivalent horizontal injection well (96 m) compared to the
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longer horizontal well (192 m). This can be attributed to the large injection mass flow rate per unit
area (i.e., limited number of gridlocks) which delayed the upwards propagation of the buoyant CO2,
leading to only part of it reaching the top of the domain to create a thin tongue-like shape that migrated
crossways. The other portion of the injected gas was exposed to be encountered by the invading brine
that physically isolated blobs of it within the local pores network to be dissolved at later stages.

Using horizontal injection techniques was found to increase the quantities of the trapped gas,
as presented in Table 4, due to the magnified values of average capillary pressure. Unexpectedly,
the amount of the trapped gas was found to be significantly less than that which was achieved by
the shorter horizontal well. This can be explained by the smaller injection rate per unit area in the
first case, which promotes more percolation of the free-gas towards the top of the aquifer, as shown
in Table 4. Despite the relative increase in the gas dissolution depicted in Figure 14A, for the longer
horizontal well, the amount of the free-gas left off by the end of the simulation was higher, as shown in
Figure 14B, leading to lower storage efficiency, as evidenced in Figure 15.

(A)

(B)

Figure 14. (A). Effect of injection orientation for cases 10, 11 and 12 (Table 3) on CO2 solubility in a
homogeneous domain. (B). Effect of injection orientation for cases 10, 11 and 12 (Table 3) on free-gas
CO2 in a homogeneous domain.
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Figure 15. CO2 storage efficiency for different injection orientation scenarios—cases 10, 11 and 12 in
Table 3.

Additionally, the results reveal that horizontal injection into migration-controlled domains (i.e.,
open-boundary domains), returns slightly higher storage efficiency in short terms of simulation;
however, after 2000 years, vertical injection methodology was found to be more efficient, as evidenced
in Figure 15.

This is consistent with the findings by Okwen et al. [61], who suggest that using horizontal wells
is preferable for pressure-limited domains and for sequestering large amounts of CO2 in a short time
frame. Accordingly, implementing longer horizontal injection wells does not significantly enhance the
storage capacity and the economical factor has to be taken into consideration, should they need to be
used for injecting large amounts of gas within limited periods of time.

3.7. Sensitivity to Domain Grid-Resolution

The grid discretization of any simulated domain is an important factor used to accurately capture
the occurrence of different flow dynamics and assess the sensitivity of modelling results to the spatial
gridding schemes. As mentioned earlier, in this study, two levels of grid refinement, a coarse grid
(88 × 1 × 24) and a fine grid (176 × 1 × 48) were used to record the simulation code outputs (see cases 1
and 6 in Table 3).

The influence of the grid resolution is illustrated in Figure 16, where more detailed fingering maps
of CO2 dissolution can be observed in the fine-grid domain, compared to those for the coarse grid.
Moreover, longer gas plumes were detected in the finer grid, which means that more accurate records
of different forms of integrated gas were netted.

This is further evidenced in Figure 17A,B, in which it can be observed that, after 1500 years,
a about 20% larger amount of dissolved gas and 54% lesser amount of free-gas were logged by the
simulation code when a finer grid was implemented. These figures declined to about 1.3% and
3.2%, respectively, by the end of simulation. In Figure 17A, less impact of the grid resolution on
CO2 dissolution in the hosted brine was noted for both grids up to around 300 years of simulation.
Then, after, an obvious increase in the dissolved gas trends for the finer grid, specifically between
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800–2000 years, was noted. This deviancy diminishes after 2000 years, which agrees with the findings
by Gonzalez-Nicolas et al. [62] and Bielinski [63].

Figure 16. Aqueous CO2 distribution in coarse and fine-grid homogeneous domains at different
time scales.

(A) (B)

Figure 17. Effect of grid resolution for cases 5 and 6 in a homogeneous domain on: (A) dissolved CO2;
(B) free-gas CO2.

This can be justified by the findings from this work (see Figure 15), which demonstrate the
influence of grid resolution on the plume shape and number of formed fingers in the simulated domain
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due to the convection forces and gravity instability. Consequently, more accurate results were logged
using finer grids which justifies the relatively higher efficiency achieved in the case of fine-resolution
grid, as illustrated in Figure 17.

Unexpectedly, the results revealed higher gas entrapment in the coarse grid (case 1) than that for
the fine grid (case 6), as shown in Table 4. This can be due to the fact that, by using larger blocks in the
computational domain, part of the dissolved CO2 might have been logged either as a free or trapped
gas, which can be explained from the relatively larger amounts of the latter two forms of the content
gas in the case of coarse refinement. In spite of this significant overestimation of the netted values of
the trapped gas in the coarse grid, the amount of the free gas was found to be less in the finer grid by
about 3.2%, as displayed in Table 4. However, the increase in the storage efficiency factor was only
about 0.1% using a finer grid, as shown in Figure 18, which further clarifies that the grid refinement has
only a small impact on the simulation results. Additionally, the amount of the residually trapped gas
was much smaller than the amount of the dissolved CO2 shown in Table 4 and, moreover, this small
amount of the trapped gas itself is subject to dissolution in medium over long time frames.

Figure 18. Grid refinement effect on CO2 storage efficiency in a homogeneous domain. Cases 5 and 6
(Table 4).

Some preceding publications concluded only a slight or no impact of grid resolution on the
simulation results. Conversely, ranking our simulation cases, according to the attribute of safer storage
of the disposed gas in Table 4, the finer grid case was found to be on the top of the list. Therefore,
and despite the excessive execution time required to conduct simulation runs with finer grids, it is
important to magnify focus on the behaviour of the injected gas in different phases (i.e., dissolved,
residually trapped and free-gas) within in situ pores network by using reasonably refined grids.
The results from the finer mesh (see case 6 in Table 4) detected only about 0.497 MMT of free gas
at the end of the simulation lifetime compared to about 0.514 MMT for the coarse grid in case 1,
which reflects about 3.2% safer storage by the means of deploying the finer grid. This should be

156



Clean Technol. 2020, 2

motivating for the researchers to refine their modelling grids for further focused and more credible
accurate results. Nevertheless, it is recommended that a sensible balance between the grid refinement
and the computational time required for calculations be embraced.

For the cylindrical domain modelled in this research work (3 km radius and 96 m thickness),
it was found that discretizing it to 176 by 48 nodes in the lateral and vertical direction, respectively,
was found to provide a reasonably effective level of refinement in terms of balancing between the
accuracy of the achieved results and the computational time and requirements.

4. Conclusions

A set of numerical simulation cases was developed and conducted using the STOMP-CO2

numerical simulation code to investigate the influence of various types of heterogeneity, injection
schemes, grid resolution, anisotropy, and injection orientation on the CO2–water flow system behaviour
and storage efficiency in saline aquifers. It was found that heterogeneous formations amplify the
residual trapping mechanism, while CO2 dissolution (i.e., solubility trapping mechanism) shows
higher trends in homogeneous formations. However, overall, the heterogeneous media were found to
be more effective in storing CO2 safely over long-time frames. Compared to the homogeneous media,
cyclic injection methodology has shown more influence on the heterogeneous domains through which
the injected gas spreads out further, leading to greater interfacial area with brine and, consequently,
escalating CO2 dissolution. However, further research work is required to investigate more details
about optimizing the injection times and pausing intervals in long-term sequestration projects where
mineralization trapping plays an important role.

We observed that, while a CO2 gas plume extends further at higher kv/kh values, lower ratios
enhance the solubility trapping of CO2 at early stages of simulation. Additionally, stronger hysteresis
at higher permeability ratios enhances the residual trapping mechanism. Overall, storage efficiency
increases proportionally with the permeability ratio of geological formations because higher ratios
facilitate the further extent of the gas plume and increase the solubility trapping of the integrated gas.
Using the maximum length of the gas plume in Equation (21) to calculate the available porous volume
in open-boundary domains requires more investigation because it produced some unrealistic results.
Therefore, an optimization is suggested to set up the domain length according to the employed injection
rate or pressure, so that the extended gas plume just reaches but does not pass it. This length can be
called the effective length and can be used to calculate the volume available to host the potential injected
gas. It is also concluded in this study that employing longer horizontal wells does not increase storage
efficiency. However, more research work is recommended to optimize the length of the horizontal
wells and the injection techniques, including injecting chase brine along with scCO2.

Despite the excessive execution time required to run simulations on finer-grid domains, it is
important to magnify focus on the behaviour of the injected gas in order to increase the accuracy of
the logged results. Finer-resolution grids can slightly increase the calculated values of the storage
efficiency factor, specifically in the medium terms of sequestration. However, practical balance should
be maintained between the refinement level and the computational requirements along with the
execution time needed.
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Abstract: Carbon capture is the most critical stage for the implementation of a technically viable
and economically feasible carbon capture and storage or utilization scheme. For that reason, carbon
capture has been widely studied, with many published results on the technical performance, mod-
elling and, on a smaller scale, the costing of carbon capture technologies. Our objective is to review a
large set of published studies, which quantified and reported the CO2 capture costs. The findings
are grouped, homogenised and standardised, and statistical models are developed for each one of
the categories. These models allow the estimation of the capture costs, based on the amount of CO2

captured and the type of source/separation principle of the capture technology used.

Keywords: carbon capture; CCU; CCS; cost estimation

1. Introduction

Global warming, i.e., the rapid and unusual increase in the earth’s average surface
temperature, is considered one of the major current environmental issues. It is caused
by the increased amount of anthropogenic greenhouse gas emissions (carbon dioxide,
methane, nitrous oxide and water), which can trap solar radiation in the form of heat. To
respond to these environmental pressures, the target set by the European Union in the
Roadmap for 2050 is the reduction of greenhouse gas emissions by 40% below the 1990
values by 2030, by 60% by 2040 and by 80% by 2050. The European Commission has thus
defined three alternative approaches that could contribute positively towards achieving
these targets: (a) wider implementation of renewable energy sources, (b) low carbon energy
supply options, supported by carbon capture, and (c) energy-saving measures.

Carbon capture has been thus recognised by many as a mitigation tool for global
warming. In terms of carbon capture and storage (CCS), it can reduce carbon dioxide (CO2)
emissions by capturing and storing CO2 underground. Carbon capture and utilization
(CCU) is an alternative way of reducing CO2 emissions via recycling, by capturing CO2 and
purifying it to the required standards of industries. The purified CO2 is transported by the
available means of transportation to an industrial process to be sold for profit and reuse.

CCU value chains have not been widely commercialised yet because they face multiple
technical, legislative and social barriers (e.g., utilization options, source-sink matching, lack
of relevant policy and regulations, market, public acceptance, construction rate), but the
most critical parameter towards their commercialization is their economic viability [1–3].
The economic components of a CCU value chain include capture cost, transportation cost,
utilisation cost (which expresses the modification required in the production line of the
receiver) and the profits from the carbon trading market and selling of captured CO2. A
CCU value chain is considered viable when the profits from selling captured the CO2 and
carbon trading market are higher than capture, transportation and utilization costs [4].
Estimations show that capture costs comprise 70–90% of costs of the whole value chain,
making capture costs the component with the greatest importance and the critical economic
barrier (or driver) in the development and commercialization of CCU value chains [5,6].

For this reason, and since capture is an integral part of CCS value chains as well, carbon
capture has been given a lot of attention and many studies focused on the quantification
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and reporting of CO2 capture costs. This paper will therefore aim to review such studies,
where capture costs have been quantified, homogenise the approaches used and explain
how their quantification can be incorporated in the optimisation of CCS or CCU value
chains to facilitate its commercialisation. The paper also presents statistical models, and the
methodology of developing such models, for the quantification of CO2 capture costs using
chemical absorption, physical absorption and oxyfuel combustion capture technologies.

2. Materials and Methods

To build the models for the estimation of carbon capture costs, a thorough literature
review has been performed, collecting all the relevant published literature, and presented
in Section 2.1. The collected data have been grouped based on the carbon source and
technology used, and several models have been developed (Section 2.2).

2.1. Carbon Capture Costs

The importance of the economic viability of CCS and CCU value chains has led
many authors and organisations to quantify and report them and as a result, different
nomenclature and costing/reporting methods emerged [7,8]. Although there are many
approaches and methods to estimate economic data, which are carried without specified
boundary conditions or consistency, certain similarities exist across studies, which show
consistency in the cost elements and metrics of CCS and CCU. Various previously published
reviews highlighted the inconsistencies in nomenclature, costing and reporting methods
and proposed a framework for the reporting of CCS and CCU cost data [7–10].

2.1.1. Components of Carbon Capture Costs

Carbon capture costs are divided into two categories; capital costs and operating
and maintenance costs. Capital costs can be expressed in a number of ways where each
expression covers the required costs for building and completing a project in increasing
depth of detail considering more costs.

The Bare Elected Cost (BEC) of a carbon capture project is a value estimated by the
contractor to complete the project and includes the cost of all the required equipment,
materials and labour. BEC can be rated according to the level of detail ranging from
simplified, least detailed to finalised, most detailed. BEC serves as the core for costing CCS
projects as other cost elements are estimated as a percentage of this value [7,11].

The Engineering, Procurement and Construction (EPC) cost is the BEC cost increased
by the cost of fees for additional engineering services, estimated as a percentage of BEC.
EPC costs include direct and indirect costs related to project management, engineering,
facilities, equipment and labour [7,12].

The Total Plant Cost (TPC) is a term that includes BEC, additional engineering services
and contingency costs. The contingency costs of a project are included to account for
the risks associated with technological maturity, performance and regulatory difficulties.
Contingency costs can be estimated as a percentage of BEC or EPC according to the level of
detail [7,11,12]. TPC is rarely used for reporting capital costs.

The Total Overnight Cost (TOC) equals the total plant cost increased by the owner’s
cost, which covers components that have not been taken into account (e.g., feasibility stud-
ies, surveys, land, insurance, permitting, finance transaction costs, pre-paid royalties, initial
catalyst and chemicals, inventory capital, pre-production (start-up), other site-specific
items unique to the project). The owner’s costs do not include interest during construc-
tion [7,11,12]. TOC is rarely used for reporting capital costs.

Finally, the Total Capital Requirement (TCR) sometimes referred to as Total As Spent
Cost (TASC) or Total Capital Cost (TCC) is the sum of all the previously mentioned costs,
before including interest during construction [7,11,12]. TCR is the most common method
of reporting capital costs.

Operating and maintenance costs are expressed as fixed and variable depending
on whether a component has a fixed or variable cost and involve all costs of running a
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project. They are usually reported as a single value, but they can be broken down into more
components if needed, using estimations provided from different organisations. O&M
costs are estimated as a percentage of capital cost (usually between 3–15%) [7,13,14].

Fixed operating and maintenance costs are independent of plant size and consist
of operating, maintenance, administrative and support labour, maintenance materials,
property taxes and insurance [7]. Variable operating and maintenance costs include cost
components that are directly proportional to the production of the product (usually the
amount of electricity produced). Those components include fuel, other consumables, waste
disposal, by-product sales or emissions tax [7].

2.1.2. Carbon Capture Metrics

A series of metrics have been introduced to express the economic viability of a carbon
capture plant investment and allow the comparison between different configurations.

The Levelized Cost of Electricity (LCOE) is a metric that is widely applied but can only
be applied to power producing industries. It expresses the price that electricity should be
sold, for the capture investment to be profitable, based on a specified return on investment
(ROI) and project lifetime. It is estimated by incorporating all expenses related to producing
a certain amount of electricity per year, for a specified project lifetime and ROI [7,9,15].
Therefore, it serves as an indicator for the potential profitability of a specific project and
allows comparison between projects with different plant sizes and electricity generation
technologies, assuming project lifetime and ROI are the same and TCR costs are estimated
in similar ways. Another similar metric is the first-year cost of electricity, which is identical
to LCOE with the only difference that inflation rates and cost escalation rates are assumed
to be zero for the first year of operation [7,9].

The cost of CO2 avoided quantifies the average cost of avoiding a unit of CO2 per unit
of useful product by comparing a plant with capture to a reference plant of similar type
and size, without a capture unit. This metric is equal to the CO2 emission tax for which
the cost of producing a unit of product for a plant without capture is equal to the same
cost of a plant with capture and includes costs of capture (including transportation and
storage/utilization, otherwise CO2 will not be avoided) [7,9,10]. The cost of CO2 captured
is a similar indicator with the only difference that it covers only the cost of capturing
and producing CO2 as a chemical product, and unlike the cost of CO2 avoided metric, it
excludes transportation and storage/utilization. Both indicators are expressed in monetary
units per tCO2 [1,2,10].

The cost of CO2 abated quantifies the cost of minimising CO2 emissions by changing
the process of producing electricity, i.e., by modifying the process in any way, changing
generators, fuel, region, country, and utility system, anything that changes the current
situation to one with lower CO2 emissions including CCS [10]. The energy penalty metric
expresses the power output difference between a power plant with carbon capture and a
similar reference power plant without capture.

From all the above-mentioned metrics, the only metric that quantifies the cost of CO2
capture and is appropriate for our study is the “cost of CO2 captured”. It includes only the
stage of capturing and excludes the transportation and any potential storage or utilization.

2.2. Estimation of Carbon Capture Costs

The objective of this manuscript is to develop models for the estimation of capture
costs (TCR and O&M), by extracting the relevant data from the published studies. These
models will have as parameters the amount of CO2 captured, the capture technology used
and the carbon source type.

2.2.1. Data Collection

For that purpose, a literature review was performed to collect the cost of CO2 captured
from published studies. Table 1 summarises the studies used in the analysis and the
parameters retrieved from each one of them. The data required for the analysis are the
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capital cost of capture (TCR, TOC or TPC), annual O&M costs and the annual amount
of CO2 captured. The capture cost elements reported usually include the capital costs of
both the base plant and the CO2 capture plant and, if a reference case is provided, then the
capital cost of capture can be estimated by subtracting the cost of the reference case from
the cost with capture. Annual O&M costs, if not reported, can be estimated by assuming to
be equal to a percentage of capital costs. The annual amount of CO2 captured also needs to
be reported, which can be used to adjust the cost of capture based on the required size of
the capture plant.

Table 1. Summary of Literature Sources Characteristics.

Parameters [10] [16] [2] [17] [11] [18] [19] [1] [12] [20] [21]

Source type NPR PR PR PR Both PR PR Both PR PR NPR
Separation principle Y Y Y Y Y Y Y N Y Y N

Compression Y Y Y Y Y Y N N Y Y Y
Amount of CO2 captured E Y Y N Y E N N E Y Y

Currency Y Y Y Y Y Y Y Y Y Y Y
Year Y Y Y Y Y Y Y Y Y Y N

Constant/Current Co Co Co Co Co N N Co N Co Cu
Project lifetime Y Y N Y Y N N N Y Y Y

Annual Working Hours Y Y Y Y Y Y N N A Y Y

Reference Plant Capacity N Y Y Y N N N N Y Y N
Reference Capital cost N N Y Y N Y N N Y Y Y
Reference O&M cost N N N Y N Y N N Y Y Y

With Capture Plant Capacity Y Y Y Y N N Y N Y Y N
With Capture Capital cost Y Y Y Y Y Y N Y Y Y Y
With Capture O&M cost Y Y N Y Y Y N N Y Y Y

Cost of CO2 captured N N Y N N N N N N N N
Cost of CO2 avoided N Y Y N N N N N Y Y N

LCOE N Y Y N N Y Y N Y Y N

Parameters [22] [23] [24] [25] [15] [26] [13] [27] [28] [29] [30]

Source type PR PR PR PR PR NPR PR PR Both PR Both
Separation principle Y Y N N Y Y Y N Y N Y

Compression Y N N Y Y Y Y Y N Y
Amount of CO2 captured E Y N Y Y Y Y Y N Y

Currency Y Y Y Y Y Y Y Y Y Y
Year Y Y N Y Y N Y Y Y Y

Constant/Current Cu Y N Co Co Co N Cu N Co
Project lifetime N Y Y N Y Y Y Y N N

Annual Working Hours A N Y N N N N N N N
Reference Plant Capacity Y Y N N Y N Y N N Y Y

Reference Capital cost Y Y N N Y Y Y Y N Y Y
Reference O&M cost Y Y N N A Y N N N N N

With Capture Plant Capacity Y Y N Y Y Y Y Y Y Y Y
With Capture Capital cost Y Y Y Y Y Y Y Y N Y Y
With Capture O&M cost Y Y N Y A Y N N N N N

Cost of CO2 captured Y N N N N Y Y N Y Y Y
Cost of CO2 avoided Y N N N Y Y Y N Y Y Y

LCOE Y N N N Y N N N N Y Y

From the parameters reported in Table 1, the “source type” indicates whether the
published study included data for power related sources, non-power related sources or
both. The separation principle determines if the type of capture technology used was
specified. The amount of CO2 capture indicates if the annual amount of CO2 captured is
directly reported or if it can be estimated. Currency, base year, constant/current, project
lifetime and working hours per year are the data required to standardise cost. The base year
specifies the year of the reported costs, whereas constant or current indicates if inflation is
included. The cost of CO2 captured, cost of CO2 avoided and LCOE are not required for
this study, but they were included as reference values.
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2.2.2. Data Standardisation

The extracted cost data were standardised to constant USD2018 prices [31]. The method
adjusts for inflation of the reported currencies to 2018 prices using local CPI values and
then converting currencies to USD2018 using market exchange rate data from [32]. The
selected studies usually report cost data in US dollars, British pounds or euro. A base year
was always provided, and it was specified whether inflation was included. For US dollars
and British pounds, it was easy to find CPI values which are based on location because
it is a country-based index, but for costs reported in Euro, it was not possible to find CPI
values because there was no indication of country. Instead, the costs were converted to
USD of the base year and then adjusted for inflation to USD2018 using the USD CPI. Cost
data in current values were standardised for inflation of currencies to 2018 prices using
local CPI values by dividing the CPI2018 by 100 and multiplying by the current price and
then converting currencies to USD2018 using market exchange rate data from [32].

2.2.3. Data Aggregation

The extracted data include information on the source type and capture technology
and ideally a model can be developed for each type of source using all available capture
technologies. Because of the lack of data, this was not possible for all of them. Instead of
developing a model for each capture technology applied on every source the data were
sorted per source type and capture technology, and a model was developed for each source
and capture technology (where enough data existed).

The extracted data were sorted according to source type for non-power related sources
(metal industry, fluid catalytic cracking (FCC), combined stack, cement industry, hydrogen,
ammonia, ethylene oxide production and synthetic fuel) and power-related sources (pul-
verised coal (PC), integrated gasification combined cycle (IGCC), supercritical pulverised
coal (SCPC), ultra-supercritical pulverised coal (USCPC), natural gas combined cycle
(NGCC), gas-fired furnaces, combined heating and power station (CHP), fluidised bed
combustion (CFB)). To develop a model for each case, it was required to have at least 10 data
points, which at the same time cover a reasonable range of flowrates (at least 2 MtCO2 /yr).
The cost data from each source were also sorted according to the classification of capture
technologies per separation principle, chemical absorption, physical absorption, oxyfuel
combustion, chemical adsorption, chemical looping, cryogenics, inorganic membranes and
hydrate crystallization). The criteria used to be able to develop a model were the same
with the sorting per source. Therefore, it was not possible to develop models for chemical
adsorption, chemical looping, cryogenics, inorganic membranes and hydrate crystallization
CO2 capture technologies because there are less than 10 pieces of data for each of them that
cover a very small range of flows.

3. Results

Numerous regression analyses were performed and assessed to develop a model that
best describes the investment cost and O&M cost based on the amount of CO2 captured.
Power regression analysis was chosen to develop a model that predicts the total capital
requirement (TCR) and annual operating and maintenance cost (O&MC) (dependent
variables) based on the annual amount of CO2 captured (independent variable). The
proposed models are presented in the following sections.

3.1. Capture Costs Based on the Separation Principle

Data were split based on the separation principle used in each case into three cat-
egories; chemical absorption, physical absorption and oxyfuel combustion. Regarding
chemical absorption, many data points covered a decent range of flowrates between
0–6.7 MtCO2 /yr. This data group includes data from various CO2 sources. The analysis
showed that the curve which best described the data has the form of y = axb where a and b
are constants calculated from regression (Figures 1 and 2).
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Figure 1. Estimation of TCR based on the amount of CO2 captured for chemical absorption.

 
Figure 2. Estimation of O&M cost based on the amount of CO2 captured for chemical absorption.

For physical absorption, the data points covered a decent range of flowrates between
0–6.4 MtCO2 /yr and included data from various non-power related CO2 sources like the
metal industry, cement industry, chemical and petrochemical industry and only IGCC from
power-related sources. The analysis showed a curve of the shape of y = axb where a and b
are constants calculated from regression (Figures 3 and 4).
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Figure 3. Estimation of TCR based on the amount of CO2 captured for physical absorption.

 
Figure 4. Estimation of O&M cost based on the amount of CO2 captured for physical absorption.

For the oxy-fuel combustion capture technology, there were fewer data points, still
covering a decent range of flowrates between 0–6 MtCO2 /yr. This data group includes data
from sources that include combustion like SCPC, USCPC, CFB, PC&NGCC and chemical
and petrochemical industry and cement industry. The power model that was proposed by
the regression analysis is presented in Figures 5 and 6.
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Figure 5. Estimation of TCR based on the amount of CO2 captured for oxy-fuel combustion.

 
Figure 6. Estimation of O&M cost based on the amount of CO2 captured for oxy-fuel combustion.

3.2. Capture Costs Based on the Source Type

It was also decided to categorise the data points based on the type of the source and,
for those sources who had an appropriate number of data points, specify the model that
best described their profile.

3.2.1. Metal Industry

The different CO2 sources of the metal industry, including blast furnace, top gas
recycling blast furnace (TGRBF), smelting reduction iron and raw material production,
were all grouped under the metal industry because there were not enough data to develop
a model for each one individually. There were 20 points of data that covered a range of
flowrates between 0–6.4 MtCO2 /yr. Some data points are stacked, because the authors of the
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references cited, wanted to compare different capture technologies applied on the same CO2
source. This data group includes various capture technologies like chemical absorption,
physical absorption, inorganic porous membranes, physical adsorption, calcium looping
and cryogenics. The power model that was proposed by the regression analysis is presented
in Figures 7 and 8.

 
Figure 7. Estimation of TCR based on the amount of CO2 captured for metal industry.

 
Figure 8. Estimation of O&M cost based on the amount of CO2 captured for the metal industry.

3.2.2. Cement Industry

For the cement industry, data from the pre-calciner and the entire cement plant were
grouped together, because there were not enough data to develop a model for each one
individually. There were 13 points of data that covered flowrates between 0–1.4 MtCO2 /y
although some data points are stacked. This data group includes various capture technolo-
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gies like oxy-fuel combustion, chemical looping, chemical absorption, physical absorption
and cryogenics. The power model that was proposed by the regression analysis is presented
in Figures 9 and 10

 
Figure 9. Estimation of TCR based on the amount of CO2 captured for the cement industry.

 
Figure 10. Estimation of O&M cost based on the amount of CO2 captured for the cement industry.

3.2.3. Fluid Catalytic Cracking (FCC)

There were 18 points of data for FCC that covered flowrates between 0–1 MtCO2 /y.
The range is relatively small, but representative of the size of the source, when compared
to power related ones. The power model that was proposed by the regression analysis is
presented in Figures 11 and 12.
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Figure 11. Estimation of TCR based on the amount of CO2 captured for FCC.

 
Figure 12. Estimation of O&M cost based on the amount of CO2 captured for FCC.

3.2.4. Power Related Sources

The power-related sources were the category with the most available data. There were
57 data points for IGCC, 65 for SCPC, 23 points of data for NGCC and 16 for USCPC. All
of them covered a range greater than 4.5 MtCO2 (from 0–4.5 MtCO2 to 0–6.7 MtCO2 ). For
IGCC, the data set includes only physical absorption capture technology, mainly (selexol),
whereas for SCPC includes chemical absorption, oxy-fuel combustion and gas separation
membranes capture technologies. For NGCC the data set include only chemical absorption
(mostly MEA) and for USCPC it combines chemical absorption and oxy-fuel combustion
capture technologies. The power model that was proposed by the regression analysis is
presented in Figures 13–20.
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Figure 13. Estimation of TCR based on the amount of CO2 captured for IGCC.

 

Figure 14. Estimation of O&M cost based on the amount of CO2 captured for IGCC.

 

Figure 15. Estimation of TCR based on the amount of CO2 captured for SCPC.
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Figure 16. Estimation of O&M cost based on the amount of CO2 captured for SCPC.

 

Figure 17. Estimation of TCR based on the amount of CO2 captured for NGCC.

 

Figure 18. Estimation of O&M cost based on the amount of CO2 captured for NGCC.
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Figure 19. Estimation of TCR based on the amount of CO2 captured for USCPC.

 

Figure 20. Estimation of O&M cost based on the amount of CO2 captured for USCPC.

3.3. Model Validation

The regression analysis in all cases was forced to go through (0,0) because the cost to
capture zero amount of CO2 is zero. Since some of the models are not valid for (0,0), the
data point (0.1, 0.1) was used instead. The model that best fitted the data in all cases was
a power model, y = axb, where a and b are constants calculated from regression. Further
analysis was carried out to the obtained model to determine its statistical characteristics
like R2 value and the p-value. The R2 value which indicates the accuracy of the model is
high in all cases with the lowest being 0.415 and the highest 0.908 and shows that most of
the models would produce accurate predictions. The p-value, which signifies the statistical
significance of the model, is significantly small in all cases and allows to demonstrate that
the model is statistically significant by rejecting the null hypothesis.

The last characteristic “trend” indicated if the model follows economies of scale or
reverse economies of scale. Economies of scale is a term that relates the cost of production
to the amount produced. If economies of scale are followed, then a product would cost less
if the production was increased. However, economies of scale are only observed up to a
certain point. When that point is passed, reverse economies of scale describe the process.
In the carbon capture case, if the amount of CO2 captured is doubled and the cost less than
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doubles, then economies of scale are observed. In any other case, reverse economies of
scale are followed. All data are summarised in Tables 2 and 3.

Table 2. Statistical analysis of TCR and O&M costs models per separation principle.

Type Cost Model R2 p-Value Trend

Chemical Absorption TCR y = 270.3x0.668 0.531 <0.001 Less than doubles
O&M y = 14.089x0.690 0.669 <0.001 Less than doubles

Physical Absorption TCR y = 206.2x0.731 0.415 <0.001 Less than doubles
O&M y = 10.698x0.781 0.584 <0.001 Less than doubles

Oxyfuel Combustion TCR y = 101.9x1.533 0.652 <0.001 More than doubles
O&M y = 9.503x1.014 0.650 <0.001 More than doubles

Table 3. Statistical analysis of TCR and O&M costs models per source type.

Type Cost Model R2 p-Value Trend

Metal Industry TCR y = 61.629x1.550 0.777 <0.001 More than doubles
O&M y = 5.464x1.151 0.817 <0.001 More than doubles

Cement Industry TCR y = 543.5x2.538 0.637 <0.001 More than doubles
O&M y = 25.382x1.913 0.637 <0.001 More than doubles

FCC TCR y = 908.8x2.875 0.711 <0.001 More than doubles
O&M y = 26.265x1.754 0.668 <0.001 More than doubles

IGCC TCR y = 32.931x1.990 0.696 <0.001 More than doubles
O&M y = 3.889x1.412 0.557 <0.001 More than doubles

SCPC TCR y = 39.333x2.060 0.774 <0.001 More than doubles
O&M y = 5.152x1.475 0.745 <0.001 More than doubles

NGCC TCR y = 137.4x2.165 0.644 <0.001 More than doubles
O&M y = 9.276x1.419 0.517 <0.001 More than doubles

USCPC TCR y = 27.436x2.263 0.908 <0.001 More than doubles
O&M y = 3.488x1.407 0.800 <0.001 More than doubles

4. Discussion

All models have been analysed for the type of economies they follow in the long term,
by observing the effect on costs when the amount of CO2 captured is doubled. If costs
exactly double, then a linear relationship is observed, if the costs are more than double then
reverse economies of scale are observed and if the costs are less than double then economies
of scale are observed [33]. All models show to follow reverse economies of scale except
for the models of chemical absorption and physical absorption, where economies of scale
are observed. This is sensible because, when more CO2 needs to be captured, then bigger
capture equipment would be required to accommodate that flow. On first thought, this
would justify only the reverse economies of scale for capital costs for the larger equipment
and larger quantities of solvents, but it also justifies the O&M cost models following reverse
economies of scale too because more energy would be required to regenerate the additional
amount of solvent that is now required.

The required data used for the development of the models introduced some limitations
to the models in the sense that the data used were gathered from various sources and
standardised to process and use them. Capital costs were reported in different currencies
and sometimes these were not expressed using the same metric. The reported capital costs
did not always include the same cost components. Additionally, CO2 compression is most
of the time, but not always, included. Costs were reported in various currencies and base
years. O&M costs were not always reported in the amount of money per year and had
to be converted using assumptions. In other cases, they were not directly reported but
instead reported as estimates using percentages of capital cost. The annual amount of CO2
captured was not always reported and sometimes had to be estimated from plant capacity
and annual working hours.

Nevertheless, the developed models are valid equations that only require one parame-
ter (the annual amount of CO2 to be captured) to estimate the capital cost of capture and
the annual O&M cost of capture. In that sense, they can be used by industries, to estimate
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the total cost of carbon capture plants, having in mind the limitations. In terms of data
validation, the models have been applied in real industrial cases as part of a pre-feasibility
assessment of a potential carbon capture investment. The major observations from the
application are that the models might not provide an accurate estimate in the boundary
regions. Moreover, in some cases/categories the sources analysed have varying purities,
thus requiring a different level of purification before being captured, which affects the
overall capture costs, and thus the accuracy of the models.

Although the extracted data differed slightly and were standardised to allow for the
development of the models, the models can provide robust, accurate estimations, with
statistical significance. This allows for the cost estimation for any CO2 source or any one of
the most widely used capture technologies.
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Abstract: Cost-effective CO2 capture and storage (CCS) is critical for the rapid global decarbonization
effort recommended by climate science. The increase in levelized cost of electricity (LCOE) of plants
with CCS is primarily associated to the large energy penalty involved in CO2 capture. This study
therefore evaluates three high-efficiency CCS concepts based on integrated gasification combined
cycles (IGCC): (1) gas switching combustion (GSC), (2) GSC with added natural gas firing (GSC-
AF) to increase the turbine inlet temperature, and (3) oxygen production pre-combustion (OPPC)
that replaces the air separation unit (ASU) with more efficient gas switching oxygen production
(GSOP) reactors. Relative to a supercritical pulverized coal benchmark, these options returned CO2

avoidance costs of 37.8, 22.4 and 37.5 €/ton (including CO2 transport and storage), respectively. Thus,
despite the higher fuel cost and emissions associated with added natural gas firing, the GSC-AF
configuration emerged as the most promising solution. This advantage is maintained even at CO2

prices of 100 €/ton, after which hydrogen firing can be used to avoid further CO2 cost escalations.
The GSC-AF case also shows lower sensitivity to uncertain economic parameters such as discount
rate and capacity factor, outperforms other clean energy benchmarks, offers flexibility benefits for
balancing wind and solar power, and can achieve significant further performance gains from the use
of more advanced gas turbine technology. Based on all these insights, the GSC-AF configuration is
identified as a promising solution for further development.

Keywords: gas switching combustion; gas switching oxygen production; integrated gasification
combined cycle; chemical looping combustion; CCS

1. Introduction

The global power sector faces a key challenge in the 21st century: achieving rapid
emissions reductions despite strong demand growth [1]. The target set at the Paris Climate
Agreement [2] is to limit the global average temperature increase to “well below 2 ◦C” by
the end of the century. The models presented by the Intergovernmental Panel on Climate
Change (IPCC) requires zero or even negative emissions from the power sector to comply
with the 2 ◦C target [3].

Several options are available to reduce CO2 emissions depending on the source
of origin, including energy efficiency, renewable energy, nuclear energy, fuel switching,
and CO2 capture and storage (CCS). Among these pathways, CCS is arguably the most
promising for drastic emissions reduction for three main reasons: (1) CCS retrofits can
achieve emissions reductions from plants that have already been built, (2) CCS can be
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applied to sectors other than electricity such as direct industrial emissions or clean fuels, and
(3) CCS can achieve negative emissions through BECCS or direct air capture. Unfortunately,
the deployment of CCS is lagging far behind the trajectory required by the Paris Climate
Accord [4], mostly because of economic and political challenges. Capturing and storing
CO2 will always be more expensive than simply emitting it to the atmosphere, and, to date,
there have been limited policy incentives for covering these added costs.

However, the added cost of CCS can be minimized through more advanced CO2
capture processes. Lowering the energy demand for the CO2 separation process presents
one promising pathway towards lower operating and capital costs of CCS plants. In
the case of power production from solid fuels, the integration of a chemical looping
combustion (CLC) [5,6] unit in an integrated gasification combined cycle (IGCC) system
offers a promising pathway to a lower energy penalty [7]. In the IGCC system, the fuel is
gasified and burned in a combined cycle gas turbine for power production. In general, the
net electric efficiency of an IGCC power plant is around 47% without capture, whereas,
if the conventional pre-combustion CO2 capture is added, the efficiency drops as low as
36% [8]. This substantial energy penalty presents the major obstacle to CCS deployment.

CLC offers a way to substantially reduce this energy penalty, leading to considerable
reductions in the CO2 avoidance cost [9]. The CLC process relies on the basic idea of
supplying oxygen in the combustion media via a solid oxygen carrier, as presented in
Figure 1 (left). Oxygen is separated from air in the air reactor and transported to the fuel
reactor via the OC, where it reacts with the fuel. Combustion occurs in a nitrogen-free
zone, thus requiring only water condensation for delivering a high-purity CO2 stream.
Spallina et al. [10] compared the performance of several packed bed CLC-IGCC power
plant strategies, obtaining an electrical efficiency of 41%, lowering the energy penalty
relative to a pre-combustion capture benchmark with 5.7%-points. Hamers et al. [11]
compared the performance of packed and fluidized bed reactors in CLC-IGCC systems
but found no significant effect on the efficiency of the plant. In this case, net efficiency as
high as 42% was obtained, further reducing the energy penalty with 6.92% points relative
to pre-combustion. Cloete et al. [12] replaced the air separation unit within the IGCC
plant with a chemical looping oxygen production unit reducing the energy penalty by
8.1%-points for an efficiency of 43.4% and reaching 45.4% if hot gas clean-up technology
is employed.

Figure 1. The chemical looping combustion process (left) and the gas switching combustion variant
(right) that was investigated in this study.

Alternatively, a 3-step chemical looping combustion configuration can be employed
where an extra reactor is used to partially oxidize an iron-based oxygen carrier using steam
to produce hydrogen for driving a combined cycle. Sorgenfrei et al. [13] present the design
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and evaluation of a CLC IGCC system based on this configuration, achieving a net electric
efficiency of 44.8% using a British Gas/Lurgi gasifier. Wu et al. [14] evaluated a similar
configuration to obtain net efficiencies as high as 45.6%. This three-step configuration
achieves efficiency benefits because the hydrogen firing can achieve considerably higher
turbine inlet temperatures (TIT) than the hot depleted air stream from the conventional
CLC configuration. However, the extra reactor makes the configuration considerably more
complex than conventional two-reactor CLC, and equilibrium limitations enforce the use
of moving beds, adding further complexity and increasing reactor size.

One important challenge with CLC is scale-up under pressurized conditions. To
overcome this challenge, gas switching combustion (GSC) [15] was proposed. As shown
in Figure 1 (right), the GSC concept keeps the solid OC in a single reactor where it is
alternately oxidized with air and reduced by the fuel. The alternating feed gas streams are
fed to the reactor using inlet switching valves. Similar switching valves are needed at the
reactor outlet to separate the alternating depleted air and CO2 streams emerging from each
gas switching reactor. Such a simple standalone bubbling fluidized bed reactor promises to
be substantially easier to scale up and pressurize than the interconnected dual circulating
fluidized bed CLC configuration. To maintain continuous operation, a coordinated cluster
of several dynamically operated GSC reactors can be used. Figure 1 (right) illustrates a
simple cluster of two reactors where the reactor on the left is being oxidized and the one
on the right is being reduced. When the desired degree of oxygen carrier conversion is
achieved, the feed valves will switch to start reducing the reactor on the left and oxidizing
the one on the right. A cluster of only two reactors is shown here for simplicity, but,
since the air flowrate is much larger than the fuel flowrate, it is necessary to split the air
feed between a larger number of reactors to maintain a similar fluidization velocity in all
reactors [16].

The GSC-IGCC configuration was recently investigated with the aim of maximizing
the process efficiency by circumventing two main efficiency challenges [17]. First, an
additional combustor fired by natural gas was added after the GSC reactors to increase the
TIT, thereby increasing the power cycle efficiency. Second, a recuperator was implemented
to recover heat from the reduction outlet gases and transfer this thermal energy through the
topping power cycle for more efficient electricity production. In addition, the condensation
enthalpy in the steam originating from fuel combustion could be partially recovered at
suitable temperatures in the steam cycle due to the high pressure of the GSC reduction
outlet gases. Combined, these features succeeded in eliminating the energy penalty of CO2
capture from an IGCC power plant, reaching efficiencies as high as 50%.

A major contributor to auxiliary consumption in an IGCC power plant is the air
separation unit (ASU), the unit providing the necessary oxygen for the gasification of
the fuel. The chemical looping process can be successfully applied for the separation of
oxygen from the other constituents of air [18] using several metal oxides. Shi et al. [19]
investigated several chemical looping air separation layouts, both continuous and batch
types, and concluded that batch operation is more cost-effective for oxygen production.
Deng et al. [20] modelled a chemical looping air separation unit using a fluidized bed
reactor and optimized the process. A gas switching variant of this principle, called gas
switching oxygen production (GSOP), was recently proposed to displace the ASU in a pre-
combustion CO2 capture IGCC configuration [21]. This oxygen production pre-combustion
(OPPC) plant could achieve a net efficiency of more than 45%, albeit with a somewhat
lower CO2 avoidance of around 80%. Another benefit is that the relatively low operating
temperature of the GSOP reactors will circumvent possible technical challenges with
downstream valves and filters after GSC reactors.

The present study will investigate the effects of these large efficiency gains from an
economic point of view. For the GSC configuration with added natural gas firing, greater
efficiency will decrease levelized costs related to coal fuel and CO2 transport and storage.
Extracting more power from the syngas by means of a higher TIT will also substantially
reduce the levelized costs of the expensive gasification train (coal and ash handling, gasifier,

180



Clean Technol. 2021, 3

air separation unit, and gas clean-up). On the other hand, the use of natural gas for added
firing will increase fuel costs because natural gas is more expensive than coal and reduce
CO2 avoidance because the CO2 from natural gas combustion is not captured. For the OPPC
configuration, levelized cost reductions can also be expected due to the high efficiency, but
the relatively diluted syngas produced by this configuration will substantially increase the
capital cost of the gasifier and gas clean-up units.

To quantify these trade-offs, this study presents a bottom-up economic assessment of
GSC-IGCC plants with and without added natural gas firing and the OPPC plant. These
results are compared to several benchmarks, including IGCC plants with and without
conventional pre-combustion CO2 capture. The plant performance will be quantified in
terms of the levelized cost of electricity and CO2 avoidance cost, relative to the IGCC and
supercritical pulverized coal plant without CO2 capture. In addition, the sensitivity of
these performance measures to key economic assumptions such as fuel costs and discount
rate will be identified. Finally, the economic performance of these advanced IGCC plants
will be benchmarked against other clean energy technologies, including nuclear, wind, and
solar PV, in a future energy system with high CO2 prices.

2. Methodology

In this paper, five coal-fired IGCC power plant layouts are compared from a techno-
economic point of view:

• Case 1: IGCC power plant without CO2 capture (IGCC);
• Case 2: IGCC power plant with pre-combustion CO2 capture using SelexolTM liquid-

gas absorption (IGCC-PCC);
• Case 3: GSC-IGCC power plant with inherent CO2 capture (GSC);
• Case 4: GSC-IGCC power plant with added natural gas firing (GSC-AF);
• Case 5: GSOP-IGCC power plant with pre-combustion CO2 capture using SelexolTM

liquid-gas absorption (OPPC).

The results are also compared to a supercritical pulverized coal power plant [8] as
this technology is widely deployed in the power sector today. Simplified schematics
of the power plants for Cases 3, 4, and 5 are shown in Figures 2–4, respectively. More
detailed schematics can be found in previously published technical assessments [17,21].
The most important differences between the GSC (Figure 2) and GSC-AF (Figure 3) plants
are (1) the GSC-AF plant fires natural gas after the GSC oxidation step to increase the TIT,
and (2) the GSC-AF plant transfers heat from the CO2 rich reduction step outlet gases to
the compressed air stream using a recuperator. In contrast, the GSC plant must use the
relatively high-grade heat in the GSC reduction step outlet gases to superheat steam for
the bottoming cycle because insufficient high-grade heat is available from the gas turbine
outlet gases, resulting from the lower GT firing temperature.

The OPPC plant (Figure 4) does not use GSC reactors, relying on a conventional
pre-combustion CO2 capture train to separate CO2. However, large efficiency gains are
achieved by using GSOP reactors to produce an N2-free oxidant stream (17%mol of O2) for
the gasifier and pre-heating the air to 900 ◦C. In this way, the OPPC plant avoids the energy
penalty of an ASU and greatly reduces the amount of H2 required (and the associated
steam consumption) to reach the desired TIT relative to a conventional pre-combustion
plant. The process flowsheets of the reference plants (Cases 1 & 2) are similar to the layouts
shown in Gazzani et al. [22].
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Figure 2. Schematic of the GSC power plant (Case 3) [17].

2.1. Process Simulation

Two benchmark IGCC plants are considered in this work: the unabated IGCC model
(Case 1) consists of a dry fed entrained flow gasifier (Shell Type), syngas scrubbing, and
heat recovery with cold gas desulphurization unit. O2 is delivered by a high-pressure
air separation unit, and coal is loaded with high purity N2. The ASU is 50% integrated
with the gas turbine compressor, while all available N2 is mixed with the syngas fuel to
minimize NOx emissions for complying with regulations. The power island assumptions
considered in this work are similar to the ones in Spallina et al. [10], assuming an F-class
turbine adapted to operate with syngas instead of natural gas.

The pre-combustion CO2 capture model (Case 2) has a similar setup to the unabated
IGCC plant, but a low-pressure ASU is used instead (no integration is advised for H2
co-production and reliability), while coal is loaded with CO2, resulting in slightly higher
cold gas efficiency. After syngas scrubbing and steam addition from the HP stage steam
turbine outlet (reaching a steam to CO ratio of 1.9 to avoid catalyst deterioration), the
water-gas shift (WGS) reaction is carried out in two intercooled adiabatic reactors. CO2
is removed with SelexolTM absorption, modelled based on the work of Kapetaki [23] for
component solubility, and compressed in a five-stage intercooled compressor. H2-rich fuel
is saturated and mixed with N2 from the ASU for NOx abatement and fired in the gas
turbine (GT).

182



Clean Technol. 2021, 3

Figure 3. Schematic of GSC+AF power plant (Case 4) [17].

The GSC plants (Cases 3 and 4) are modelled with a similar approach as in Arnaiz del
Pozo et al. [17], with the notable difference of employing an NiO oxygen carrier instead
of Ilmenite, which shows higher feasibility to operate under the assumed maximum
temperatures (1200 ◦C) [24] and has a better performance in terms of undesired mixing,
achieving higher capture ratios due to the higher oxygen carrying capacity that facilitates
longer reactor cycles. The same component efficiencies for the power island are taken
and, considering the reduced turbine inlet temperature resulting from the mechanical
limits of the oxygen carrier, a simple correlation by Horlock [25] is taken to determine
stator cooling, neglecting cooling of the rotor (Case 3). For the GSC plant with natural
gas extra firing, the plant simulations performed in the present study consider a GT
cooling flow model resulting a small decrease in efficiency, a lower capture rate, and
a higher heat input provided by the extra natural gas relative to the results reported
in Arnaiz del Pozo et al. [17] (Case 4). The latter study reveals that carrying out extra
firing with a portion of syngas results in significantly lower (more than 15%-points below)
carbon capture relative to natural gas, because of its larger carbon intensity, while lower
electrical efficiency is attained, due to thermal losses of syngas production and treating,
which curtails the attractiveness of this option. Similar to the benchmark IGCC plants, the
configurations integrating GSC technology produce syngas with a Shell gasifier, but also
include hot has desulphurization as an additional efficiency enhancement.
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Figure 4. Schematic of the OPPC power plant (Case 5) [21].

The OPPC plant presented here (Case 5) has a similar configuration to the one shown
in Arnaiz del Pozo et al. [21], where a GSOP cluster delivers an oxidant stream to a Winkler
gasifier to produce syngas. After hot gas desulphurization and contaminant removal, a
portion of the syngas, together with some intermediate pressure steam from the bottoming
cycle, is routed to the GSOP cluster. The remaining syngas is sent to a WGS unit similarly
to the pre-combustion capture model. Subsequent CO2 sequestration is performed with
a simplified SelexolTM unit (as H2S has already been removed). The compressed air is
firstly heated in the GSOP oxidation stage to 900 ◦C, and then it enters an extra firing
chamber to reach higher temperatures by combustion of the H2-rich fuel produced in the
WGS unit. When incorporating the coolant flows in the GT model, a smaller portion of air
passes through the GSOP cluster relative to Arnaiz del Pozo et al. [21] and, in parallel, a
larger fraction of syngas must be sent to the WGS unit to generate sufficient H2 to reach
the required combustor outlet temperature (COT).

The calibrated natural gas-fired turbine has a COT of 1440 ◦C and a TIT of 1360 ◦C
with a turbine outlet temperature of 603 ◦C, operating with a pressure ratio of 18.1 and
a simple cycle efficiency of 39%. When applied to the syngas fired models, it is assumed
that the turbine operates at its nominal design point (equal pressure ratio and polytropic
efficiencies of compressor and expansion stages) and that the cooling flows are adjusted to
operate at the same TIT with the same cooling fraction to the rotor. This assumes a higher
level of blade cooling technology and an appropriate compressor design to account for the
higher flow rate of lower energy density fuel relative to the natural gas case. Furthermore,
the coal flow rate to the plant is fixed, resulting in a different size of the GT for each case.
This is consistent with the fact that the gasification island is the major cost component of
the plant, with a constant heat input for all cases, and since GSC technology has a long
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deployment horizon, it is safe to assume some flexibility in GT design. The steam cycle
consists of a three-pressure level with a reheat heat recovery steam generator (HRSG).

For NOx control, a large amount of N2 from the ASU is mixed with the fuel in the
IGCC-PCC case, while the GSC case requires no special measures due to the flameless
combustion in the GSC reactors. For the GSC-AF case, it is assumed that the spontaneous
combustion of natural gas in the hot depleted air stream from the GSC reactors can be
carried out in a manner approaching the behavior of a premixed combustor by employing
many fuel injectors and high turbulence [26]. A similar approach is followed in the
OPPC case.

The power plant models were built with the process simulator Unisim Design R451
using the Peng Robinson equation of state and the ASME steam tables for thermodynamic
property calculations. Detailed modelling assumptions of the plant units are provided
in the Appendix A. The time-averaged operating points of the gas switching reactors as
input for the power plant were determined with a transient 0-D model in Matlab, described
in more detail in the technical assessments of the GSC and GSC-AF plants [17] and the
OPPC plant [21]. This model assumes ideal gas behavior of the gaseous species, which is
acceptable due to the high temperature and relatively low-pressure values encountered
in the reactors. The reactions included in the models for the GSC (Equations (1)–(4)) and
GSOP (Equations (5)–(8)) processes are summarized below. Equations (1)–(7) are assumed
to proceed to completion, whereas Equation (8) is assumed to reach equilibrium as defined
in Arnaiz del Pozo et al. [21]:

CH4 + 4NiO → 4Ni + CO2 + 2H2O (1)

H2 + NiO → Ni + H2O (2)

CO + NiO → Ni + CO2 (3)

O2 + 2Ni → 2NiO (4)

CH4 + 8Ca2AlMnO5.5 → 8Ca2AlMnO5 + CO2 + 2H2O (5)

H2 + 2Ca2AlMnO5.5 → 2Ca2AlMnO5 + H2O (6)

CO + 2Ca2AlMnO5.5 → 2Ca2AlMnO5 + CO2 (7)

O2 + 4Ca2AlMnO5 ↔ 4Ca2AlMnO5.5 (8)

2.2. Economic Assessment

The economic assessment methodology is presented in four parts: (1) the design
and cost assessment of gas switching reactors and heat exchangers, (2) other capital cost
assumptions, (3) operating and maintenance cost assumptions, and (4) the methodology
for calculating the levelized cost of electricity and the cost of CO2 avoidance.

2.2.1. Reactor and Heat Exchanger Design

The reactor cost was estimated by assuming the wall structure presented in Figure 5
where, from left to right, the layers represent the inner Ni-alloy to withstand the tempera-
ture, corrosion and abrasion loads, the middle 0.54 m thick layer of thermal insulation for
an outer wall temperature of 80 ◦C, and the outer carbon steel shell to carry the pressure
load. The cost of the reactor strongly depends on the cost of the shell, which depends on the
insulation thickness employed. This is investigated in a sensitivity analysis in the results
section. Each reactor was assumed to consist of two process vessels: an inner Ni-alloy
vessel and an outer carbon steel vessel. The fully installed cost of these vessels is estimated
using the correlations given by Turton [27], with the cost of the inner vessel being doubled
to account for elements such as the gas distributor and downstream particle filters. How-
ever, the cost of high-temperature outlet valves is included following Hamers et al. [11].
The cost of the initial load of OC is added to the capital cost of the reactor.
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The fluidization velocity in the reactor is assumed to be 1 m/s, which will be on the
upper edge of the bubbling fluidization regime (shortly before the transition to turbu-
lent fluidization) when 150 μm particles are used according to the correlations of Bi and
Grace [28]. This assumed fluidization velocity requires the total cross-sectional area of all
the reactors to be 191.5 m2. The reactors in the cluster are 1.84 m in diameter, 3.68 m in
height, and a total number of 72. Costs are updated for the year 2018 using the Chemical
Engineering Plant Cost Index [29].

Figure 5. Assumed reactor wall structure.

For the GSOP reactors, a similar methodology is applied as in the case of the GSC
reactors with the following differences: the required cross-section of the reactors is 105.4 m2,
the height is 3.66 m, the diameter is 1.83 m, and the number of units is 40 to maintain the
desired fluidization velocity of 1 m/s. Since the GSOP reactors operate at a considerably
lower temperature than the GSC reactors, a thinner insulation layer of 0.31 m could be
used to maintain the outer wall temperature of 80 ◦C.

The cost estimation methodology for the heat exchangers involved a similar method-
ology. Shell-and-tube heat exchangers are selected with stainless steel used for both the
shell and the tubes. Information about the heat transfer duty and log mean temperature
difference from the process simulation is combined with calculated film and overall heat
transfer coefficients necessary to determine the heat transfer area required in each heat
exchanger. This heat transfer area is then used in the cost functions presented in Turton [27].
The overall heat transfer coefficient is calculated as a function of film coefficients of the
cold and hot streams using Nusselt number correlations from the literature [30].

2.2.2. Capital Cost Estimation

Capital costs are estimated using the costs from Franco et al. [8] and scaled to a chosen
modeling parameter as presented in the general form of the cost (Equation (9)). C0 and Q0
are the reference cost and capacity of the unit, and M is an exponent that depends on the
equipment type. The parameters for the cost calculation are presented in Tables 1 and 2 for
the cases without CO2 capture and with CO2 capture, respectively. The obtained capital
cost is updated using the Chemical Engineering Plant Cost Index [29] for the year 2018:

C = C0 ∗
(

Q
Q0

)M
(9)
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Table 1. Reference costs, capacities and scaling exponents for the case without CO2 capture used in Equation (9).

Equipment Scaling Parameter Reference Cost (M€) Reference Capacity Scaling Exponent Year Ref.

ASU Oxygen produced [kg/s] 64.48 26.54 0.67 2011 [8]
Coal handling Coal input [kg/s] 49.50 32.90 0.67 2011 [8]
Ash handling Ash flowrate [kg/s] 16.00 4.65 0.60 2011 [8]

HRSG ST gross power [MW] 35.46 182.36 0.67 2011 [8]
Gas turbine Net power output [MW] 88.60 254.42 1 2011 [8]

Steam turbine ST gross power [MW] 55.00 182.36 0.67 2011 [8]
Condenser ST gross power [MW] 40.56 182.36 0.67 2011 [8]

Gasifier Coal thermal input [MW] 162.00 828.02 0.67 2011 [8]
Gas clean-up Syngas flowrate [kg/s] 58.03 75.26 0.67 2011 [8]

The capital cost estimation for the base case IGCC power plant without CO2 capture
is performed using the reference data presented in Table 1 and applied in Equation (9).

The capital cost estimations of Cases 2–5 are performed using the parameters presented
in Table 2. Case 2 involves standard technologies for gas clean-up, whereas the other three
cases use hot gas clean-up as this offers significant efficiency improvements for IGCC
systems [31]. The standard gas clean-up is assumed to consist of the following units:
acid-gas removal, gas cleaning, water treatment, and the Claus burner. The cost correlation
parameters for the hot gas clean-up are obtained as 75% of the standard gas clean-up unit
presented by Franco et al. [8] as estimated from an RTI report [32]. The cost of the WGS unit
used in Cases 2 and 5 is obtained from the work of Spallina et al. [33]. All other costs are
taken from Franco et al. [8]. A scaling exponent of 1 was employed for the CO2 compression
because the lower costs for the cases with GSC that generate already pressurized CO2
streams stem from fewer compression stages and not from smaller compressors.

Table 2. Reference costs, capacities and scaling exponents for the cases with CO2 capture used in Equation (9).

Equipment Scaling Parameter Reference Cost (M€) Reference Capacity Scaling Exponent Year Ref.

ASU Oxygen produced [kg/s] 72.80 31.45 0.67 2011 [8]
Coal handling Coal input [kg/s] 53.89 38.72 0.67 2011 [8]
Ash handling Ash flowrate [kg/s] 17.42 5.48 0.67 2011 [8]

HRSG ST gross power [MW] 34.10 168.46 0.67 2011 [8]
Gas turbine Net power output [MW] 93.32 282.87 1 2011 [8]

Steam turbine ST gross power [MW] 52.00 168.46 0.67 2011 [8]
Condenser ST gross power [MW] 39.00 168.46 0.67 2011 [8]

Gasifier Thermal input [MW] 180.00 954.08 0.67 2011 [8]
Gasifier for Case

5 Raw syngas flowrate [kg/s] 167.1 65.60 0.67 2011 [8]

Gas clean-up Syngas flowrate [kg/s] 61.49 89.21 0.67 2011 [8]
Hot gas clean-up Syngas flowrate [kg/s] 46.12 89.21 0.67 2011 [8]
SelexolTM CO2

capture unit
Shifted syngas flowrate

[kg/s] 45.00 111.04 0.67 2011 [8]

WGS unit Syngas flowrate [kg/s] 21.12 89.21 0.67 2011 [33]
CO2 compression Compressor power [MW] 30.00 20.69 1 2011 [8]

One important uncertainty is the gasifier cost assessment for Case 5. First, a different
gasification technology is used (fluidized bed in Case 5 vs. entrained flow in the other
cases). Second, the produced syngas has a much lower heating value, because the O2
diluted oxidant stream (17%mol) from the GSOP employed for gasification, resulting in
more than double the raw syngas flowrate relative to the other cases. This higher syngas
flowrate can be expected to increase the required gasifier cross-sectional area, but it is
also reasonable to expect that the gasification reactions will proceed faster due to the
high concentration of CO2 and H2O in the oxidant stream and the high temperature at
which this stream enters the gasifier, thus mitigating the required gasifier volume increase.
In addition, elements like lock hoppers will be cheaper because the coal feed rate is the
same, but the gasifier operating pressure is lower. To account for these conflicting effects,
two scaling parameters were used for the gasifier cost: (1) the thermal input like the other
cases and (2) the raw syngas flowrate that resulted in a much higher cost. In Table 2, scaling
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with the raw syngas flowrate (before water addition in the scrubber) is done from the
reference cost of the gasifier in the pre-combustion plant in this study, which is slightly
smaller than the one in Franco et al. [8]. The gasifier cost was then taken as the average of
these two cost estimations. The effect of this uncertainty on the LCOE will be quantified in
the results section.

The total investment cost was calculated as outlined in Table 3. A process contingency
of 30% was added to the GSC reactor cluster due to its low level of technological maturity,
while a 10% contingency was added to the hot gas clean-up unit which is near commercial
readiness [34]. A project contingency of 18% and owner’s cost of 12% are applied in line
with our previous work [9]. These relatively high values are assumed to account for the
technological uncertainty involved in IGCC technology.

Table 3. Estimation methodology for the total overnight cost of the plant.

Component Definition

Total install cost (TIC) Installed cost of each unit

Process contingency (PS) 30% of install cost for GSC reactors
10% of install cost for the hot gas clean-up

Engineering procurement and construction costs (EPCC) 14% of (TIC + PS)
Project contingency (PT) 18% of (TIC + PS + EPCC)
Total plant costs (TPC) TIC + PS + EPCC + PT

Owners cost 12% of TPC
Total overnight costs TPC + Owners costs

2.2.3. Operating and Maintenance Costs

Table 4 presents the assumptions for the fixed and variable operating and maintenance
(O&M) costs used in every case. The operating labour cost is included in the maintenance
cost, according to Franco et al. [8], in both without and with carbon capture cases. The
maintenance cost is estimated based on the gross power output of the plant. References
are provided in the table for the estimations, and the fuel costs are varied in a sensitivity
assessment in the results section.

Table 4. Fixed and variable operating & maintenance cost assumptions for the GSC plant.

Fixed O&M Costs

Operating labour Included in maintenance
Maintenance and administrative costs 56 [8] €/kW/year

Cost of coal 2.5 [32] €/GJ LHV
Cost of ash disposal 9.73 [32] €/t

Cost of NG 6.5 [8] €/GJ LHV

Variable O&M Costs

Process water costs 6 [8] €/t
Cooling water make up costs 0.325 [8] €/t

Catalyst Replacement

Oxygen carrier 12,500 [35] €/t
SelexolTM replacement 5000 [8] €/t

CO2 Costs

Transport and storage 10 [35] €/t

Chemicals

Cooling water chemical treatment 0.0025 [35] €/m3

Process water chemical treatment 45,000 [35] €/mo.
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The oxygen carrier replacement period is selected as two years (also varied in a
sensitivity analysis later), and the SelexolTM absorbent loss in the system is assumed to be
7 g lost/MWh gross power generated [8]. The economic parameters used for the OC in the
GSOP reactors are the same as in the case of the GSC option.

2.2.4. Cash Flow Analysis

The levelized cost of electricity (LCOE) is calculated as the electricity price that would
yield a net present value (NPV) of zero at the end of the plant’s economic lifetime, according
to Equation (10). Here, i is the discount rate, and ACF is the annual cash flow in every year
over the construction and operating periods specified in Table 5. The annual cash flow
combines revenues from electricity sales and expenditures from capital, fuel, and O&M
costs. The construction period for the reference case without CO2 capture is assumed to be
lower, 3 years. A sensitivity analysis to the discount rate and capacity factor is presented in
the results section.

Table 5. Cash flow analysis assumptions.

Economic lifetime 25 years
Discount rate 8%

Construction period 4 years
Capacity factor 85%

First year capacity factor 65%

The cost of CO2 avoidance (COCA) is calculated using Equation (11), where LCOE
represents the levelized cost of electricity and E the specific CO2 emissions of the plant,
respectively. Subscript CC denotes the plant with CO2 capture and ref the reference plant
without CO2 capture, respectively:

NPV =
n

∑
t=0

ACFt

(1 + i)t (10)

COCA
(

€
tCO2

)
=

LCOEcc − LCOEref
Eref − Ecc

(11)

COCA is calculated based on two references: the IGCC plant evaluated in this
study (COCAIGCC) and the supercritical pulverized coal plant from previous work [9]
(COCASCPC). The supercritical pulverized coal plant has an LCOE of €55.7/MWh and an
emission intensity (E) of 763 kg/MWh.

3. Results

The results will be presented in four parts. First, a brief outline of the revised plant
performance will be given. Second, the economic performance of the different plants under
base-case assumptions will be presented. Third, a sensitivity analysis to the most uncertain
assumptions will be presented. And finally, the economic performance of these plants will
be compared to other clean energy supply technologies.

3.1. Power Plant Performance Summary

The model results shown in Table 6 reveal similar values to those presented in previous
work [17,21] for the plants using gas switching technology, while the reference IGCC plants
with and without CCS show a comparable performance to Franco et al. [8]. A few small
differences from these previous works can be highlighted:

• The lower heating value of coal was adjusted with an increase of 181 kJ/kg (0.72%) to
match Franco et al. [8], relative to the property estimation value from Unisim Design
R451 used in our previous studies [17,21].
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• The GSC-AF case shows around 0.5%-points lower efficiency relative to our previous
study [17] because the GT model was improved to consider cooling flows, with a
pressure ratio of 18.1 compared to 20 in the previous assessment. A larger natural gas
heat input is required due to the increased air flow rate across the expander, leading to
a small decrease in the CO2 capture rate of 2%-points and a net power output increase
by 8%.

• The CO2 compression for the plants integrating GSC technology consists of two in-
tercooled stages and a supercritical CO2 pump instead of the CO2 purification unit
used previously [17]. This simplification results from the improvement in CO2 purity
enabled by the larger oxygen carrying capacity of NiO (8.6 wt% [36]) relative to the
previously simulated ilmenite (3.3 wt% [37]), which allows for an almost 3× longer
time between valve switches. Such a reduced switching frequency reduces the amount
of undesired N2/CO2 mixing taking place after the feed streams are switched [16],
improving CO2 purity. Lower N2/CO2 mixing also facilitates a 1%-point increase in
capture rate. However, the longer cycles cause a slightly lower reactor temperature,
reducing the efficiency by 0.1%-points.

• The OPPC results given in Table 6 represent the case from our previous work [21] with
the GSOP cluster operating at 900 ◦C, employing SelexolTM for CO2 capture and no
H2 fuel dilution (only saturation with water with low temperature residual heat). The
CO2 capture ratio is 1%-point lower than the value reported in [21], as a result of the
lower partial pressure of CO2 in the syngas, which reduces the capture performance of
the Selexol unit. The syngas is produced at lower pressure as the gasification pressure
is fixed by the GT pressure ratio, which in this study is fixed to 18.1, relative to the
value of 20 assumed in the earlier work.

Table 6. Power plant performance summary.

Item/Plant IGCC IGCC-PCC GSC GSC-AF OPPC

Gas Turbine Net (MW) 283.3 * 268.5 209.7 369.5 244.0
Steam Turbine Net (MW) 189.3 157.9 220.4 277.1 193.8

Heat Input (MW) 854.0 854.0 854.0 1176.8 854.0
Total Auxiliaries (MW) 66.0 104.1 62.1 63.8 42.4

Gross Plant (MW) 472.7 426.3 430.1 646.6 437.9
Net Plant (MW) 406.7 322.2 368.0 582.8 395.5

Gross Efficiency (LHV %) 55.4 49.9 50.4 55.0 51.3
Net Efficiency (LHV %) 47.6 37.7 43.1 49.5 46.3

Specific Emissions
(kgCO2/MWh) 727.3 86.4 46.6 135.1 123.3

Capture Rate (%) 0.0 90.6 94.2 78.1 83.2
* includes air expander.

Table 6 shows that the IGCC-PCC benchmark plant suffers a large 9.9%-point energy
penalty relative to the unabated IGCC case, while the advanced process configurations
greatly reduce this penalty. In the case of GSC-AF, the efficiency is even higher than the
unabated IGCC plant due to the added firing with natural gas. However, this added natural
gas firing causes 56% higher specific emissions than the IGCC-PCC benchmark, although
emissions remain 5.4× lower than the IGCC plant. The OPPC model achieves only slightly
lower specific emissions relative to the GSC-AF plant despite a 5%-point higher capture
rate, given that its thermal efficiency is 3%-points lower and all combusted fuel is derived
from carbon-intensive coal syngas. The GSC case is the only advanced plant that achieves
lower specific emissions than the IGCC-PCC benchmark, although there is a tradeoff in
terms of lower efficiency relative to the GSC-AF and OPPC configurations.
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3.2. Base Case Economic Assessment

Capital costs generally represent the largest component of the LCOE of coal-fired
plants with CCS. Figure 6 presents the capital cost breakdown in the GSC case. The gasifier
and gas switching reactor island are the most expensive components of the plant. The
rest of the units’ share is at 10% or lower. It is also noteworthy that the power cycle
represents only a third of the capital costs of the plant. The units involved in the chemical
transformation of coal and CO2 compression represent the other two thirds of the plant
cost. This implies that any measures to get more useful electricity from the hot depleted air
stream in the power cycle (such as the added firing with natural gas) can offer substantial
reductions in the levelized capital cost of the plant.

Figure 6. Total installed cost breakdown for the GSC case.

As presented in Table 7, the gasifier has the highest cost in all cases, with the gas
turbine, gas switching island, and ASU also representing major shares of the plant capital
cost. It is also interesting to note that the GSC plant relies more on the expensive steam
cycle components (steam turbine, HRSG, and condenser) rather than the cheaper gas
turbine relative to the other plants because of the relatively low TIT of this case. More
power production from the gas turbine facilitated by the extra firing results in a more
cost-effective power cycle. The OPPC plant suffers from a high gasifier cost due to the
syngas flowrate that is more than double the size of the other plants. This high syngas
flowrate also increases the gas clean-up cost.

The maintenance cost for the plant includes the labor cost, and it is calculated as a
function of the gross power output of the plant, this explains the substantial difference
between the two GSC models, the GSC-AF plant having a significantly higher output, as
presented in Table 7. Variable O&M costs depend on the capacity factor, and this could
change from year to year and can be expected to drop by the end of the economic lifetime.
Table 8 presents O&M costs for the evaluated cases assuming a capacity factor of 85%,
as used in the economic model. For the GSC-AF case, the high cost of natural gas is
clearly shown, given that it represents only about a quarter of the LHV fuel input to the
plant. Besides fuel costs, the costs associated with CO2 storage have the highest impact
on the economics of the plant. In the GSC plants, oxygen carrier replacement costs are
also significant. These plants achieve a small process water revenue because of the water
recovered from the high-pressure CO2-rich stream from the GSC reactors.
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Table 7. Installed costs for the main process components in each case.

Unit IGCC IGCC-PCC GSC GSC-AF OPPC

Heat exchangers 26.63 13.14 33.37
Gas Switching Island 106.52 106.52 52.11

ASU 70.07 70.60 70.60 70.60
Coal handling 52.03 50.79 50.79 50.79 50.79
Ash handling 16.78 16.42 16.42 16.42 17.71

CO2 compression 34.86 19.32 19.56 31.56
Gas Turbine 99.62 91.21 71.24 125.53 82.90

Steam Turbine 58.73 51.86 64.84 75.61 59.58
HRSG 37.87 34.01 42.52 49.58 39.07

Condenser 43.31 38.89 48.63 56.71 44.68
Gasifier 170.30 172.08 172.08 172.08 232.28

Hot gas clean-up 43.26 43.28 72.15
WGS 19.47 20.18

Gas clean-up 57.21 56.70
SelexolTM plant 42.71 39.29

Total Install cost (M€) 605.93 679.60 732.86 799.83 776.70

Total overnight cost (M€) 912.91 1023.91 1104.15 1205.04 1170.20

Net power output (MW) 406.69 322.19 367.95 582.80 395.48

Specific investment cost (€/kWe) 2244.71 3178.00 3000.79 2067.68 2958.89

Table 8. O&M costs for the different cases.

Fixed O&M Costs (M€/Year) IGCC IGCC-PCC GSC GSC-AF OPPC

Maintenance incl. labour 23.64 23.87 24.09 32.33 24.52

Variable O&M costs at 85% capacity factor (M€/Year)

Cost of coal 57.27 57.27 57.27 57.27 57.27
Cost of NG 56.28

Cost of ash disposal 1.25 1.25 1.25 1.25 1.40
Process water 3.20 6.67 −1.86 −1.87 2.24

Cooling water consumption 1.22 1.30 1.35 1.68 1.33
Oxygen carrier replacement 3.82 3.82 2.09
WGS catalyst replacement 0.44 0.44

SelexolTM make up 0.12 1.03 0.94
CO2 transport and storage 19.99 21.61 21.65 18.01

Total cost (M€/Year) 86.71 111.82 107.53 172.41 108.24

The main economic performance indicators are presented in Table 9 for all cases. The
conventional pre-combustion capture plant has the highest LCOE, followed by the GSC
and OPPC plants that reduce LCOE by 10 and 13 €/MWh, respectively. Added natural gas
firing reduces the LCOE by an additional 13 €/MWh relative to the standard GSC plant.
As discussed earlier, the gasifier cost is an important uncertainty in the estimation of the
OPPC cost. For perspective, the LCOE of this case reduces to 76.37 €/MWh if the gasifier
costs are scaled only by the thermal input and increases to 83.00 €/MWh if scaled only by
the raw syngas flowrate. Trends in the COCA indicators are similar to those in the LCOE,
although the COCA of the GSC-AF and OPPC plants are increased by their higher CO2
emissions intensities (Table 6).
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Table 9. LCOE and COCA indicators for each case.

IGCC IGCC-PCC GSC GSC-AF OPPC

LCOE [€/MWh] 61.23 92.74 82.79 69.75 79.68
COCAIGCC [€/ton] - 49.16 31.67 14.39 30.55
COCASCPC [€/ton] - 54.74 37.82 22.38 37.50

Figure 7 shows the breakdown of the LCOE for all cases considered in this paper. Fuel
cost and O&M costs have similar ratios in the cost breakdown of the LCOE for the four
carbon capture cases, capital cost being the one that varies from technology to technology.
In the IGCC-AF case, the capital cost reduction obtained is counteracted to some extent by
the higher cost of the NG. Even so, the overall cost is substantially reduced relative to the
base GSC case and the OPPC case.

Figure 7. LCOE breakdown for the five IGCC configurations.

3.3. Sensitivity Analysis

The LCOE is sensitive to the cost of the fuel, as presented in Figure 8a,b, respectively.
In all cases, aside from the GSC-AF case, the slopes of the lines in Figure 8a are inversely
proportional to the plant efficiency. The GSC-AF plant has the lowest degree of dependency
on the cost of coal because, in addition to having the highest efficiency, about a quarter of
its fuel input is NG.

When the natural gas price is varied, a high degree of dependency is observed in
the GSC-AF case, because of the high cost of natural gas when compared to coal. It is
noteworthy that the LCOE of the GSC-AF plant remains lower than the GSC plant even at
a natural gas cost of €10/GJ (4× higher than the coal cost). This illustrates the large benefit
of using natural gas to raise the TIT so that the syngas produced by the costly gasification
train can be converted to electricity more efficiently.
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Figure 8. Sensitivity analysis to coal (a) and natural gas (b) prices, reactor outer wall temperature (c), oxygen carrier lifetime
(d), capacity factor (e), and discount rate (f).

The outer carbon steel shell, carrying the pressure load in the GSC reactors, is the com-
ponent showing the highest sensitivity because an increase in the insulation layer thickness
increases both the shell volume and its required thickness, thus strongly increasing its
cost. Increasing the insulation thickness from 0.54 m to 0.88 m in the GSC case lowers the
shell temperature by 20 ◦C, but increases the LCOE by 1.86 €/MWh (Figure 8c). Allowing
the shell temperature to reach 100 ◦C reduces the insulation thickness to 0.38 m while the
LCOE drops with 0.6 €/MWh. Thus, even though the total reactor cost increased by 43%
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from the 100 ◦C wall temperature to the 60 ◦C wall temperature, the effect on the LCOE
is relatively small. The effect is even smaller in the GSC-AF and OPPC cases where the
gas switching reactors represent a smaller fraction of total plant costs. The calculated heat
losses for the three temperatures on the total surface of the reactors in the case of the GSC
plant are 893.8 kW, 1113.5 kW, and 1365.9 kW, representing a bit more than 0.1% of the
heat input.

Oxygen carrier lifetime is another important uncertainty for all concepts based on
chemical looping technology. For the base case, a two-year replacement period is assumed
for both GSC and GSOP reactors. As presented in Figure 8d, the LCOE would increase in
all cases if the OC lifetime reduces. The GSC case is the most sensitive to the OC lifetime,
showing a 4.2 €/MWh increase in LCOE if the OC lifetime reduces from 2 years to 0.5 years.

Given the capital-intensive nature of these plants, capacity factor and discount rate
have the highest effect on the LCOE. A reduced capacity factor strongly increases the LCOE,
as presented in Figure 8e. With the rapid growth of wind and solar power, thermal power
plants are increasingly expected to act as balancing capacity, operating at lower capacity
factors. In this respect, the GSC-AF plant offers some additional benefits because it is the
least capital intensive, and, under part-load operation, it will reduce the fraction of fuel
input required from more expensive natural gas. For example, when the F-class gas turbine
output reduces by a little more than 50%, the TIT falls to the GSC outlet temperature [38],
thus requiring no more natural gas firing. Under these conditions, the plant can operate
with only a mild turndown of the relatively inflexible gasification train, but a substantial
turndown in overall plant output, saving the high natural gas fuel costs and associated
CO2 emissions. The variation of the discount rate also has a large effect on the LCOE for all
cases (Figure 8f), with the GSC-AF case being the least sensitive due to its relatively low
specific capital cost.

3.4. Benchmarking against Other Clean Energy Technologies

In today’s energy market, the COCA relative to unabated fossil fuel plants is not
the most important indicator of the competitiveness of CCS technologies. Alternative
clean energy technologies represent a more relevant benchmark. For this reason, the
power plants assessed in this paper will be benchmarked against nuclear, wind, and solar
technologies with cost data outlined in Table 10. Technology costs are taken from the
IEA World Energy Outlook [39] for the year 2040 in the European Union. Wind and solar
power integration costs, resulting from their large temporal and spatial variability, are
taken from Hirth et al. [40] and are appropriate to the European Union for a wind and
solar market share of 30–40%, increasing further for higher shares. Although nuclear and
CCS plants would generally have longer operating lifetimes, all plants are assumed to
have a 25-year economic lifetime. This assumption will give a conservative estimate of the
competitiveness of the CCS plants evaluated in this study.

Table 10. Cost assumptions for nuclear, wind and solar benchmarks.

Nuclear Onshore Wind Solar PV

Capital cost (€/kW) 3750 1417 508
Construction period (years) 6 1 1

Capacity factor 85% 30% 14%
O&M costs (€/MWh) 20 15 10
Fuel costs (€/MWh) 15

Integration costs (€/MWh) 25–35 25–35

Figure 9 shows the results of this benchmarking exercise. Clearly, the conventional
CO2 capture plant (IGCC-PCC) is not well positioned in the competitive clean energy
landscape. It is significantly more expensive than nuclear, only on par with wind and
considerably more expensive than solar. Given the negligible air pollution and general
green appeal of wind and solar energy, these clean technologies will be preferred over CCS
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if costs are similar. The GSC and OPPC plants achieve a better competitive position, being
significantly cheaper than wind and nuclear and on par with solar with the higher inte-
gration costs bound. Only the GSC-AF plant outperforms other clean energy benchmarks,
although only slightly in the case of solar. However, solar in Europe is subject to substantial
seasonal variations that are misaligned with the seasonal electricity demand profile. Thus,
Europe will continue relying strongly on wind despite the lower future LCOE projected
for solar. It is noteworthy that the capital cost portion of the LCOE of the GSC-AF plant is
lower even than that of solar PV, which has a 4× lower investment cost. This results from
the 6x lower capacity factor of solar PV.

Figure 9. Benchmarking of the five IGCC-based power plants evaluated in this study against nuclear, wind, and solar
power using costs relevant to the year 2040 when the CO2 price is set to 50–100 €/ton.

Figure 9 also shows that the significant CO2 emissions resulting from the combustion
of natural gas after the GSC reactors in the GSC-AF plant reduces its competitiveness if
CO2 prices become very high. When the CO2 price approaches €100/ton, it will become
economical to do the added firing with clean hydrogen instead as recently calculated for
a CLC-NGCC plant [41]. This possibility means CO2 prices higher than €100/ton will
not further increase the LCOE of the GSC-AF plant. Furthermore, a moderate fraction of
biomass co-firing has the potential to bring CO2 emissions below zero to achieve ultra-low
emission targets while avoiding most of the technical challenges associated with biomass
gasification and combustion.

This result suggests that highly efficient plants like the GSC-AF configuration will be
required for CCS to be competitive in the clean energy landscape of the future. It should be
noted, however, that the GSC-AF and OPPC configurations can benefit from using more
advanced gas turbines with higher TITs to further increase efficiency and reduce costs.
Flexibility is also an important criterion for the attractiveness of new CCS plants as the
expansion of variable renewables continues [42]. The higher degree of flexibility offered by
the GSC-AF case further increases its competitive position relative to the other CCS plants
evaluated in this study.

4. Summary and Conclusions

This study compared the economic performance of five different IGCC power plant
configurations: a benchmark IGCC plant without CCS, conventional pre-combustion CCS,
gas switching combustion (GSC), GSC with added firing with natural gas (GSC-AF) to
increase the TIT, and the oxygen production pre-combustion (OPPC) configuration that
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replaces the air separation unit (ASU) with more efficient gas switching oxygen production
(GSOP) reactors.

The GSC plant returned a 10.7% lower LCOE than the conventional pre-combustion
benchmark (82.7 €/MWh vs. 92.7 €/MWh) while maintaining a CO2 capture rate of over
94%. Despite the higher cost of natural gas relative to coal, the high efficiency of the
GSC-AF plant reduced the LCOE by another 15.7% to 69.8 €/MWh, reducing the cost of
CO2 avoidance as low as 22.4 €/ton when compared to a supercritical pulverized coal
power plant. The large efficiency benefit of replacing the ASU with GSOP reactors in the
OPPC configuration was partially counteracted by an increase in the gasifier cost and a
lower CO2 capture rate, resulting in a similar CO2 avoidance cost to the GSC plant, despite
achieving a 3.8% lower LCOE.

These results reveal that the GSC-AF configuration holds the most promise. In the
sensitivity analysis, this case also showed reduced risk from several sources of uncertainty.
Fuel costs are split evenly between coal and natural gas, limiting the sensitivity to price
variations in either fuel. Uncertainties related to the GSC reactor cost and oxygen carrier
lifetime are also limited since the added firing makes these components a smaller fraction of
the LCOE. Added natural gas firing also makes the GSC-AF case less capital intensive (30%
lower specific capital cost than GSC), limiting the cost increase related to lower capacity
factors and higher discount rates. This plant could also hold benefits related to flexible
operation for balancing wind and solar power since the expensive natural gas consumption
can be ramped down first during part-load operation, requiring only a modest turndown of
the relatively inflexible gasification train. The GSC-AF plant faces some risk from very high
CO2 prices due to the emissions from added natural gas firing, but this risk is mitigated by
the possibility to do the added firing with clean hydrogen instead.

The good performance of the GSC-AF case was confirmed in comparisons to nuclear,
wind, and solar power, where it emerged as the only CCS technology consistently less
expensive than other clean energy benchmarks. Among the advanced IGCC power plant
configurations investigated in this study, the GSC-AF configuration therefore emerges as
the preferred option for further development. Future work will investigate the possibility of
further performance gains using more advanced gas turbine technology and the potential
to do the added firing with hydrogen extracted from the syngas stream.
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List of Abbreviations

ASU Air separation unit
CCS CO2 capture and storage
CLC Chemical looping combustion
COCA Cost of CO2 avoidance
COT Combustor inlet temperature
EPCC Engineering, procurement and construction cost
GS Gas Switching
GSC Gas switching combustion
GSC-AF GSC power plant with added natural gas firing
GSOP Gas switching oxygen production
GT Gas Turbine
HGCU Hot gas clean up
HRSG Heat recovery steam generator
IGCC Integrated gasification combined cycle
LCOE Levelized cost of electricity
NPV Net present value
O&M Operating and maintenance
OPPC Oxygen production pre-combustion power plant
PS Process contingency
PT Project contingency
TIC Total install cost
TIT Turbine inlet temperature
TPC Total plant cost
WGS Water-gas shift

Appendix A

Table A1. Gasification island assumptions.

Winkler Gasifier

Item Value Units
Freeboard Temperature 900 ◦C

%w. CO2 for coal loading 15 %
% LHV CH4 in syngas 11.3 %
Oxidizer Overpressure 50 kPa

HP steam superheat 450 ◦C
Fixed carbon conversion 97 %

%w. Vented CO2 in lock hoppers 10 %
Coal milling & handling 40 MJ/kg coal

Ash handling 200 MJ/kg ash

Shell Gasifier

Item Value Units
Moderator (steam) to dry coal ratio 0.09 kg/kg

Oxygen to dry coal ratio 0.873 kg/kg
Moisture in Coal after drying 2 %
Syngas for coal drying %LHV 0.9 %

Fixed carbon conversion 99.3 %
Gasifier operating pressure 44 bar
Steam moderator pressure 54 bar

Heat loss as %LHV 0.7 %
Heat to membrane wall as %LHV 2 %

CO2 HP/HHP Pressure 56/88 bar
CO2 Temperature 80 ◦C

CO2 to dry coal ratio 0.83 kg/kg
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Table A1. Cont.

Winkler Gasifier

Air Separation Unit

Item Value Units
Main air compressor polytropic efficiency 89 %

Booster air compressor polytropic efficiency 87 %
Reboiler-condenser pinch 1.5 ◦C

Heat exchanger minimum approach temperature 2 ◦C
Process stream temperature after heat rejection 25 ◦C

Oxygen purity 95 %
Oxygen delivery pressure 48 bar
Oxygen pump efficiency 80 %

Exchanger pressure losses/side 10 kPa
Intercooler pressure loss 10 kPa

Table A2. Syngas treating unit assumptions.

HGCU

Item Value Units
Adsorption temperature 400 ◦C

Regeneration temperature 750 ◦C
Filter pressure drop 5 %

Auxiliary consumption 5.34 MJe/kgH2S
Compander polytropic efficiency 90 %

Syngas blower polytropic efficiency 80 %
O2 mol fraction in regeneration stream 2 %

CGCU

Item Value Units
Absorption temperature 30 ◦C
Auxiliary consumption 3 MJe/kg H2S
LP steam requirement 50 MJth/kg H2S

Syngas blower polytropic efficiency 80 %
Selexol pump efficiency 80 %

% H2S to Claus unit >25 %

Table A3. Power cycle assumptions.

Gas Turbine

Item Value Units
GT compressor polytropic

efficiency 91.5 %

GT turbine polytropic
efficiency 87 %

GT pressure ratio 18.1 -
GT Electromechanical

efficiency 98.6 %
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Table A3. Power cycle assumptions.

Gas Turbine

Steam Cycle

Item Value Units
Steam turbine low pressure
stage isentropic efficiency 88 %

Steam turbine intermediate
pressure stage isentropic

efficiency
94 %

Steam turbine high pressure
stage isentropic efficiency 92 %

Steam turbine
electromechanical efficiency 98.1 %

Pressure levels HP/IP/LP 144/36/4 bar
Auxiliaries for heat rejection 0.008 MJe/MJth
Pump isentropic efficiency 80 %

Live steam temperature 565 ◦C

CO2 Compression

Item Value Units
CO2 Compressor stage

isentropic efficiency 80 %

Process stream temperature
after cooler 25 ◦C
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Abstract: A techno-economic analysis has been used to evaluate three processes for hydrogen
production from advanced steam reforming (SR) of bio-oil, as an alternative route to hydrogen with
BECCS: conventional steam reforming (C-SR), C-SR with CO2 capture (C-SR-CCS), and sorption-
enhanced chemical looping (SE-CLSR). The impacts of feed molar steam to carbon ratio (S/C),
temperature, pressure, the use of hydrodesulphurisation pretreatment, and plant production capacity
were examined in an economic evaluation and direct CO2 emissions analysis. Bio-oil C-SR-CC or
SE-CLSR may be feasible routes to hydrogen production, with potential to provide negative emissions.
SE-CLSR can improve process thermal efficiency compared to C-SR-CCS. At the feed molar steam
to carbon ratio (S/C) of 2, the levelised cost of hydrogen (USD 3.8 to 4.6 per kg) and cost of carbon
avoided are less than those of a C-SR process with amine-based CCS. However, at higher S/C ratios,
SE-CLSR does not have a strong economic advantage, and there is a need to better understand the
viability of operating SE-CLSR of bio-oil at high temperatures (>850 ◦C) with a low S/C ratio (e.g., 2),
and whether the SE-CLSR cycle can sustain low carbon deposition levels over a long operating period.

Keywords: sorption enhancement; chemical looping; hydrogen; bio-oil; carbon capture; techno-
economics

1. Introduction

With ever-increasing global energy demand and calls for all-sector decarbonisation,
interest in green and blue hydrogen is swelling. Hydrogen is and will continue to be a vital
component for chemical and fertiliser manufacturing [1]. Whilst hydrogen is flexible and
able to provide for a range of energy applications such as transport and energy storage, it
is also highly attractive for heat in future energy landscapes [2]. Hydrogen production is
currently dominated by steam methane reforming (SMR), which uses fossil-based natural
gas as its feedstock [1]. The streamlined SMR process, which has benefitted from decades
of optimisation, produces a cost-effective product, and the tailored global infrastructure has
led multiple SMR plant operators to be open to operation with carbon capture utilisation
and storage (CCUS) [3]. Combining fossil-derived hydrogen with CCUS has been termed
“blue hydrogen”.

Green hydrogen includes that derived from renewably fueled electrolysis of water or
from biogenic feedstock [3]. Biogenic hydrogen is of particular interest from an environmen-
tal perspective due to the potential of introducing CCUS and therefore providing negative
CO2 emissions. Bioenergy with carbon capture and storage (BECCS) is one of the most
promising options in not just limiting but reducing emissions according to the IPCC [4].
One encouraging method of generating H2 from biomass is via the steam reforming of bio-
oil. Bio-oil is the energy-dense liquid formed from pyrolysis of biomass-derived feedstocks,
and its steam reforming has shown advantages in yield for hydrogen production compared
to alternatives such as biomass gasification with shift conversion [5]. H2 production may
be an effective method to upgrade bio-oil, which suffers from medium–low heating value,
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high acidity, and chemical instability [6]. However, bio-oil is far easier to transport than H2
and provides the potential for centralised plants that can benefit from economies of scale.

Recent advancements in reforming techniques such as sorption enhancement and
chemical looping may provide the spark to bring hydrogen from biomass and BECCS into
future energy markets [7]. Sorption-enhanced steam reforming (SE-SR) performs in situ
CO2 removal with a high-temperature sorbent in the reformer, providing a product stream
of high H2 purity. Moreover, the in situ CO2 removal provides a favourable chemical
equilibrium shift, aiding yields, meeting high temperature requirements, and forming an
ideal foundation for CCUS. CaO is the most popular sorbent choice due to its low cost and
availability, whilst demonstrating strong affinity for CO2 sorption and capture [7].

Chemical looping steam reforming (CLSR) uses oxygen transfer material (OTM) for
partial oxidation of the feedstock, which provides heat for autothermal conditions. The
partial oxidation produces CO2 as a by-product which also lends itself to CCU opportunities.
The OTM is normally formed of a metal oxide such as Cu, Fe2O3, NiO, or Mn3O4 supported
on an inert material such as Al2O3, MgAl2O4, SiO2, TiO2, or ZrO [8]. The OTM not
only provides the oxygen for partial oxidation, but also often acts as a catalyst for steam
reforming or water gas shift. As such, OTM analysis and selection make up the bulk of
literature on CLSR, with nickel-based options being the most extensively researched [9]. Ni-
based OTMs not only show high reactivity, high temperature stability and high selectivity to
syngas production [8,10–12], but also are relatively low-cost and commercially widespread.

Sorption-enhanced chemical looping steam reforming (SE-CLSR) integrates the techni-
cal aspects behind both CLSR and SESR to provide autothermal operation and a high-purity
product with in situ carbon capture [7,13–15]. SE-CLSR is characterised by at least two-stage
cycling, where saturated sorbent is regenerated at higher temperatures by heat generated
by OTM re-oxidation. The thermodynamic study presented by Spragg et al. [15] showcased
the benefits of bio-oil SE-CLSR in purity, yield, carbon deposition, and process efficiency.

Because of the predominance of experimental and thermodynamic studies on bio-oil
reforming, there is a need for techno-economic investigation to assess the potential for
commercialisation and widespread implementation. Previous studies on steam reforming
of bio-oil have revealed it can produce cost-competitive H2. In 2010, Sarkar and Kumar [6]
showed H2 from autothermal bio-oil steam reforming from whole-tree biomass, forest
residue, and agricultural biomass could be costed at USD 2.40, USD 3.00, and USD 4.55
per kg H2, respectively. In 2014, Brown et al. [16] calculated conventional steam reforming
(CSR) of bio-oil to produce H2 at USD 3.25 to USD 5 per kg.

There is also scope to produce a techno-economic evaluation of the CO2 capture
potential in line with bio-oil reforming to H2. Numerous studies have investigated CO2
capture with steam methane reforming [17–19]. In 2021, a review by Yang et al. [20] detailed
the avoidance costs for SMR plants ranging from EUR 40 to EUR 130 per t CO2. In the same
review, CLSR avoidance costs of EUR 86 per t CO2 and advanced autothermal reforming
systems as low as EUR 18 per t CO2 were showcased. To the authors’ knowledge, this
paper will be the first of its kind to perform techno-economic studies on the CO2 capture
from bio-oil steam reforming, which can be compared to alternatives. This is of particular
interest due to the negative emission potential of using a biogenic feedstock such as bio-oil.

2. Materials and Methods

The methods used for the techno-economic analysis operate on the basis that the plant
is located in an industrial area such as Teesside (United Kingdom), where H2 pipeline
infrastructure can be taken advantage of. It is proposed that the H2 is prepared under the
same conditions as the H21 Leeds City Gate project [21] which also sets its plant location at
Teesside. A H2 export pressure of 40 bar was therefore assumed, at 25 ◦C and hydrogen
purity greater than 99.98%.

Teesside was also chosen as the location for the case study due to the region’s inevitable
participation in future CO2 capture and storage (CCS), where CO2 will be piped to empty
North Sea oil fields [22]. Where CO2 capture was considered, a set of purity conditions
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were applied to the separated CO2 to maintain transportation and storage infrastructure
integrity. Given a lack of standardised CO2 purity specifications, those used in this study
and presented in Table 1 were based on those generated by CCS stakeholders in the CO2
Europipe project [23]. For supercritical phase transportation, 110 bar was assumed as the
specified CO2 pressure.

Table 1. CO2 specifications.

Component Limit in CO2

CO2 >95 vol%

Ar

Total noncondensables
<5 vol%

CH4
H2
N2
O2

H2O No free water (<500 ppmv)

The discussed facility is assumed as a centralised reforming plant that receives feed-
stock from multiple pyrolysis sites. This combines the benefits of economies of scale for the
reforming stage with providing realistic capacities for pyrolysis from bio-compounds and
associated feedstock limitations. A range of 5000 to 100,000 Nm3 h−1 of bio-oil from 1 to
20 pyrolysis plants, to feed a central reforming facility, was used to analyse the impact of
scale on the techno-economics.

2.1. Bio-Oil Feedstock

Bio-oil was modelled using a surrogate mixture, as in the work of Spragg et al. [15],
closely resembling the elemental composition and differential thermogravimetric (DTG)
curve of a real palm empty fruit bunch (PEFB) bio-oil [24]. Sensitivity analysis on PEFB
bio-oil model mixtures shows equilibrium results are not sensitive to the exact mixture
composition, provided a known elemental composition [25]. The bio-oil surrogate mixture
was based on the work of Dupont et al. [26], and the bio-oil has been represented with a
mixture of 6 macro-families following the methodology of García-Pérez et al. [27]. The mass
fraction of each compound is described by Spragg et al. [15] and in the Supplementary
Materials (S1). In this study, it is assumed that the bio-oil is mixed with 10 wt% methanol
to reduce its viscosity and density [6]. Stainless steel tanks are used to store the bio-oil due
to its corrosive nature [28].

2.2. Desulphurisation

Many existing techno-economic studies on bio-oil reforming, have assumed sufficiently
low sulphur content in bio-oils to avoid the requirement for desulphurisation [6,29,30].
However, as this is a potentially important sensitivity for reforming catalysts, the impact
of desulphurisation is considered and compared to a base case without. Assumptions
for desulphurisation are based upon data available for naphtha hydrodesulphurisation
(HDS), a common approach in refining [31]. Transition metal catalysts, such as sulphided
CoMo/Al2O3 and NiMo/Al2O3, convert sulphur compounds in the liquid feedstock into
H2S, via reaction with hydrogen [32]. As well as consuming hydrogen, the process is a net
consumer of power and steam, as well as fuel gas for a fired heater.

Sulphur levels are assumed equivalent to those used for the inlet to naphtha reforming,
around 0.5 to 1 ppmwt [31,33]. Detailed process design was not performed for desulphuri-
sation, rather order of magnitude estimates were used for techno-economic considerations
based on data from Maples [31], such as the utilities presented in Table 2 and single point
cost data in Table 3. Hydrogen consumption for a given wt% sulphur in the feed was
derived from a correlation within the same work. The analysis performed details only
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the costs associated with desulphurisation and does not illustrate the potential benefits of
improving catalyst lifetime and performance.

Table 2. Utilities consumption for desulphurisation.

Utility Requirement per m3 Bio-Oil/Methanol Feed

Power 12.58 kWh
Steam 42.79 kg

Fuel gas 55.30 kWh

2.3. Economic Costing

Levelised cost of hydrogen (LCOH) was used for a consistent comparison between the
processes and the comparative systems in the literature. LCOH estimates the H2 product
value required to recover lifetime project costs, as calculated in Equation (1):

LCOH =
∑n

t=1
TCIt+COMd,t

(1+r)t

∑n
t=1

Ht
(1+r)t

(1)

where n is the lifetime of the project, TCIt is the capital investment, and COMd,t is the cost
of manufacture in year t. Ht is the hydrogen generated in year t. The time value of money
is accounted for by the discount rate (r), which discounts costs to the present value over
the plant’s lifetime.

For economic quantification of CO2 capture, the cost of CO2 avoided (CCA) was
calculated; the CCA can be defined as the required carbon tax value for competitive CO2
capture against a benchmark plant [18], as calculated in Equation (2):

CCA =
LCOH − LCOHre f

EH2,re f − EH2

(2)

where LCOH and LCOHre f are the levelised cost of hydrogen (USD kgH2
−1) in the plant with

and without CO2 capture, respectively. EH2 and EH2,re f are the specific emissions per unit
production of H2 (kgCO2 kgH2

−1) of the plant with and without CO2 capture, respectively.
The total emissions include not only CO2 emissions in the flue gases, but also those

associated with imports and exports of electricity and steam. The specific emissions (kgCO2

kgH2
−1) were calculated as in Equation (3):

EH2 =

.
mCO2 +

(
.

Q
+

th −
.

Q
−
th

)
Eth +

( .
P
+

el −
.
P
+

el

)
Eel

.
mH2

(3)

where
.

mCO2 is flue gas CO2 mass flow rate and
.

mH2 is the H2 mass flow rate. Eth and Eel are

the thermal and electrical emissions factors, respectively.
.

Qth and
.
Pel are the thermal energy

and electrical power, with + and − subscripts to signify imports and exports, respectively.
Emission factors are taken from European Union data [34], where Eel is 0.391 kg kWh−1

and Eth is 0.224 kg kWh−1, assuming 90% natural gas boiler efficiency. Any emissions of
biogenic origin have been accounted as carbon-neutral.

Bare module costs were taken from Turton et al. [35] as much as possible, and the size
factor was accounted for using Equation (4):

log10Co
P = K1 + K2log10(A) + K3[log10(A)]2 (4)

where Co
P is the purchased cost of equipment at base case conditions (ambient operat-

ing pressure and carbon steel construction) and A is the size parameter. Aspen Plus–
derived size parameters were used to calculate equipment cost under base conditions.
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The purchased cost (Co
P) was then multiplied by a series of factors that account for de-

viations from the base conditions, including specific equipment type, system pressure,
and materials of construction, as outlined by Turton et al. [35,36] and described in the
Supplementary Materials (S2). Due to the corrosiveness of bio-oil, exposed process parts
were assumed as stainless steel. Remaining parts were assumed as carbon steel.

For systems and processing units where data was unavailable from Turton et al. [35], bare
module costs (Cmod) were acquired from the literature and scale-adjusted using Equation (5):

Cmod = Cmod,0

(
S
S0

) f
× I (5)

where f is the scaling exponent, Smod, and Cmod,0 and Smod,0 are the cost and size of the
reference case, respectively. The value I is the installation factor (where given). Table 3
details the process units costed using this method with associated data for Equation (5).

Table 3. Single point cost data for bare module cost.

Unit Base Size Base Cost (mUSD) f Installation Factor Year Ref.

WGS 15.6 Mmol h−1 CO + H2 36.9 0.85 1 2001 [37]
PSA 9600 kmol h−1 throughput 28 0.7 1.69 2001 [37]

CO2 capture (MDEA) 62.59 kg s−1 CO2 captured 104.2 0.8 - 2017 [37]
CO2 compression and drying 13 MW compressor power 17.9 0.67 - 2017 [18]

High temperature three-way valve 2 m3 s−1 0.1695 0.6 - 2014 [18]
HDS plant 30,000 BPD 16 0.65 - 1991 [31]

The refractory-lined reactor vessels in the SE-CLSR study were designed in more detail,
based on the methods of Peters et al. [38] and Hamers et al. [39]. This was performed due to
the identification of their influence on overall plant cost. Reactor volumes were estimated
via catalyst weight hourly space velocity (WHSV) and sorbent quantity. On the basis of
this reactor volume, the masses of steel and refractory material were calculated, providing
cost. Full details of calculations are available in the Supplementary Materials (S3).

To account for inflation, all costs were aligned to the year 2018 using the Chemical
Engineering Plant Cost Index (CEPCI):

CBM,2018 = CBM,base

(
CEPCI2018

CEPCIbase

)
(6)

where CEPCI2018 is the index value from 2018 (603.1) and CEPCIbase is the index value
from the year of the source cost. CBM,base is the cost in the base year and CBM,2018 is the
2018 adjusted cost.

Total capital investment (TCI) was calculated taking into account a number of addi-
tional factors. Firstly, fees were assumed at 3% of bare module costs CBM [35], a contingency
of 30% of CBM, as recommended by NETL for a concept with bench-scale data [40]. Con-
sideration for auxiliary facilities, such as site development and buildings, was accounted
as 50% of CBM. These generated a figure for total fixed capital investment (FCI). Working
capital was assumed at 15% of FCI, which when applied, created the TCI.

Operating costs were determined using the method from Turton et al. [35]. When
each operating factor is accounted for, the total cost of manufacture without depreciation
(COMd) is as shown in Equation (7):

COMd = 0.18FCI + 2.73COL + 1.23(CUT + CWT + CRM) (7)

where COL is operating labour costs, CUT is utility costs, CWT is waste treatment costs, and
CRM is costs of raw materials. Table 4 details further assumptions made for the calculation
of COMd.
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Table 4. Operating cost calculation assumptions.

Materials

Bio-oil price 0.2 USD kg−1 [41–43]
Methanol price 0.37 USD kg−1 [44]

Reforming catalyst/oxygen carrier price 20 USD kg−1 [45,46]
WGS catalyst price 60 USD kg−1 [47]

CaO sorbent 1.1 USD kg−1 [48]
WHSV for steam reforming 1 h−1 [49]

GHSV for WGS 3000 h−1 [45,50]
WHSV for reforming stage of SE-CLSR 0.8 h−1 [51]

Reforming catalyst lifetime (C-SR) 1 year Assumed
Oxygen carrier lifetime (SE-CLSR) 2 years Assumed

WGS catalyst lifetime 5 years [52]
CaO sorbent lifetime 2 years Assumed

MDEA solvent a 0.04 mUSD/year per kgCO2 /s [18]

Waste treatment

Waste water disposal 0.538 USD t−1 [53]
Catalyst recovery −0.11 USD/kg [54]

Utilities

Process water 2 USD m−3 [55]
Electricity (purchase) 100 USD MWh−1 [14]

Electricity (export) 50 USD MWh−1 [14]
Steam (purchase/export) 20.9 USD MWh−1 Calculated b

Natural gas 25 USD MWh−1 [14]
Cooling water 0.4 USD m−3 [55]

Other assumptions

Plant availability 360 days per year -
Conversion GBP to USD 1.29 [56]
Conversion EUR to USD 1.13 [56]

Labour cost for workers in UK industry GBP 40,000 per year [57]
Shifts worked per worker per week 5 -

Shifts per day 3 -
Weeks worked per year 47 -

a MDEA solvent cost estimated from [18] prorated to process size. b Based on natural gas boiler with 90%
efficiency [18].

2.4. Process Modelling Methodology

As previous studies on bio-oil steam reforming have achieved bio-oil conversion
and hydrogen yields close to 100% [49], an equilibrium-based approach has been used
throughout the Aspen Plus model. Peng–Robinson property method was selected as
suggested for hydrogen-rich applications [58] and used for similar applications in the
literature [51,59,60].

For all models, RGibbs reactors were used to simulate each reforming reactor. For
C-SR an isothermal reforming reactor is connected to an isothermal burner by an energy
stream, representing external firing on reformer tubes. For SE-CLSR, adiabatic RGibbs
blocks were utilised, where the outlet temperature is determined by Aspen Plus on a
chemical equilibrium basis. The WGS reactor was an adiabatic REquil reactor in which the
WGS reaction is specified, instead of an RGibbs block, to represent a reaction supported by
a catalyst selective to CO2 rather than CH4 production.

SE-CLSR reactors are difficult to simulate due to their packed bed design, in which
different stages (time intervals with different feed streams) are initiated by switching gas
inputs. Figure 1a illustrates how this is implemented in a packed bed, showing each
SE-CLSR stage with the catalyst redox changes. Figure 1b demonstrates the autothermal
cycle formed by each stage with a temperature–pressure diagram.
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(a) 

(b) 

Figure 1. (a) Simplified process flow diagram of bio-oil SE-CLSR. (b) Example SE-CLSR operating
conditions on CO2 equilibrium partial-pressure diagram. CaO/CO2 equilibrium properties from [61].

To model this gas switching process in Aspen Plus, each stage is represented by a
different reactor block in the process flowsheet, despite them being of a singular vessel
design in reality. Conceptual separator blocks isolate solids from the outlet of the reactors
and are copied by transfer blocks as inputs to the next stage, rather than representing the
physical movement of material between reactors. This approach instead simulates the
retention of solids in the same reactor like a type of semi-batch process. Meanwhile, the
C-SR is modelled as a continuous, steady-state process.
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Separator blocks were used to simulate the PSA with a 90% H2 recovery and the
absorption-based capture process with 95% CO2 recovery. Energy demand for capture and
compression was taken from the work of Meerman et al. [62], who modelled an activated
MDEA process in syngas at similar conditions. Pressure drops in heat exchangers were
used as in the work of Seider et al. [63], and efficiencies of turbomachines were used as in
the work of Spallina et al. [47]. Other assumptions were as follows:

• Where gas volumes are given in Nm3, normal conditions are 20 ◦C and 1.01325 bar;
• Air is composed of 79% N2 and 21% O2;
• To ensure storage in liquid form, the bio-oil/methanol mixture is stored above its

vapour pressure (around 3 bar);
• All other fluid inputs enter the system at 25 ◦C and 1.01325 bar;
• Reactor pressure drop is 5% of inlet pressure;
• Heat exchanger minimum approach of 10 ◦C.

Flue gases from the furnace and gas turbine are cooled to 180 ◦C before emission to the
atmosphere [64]. Low-pressure (LP) steam at 6 bar and 160 ◦C is produced using process
excess heat and sold as a by-product [47]. The only system heat imports are fuel gas for
the net demands of C-SR and C-SR-CCS. The process flow diagrams for the Aspen Plus
models for C-SR without CO2 capture, C-SR with CO2 capture, and the SE-CLSR process
can be found in Figures 2–4, respectively. Reactions involved in each process are as in the
work of Spragg et al. [15].
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Figure 4. Aspen Plus flowsheet for SE-CLSR of bio-oil.

3. Results

3.1. Process Design Basis Selection

The process simulation performed on Aspen Plus provided sensitivity analysis for the
impact of parameters such as temperature, pressure, steam:carbon (S/C) feed molar ratio,
and steam export on the yield, thermal efficiency, and carbon emission potentials of each
process. These results were utilised for the selection of a design basis for further economic
analysis and comparison. The key conditions selected from the sensitivity analysis are
provided in Table 5, with rationale provided in the following two sections.
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Table 5. Design basis for economic comparisons.

C-SR C-SR-CCS SE-CLSR

Reformer pressure (bar) 30 30 20
Reformer temperature (◦C) 900 900 850

S/C ratio 5 5 2
NiO/C ratio - - 0.7

3.1.1. C-SR and C-SR-CCS

For the C-SR and C-SR-CCS processes, a reforming temperature of 900 ◦C was chosen,
which provided close to maximum yields and thermal efficiencies. A pressure of 30 bar
was also selected, which improved thermal efficiencies compared to lower pressures due to
the benefits in operations such as hydrogen compression demand, despite providing lower
reformer yields.

Under the C-SR scenario, increasing the S/C ratios between 3 and 7 boosted yields but
decreased thermal efficiencies. The additional H2 product was outweighed by the energy
demand for supporting increased steam use. However, if LP steam is exported from the
system, then increasing S/C between 3 and 5 provides marginally higher efficiencies as the
exported steam counters the initial energy input for raising the steam. Exporting steam
tends to increase thermal efficiencies by around 10%. However, not all plants will be able
to export their steam, so this should be scrutinised on a case-by-case basis.

Due to the complex impact of S/C on operation, the effect of varying S/C on LCOH
at varying scales has been analysed and is presented in Figure 5. It shows that there is
only a marginal difference in LCOH between S/C 3 and 5 scenarios. This arises because
the increased costs to raise the additional steam are offset by increased H2 yields and
furthered by steam export potential (Figure 5b). However, at S/C 7, the steam generation
costs are considerably greater, causing the increase in LCOH illustrated in Figure 5. These
results suggest an S/C of 5 may be optimal, especially when considering the added benefits
in catalyst carbon deposition, which is not considered in the analysis. An S/C of 5 has,
therefore, been selected for further economic evaluation.

 
(a) (b) 

Figure 5. Effect of S/C ratio and capacity on levelised cost of hydrogen in C-SR at 30 bar and 900 ◦C
(a) without steam export and (b) with steam export.

Figure 5 also shows the positive impact steam export has on the LCOH, reducing the
value by around 10%. This further reinforces the worth of external heat integration. For
C-SR-CCS, the process analysis showed the value of utilising the excess reforming heat
within the CO2 capture process and therefore holds inherent value.
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3.1.2. SE-CLSR

Sensitivity analysis with the SE-CLSR process showed that increasing the temperature
(T1 as in Figure 1b) above 850 ◦C decreases the overall yield, as does increasing the S/C
ratio. Therefore, 850 ◦C was selected for the base scenario and further analysis. The higher
NiO/C ratio required with high S/C ratios to sustain the autothermal temperature cycle
increases bed heat capacity, oxidation air requirement, and off-gas used for reduction.
Therefore, both yield and thermal efficiency are reduced with the higher solids inventory
associated with greater NiO/C ratios. For this reason, a low S/C ratio of 2 and NiO/C ratio
of 0.7 were selected for further techno-economic analysis.

If steam export is not included in the SE-CLSR process, increasing pressure between
20 and 40 bar leads to an approximately 5% drop in thermal efficiency. However, if steam
export is considered, thermal efficiency is not significantly affected by changes in pressure,
as the ability to export spare heat compensates for the drop in hydrogen yield. A pressure
of 20 bar was selected for further analysis, as the condition fits both scenarios.

3.2. Process Cost Comparison

The three processes applied with conditions selected in the design basis were com-
pared for economic performance. Fixed capital, cost of manufacture, and LCOH results
against capacity are presented in Figure 6. Here, the benefit of economies of scale is clear.
For example, in the case of SE-CLSR, LCOH is reduced by 19%, from USD 4.63 to USD
3.76 per kg H2 with an increase in process size from 10,000 to 100,000 Nm3 h−1.

(a) (b) 

(c) 

Figure 6. Cost analysis of base case C-SR and SE-CLSR processes with steam export: (a) fixed capital
costs, (b) cost of manufacture, and (c) LCOH.
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The LCOH for both SE-CLSR and C-SR-CCS is, as expected, greater than that of C-SR
without CCS, reflecting the costs of CO2 capture capabilities. SE-CLSR has comparable
fixed capital requirements to C-SR, but that is countered by the high costs of manufacture
forecasted for SE-CLSR. Nonetheless, the comparatively lower fixed capital range for SE-
CLSR is reflected in a marginally lower LCOH than for C-SR-CCS. However, accounting
for a level of uncertainty, the significance of this difference may be questioned.

Although the LCOH for each process option may be higher than that of other hy-
drogen production methods [65], these process options may still be competitive. Their
low-carbon/carbon-negative status provides additional value. Additionally, the Hydrogen
Council projects that H2 costs at the pump of USD 6 per kg would still be cost-competitive
for 15% of transport energy demand by 2030 [66].

The bare module and manufacturing costs have been broken down further for inter-
pretation as displayed in Figure 7 for C-SR-CCS and SE-CLSR. For both processes, the PSA
is the most costly module at 28% and 41% of totals for C-SR-CCS and SE-CLSR, respectively.
The CO2 capture unit for C-SR-CCS is a further 25%. This brings the total cost of gas
separation in C-SR-CCS (PSA and CO2 capture) to 53% of the total, whereas an equivalent
CO2 capture unit is not required for gas separation in SE-CLSR. The three-way valves
incorporated in SE-CLSR also contribute significantly at 13% of the total cost.

(a)  

(b)  

Figure 7. Breakdown of bare module costs and direct manufacturing costs in a 10,000 Nm3 h−1

process for (a) C-SR-CCS and (b) SE-CLSR.

Under both scenarios, bio-oil purchasing presents the most substantial manufacturing
cost at 42% and 61% of the total for C-SR-CCS and SE-CLSR, respectively. The greater
influence of bio-oil on SE-CLSR manufacturing cost is the case, in part, because of the
heat supplied from the bio-oil/methanol feeds rather than a cheaper fossil-fuel alternative,
such as natural gas. Nonetheless, the emission reduction potential is highly attractive
and should be factored into assessments. The electricity demand is also a noteworthy
contributor to SE-CLSR operating costs, highlighting potential benefits from optimising
towards greater self-sufficiency.
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3.3. Carbon Emission Comparison

Table 6 details the emission balance for each process. The net CO2 emissions are the
biogenic CO2 captured minus the fossil CO2 emissions, whereas the avoided CO2 is the
biogenic CO2 captured plus the difference in fossil emissions from the C-SR reference case.
SE-CLSR has a superior emission outlook to C-SR-CCS because only 10% of the system
CO2 emissions are derived from electricity import and methanol use. The rest of the CO2
is of biogenic origin, and all of the heat demand is met by the feedstock. For C-SR-CCS,
around 15% of process emissions are fossil-derived, in part from the methane (natural gas)
demand to top up the furnace requirements.

Table 6. Comparison of emissions from processes (kgCO2 kgH2
−1).

Process
Fossil-Based
CO2 Emitted

Biogenic CO2

Captured
Net CO2

Emissions
CO2 Avoided

C-SR 3.2 0 3.2 -
C-SR-CCS 0.46 8.7 −8.2 11.4
SE-CLSR 1.1 10.6 −9.5 12.7

The difference in the emissions is reflected in the cost of carbon, as presented in
Figure 8 where the CCA for SE-CLSR is lower than that for C-SR-CCS at all scales. For the
scale selection shown in Figure 8, the CCA of SE-CLSR ranges from 44 to 55 USD/teCO2,
whereas C-SR-CCS ranges from 52 to 72 USD/teCO2.

Figure 8. Cost of carbon avoided in C-SR-CCS and SE-CLSR, compared to bio-oil C-SR base case.

The avoided emissions and associated CCA analysis above is based on the use of bio-oil
steam reforming as the reference case. If a conventional SMR process is used as a reference,
the CCA for the same capacity range is between 94 and 144 USD/teCO2 for SE-CLSR and
between 103 and 163 USD/teCO2 for C-SR-CCS. This is useful for comparison against other
bioenergy with carbon capture and storage (BECCS) processes presented by Consoli [67].
The CCA of bio-oil C-SR-CCS and SE-CLSR is competitive against combustion and ethanol
BECCS but 2–4 times greater than that of pulp/paper mills and biomass gasification.

3.4. Sensitivity

Figure 9 provides insight into the effect of key economic factors on the LCOH and
CCA through sensitivity analysis. As expected, due to the weight of bio-oil purchasing
on manufacturing costs (Figure 7), altering its price (+/−)20% has the largest impact on
LCOH compared to other costs. For example, a 20% decrease in bio-oil price results in
a 6.4% reduction in the LCOH for C-SR-CCS, whereas the same percentage reduction in
natural gas price results in a 2.5% reduction in LCOH for C-SR-CCS. An alteration in PSA
price has the greatest impact on LCOH of any of the bare module costs. This shows that
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future reductions or increases in the purchasing prices of these factors will significantly
impact the financial outlook of process implementation.

(a) (b) 

(c) (d) 

 
(e) 

Figure 9. Various economic sensitivity analyses: (a) effect of bio-oil price on LCOH; (b) effect of
natural gas price on LCOH; (c) effect of PSA equipment cost on LCOH; (d) effect of MDEA cost on
LCOH and CCA for C-SR-CCS; (e) effect of valve cost on LCOH and CCA for SE-CLSR.

Variations in MDEA and valve cost are of interest because price variations have a
limited impact on LCOH for C-SR-CCS and SE-CLSR but significantly influence CCA. For
example, a 20% increase in MDEA equipment cost would increase the CCA of C-SR-CCS by
almost 12%. Similarly, a 20% increase in the cost of three-way valves would boost the CCA
by 5.74% for SE-CLSR. Therefore, if there are strong future incentives for BECCS/negative
emissions, then plant operators need to be aware of factors such as this affecting the
processing costs.

3.5. Desulphurisation Impacts

As mentioned, desulphurisation is often unaccounted for in bio-oil reforming studies
due to the presumption of sufficiently low sulphur levels. Accordingly, a summary has
been generated of the technical and economic impacts of HDS implementation based on a
naphtha HDS system, reducing sulphur levels from 0.2 wt% to 1 ppmwt [31]. This is likely
to far exceed the needs of a bio-oil plant and provides a conservative outlook for feasibility
assessment. The analysis shows that despite the minimal impact on thermal efficiency and
yields, the 11% addition bare module costs at a 10,000 Nm3

H2 h−1 scale would increase the
LCOH by 5% from 3.93 to 4.13 USD kgH2

−1.
This analysis does not incorporate the positive impact desulphurisation may have on

catalyst lifetime and, therefore, plant economics. As such, Figure 10 shows the effect of
reforming catalyst lifetime on LCOH for C-SR at 10,000 Nm3 h−1. It shows that beyond
a two-year catalyst lifetime there is not much difference in LCOH. However, below this
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and between 0 and 1 years particularly, there are definite benefits of prolonging the catalyst
lifetime. In practice, the benefit of an improved lifetime would be superior to that shown
in Figure 10 as fewer catalyst replacements would facilitate lower maintenance costs,
downtime, and safety impacts. An improved understanding of catalyst lifetime in bio-oil
reforming is required to further analyse and quantify the effects of improvement strategies.

Figure 10. Effect of catalyst lifetime, cost, and hydrodesulphurisation on levelised cost of hydrogen
from C-SR, 10,000 Nm3 h−1.

Considering the predicted lower sulphur content of bio-oil compared to naphtha,
HDS may not be the most suitable. For example, metal oxide sulphur guard beds may
be more cost-effective, as evidenced by ZnO sulphur guard beds for biogas and biomass
syngas [68] or Matheson’s Nanochem GuardBed used for bio-ethanol, bio-diesel, and biogas
applications [69]. However, the limited available data restrict the current techno-economic
impact analysis, and this area is suggested for future research.

4. Conclusions

The economic analysis showed that SE-CLSR is comparable to C-SR-CCS for the
levelised cost of hydrogen (LCOH), with costs in the region of USD 3.8 to USD 4.6 per
kg. These costs are similar to projected costs for the more conventional hydrogen with the
BECCS biomass gasification route. As expected, they are higher than those of other H2
production routes, but within the range that the Hydrogen Council has predicted will make
H2 cost-competitive at forecourts; thus, bio-oil might have a role in a diversified hydrogen
production sector, especially if the potential value of negative emissions is considered.

The cost of carbon avoided (CCA) was shown to vary considerably depending on its
method of calculation. If all emissions, both biogenic and fossil-based, were considered
the same, the cost would range from USD 60 to USD 100 per ton equivalent (te) of CO2.
If biogenic emissions captured were considered as “negative emissions”, the cost would
be reduced to USD 40 to USD 70 per te CO2. When a natural-gas-based SMR process was
used as the reference to calculate CCA, the CCA increased to USD 90 to USD 160 per te
CO2 because methane is a considerably less expensive feedstock. However, for larger-scale
plants (100,000 Nm3 h−1), the CCA of USD 95 to USD 105 per te CO2 was within the range
of BECCS in other industries.

Significant contributors to process cost were the PSA system, CO2 capture (in the
case of C-SR-CCS), and three-way valves (in the case of SE-CLSR). The high capital cost of
hydrodesulphurisation could increase the LCOH by around 11%. However, this expense
may be justified if required to extend catalyst lifetime, especially considering the potential
costs associated with high process downtime.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/cleantechnol4020018/s1, S1: Bio-oil composition; S2: Equations
for bare module cost of equipment; S3: reactor design.
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