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Franciele Parolini, Márcio Goethel, Klaus Becker, Cristofthe Fernandes, Ricardo J.

Fernandes, Ulysses F. Ervilha, et al.

Breaking Barriers: Artificial Intelligence Interpreting the Interplay between Mental Illness and
Pain as Defined by the International Association for the Study of Pain
Reprinted from: Biomedicines 2023, 11, 2042, doi:10.3390/biomedicines11072042 . . . . . . . . . . 399

vii





About the Editor

Masaru Tanaka

Masaru Tanaka, M.D., Ph.D. is a Senior Research Fellow in the Danube Neuroscience

Research Laboratory, HUN-REN-SZTE Neuroscience Research Group, Hungarian Research Network,

University of Szeged (HUN-REN-SZTE). He obtained his PhD in Medicine and MD in general

Medicine from the University of Szeged, and his bachelors’ degree in Biophysics from the University

of Illinois, Urbana-Champaign. His scientific interests include depression, anxiety, dementia, pain,

their comorbid nature, and translational research on neurological diseases and psychiatric disorders.

He is the author of over 80 papers in peer-reviewed journals and was placed in D1 in the global

publication rank. His articles have been ranked in the top 99.9 percentile for citations in various

fields. He is an Editorial Board Member of Biomedicines, Biomolecules & Biomedicine, and Frontiers in

Neuroscience, among others.

ix





Citation: Tanaka, M.; Vécsei, L. A

Decade of Dedication: Pioneering

Perspectives on Neurological

Diseases and Mental Illnesses.

Biomedicines 2024, 12, 1083.

https://doi.org/

10.3390/biomedicines12051083

Received: 2 May 2024

Accepted: 11 May 2024

Published: 13 May 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

biomedicines

Editorial

A Decade of Dedication: Pioneering Perspectives on
Neurological Diseases and Mental Illnesses

Masaru Tanaka 1,*,† and László Vécsei 1,2,†

1 HUN-REN-SZTE Neuroscience Research Group, Hungarian Research Network, University of Szeged,
Danube Neuroscience Research Laboratory, Tisza Lajos krt. 113,
H-6725 Szeged, Hungary; vecsei.laszlo@med.u-szeged.hu

2 Department of Neurology, Albert Szent-Györgyi Medical School, University of Szeged, Semmelweis u. 6,
H-6725 Szeged, Hungary

* Correspondence: tanaka.masaru.1@med.u-szeged.hu; Tel.: +36-62-342-847
† These authors contributed equally to this work.

1. Introduction

Welcome to Biomedicines’ 10th Anniversary Special Issue, a journey through the human
mind’s labyrinth and complex neurological pathways. This edition, focused on “Trans-
lational Laboratory and Experimental Medicine for Neurological Diseases and Mental
Illnesses”, presents 21 pioneering papers that explore the enigmas of the brain and its
remarkable ability to heal and adjust. We investigate the various impacts of time on neural
circuits and cognitive responses. Our research spans studying how the brain can adjust and
recuperate following a stroke, a process known as neuroplasticity, to exploring the intricate
link between age and behavior [1–6].

We are particularly interested in the neural mechanisms that underpin these mecha-
nisms, such as the role of neural circuits and their plasticity in cognitive responses [7–11].
By investigating neural activity and connectivity, we hope to gain insight into brain adapta-
tion [12–14]. This entails investigating how these changes affect cognitive functions such
as memory and decision-making, as well as their implications for cognitive development
and disorders [15–21]. Hence, we may be able to uncover the complex mechanisms that
underpin neurodegenerative disorders and investigate potential therapeutic strategies that
hold promise for novel treatments [22–28].

Preclinical research plays a crucial role in understanding neuropsychiatric condi-
tions [29–32]. By conducting studies in vitro and in vivo, researchers gather valuable data
that would be impractical to obtain directly from humans [33–38]. These preclinical find-
ings, combined with ongoing clinical studies, help us better understand the behavioral
aspects of neuropsychiatric disorders [39–41]. Computational and inferential methods also
contribute to new approaches to treating neurological and psychiatric disorders by helping
to unravel the underlying pathology [42–48]. Integrating interdisciplinary methods further
optimizes drug development research, leading to the evaluation of potential lead com-
pounds [27,49–52]. Promising interventions, such as brain stimulation, have the potential
to transform treatment and pave the way for new and more effective drugs for neurological
and psychiatric conditions [53–57].

In our quest to break barriers and unveil unknowns, we also delve into the realm of
mental health, exploring the biochemical basis of suicidal thoughts and the relationship
between mental illness and pain. Whether you are a clinician, researcher, or simply curious
about the complexities of the human mind, this collection of articles promises to challenge
conventional wisdom and expand your horizons [58–60]. Join us in commemorating ten
years of groundbreaking exploration and advancement in the realm of biomedicine.

Biomedicines 2024, 12, 1083. https://doi.org/10.3390/biomedicines12051083 https://www.mdpi.com/journal/biomedicines
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2. Special Issue Articles

2.1. Stroke and Neuroplasticity: Unraveling the Brain’s Resilience

The complex interaction between stroke and neuroplasticity is central to the process
of post-stroke recovery [61–63]. When a stroke happens, it disrupts the complex neu-
ral pathways, leading to a sequence of impairments [64–66]. Nonetheless, the brain, as
the master of adaptation, makes use of its hidden asset: neuroplasticity. This remark-
able phenomenon facilitates neuroplasticity, which involves the brain’s ability to reorga-
nize itself by forming new synaptic connections and redirecting functions to unaffected
areas [67–69]. The present section explores five fascinating studies that shed light on the
interaction between stroke consequences and the brain’s extraordinary capacity for recov-
ery. The authors of the referenced articles investigate brain legion prediction via dizziness,
cognitive symptoms caused by subcortical damage, the gut microbiota in stroke patients,
the effect of alcohol on neurogenesis, and the potential of virtual reality in cognitive re-
habilitation. These articles provide a promising and resilient perspective on overcoming
neurological challenges (Table 1).

Table 1. Major subjects covered in the Special Issue “10th Anniversary of Biomedicines—Translational
Laboratory and Experimental Medicine for the Sake of Neurological Diseases and Mental Illnesses”.

Subjects Ref.

1. Stroke and neuroplasticity

Vertigo and stroke [70]
Pontine stroke effects [71]
Gut dysbiosis and stroke [72]
Alcohol and neurogenesis [73]
VR cognitive training [74]

2. Age and behavioral studies

Ketamine vulnerability [75]
Melatonin and anxiety [76]
Platelet mitochondrial changes [77]
Guanfacine and behavior [78]

3. Neuropsychiatric disorders and treatments

Enteric nervous system and PD [79]
UBL3 and alpha-synuclein [80]
NLRP3 inflammasome in brain diseases [81]
Metabolism and MS [82]
Stem cells and febrile seizures [83]
Stem cells and ALS [84]
Rehabilitation and spinal cord injury [85]

4. Mental health and disorders

Intentional forgetting [86]
Gaze perception [87]
BDNF and major depression [88]
Autism and suicidal thoughts [89]
AI and mental illness [90]

Abbreviations: AI: artificial intelligence, ALS: amyotrophic lateral sclerosis, BDNF: brain-derived neurotrophic
factor, MS: multiple sclerosis, NLRP3: NOD-, LRR-, and pyrin domain-containing protein 3, PD: Parkinson’s
disease, UBL3: ubiquitin-like 3, VR: virtual reality.

Vertigo is a rare symptom in people who have recently suffered from a stroke, and
there is currently a limited understanding of its significance [91]. d’Annunzio et al. make a
notable contribution by showing that vertigo in patients with acute stroke can be used as
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an indicator of the stroke’s location, specifically in the cerebellum and/or brainstem [70].
However, it does not have an impact on early outcomes or increase the risk of mortality
during hospitalization. Cortical damage is commonly associated with cognitive dysfunc-
tion, while subcortical damage is an aspect of cognitive dysfunction that is frequently
overlooked in research [92]. Shimmyo and Obayashi improve our understanding of cogni-
tive deterioration following pontine stroke, a frequently overlooked condition due to the
incorrect belief that subcortical damage is less likely to induce cognitive dysfunction [71].
The study employs two neuroimaging techniques to better understand the neurophysiology
that underpins cognitive decline. The study results suggest that the degree of cognitive
decline may be related to the responses observed in the supplementary motor area. This
phenomenon may be attributed to the breakdown of hierarchical cognitive processing in
the fronto–ponto–cerebellar–thalamic loop.

A growing body of evidence suggests that disorders of the central nervous system
(CNS) can be linked to peripheral body regions [93,94]. Park et al. investigated the gut
microbiota in individuals who have suffered from strokes, uncovering significant imbal-
ances in both the taxonomic composition and functional characteristics of the microbiota
when compared to a group of healthy individuals. Patients who have experienced a stroke
exhibit changes in their gut microbiota, which may be a sign of malnutrition. Adjusting
their diet could help restore a healthy balance of gut bacteria, leading to better outcomes
and a decrease in disability and death rates in stroke patients.

Alcohol consumption is well known to affect the risk and prognosis of ischemic
stroke [95,96]. Li et al. examined the effects of light alcohol consumption (LAC) on the
growth of new neurons in the brain in the context of ischemic stroke [73]. The find-
ings of their study indicate that LAC can considerably enhance neurogenesis in both
normal conditions and after an ischemic stroke. This process has the potential to min-
imize brain damage and enhance locomotor activity, suggesting that LAC may have a
protective effect against ischemic stroke. There is an increasing need for more objective
outcome measures in cognitive rehabilitation (CR) for stroke patients [97–99]. Gangemi
et al. contribute to the field of CR by showing that a virtual reality-based approach has
the potential to effectively promote neuroplastic changes in patients with chronic ischemic
stroke [74]. This is supported by significant improvements in electroencephalogram (EEG)-
related neural activity and variations in power spectral density in the alpha and beta band
powers (Table 1).

2.2. Age and Behavioral Studies: Unraveling the Complexities of Lifespan Influence

We gain more insight into the complex relationship between age and behavior as
we investigate the various ways that aging affects brain networks and cognitive pro-
cesses [100–102]. This section launches a journey through five illuminating studies, each
shedding light on the dynamic relationship between age and behavioral outcomes. The
section showcases various aspects of scientific research, including the vulnerability of mice
to ketamine, the complex relationship between the dosage and effects of ketamine, the
connection between melatonin and anxiety in C57/B6J mice, the role of platelet mitochon-
dria, and the involvement of noradrenaline in regulating learned and innate behaviors in
rats lacking the dopamine transporter. These articles invite us to reflect on the complex
interplay of age, behavior, and the constantly changing brain.

Ketamine is frequently abused as a psychedelic substance [103–105]. Chen et al.
examined the impact of ketamine on glutamatergic neurotransmission, which plays a vital
role in memory retention, addiction, and psychosis [75]. The authors of the study investigate
the varying sensitivity to ketamine in mice of different ages and strains. The results indicate
that an individual’s response to ketamine, as observed through their locomotor behavior, is
determined by biological factors and can differ depending on dosage and age.

The production of melatonin decreases as one ages, and its effectiveness may vary
depending on age [106–108]. The study conducted by Nasini et al. examines the impact
of melatonin on anxiety-related behavior and the circuit connecting the medial prefrontal

3
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cortex and dorsal hippocampus in both adolescent and adult mice [76]. The results empha-
size the variations in the effects of melatonin based on age, indicating that age can have a
substantial influence on outcomes.

Mitochondrial dysfunction, characterized by a decline in mitochondrial respiratory
function and an increase in reactive oxygen species production, is a key cellular hallmark
of aging and neurodegenerative diseases [52,109,110]. Fišar et al. utilized platelets as
a model to assess age-related mitochondrial parameters and the influence of cognitive
impairment on these parameters [77]. The study shows age-dependent changes in mi-
tochondrial function in platelets but no significant difference between individuals with
and without cognitive impairment. Platelet mitochondrial respiration may serve as a
promising biomarker for aging and a target for interventions aimed at combating aging and
neurodegenerative processes.

Developing focused treatment approaches for attention-deficit hyperactivity disor-
der requires investigation of the underlying mechanisms involving dopamine dysregula-
tion [111–113]. Volnova et al. examined the impacts of guanfacine, an α2A-adrenoceptor
agonist, on the behavior and brain activity of dopamine transporter knockout rats [78].
Guanfacine has been shown to improve spatial working memory and pre-pulse inhibition
in dopamine transporter knockout rats. This supports the role of noradrenergic modu-
lation in attention regulation and suggests potential combined treatments to maintain
dopamine–norepinephrine balance (Table 1).

2.3. Neuropsychiatric Disorders and Treatments: Unraveling Pathways and Novel Approaches

Neurodegenerative disorders pose a substantial and increasing public health issue,
impacting a considerable population worldwide [114–116]. These conditions, including
Alzheimer’s disease, Parkinson’s disease (PD), multiple sclerosis (MS), and amyotrophic
lateral sclerosis (ALS), are defined by the gradual deterioration and depletion of nerve
cells in the brain and spinal cord [117–120]. This section is focused on recent advances
in understanding these diseases, their causes, and potential treatments including neuro-
protection, highlighting innovative research that offers hope for new therapies [121]. The
six articles we feature cover a broad spectrum of neurodegeneration, each focusing on a
different aspect of these complex conditions.

The enteric nervous system (ENS) is intricately linked to the CNS and plays an im-
portant role in the pathophysiology of PD [122–124]. Montanari et al. discuss the early
involvement of the ENS in PD pathogenesis, with α-synuclein (α-syn) aggregation occur-
ring before CNS symptoms [79]. By proposing the ENS as a target for potential new PD
therapies, this could provide insights into brain health and advance the development of
novel therapeutic options.

Little is known about the interactions between ubiquitin-like 3 (UBL3) and alpha-
synuclein (α-syn), and their modulation by drugs, which are relevant for understanding
and treating α-synucleinopathies [125–127]. Chen et al. examined the interaction between
UBL3 and α-syn in order to comprehend its function in α-synucleinopathies [80]. UBL3
interacts with α-syn, and this interaction is modulated by osimertinib, an inhibitor of the
epidermal growth factor receptor pathway. This study advances the field by identifying
the UBL3 pathway as a potential new therapeutic target for α-synucleinopathies.

Neuroinflammation is increasingly recognized as a significant factor in a variety of
brain diseases, with microglia and monocytes playing an important role in the robust
activation of the NOD-, LRR- and pyrin domain-containing protein 3 (NLRP3) inflam-
masome [128–130]. Chiarini et al. discuss the regulation of NLRP3 and its involvement
in diverse neurological disorders [81]. The authors acknowledge the absence of proof
regarding the impact of NLRP3 inhibition on human diseases and emphasize the possibility
of other inflammasomes stepping in to fill the gap. They advocate for the use of human
neural cell-based models to gain a deeper understanding of these diseases and develop
more effective treatment strategies.

4
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Anomalies in the tryptophan (Trp)-kynurenine (KYN) metabolic system have been
detected in individuals with MS [131–133]. However, the specific profile of KYN metabolites
in progressive MS is still uncertain. Polyák et al. examined KYN metabolite levels in a
cuprizone-induced mouse model of demyelination [82]. The authors show significant
reductions in specific KYN metabolites, suggesting that these metabolites are potential
biomarkers for personalized MS treatment.

Sodium voltage-gated channel alpha subunit 1 (SCN1A) gene mutations cause cellular
immaturity in neurons, resulting in delayed maturation and reduced excitability, both of
which contribute to the development of febrile seizures [134–136]. Scalise et al. investigated
the effect of SCN1A gene mutations from a well-characterized Italian family on neurons
derived from induced pluripotent stem cell-derived neurons [83]. The mutations cause
reduced excitability in neurons as well as intrinsic cellular immaturity. The authors provide
strong evidence that SCN1A gene mutations play a role in the development of febrile
seizures, highlighting the potential of diseased neurons for personalized therapy and ex
vivo drug screening for human epileptic disorders.

The secretome of dental pulp stem cells (DPSCs) on motoneurons in ALS demonstrated
neuroprotective effects; however, the mechanism of action remains unknown [137–139].
Younes et al. investigated the effects of the DPSC secretome on the survival, axonal length,
and electrical activity of cultured wild-type and superoxide dismutase 1 (SOD1) G93A
motoneurons, as well as the roles of two DPSC-secreted factors, growth/differentiation
factor 15 (GDF15) and heparin-binding epidermal growth factor-like growth factor (HB-
EGF) [84]. The secretome of DPSCs has neuroprotective effects on motoneurons and could
be a therapeutic candidate for ALS, highlighting the roles of GDF15 and HB-EGF, two
DPSC-secreted factors that protect motor neurons from nitric oxide-induced death.

Individuals with spinal cord injury (SCI) experience rapid and debilitating muscle
and bone loss, necessitating the development of effective bone mass preservation and
maintenance strategies to reduce the risk of fragility and fracture in these vulnerable
populations [85,140–142]. Leone et al. investigated the pathophysiology and risk factors of
muscle and bone loss after SCI, the mechanisms that contribute to this loss, and current and
future pharmacological and non-pharmacological therapies for reducing or eliminating
neurogenic bone loss after SCI [85]. Pharmacological and non-pharmacological treatments
can lessen or completely prevent neurogenic bone loss following SCI. Additionally, people
with SCI have more rapid and severe bone and muscle loss because of a number of different
factors (Table 1).

2.4. Mental Health and Disorders: Breaking Barriers and Unveiling Secrets

Mental health is a fundamental component of our general state of being, impacting
our cognitive processes, emotions, and social interactions [143–145]. This section explores
a wide range of research articles that provide insights into different aspects of mental
health and disorders. These studies provide valuable insights into the relationship between
mental illness and pain, as well as the biochemical basis of suicidal thoughts. Let us delve
into the complex neural pathways, biological indicators, and psychological phenomena
that influence our comprehension of mental health [146].

Despite the importance of intentional forgetting (IF) in daily performance, psychologi-
cal well-being, and memory functioning, the neuropsychological mechanisms underlying
successful IF are unknown [147–149]. Gamboa et al. investigated the neural correlates of IF
using two meta-analytic algorithms, activation likelihood estimation, and latent Dirichlet
allocation, and evaluated the proposed neurobiological models’ compatibility with existing
brain imaging data [86]. IF involves the interaction of two networks: a primarily right-
lateralized frontal–parietal circuit and a less constrained supportive network that includes
frontal–hippocampal interactions. In support of the inhibitory or thought suppression
hypothesis, the study also discovered a neural signature of IF that is consistent across
various experimental paradigms and may open new avenues for developing effective
clinical interventions.

5



Biomedicines 2024, 12, 1083

Gaze cueing plays an important role in the reflexive orientation of attention and its
susceptibility to context [149–151]. However, the distinct functional roles of the amyg-
dala and the superior temporal lobe, particularly the superior temporal sulcus (STS), in
gaze processing remain unknown, as does the interaction of contextual factors with gaze-
cueing [152–154]. Battaglia et al. investigated the neural bases of gaze cueing and gaze
direction perception, how contextual factors interact with the gaze shift of attention, and
the distinct functional roles of the amygdala and STS in gaze perception [87]. The amygdala
and the STS are important components in gaze perception, and gaze-cueing is influenced
by a variety of context-specific factors. The idea of invariant representation is a useful
framework for further research, highlighting the disparities in attempts to characterize the
distinct functional roles of these regions in the processing of gaze. Th authors emphasize
the role of the amygdala and the STS in gaze perception and introduce the concept of
invariant representation as a valuable conceptual framework for future research on the
perceptual processing of gaze within the STS.

The differences in serum brain-derived neurotrophic factor (BDNF) levels during phar-
macotherapy in major depressive disorder (MDD) patients, particularly between treatment-
response and treatment-nonresponse groups, remain unclear [155–157]. Yoshimura et al.
studied changes in serum BDNF concentrations in first-episode, drug-naive MDD patients
during antidepressant treatment and compared them to treatment-response and treatment-
nonresponsive groups [88]. In first-episode, drug-naive MDD patients, serum BDNF levels
did not differ significantly between treatment-response and treatment-nonresponse groups.
However, the responder group showed statistically significant changes in serum BDNF,
implying that the changes in serum BDNF may differ between the two groups and that
measuring serum BDNF has the potential to be a useful predictor of pharmacotherapy in
these patients. The authors demonstrate that serum BDNF measurement has the potential
to be a useful predictor of pharmacotherapy in first-episode, drug-naive MDD patients.

Despite the emphasis on neurobiological underpinnings and the poor predictive accu-
racy of many sociodemographic risk factors and prognostic markers, understanding and
predicting suicide remain significant challenges [158–160]. Cremone et al. examined the
relationship between blood levels of serotonin, BDNF, Trp and its metabolites, interleukin-6
(IL-6), and homocysteine levels and suicidality in adults with autism and explored how
these biochemical parameters may be linked to an elevated risk of suicide [89]. There is
a link between suicidality and autism, and suicidality is associated with elevated homo-
cysteine and IL-6 levels, as well as decreased Trp and KYNA levels. The authors show
a possible transnosographic link between these biochemical parameters and increased
suicide risk, which potentially improves our understanding and prediction of suicide.

Despite the known association between psychological events and pain intensity, there
is no comprehensive mathematical model that accurately captures the multidimensional
nature of pain, particularly low back pain, and its relationship with psychological fac-
tors [161–163]. Parolini et al. investigated the development of a mathematical represen-
tation of the International Association for the Study of Pain (IASP) pain model, using an
artificial neural network to identify patterns in the relationship between various variables
related to low back pain, as well as how these patterns differ between groups with altered
patterns in the context of low back pain [90]. The authors show a direct correlation between
psychological and pain events in the context of low back pain, suggesting that mental
illness can exacerbate pain episodes and impact functionality. They also found that the
developed artificial neural network model was able to identify patterns and relationships
between variables and differentiate groups with altered patterns (Table 1).

3. Conclusions

This 10th Anniversary Special Issue of Biomedicines has thoroughly examined the field
of translational laboratory and experimental medicine in relation to neurological diseases
and mental illnesses. Within this compilation, scholars have extensively examined the
intricate mechanisms that form the basis of these conditions, offering novel perspectives
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on possible therapeutic strategies and interventions. In addition to improving our under-
standing of the human mind, this Special Issue has facilitated groundbreaking advances in
the diagnosis, treatment, and prevention of neurological and psychiatric disorders, such
as the use of neuromodulation techniques. These techniques have shown promise in the
treatment of various neurological and neuropsychiatric disorders, such as depression, anxi-
ety, PD, and chronic pain [21,164–167]. The Special Issue on “Translational Laboratory and
Experimental Medicine for Neurological Diseases and Mental Illnesses” is a testament to
our unwavering dedication and innovation in the field of biomedicine as we celebrate a
decade of pioneering exploration. The 21 papers presented herein demonstrate the diligent
work of researchers and clinicians in understanding the intricacies of brain function and
mental health. Their research provides encouraging perspectives on innovative therapeutic
approaches and possible advancements. Our future goal is to connect the work carried out
in laboratories with real-world applications, with the common objective of improving the
lives of people affected by neurological disorders and mental illnesses.
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MS Multiple sclerosis
NLRP3 NOD-, LRR-, and pyrin domain-containing protein 3
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SCI Spinal cord injury
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Abstract: Background: Vertigo is an uncommon symptom among acute stroke victims. Knowledge
about the clinical profile, the brain location, and the early outcome in stroke patients with cere-
brovascular diseases and vertigo remains limited. Objectives: In this study, the effects of vertigo on
cerebral topography and early prognosis in cerebrovascular diseases were investigated. Methods: A
comparative analysis in terms of demographics, risk factors, clinical characteristics, stroke subtypes,
cerebral and vascular topography, and early outcome was performed between patients with presence
or absence of vertigo on a sample of 3743 consecutive acute stroke patients available from a 24-year
ongoing single-center hospital-based stroke registry. Results: Vertigo was present in 147 patients
(3.9%). Multiple logistic regression analysis showed that variables independently associated with
vertigo were: location in the cerebellum (OR 5.59, CI 95% 3.24–9.64), nausea or vomiting (OR 4.48,
CI 95% 2.95–6.82), medulla (OR 2.87, CI 95% 1.31–6.30), pons (OR 2.39, CI 95% 1.26–4.51), basilar
artery (OR 2.36, CI 95% 1.33–4.17), ataxia (OR 2.33, CI 95% 1.41–3.85), and headache (OR 2.31, CI
95% 1.53–3.49). Conclusion: The study confirmed that the presence of vertigo was not related with
increased in-hospital mortality or poor prognosis at hospital discharge. Vertigo is mainly related to
non-lacunar vertebrobasilar stroke with topographic localization in the cerebellum and/or brainstem.

Keywords: brainstem; cerebellum; cerebral infarction; cerebrovascular diseases; dizziness; imbalance;
stroke; stroke registry; vertebrobasilar insufficiency; vertigo

1. Introduction

According to WHO data, stroke is one of the predominant causes of mortality and
disability worldwide, being the second leading cause of death in adult males and the first
in adult females worldwide. Furthermore, stroke is one of the most important causes of
disability and dementia in adults [1], leaving up to 50% of patients with chronic disability,
which has a huge impact on health care and the economy. These impact data are expected
to increase due to the aging of the population.

Age- and sex-standardized rates of stroke mortality have declined in recent decades;
however, the absolute number of stroke sufferers, stroke survivors, and overall stroke
conditions are large and increasing [2–6].

Hemiparesis and other types of motor weakness, sensory disturbances, visual symp-
toms, and aphasia or speech disturbances are the most common manifestations of cere-
brovascular diseases. In contrast, vestibular syndromes and vertigo are uncommon clinical
features in acute stroke patients [7–9].

Stroke has a complex pathophysiology. The most recent studies suggest that the brain
is exquisitely sensitive to even short-duration ischemia, implicating multiple mechanisms
in the tissue damage that results from cerebral ischemia [10–14]. Ischemic stroke initiates a
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cascade of events that generate ATP depletion, ionic dysregulation, increased glutamate
release, and excessive free radical production, as well as edema and inflammation, all of
which ultimately contribute to cell death [15–17]. In contrast, in intracerebral hemorrhage,
the primary cause of injury is oppression and destruction of brain tissue by the hematoma,
although the inflammation, coagulation response, and toxicity of released hemoglobin also
play a key role [18–20].

Vertigo is an unpleasant distortion of static gravitational orientation and is defined
as a specific type of dizziness consisting of a perception of spinning or tilting with nau-
sea/vomiting and gait unsteadiness. It is the third most commonly presenting major
symptom in general medicine clinics and accounts for 3%–5% of all visits [21].

Vertigo is usually due to acute peripheral vestibulopathy. However, the prevalence
of central vertigo, especially due to acute stroke, is not negligible, accounting for 3–4% of
vertigo cases in a clinical study [22].

It should be noted that dizziness/vertigo has also been recognized as a manifestation
of epileptic seizures, migraine, or demyelinating disease [23]. Unpleasant vegetative effects,
such as nausea and vomiting, associated with vertigo are related to clinical activation of the
medullary vomiting center. Making this discrimination is considered a clinical challenge
since, for example, acute vertebrobasilar strokes may present with analogous symptoms
which mimic an acute vestibular syndrome [24].

The course and prognosis of vertigo syndrome in acute stroke patients are variable.
The diagnosis of vertigo in patients presenting with posterior circulation acute stroke has
recently increased markedly [25,26].

However, little is known about the cerebral location, clinical profile, prevalence in the
different stroke subtypes, and early outcome in acute cerebrovascular patients with vertigo.

Most central ischemic vertigo syndromes are secondary to paramedian or lateral
tegmental infratentorial lesions [27]. However, the specific sites of brain lesions and arterial
vessel disruption that cause the characteristic vestibular syndromes or vertigo are less well
known [24–27].

Furthermore, the clinical spectrum of acute stroke and vertigo includes brain-stem and
cerebellar signs and symptoms, but vertigo has also long been recognized as an isolated
manifestation of anterior inferior cerebellar artery ischemic stroke or in small insular acute
strokes [27].

Previous studies have analyzed the presence of vertigo in a sample of acute strokes
in general, as well as in ischemic or hemorrhagic strokes [22]. However, the study and
data on the frequency of vestibular syndromes and vertigo, specifically in the different
stroke subtypes (atherothrombotic infarcts, cardioembolic infarcts, lacunar stroke, infarcts
of unusual etiology, and infarcts of unknown etiology or intracerebral hemorrhage), are
lacking. However, this clinical aspect is potentially relevant due to the fact that the patho-
physiology, prognosis, and clinical features of ischemic small vessel strokes are different
from all other cerebral infarcts In addition, small demyelinating plaques or small lacunar
infarcts in the root entry zone and/or in the vestibular nuclei may mimic a vestibular neuri-
tis [28–31], which combines rotational vertigo and spontaneous nystagmus with abolition
of caloric responses on the affected side. These are combined, in turn, with a masseteric
paresis manifested by the masseter reflex or by ocular motor abnormalities such as saccadic
pursuit [32].

Likewise, it is important to know the early clinical outcome in acute stroke patients.
In previous clinical studies, older age, atrial fibrillation, NIHSS scale, presence of previous
stroke, altered consciousness, and cerebral hemorrhage, but not the presence of vertigo,
were predictors associated with both in-hospital mortality and hospital stay >12 days [2,33].
However, in one study, vertigo was a clinical symptom of hemorrhagic stroke of infratento-
rial location with a poor outcome [34].

The main objective of this single-center comparative clinical study was to expand
and update the knowledge on the poorly understood relationship between vertigo and
acute stroke, mainly in relation to the neurological clinical profile, the specific cerebral
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and vascular location, its frequency in the different stroke subtypes, and the association
between vertigo, early evolution, and prognosis.

2. Materials and Methods

Since 1986, the Hospital Universitari Sagrat Cor (a 350-bed teaching hospital in
Barcelona, Catalonia, Spain, serving a population of more than 300,000 inhabitants) estab-
lished a hospital-based stroke registry [35,36]. Data for all patients included in our stroke
registry were entered following a standardized protocol with 186 items (demographic
data, risk factors, clinical characteristics, laboratory and neuroimaging data, complications,
and outcomes). The use of the same protocol for all patients ensured the integrity of the
information in the database. Stroke subtypes were classified according to the criteria of the
Cerebrovascular Study Group of the Spanish Society of Neurology [37], which are similar
to the classification of the National Institute of Neurological Disorders and Stroke [38]. The
study protocol was approved by the Clinical Research Ethics Committee of the Hospital.

A total of 4600 consecutive acute stroke patients were screened for the study. The
frequency of the different stroke subtypes in the acute stroke registry was as follows:
957 cardioembolic infarcts (20.8%), 946 atherothrombotic infarcts (20.5%), 865 lacunar
strokes (18.8%), 128 cerebral infarctions of unusual cause (2.8%), 374 cerebral infarctions
of unknown cause (8.1%), 761 transient ischemic attacks (16.5%), 473 intracerebral hem-
orrhages (10.3%), 52 subarachnoid hemorrhages (1.1%), and 44 spontaneous subdural
hemorrhage/spontaneous epidural hemorrhages (1%).

For the purposes of the study, only patients diagnosed with cardioembolic infarction,
atherothrombotic infarct, lacunar stroke, cerebral infarction of unusual cause, cerebral
infarction of unknown cause, and intracerebral hemorrhage were selected from the stroke
registry database (Figure 1).

Figure 1. Flow-chart of patients included in the study.

The criterion for classifying patients with vertigo was the definition from the Bárány
Society: “the sensation of self-motion when no self-motion is occurring or the sensation
of distorted self-motion during an otherwise normal head movement” [39]. All patients
were admitted within 48 hours of symptom onset. On admission, demographic data and
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the most salient clinical and neurological symptoms were recorded, as well as the results
of the different laboratory tests (blood cell count, biochemical profile, serum electrolytes,
and urinalysis), chest X-ray, 12-lead electrocardiogram, and brain CT (96.5%) and/or
MRI (38.7%), together with the clinical investigations performed at the discretion of the
responsible neurologist. The registry included medical complications—respiratory, cardiac,
urinary, renal, and vascular—and mortality during the acute phase of the disease. The
degree of clinical disability at hospital discharge was assessed according to the modified
Rankin scale (mRS) [40].

Demographic characteristics of the patients included in the study are reported in
Table 1.

Table 1. Demographics, data in acute stroke patients with vertigo versus non-vertigo.

Variable
Acute Stroke
with Vertigo

n = 149

Acute Stroke
without Vertigo

n = 3594
p Value

Age, years, mean (SD) 71.8 (12.9) 75.9 (11.6) 0.0001
Age ≥ 85 years old 21 (14.3) 827 (23) 0.013

Sex
0.676Males 79 (52.6) 1757 (49.0)

Females 70 (47.6) 1837 (51.1)

A comparative analysis was performed between patients with presence or absence
of vertigo. Continuous data were summarized as mean and standard deviation (SD) and
categorical data as frequencies and percentages. The distributions of variables in patients
in both groups were compared with the chi-square (χ2) test or the Fisher’s exact test for
categorical variables, and the Student’s t test for quantitative variables. For all analyses,
p < 0.05 was considered to indicate significance. Covariates with a p value < 0.20 in the
univariate test were entered into a multivariate logistic regression model with a stepwise
selection method, in which the presence of vertigo (versus absence of vertigo) was the
dependent variable. The model was based on demographic data, cardiovascular risk factors,
clinical characteristics, and cerebral and vascular topography.

To establish statistically significant criteria associated with both the presence and
absence of vertigo, the odds ratio (OR), and the 95% confidence interval (CI) were calculated.
The receiver operating characteristic (ROC) curve was used to assess the accuracy of
the model for identifying vertigo in acute stroke; sensitivity, specificity, and positiveand
negative predictive values were calculated. Statistics were analyzed using the package
SPSS (Version 20 for Mac; SPSS Inc., Chicago, IL, USA).

3. Results

3.1. General Data

The study population included 3743 consecutive patients diagnosed with acute is-
chemic stroke or spontaneous intracerebral hemorrhage. Vertigo and laberynthine symp-
toms at stroke onset were present in 149 patients (3.9%) with a mean age of 71.8 ± 12.9 years.
The remaining 3594 patients without vertigo were significantly older, with a mean age
of 75.9 ± 11.6 years. The percentage of women was similar in the vertigo group (47.6%)
compared to the non-vertigo group (51.1%) (Table 1).

3.2. Differences between the Vertigo and the Non-Vertigo Acute Stroke Groups

The presence of vertigo differed in the different stroke subtypes and was more frequent
in atherothrombotic infarction (34.7%), intracerebral hemorrhage (19.7%), cardioembolic
stroke (18.4%), and infarction of unknown cause (15%), and was less frequent in lacunar
infarcts (9.5%) and infarction of unusual cause (2.7%).

The results of the differences between the vertigo and the non-vertigo groups by
univariate analysis are presented in Table 2. Overall, hyperlipidemia, headache, nausea
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or vomiting, ataxia, and cranial nerve palsy were significantly more frequent in the vertigo
group, whereas among those aged 85 years or older, atrial fibrillation (AF), nephropathy, limb
weakness, and speech disturbances were significantly more frequent in the non-vertigo group.

Table 2. Cerebrovascular risk factors, neuroimaging, and outcomes in acute stroke patients with
vertigo versus non-vertigo.

Variable
Acute Stroke
with Vertigo

n = 149

Acute Stroke
without Vertigo

n = 3594
p Value

Risk factors

Hypertension 96 (65.3) 2094 (58.3) 0.089
Atrial fibrillation 30 (20.4) 1024 (28.5) 0.033
Hyperlipidemia 38 (25.9) 664 (18.5) 0.025

Diabetes mellitus 34 (23.1) 826 (23.0) 0.517
Ischemic heart disease 22 (15.0) 537 (14.0) 0.534

Heavy smoking
(>20 cigarettes/day) 22 (15.0) 372 (10.4) 0.074

Chronic obstructive pulmonary
disease 7 (4.8) 320 (8.9) 0.081

Nephropathy 0 (0.0) 137 (3.8) 0.016
Clinical findings

Headache 58 (39.5) 442 (12.3) 0.0001
Nausea, vomiting 68 (46.3) 260 (7.2) 0.0001

Limb weakness 71 (48.3) 2728 (75.9) 0.0001
Speech disturbances (dysarthria,

aphasia) 48 (32.7) 1821 (50.7) 0.0001

Ataxia 54 (36.7) 204 (5.7) 0.0001
Cranial nerve palsy 25 (17.0) 174 (4.8) 0.0001

Neuroimaging findings topography

Frontal lobe 9 (6.1) 505 (14.1) 0.006
Parietal lobe 14 (9.5) 873 (24.3) 0.0001

Temporal lobe 15 (10.2) 884 (24.6) 0.0001
Internal capsule 11 (7.5) 648 (18.0) 0.001

Basal ganglia 10 (6.8) 503 (14) 0.013
Midbrain 6 (4.1) 45 (1.3) 0.011

Pons 27 (18.4) 185 (5.1) 0.0001
Medulla 14 (9.5) 35 (1.0) 0.000

Cerebellum 46 (31.3) 83 (2.3) 0.0001
Middle cerebral artery 26 (17.7) 1921 (53.5) 0.0001

Vertebral artery 21 (14.3) 101 (2.8) 0.0001
Basilar artery 36 (24.5) 226 (6.3) 0.0001

Posteroinferior cerebellar artery 16 (10.9) 20 (0.6) 0.0001
Anteroinferior cerebellar artery 6 (4.1) 11 (0.3) 0.0001

Superior cerebellar artery 18 (12.2) 32 (0.9) 0.0001
Stroke subtypes 0.0001

Atherothrombotic infarct 51 (34.7) 894 (24.9)
Cardioembolic infarct 27 (18.4) 930 (25.9)

Infarction of unknown cause 22 (15) 352 (9.8)
Lacunar stroke 14 (9.5) 850 (23.7)

Infarctions of unusual cause 4 (2.7) 124 (3.5)
Intracerebral hemorrhage 29 (19.7) 444 (12.4)

Outcome

Symptom-free at discharge 21 (14.3) 352 (15.4) 0.723
In-hospital death 17 (11.6) 523 (14.6) 0.312

Length of stay, days, median
(interquartile range) 12 (8–20) 12 (8–20) 0.977

Prolonged hospital stay > 12 days 65 (44.2) 1695 (47.2) 0.269
Data expressed as numbers and percentages in parenthesis.
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The distribution of lesions according to the cerebral location in the medulla, pons,
and cerebellum, as well as vascular topography in the vertebral artery, basilar artery,
posteroinferior cerebellar artery, anteroinferior cerebellar artery, and superior cerebellar
artery were more frequent in the vertigo group.

Early outcome was similar in the vertigo group compared with the non-vertigo group,
with a similar percentage of patients free of symptoms and with a mild neurological deficit
at hospital discharge. In addition, the in-hospital mortality rate was not significantly higher
in the vertigo group.

3.3. Multivariate Analysis

The results of the multivariate analysis are shown in Table 3. The logistic regression
model based on demographics and cardiovascular risk factors, clinical characteristics, brain
location, and vascular topography reported that cerebellar location (OR 5.59), presence of
nausea or vomiting (OR 4.48), medulla location (OR 2.87), pons location (OR 2.39), basilar
artery (OR 2.36), ataxia (OR 2.33), and headache (OR 2.31) were independently associated
with the vertigo group, whereas speech disturbances (OR 0.63) and limb weakness (OR
0.47) were independent variables associated with patients without vertigo. According to
this model, cases of acute stroke with vertigo versus non-vertigo were correctly classified
in 84.4% of the cases.

Table 3. Results of multivariate analysis: variables independently associated with vertigo in acute
stroke patients.

Regression Model
Coefficient

(β)
Standard

Error

Odds Ratio (95%
Confidence

Interval)
p Value

Model based on demographics,
risk factors, clinical

characteristics, and cerebral
and vascular topography

Cerebellum 1.721 0.278 5.59 (3.24–9.64) 0.0001
Nausea, vomiting 1.500 0.214 4.48 (2.95–6.82) 0.0001

Medulla involvement 1.055 0.401 2.87 (1.35–6.30) 0.009
Pons involvement 0.870 0.325 2.39 (1.26–4.51) 0.007

Basilar artery involvement 0.858 0.291 2.36 (1.33–4.17) 0.003
Ataxia 0.846 0.256 2.33 (1.41–3.85) 0.001

Headache 0.836 0.211 2.31 (1.53–3.49) 0.0001
Speech disturbances −0.457 0.203 0.63 (0.42–0.94) 0.025

Limb weakness −0.755 0.196 0.47 (0.32–0.69) 0.0001

Hosmer-Lemeshow goodness-of-fit test χ2 = 1.070, df = 4; p = 0.0899; vertigo versus non-vertigo acute stroke
subjects were correctly classified in 84.4% of cases.

Figure 2 shows the ROC curve of the accuracy of the regression model. The area under
the curve (AUC) was 0.857. The sensitivity was 73%, the specificity was 85%, the positive
predictive value was 16%, and the negative predictive value was 99%.
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Figure 2. ROC curve for regression model including demographics, cardiovascular risk factors,
clinical characteristics, and cerebral and vascular topography (AUC: 0.857). AUC: area under the
curve; ROC: receiver operating characteristics.

4. Discussion

The main causes of vertigo are peripheral, such as Ménière’s disease and vestibular mi-
graine [27]. However, vertigo can be associated with acute stroke. In this study, 149 patients
presented vertigo associated with acute cerebrovascular disease, with a prevalence of 3.9%:
a percentage similar to that of other clinical studies [41–43].

The study of vertigo in acute stroke has usually been performed in patients selected
by vascular topography, such as vertebrobasilar stroke, ischemic syndromes, or cerebral
location such as brainstem and cerebellar strokes [44,45], whereas studies of acute strokes
analyzed globally from stroke databanks, such as our study, are scarce. A study conducted
at Hasan Sadikin General Hospital in Indonesia [43] also sought to determine the profile
of stroke patients with vertigo in a retrospective clinical analysis and found that stroke
patients experiencing vertigo were more likely to be women (59%), in contrast to our results
in which no significant gender-related differences were obtained.

To our knowledge, our study is the only study conducted in a stroke database with
the main objective of analyzing the clinical relevance of vertigo in acute stroke, and our
sample is one of the largest to date with the aim of studying the clinical, topographic, and
prognostic predictors of vertigo in acute stroke. In the present work, we have shown that the
presence of vertigo is more frequent in non-lacunar acute stroke subtypes (atherothrombotic
infarct, cardioembolic infarct, and intracerebral hemorrhage) compared to patients with
lacunar infarcts, which are the subtype of ischemic stroke with a characteristic small lesional
cerebral size (usually less than 15 mm maximum diameter) [46–50]. These results are similar
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to those of other studies in which an inverse relationship between volume and vertigo
was demonstrated, with significantly less frequent presence of vertigo in small-sized acute
strokes [51–56]. We speculate that larger cerebral infarcts or hemorrhages mediate the
development of vascular vertigo through involvement of various posterior infratentorial
brain structures and interconnections related to central vestibular connections.

As in previous studies, we found that vertebrobasilar stroke was significantly associ-
ated with the development of vertigo [44,57]. Tao et al. [58] reported a higher frequency
of vertigo in vertebrobasilar strokes compared to anterior circulation strokes (18.9% vs.
1.7%). In relation to vascular topography, it should be noted that the basilar artery (24.5%),
vertebral artery (14.3%), superior cerebellar artery (12.2%), posteroinferior cerebellar artery
(10.9%), and anteroinferior cerebellar artery (4.1%) were the specific vascular arteries which
were significantly more frequent in the group presenting with acute stroke and vertigo.
This is in contrast to the results of other authors who differentiated only the vertebrobasi-
lar arterial territory versus the carotid topography without analyzing—as we did in our
study—the different cerebral arteries arising from the vertebrobasilar vascular territory in
detail [22,25,41,59].

The study of Doijiri et al. [60] stated that the posteroinferior cerebellar artery was
the most frequently associated with vertigo and stroke. Lee et al. [45] also found that
the posteroinferior cerebellar artery was the most frequently disrupted, followed by the
superior cerebellar artery with vertiginous symptomatology.

In our study, the presence of vertigo predicts the cerebral location of the acute ischemic
or hemorrhagic stroke mainly in the cerebellum and brainstem. The development of
vascular vertigo is associated with cerebrovascular lesions affecting the following central
vestibular structures: the vestibular nuclei in the dorsolateral portion of the rostral medulla,
the nucleus prepositus hypoglossi in the dorsal brainstem, and the dorsal insular cortex,
as well as the cerebellar tonsil, the flocculus, the nodulus, and the inferior cerebellar
peduncles [61]. The brainstem contains the neural structures involved in the integration
and transmission of vestibular signals; therefore, lesions of the brainstem and cerebellum
result in various vestibular symptoms and signs [62].

However, the clinical spectrum of cerebellar strokes rarely presents with isolated dizzi-
ness or without clear central neurological deficits (e.g., dysarthria or ataxia). Sometimes,
isolated acute labyrinthine damage may herald impending pontocerebellar involvement in
infarction in the territory of the anterior inferior cerebellar artery and may cause brainstem
or cerebellar strokes; vestibular strokes are often overlooked because they mimic more
benign hearing disorders [24,63]. Lee et al. [64] and Deng et al. [65] found that vestibular
structures were more vulnerable to ischemia than any other structures in the brainstem and
cerebellum, with the medial vestibular nucleus being the most vulnerable.

The unusual association of lacunar stroke with vertigo could be due to the usual
lesional topography of lacunar strokes in the centrum semiovale, internal capsule, basis
pontis, and ventroposterolateral thalamic nucleus, which are all cerebral structures that are
remote from the central vestibular connecting pathways [66–68].

Furthermore, the odds ratio for the development of vertigo shows a clinical profile
with three main associated clinical features: presence of nausea or vomiting, ataxia, and
headache. These are all caused by the involvement of vascularized brain structures of
the vertebrobasilar system. It should be noted that differentiation between brainstem and
cerebellar lesions is, in most clinical cases of acute stroke, impossible because the major
infratentorial arteries supply both the brainstem and the cerebellum [27].

Our results are consistent with those of Harriott et al. [69] and Levedova et al. [70], who
found that headache at the onset of acute stroke is more frequent in posterior circulation
stroke than in the carotid arterial territory. Additionally, it is noteworthy that the presence
of speech disturbances and limb weakness is not associated with the vertigo group. These
results agree with those of Elhfnawy et al. [51] who, in their study, found that there
were fewer patients with associated neurological deficits in the vertigo group. We must
differentiate our work from the interesting study published by Qiu et al. [71]. In their study,
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previous vertigo attacks were a risk factor or predictor of the presence of posterior acute
ischemic stroke, whereas, in our study, vertigo and labyrinthine symptoms are clinical
symptoms present at the onset of stroke in all patients analyzed.

Insular acute stroke is a rare and underreported pathology, and its clinical presentation
is heterogeneous, although patients with acute insular stroke may also present a vestibular-
like syndrome with isolated "vertigo" or "dizziness" with instability [72]. In our sample, we
did not find any patient with this eventuality. However, it should be noted that, among
anterior circulation strokes, isolated insular strokes are the most representative due to
dysfunction of a relevant hub of the vestibular cortical network [72].

Little is known about the early outcome of patients with vestibular loss and vertigo
associated with acute stroke. Importantly, acute cerebellar stroke may develop mass ef-
fect and intracranial hypertension. Although large cerebellar strokes can cause brainstem
compression, resulting in hydrocephalus, cardiorespiratory complications, cerebral her-
niation, coma, and death [2,36,73,74], in our study, patients in the vertigo group had a
similar percentage of patients free of symptoms and with mild neurological deficits at
hospital discharge as the non-vertigo group. In addition, the in-hospital mortality rate
was not significantly higher in either group. This negative association between vertigo
and outcome is probably due in part to the fact that neurovegetative symptoms are very
eloquent clinically, and, thus, we speculate that these patients are evaluated earlier in the
emergency department and can receive the therapeutic regimens of choice in the most
acute phase adequately.

From our results, we deduce that the presence of vertigo in patients with acute stroke
is relevant to cerebral localization in cerebellum and brainstem (medulla and pons), as well
as vertebrobasilar vascular topography, mainly in the territory of basilar artery; however,
this does not translate into prognostic or early outcome significance. This study has several
limitations. First, it is a retrospective, cross-sectional clinical study conducted at a single
center. This design may have contributed to selection bias. In this regard, we recommend
the performance of future large multicenter studies. Likewise, further validation of our
results in a new prospective clinical study would be of interest. Secondly, the study did
not consider the different vascular segments of the cerebral arteries (e.g., M1, M2, or M3
segments in MCA ischemic stroke), nor did it consider other specific partial brain locations
such as insular topography. Another limitation of the study would be to not have analyzed
the prognostic value of the presence of vertigo in acute stroke in the medium or long term.

In future studies, these aspects would be interesting lines of research. However, the
assessment of the methods used in this study based on the results of a stroke data bank
from a large sample of 4600 consecutive patients collected over a 24-year period is more
or less objective. Additionally, a future line of investigation would be the use of high-
resolution magnetic resonance imaging, which would allow for a better understanding
between different vascular segments or small topographic brain locations and vertigo in
acute stroke patients.

5. Conclusions

In conclusion, acute central vestibular syndrome is a strong predictor of cerebellar or
dorsal brainstem acute stroke (pons or medulla involvement) and central vascular vertigo is
more related to the larger volume cerebrovascular non-lacunar subtypes: atherothrombotic
and cardioembolic infarcts, and spontaneous intracerebral hemorrhage. The presence of
vertigo in acute stroke is associated with vertebrobasilar arterial location, mainly in basilar
artery involvement.

Consequently, if a stroke occurs in the cerebellum or brainstem, areas that control
balance in the brain, the patient may suffer vertigo. However, vertigo in the acute phase of
stroke did not result in higher in-hospital mortality or worse early clinical outcomes. Possi-
bly, since vertigo is a very eloquent clinical symptom, early treatment is more commonly
carried out in acute stroke patients with vertigo, causing this early therapeutic assessment
to be a probable clinical benefit.
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Abstract: It is well known that cortical damage may affect cognitive functions, whereas subcortical
damage, especially brainstem stroke, would be far less likely to cause cognitive decline, resulting in
this condition being overlooked. Few studies have focused on cognitive dysfunction after a pontine
stroke. Here, we begin with describing our nine new case reports of in-depth neuropsychological
findings from patients with pontine stroke. The dominant domain of cognitive dysfunction was
commonly characterized by executive dysfunction, almost in line with previous studies. The severity
was relatively mild. We give an overview of the available literature on cognitive decline following a
pontine stroke. This is followed by discussions regarding the prognosis of the cognitive disabilities.
Based on previous neuroimaging findings, we would like to get to the core of the neuropathology
underlying the cognitive declines in the context of “diaschisis”, a phenomenon of a broad range of
brain dysfunctions remote from the local lesions. Specifically, our unique paper, with two modalities
of neuroimaging techniques, may help us better understand the pathology. SPECT scans yield
evidence of frontal and thalamic hyper-perfusion and cerebellar hypo-perfusion in patients with
pontine stroke. Functional near-infrared spectroscopy, when focusing on the supplementary motor
area (SMA) as one of the hyper-perfusion areas, exhibits that SMA responses may be subject to the
severity of cognitive decline due to a pontine stroke and would also be related to the recovery. Finally,
we posit that cognitive decline due to pontine stroke could be explained by the failure of hierarchical
cognitive processing in the fronto–ponto–cerebellar–thalamic loop.

Keywords: brainstem; cerebellum; cognition; diaschisis; executive function; functional NIRS; near-
infrared spectroscopy; SPECT; supplementary motor area; thalamus

1. Introduction

Stroke not only causes functional disabilities, such as motor paresis and dependency
in activities of daily living (ADL), but also affects cognition as an invisible disability [1–6].
Due to this invisibility, the cognitive impairment inherent in stroke survivors has often
been overlooked during follow-ups. As clinical determinants, the prevalence of cognitive
impairment differs according to the lesion location, such as cortical, subcortical, and
infratentorial lesions (cerebellum and brainstem) [7–13]. A previous study demonstrated
that cognitive impairment was present in 74% of acute-phase patients with a cortical stroke,
46% with a subcortical one, and 43% with an infratentorial one [14]. Insights into the
modulatory role of the cerebellum in cognition are well documented [15–18]. On the other
hand, conventional tenets posit that damage to the brainstem might not affect cognition. To
date, the contribution of the brainstem in cognition is still underexplored [19–27]. Also, the
prevalence, severity, and long-term trajectories of cognitive dysfunctions due to a brainstem
stroke remain unknown. The literature is somewhat limited and lacks considerable data
because of relatively small sample sizes in the relevant studies [28–32]. To the best of our
knowledge, we only found a review article of this topic [19]. In addition, most of the cases
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in the literature have not always achieved sufficient neuropsychological outcome measures
to document the broad range of cognitive impairments possible after a brainstem stroke.
Pontine infarction accounts for about seven percent of all ischemic strokes [33,34]. Since
most cases have not been limited to an isolated pontine stroke, we could not distinguish
whether the type and severity of the cognitive symptom depends on the location of the
injury. Accordingly, we focused on the pons to explore the cognitive function. An in-
depth neuropsychological evaluation of the case series of pontine strokes could disclose
the characteristics of the cognitive disabilities, which will help physicians and healthcare
professionals better understand the deficits.

How do cognitive dysfunctions arise from subcortical or infratentorial lesions? The
possible mechanism may be explained by the theory of “diaschisis”, where the impact of
focal lesions can expand into a widespread and diffuse brain network organization, remote
from the lesion location [35–38]. Neuroimaging techniques would be suitable tools for
visualizing the mechanisms underlying invisible disabilities in the form of diaschisis. In
favor of this view, SPECT scans detected cerebral perfusion abnormalities or decreases in the
regional cerebral blood flow in remote brain regions after a brainstem stroke [20,22,23,39,40].
Intriguingly, the injury is followed by morphological and degenerative changes in the brain,
such as frontal and thalamic volume expansions or cerebellar atrophy [41–44], anterograde
and retrograde degeneration in the corticospinal tracts [45–47], and aberrant functional
connectivity [48–50].

The merit of the present case report lies in the fact that it helps the physicians become
aware of cognitive decline after a pontine stroke and that further understanding of the
neuropathology may eventually lead to the conquest of cognitive dysfunction. Now, we
begin with the case series description by sharing the in-depth neuropsychological findings
for nine patients with pontine stroke and provide clear definitions of the neuropsycho-
logical profiles. And we give an overview of the available literature on cognitive decline
following a pontine stroke. The severity and prognosis of the cognitive decline is also
discussed. Then, we will get to the main subject: all-encompassing deliberations about the
neuropathology of the cognitive deficits based on neuroimaging findings and the theory
of “diaschisis”. While reviewing the literature dealing with the possible pathology of
cognitive dysfunction, especially involving the frontal lobe and the cerebellum, we focus
on the significant role of the fronto–ponto–cerebellar–thalamic loop in the neuropathology
based on our recent data from two modalities of neuroimaging techniques, SPECT, and
functional near-infrared spectroscopy (f-NIRS) [23]. Finally, we propose a specific function
for pons in the hierarchical information processing system of this loop.

2. Case Series Description

The inclusion criteria were as follows: (1) under the age of 90; (2) first-ever isolated
pontine infarct; (3) adequate mental state to participate (clear consciousness); (4) medically
stable condition; (5) within two weeks of stroke onset at first time of the evaluation; and
(6) independent ADL before admission. The exclusion criteria were as follows: (1) history
of damage from a stroke (cerebral infarct, cerebral hemorrhage, subarachnoid hemorrhage,
and lacunar infarct), brain injury, or brain tumor; (2) neurodegenerative disease; (3) mental
illness; (4) dementia; (5) epilepsy; and (6) severe or moderate hemiparesis. Among a total of
163 cases, 9 cases of pontine stroke were selected, according to the inclusion and exclusion
criteria. These cases consisted of seven men and two women with a mean age of 76.44 years
and a range between 63 and 86 years (Table 1). In terms of the stroke type, the case series
consisted of seven patients with pontine branch atheromatous disease (BAD), one patient
with a paramedian lacunar infarct, and a one with a pontine hemorrhage. The stroke
location was determined using an MRI scan or CT scan of the brain (Figure 1). Apart
from the stroke in the pons, no additional lesions or atrophy were detected. Additionally,
our case series was narratively described. All patients were assessed by well-trained
neuropsychologists using the standardized Japanese translation of the Mini-Mental State
Examination (MMSE) for the general intellectual ability [51] and a set of neuropsychological
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test batteries for attention, memory, and executive function. The batteries consisted of
the following tests: the Trail Making Test [52,53], Japanese version-A (TMT-J part A),
for assessing attention and processing speed; the TMT-B (Japanese version, where Kana
letters replaced the Roman alphabet) and the ΔTMT, the temporal gap between B and
A and the Frontal Assessment Battery (FAB) [54], for assessing the executive function;
and the Standard Verbal Paired-Associate Learning Test (S-PA) [55] and Rey–Osterrieth
Complex Figure Test (ROCFT) [56], for assessing the verbal memory and visual memory,
respectively. Also, the reproduction of the ROCFT requires some strategy in term of its
accuracy, involving executive function and visuospatial cognition. Abnormalities of both
the TMT-J and S-PA were determined based on a database of normal healthy volunteers
(mean and SD for people in their 60s and 70s). The Brunnstrom recovery stage (BRS) is
designed to describe the motor recovery process of a sequence of limbs as well as the
severity of hemiparesis, containing three items for the arm (shoulder/elbow/forearm:
BRS-A), the hand/finger (BRS-H), and the leg (BRS-L), all of which are rated on a six-
level scale (level 1 to 6) [57]. Subjects provided written informed consent after receiving
a detailed explanation of the procedures. This study was reviewed and approved by the
Ethics Committee of Saitama Medical Center (Approval number: 2021-093).

Table 1. Baseline characteristics of case series.

Case Age Gender Type of Stroke Laterality Volume (mm3)
BRS

on Admission
BRS

at Discharge

Case 1 63 M BAD Left 273.5 6,5,6 6,6,6

Case 2 72 M BAD Left 1328.5 6,6,6 6,6,6

Case 3 75 F BAD Left 259 3,3,4 3,3,4

Case 4 76 M Lacunar infarct Median 325 No paresis

Case 5 77 M BAD Right 873 4,4,5 6,6,6

Case 6 77 F Hemorrhage Right 870.5 6,6,6 6,6,6

Case 7 79 M BAD Left 372.5 No paresis

Case 8 82 M BAD Right 1147.5 5,5,5 5,5,5

Case 9 86 F BAD Left 1126 2,2,4 3,4,3

M: male; F: female; BAD: branch atheromatous disease; BRS: Brunnstrom recovery stage.

Figure 1. Distribution of strokes, which were detected using diffusion-weighted MRI and CT scans.
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2.1. Case 1

A 63-year-old male, with a history of hypertension, developed right mild hemiparesis
(BRS-A 6, BRS-H 5, and BRS-L 6) and dysarthria. Three days after onset, he walked into our
hospital with his feet dragging. MRI imaging of his brain revealed a left ventral pontine
infarction, which was considered to be BAD (branch atheromatous disease). He received
conservative treatment with dual antiplatelet therapy (DAPT). Three days after admission,
a neuropsychological investigation was started. The MMSE produced a normal score of
29/30, guaranteeing his preserved orientation. His executive function was mildly impaired,
as he made a mistake on the similarities and lexical fluency, while he scored 16 on the FAB.
The TMT-J -A response (43 s) was within the normal range, whereas the TMT-B (106 s)
produced delayed responses, and the ΔTMT was gapped by 63 s, revealing his dysexecutive
function syndrome. His verbal memory disturbance was delineated by the S-PA. A follow-
up of the TMT, conducted five days after the initial test, showed an improvement in the
ΔTMT to a normal range. Seven days after admission, he regained his hemiparesis fully
and was discharged to his home.

2.2. Case 2

A 72-year-old male developed right mild hemiparesis (BRS-A 6, BRS-H 6, and
BRS-L 6), numbness, and facial paralysis. The risk factors for stroke were hypertension
and dyslipidemia. On the day of onset, he was admitted to the hospital, and MRI imaging
of the brain revealed left pontine BAD. He received conservative treatment with DAPT,
an anticoagulant and an antioxidant drug. On the day after admission, he complained of
diplopia. At four days after admission, a neuropsychological investigation was started. He
scored 26/30 on the MMSE, with points lost in Serial sevens test. Executive dysfunction
was evident from the fact that he made a mistake in the Go/No-Go test on the FAB, and
the reproduction of the ROCFT scored 31/36. The TMT-J was delayed in both A and B at
110 and 156 s, respectively. The S-PA was estimated to be within the normal range. Nine
days after admission, he was transferred to the rehabilitation hospital.

2.3. Case 3

A 75-year-old female developed right hemiparesis (BRS-A 3, BRS-H 3, and BRS-L 4),
diplopia, and dysarthria. One day after onset, she was admitted to our hospital. MRI
imaging of the brain revealed isolated pontine BAD. She received conservative treatment
with DAPT, an anticoagulant and an antioxidant drug. Two days after admission, she
scored 29 on the MMSE. Her TMT-A response was at a normal level, but she had delayed
TMT-B responses, showing a significant gap (ΔTMT 74 s), and low scores for the similarities
and lexical fluency in the FAB revealed her dysexecutive function syndrome. A mild
memory dysfunction was proven by the S-PA, with a delayed recall on the MMSE and
ROCFT. At 17 days after the first assessment, a follow-up of the TMT-J recovered to normal
range (A-39 s/B-69 s). At 27 days after admission, she transferred to the rehabilitation
hospital, because her hemiparesis (BRS-A 3, BRS-H 3, and BRS-L 4) and dysarthria persisted.

2.4. Case 4

A 76-year-old male lost consciousness during work and was taken to the emergency
room of our hospital. He regained consciousness and showed dysarthria and right medial
longitudinal fasciculus syndrome. He had a history of myocardial infarction, and he carried
an implanted cardioverter defibrillator in his body. A CT scan showed a high-density area
at the top of the basilar artery. After he underwent tissue plasminogen activator (t-PA)
therapy and an endovascular therapy with mechanical thrombectomy, his eye movement
symptom disappeared. One day after admission, the dysarthria persisted, and the CT
scan displayed a tiny low-density area isolated at the paramedian pons. He received
conservative treatment with a direct oral anticoagulant (DOAC). Two days after admission,
he made a mistake on the recall and three-stage command in the MMSE (resulting in a
total score of 27). Lower S-PA scores and a delayed recall in the ROCFT revealed his mild
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verbal and visual memory deficits, respectively. He had a response delay in the TMT-A
(118 s), showing an attention deficit. His executive dysfunction was evident using the
TMT-B (292 s), showing a gap (ΔTMT 174 s), and he had low scores for lexical fluency and
Go/No-Go on the FAB. At 12 days after the first assessment, a follow-up of the MMSE and
FAB revealed no score changes relative to the first assessment. He was discharged to his
home 16 days after admission.

2.5. Case 5

A 77-year-old male developed left hemiparesis (BRS-A 4, BRS-H 4, and BRS-L 5),
facial palsy, and dysarthria. The risk factors for stroke were hypertension and sleep apnea
syndrome. An MRI showed right pontine BAD. He received conservative treatment with
DAPT, an anticoagulant and an antioxidant drug. His MMSE score was 28, guaranteeing
his preserved orientation. Three days after admission, although within the normal limit
of the TMT-A (60 s), he exhibited a significant gap between TMT-A and B (ΔTMT 149 s)
and had low scores for the similarities and lexical fluency on the FAB, suggesting executive
dysfunction. Copy of the ROCFT presented with his low scores, suggesting executive
dysfunction and visuospatial recognition difficulty, and the S-PA revealed a normal verbal
memory. He recovered from the left hemiparesis fully and was discharged to his home
30 days after admission.

2.6. Case 6

A 77-year-old female developed left facial numbness, dysarthria, and right abducens
nerve palsy. The risk factor was diabetes mellitus. A CT scan showed a high-density
area isolated at the right dorsal pons, diagnosing as pontine hemorrhage. The day after
admission, a mild right hemiparesis (BRS-A 6, BRS-H 6, and BRS-L 6) was found. She
received conservative treatment with an antihypertensive drug. Her MMSE score was 28,
guaranteeing her good orientation. Three days after admission, low scores for similarities,
lexical fluency, and the Go/No-Go test on the FAB suggested executive dysfunction. She
showed normal responses to the TMT (A-60 s/B-79 s). A low score (11/36) of delayed recall
in the ROCFT showed her visual memory disorder, while the S-PA displayed normal scores.
Her numbness persisted, but she recovered from hemiparesis, dysarthria, and abducens
nerve palsy. She was discharged 17 days after admission.

2.7. Case 7

A 79-year-old male developed dysarthria. His past history revealed microscopic
polyangiitis. An MRI of the brain indicated left pontine BAD. He received conservative
treatment with DAPT, an anticoagulant and an antioxidant drug. His MMSE score was
25, which included mistakes in attention and calculation, delayed recall, and picture copy.
Three days after onset, he exhibited difficulties in similarities, lexical fluency, and the
Go/No-Go task on the FAB, showing executive dysfunction. He had delayed TMT-A
responses (84 s), indicating his attention deficits. A low score (16/36) of delayed recall in
the ROCFT proved his visual memory impairment. He recovered from dysarthria and was
discharged 42 days after admission.

2.8. Case 8

An 82-year-old male developed left mild hemiparesis (BRS-A 5, BRS-H 5, and BRS-L 5)
on the day of onset, and MRI imaging of the brain revealed right pontine BAD. After
admission, dysphagia was also revealed. He received conservative treatment with DAPT,
an anticoagulant and an antioxidant drug. At two days after admission, his MMSE score
was 23/30 (a total of 7 points were lost in Serial sevens and delayed recall), although guar-
anteeing his preserved orientation. It suggested his inattention and memory disturbance.
He made a mistake on the similarities, lexical fluency, and Go/No-Go test, and his FAB
score summed up to 10/18, suggesting his executive dysfunction. The response for TMT-A
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was delayed (243 s), suggesting his attention deficit. Because of his persistent hemiparesis,
he was transferred to the rehabilitation hospital at eight days after admission.

2.9. Case 9

An 86-year-old female with independent activities of living developed right hemi-
paresis (BRS-A 2, BRS-H 2, and BRS-L 4), left facial palsy, and dysarthria. A risk factor for
stroke was hypertension, and her past history included cardiac angina and skin cancer. An
MRI revealed left pontine BAD. She received conservative treatment with DAPT, an antico-
agulant and an antioxidant drug. Two days after admission, her MMSE had a full score
of 30. Her dysexecutive function syndrome was evident in the low scores of similarities
and lexical fluency on the FAB. Examinations of other domains were not available. Because
of her persistent hemiparesis (BRS-A 3, BRS-H 4, and BRS-L 3), she was transferred to the
rehabilitation hospital one month after admission.

3. Summary of Clinical Data and Review of the Literature

3.1. Summary of Case Series

Six patients presented with mild hemiparesis and eight patients showed dysarthria.
Nine new cases of cognitive declines after a pontine stroke were documented. The domain-
specific frequencies of cognitive dysfunction after a pontine stroke were delineated as
follows: executive dysfunction (9/9 cases), visual memory disturbance (6/8), verbal mem-
ory disorder (2/8), and attention deficits (4/8) (Table 2). The dominant domains were
characterized by a dysexecutive function and visual memory impairment, almost in line
with previous studies. The severity was relatively mild. Short-term follow-up investiga-
tions were achieved in three cases, two in which the patients recovered from executive
dysfunction following pons injury and the other with persistent cognitive decline. A long-
term follow-up was not available for any patients. An overview from previous case studies,
commonly demonstrating executive dysfunction as the most frequent domain, may support
the above view. However, this domain tendency may be slightly different from our previous
study [23], mainly because the latter was relatively lacking in in-depth neuropsychological
investigations. An initial screen identified abstracts or titles. The second screening was
based on the full-text review. Two investigators (KS and SO) independently assessed the
full text for eligibility; discrepancies were resolved via discussion.

Table 2. Cognitive domain profiles of our case series.

Executive
Dysfunction

(FAB; TMT-B; ROCFT Copy)

Visual Memory
Disturbance

(ROCFT Recall)

Verbal Memory
Disturbance

(S-PA)

Inattention
(TMT-A)

Case 1 +
(16/18; 106 s; 26/36)

+
(16/36) + −

(43 s)

Case 2 +
16/18; 156 s; 31/36 NA NA +

(110 s)

Case 3 +
(16/18; 116 s; 36/36)

+
(16/36) +/− −

(42 s)

Case 4 +
(15/18; 292 s; 31/36)

+
(11/36) +/− +

(118 s)

Case 5 +
(14/18; 209 s; 20/36) NA − −

(60 s)

Case 6 +
(15/18; 79 s; 32/36)

+
(11/36) NA −

(60 s)

Case 7 +
(14/18; 98 s; 34/36)

+
(16/36) NA +

(84 s)

Case 8 +
(10/18; NA; NA) NA NA +

(243 s)

Case 9 +
(15/18; NA; NA) NA NA NA

FAB: frontal assessment battery; TMT: trail making test; ROCFT: Ray–Osterrieth complex figure test; S-PA:
standard verbal paired-associate learning test; +: present; −: absent; +/−: borderline; NA: not available.
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3.2. Literature Search and Study Eligibility

Online article databases including PubMed, MEDLINE, and Scopus were searched
to identify the relevant literature on cases describing cognitive disturbances following
brainstem stroke lesions. Cases with brain traumas, infections, or primary neurodegen-
erative diseases were excluded in this study, because they are typically associated with
more widespread brain damage than an isolated brain injury, and they also often present
functional deficits not limited to the lesion itself. The following keywords were used to
search the electronic databases: cognitive dysfunction, cognitive impairment, brainstem, pons,
and pontine. Only articles that provided details regarding the cases describing neurological
tests were included in the overview. The articles were dated from 1998 until March 2023.

The initial literature search of keywords produced 345 results. Due to the inclusion
criteria, 264 studies were excluded. Among the 19 studies screened for eligibility, 9 met our
criteria. A flow chart summarizing the selection process is depicted in Figure 2.

Figure 2. Flow diagram of included studies.

3.3. Methodological Quality and Risk of Bias

When undertaking a systematic review while considering the strengths and weak-
nesses of the research, the risk of bias in nonrandomized studies of interventions must
be assessed. The Risk of Bias Assessment Tool for Nonrandomized Studies (RoBANS)
version 2 is a comprehensive checklist instrument for assessing the risk of bias in cohort
studies, case-control studies, and cross-sectional studies [58]. Case-control studies in the
included papers were applied (Table 3). On the contrary, case reports and case series are un-
controlled study designs known for their increased risk of bias, but they have profoundly
influenced the literature and continue to advance our knowledge. Murad presented a
framework to evaluate the methodological qualities of case reports and case series based on
the domains of selection, ascertainment, causality, and reporting [59]. The methodological
quality of the included case reports was evaluated using this method (Table 4).

Table 3. Risk of bias in the case-control studies.

Author Year
Comparability
of the Target

Group

Target
GroupSelection

Confounders
Measurement
of Interven-

tion/Exposure

Blinding of
Assessors

Outcome
Assessment

Incomplete
Outcome

Data

Selective
Outcome
Reporting

Van
Zandvoort [60] 2003 Low Low Low High Low Low Low Low

Fu [61] 2017 Low Low Low High Low Low Low Low
Wang [48] 2022 Low Low Low High Low Low Low Low
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Table 4. Risk of bias in case reports and case series.

Author Year Documentation Uniqueness Educational Value Objectivity Interpretation

Our case series Present 2 1 2 2 2

Hoffman and Watts
[58] 1998 2 2 2 2 2

Hoffman and
Malek

[26]
2005 2 2 2 2 2

Garrard et al.
[21] 2002 2 1 2 2 2

Nishio et al.
[62] 2007 2 1 2 2 2

Maeshima et al.
[63] 2010 2 1 2 2 2

D’aes and Marien
[19] 2014 2 1 2 2 2

Neki et al.
[64] 2014 2 1 2 2 2

Obayashi
[23] 2019 2 1 2 2 2

Questions 1–5 comprise the tool for the risk of bias assessment for case reports and case series: 1. Did the patient(s)
represent the whole case(s) of the medical center? (The studies did not mention whether the reported patient(s)
represented the whole case(s) of the medical center, and we assumed that the authors have reported all the cases
in their center given the rarity of this association.). 2. Was the diagnosis correctly made? 3. Were other important
diagnoses excluded? 4. Were all important data cited in the report? 5. Was the outcome correctly ascertained?

3.4. Synthesis

Owing to the study heterogeneity in terms of the quantitative designs and methods, a
quantitative synthesis was not feasible in this systematic review. A narrative approach to
synthesis was applied, including textual descriptions, tabulation, grouping, and content
analysis for data translation [65]. One author (KS) carried out the initial synthesis, and
iterative discussions with the other author (SO) were conducted to refine the essential
elements of this review.

3.5. Characteristics of Cognitive Impairment after Pontine Stroke

There are some evidential items from group analyses that were determined by com-
paring the pontine stroke patients and healthy controls. Van Zandvoort et al. described
the cognitive dysfunction of 17 patients with a brainstem stroke (including 13 with pons
lesions) [60]. The brainstem group had significantly impaired language (naming), category
fluencies, attention, executive functions, and visuospatial abilities compared with the age-
matched control group. Wang et al. compared a set of neuropsychological results between
47 pontine stroke patients and 55 age-matched healthy control subjects. The pons lesion
group had a significantly weakened executive function, working memory, and spatial
memory relative to the healthy control group [48]. Fu et al. compared neuropsychological
data between 34 brainstem stroke patients and a healthy control group. In regard to the
distribution of the lesions, the mesencephalon was most common, followed by the pons.
Significant differences in attention, visuospatial abilities, and language can be discerned in
the brainstem lesion group [61].

So far, several individual details of the disabilities have been so far reported. D’aes
and Mariën analyzed the cognitive characteristics of a brainstem stroke in 33 patients. This
included 22 pontine stroke victims who exhibited executive dysfunctions, memory distur-
bances, and attention deficits [19]. They claimed that the most frequent domain was that of
executive dysfunction, followed by inattention. For further details, Hoffmann and Watts
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reported that all four pontine stroke patients had executive dysfunction, such as disabilities
in planning, initiating, and executing activities, as well as impaired self-monitoring [22].
Another case report demonstrated executive dysfunction [26]. Gerrard et al. reported
that a pontine stroke generated executive dysfunction (3/4 patients), attention deficits
(3/4), and memory disturbances (1/4) [21]. Four months of follow-up delineated persistent
attention deficits and executive dysfunctions. All domain-specific outcomes were likely
to be less severe and more transient than supratentorial cortical infarcts, which was also
consistent with a previous study [37]. Obayashi described neuropsychological findings
from 25 patients [23]. They presented attention deficits (20/25 patients), memory disturbances
(15/25), executive dysfunctions (15/25), and social behavioral disturbances (1/25), with one
cognitive domain for four patients, six for two domains, and seven for three domains [23].
A few months of follow-ups was achieved for two patients, who showed improvements in
executive dysfunction. Nishio et al. [62] described a single case of a 74-year-old female with a
pontine infarct who developed attention deficits and dysexecutive function syndrome while her
memory, language, and visuospatial abilities remained intact. Maeshima et al. [63] reported
a case of a 54 year-old male with a pontine hemorrhage presenting with executive dys-
function, attention deficits, and memory disturbance. Six months after onset, all domains
were recovered. Neki et al. [64] demonstrated domain-specific impairments after a pontine
hemorrhage. Five out of ten patients met the inclusion criteria, all of which affected the
executive function. However, other domains were not investigated, except for the general
intelligence ability.

The overall results of the included studies are summarized in Table 5.

Table 5. Summary of neuropsychological findings in the included studies.

Authors (Year)
[Reference Number]

Classification
Executive

Dysfunction
Inattention

Memory
Disturbance

Linguistic
Difficulty

Visuospatial
Disability

General
Intelligence

Hoffman and Watts
(1998)
[58]

5 cases ++ NA ± NA + NA

Garrard et al. (2002)
[21] 7 cases ++ + + − − ±

Hoffman and Malek
(2005)
[26]

1 case ± NA − + + NA

Nishio et al. (2007)
[62] 1 case ++ + ± − − ±

Maeshima et al.
(2010)
[63]

1 case + + + − −

D’aes and Marien
(2014)
[19]

3 cases ++ ++ + + + ++

Neki et al. (2014)
[64] 10 cases + NA NA NA NA +

Obayashi (2019)
[23] 25 cases + ++ + − NA ±

Van Zandvoort et al.
(2003)
[60]

Group
comparison,

17 PS patients
+ + NA + + NA

Wang et al. (2022)
[48]

Group
comparison,

47 PS patients
++ − + NA NA NA

Fu et al. (2017)
[61]

Group
comparison,

34 PS patients
± + − + + NA

PS: pontine stroke; ++: positive symptom; ±: suspected; −: negative.

4. Discussion

Conventionally, physicians and healthcare professionals posit that damage to the
brainstem might not affect cognition. The aim of this paper is to make clear whether a pon-
tine stroke could affect the cognition of patients and to disclose the domain characteristics
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while providing an overview of our case series and previous studies relevant to cognitive
decline after a pontine stroke. Nine new cases of cognitive declines poststroke were com-
monly characterized by executive dysfunction, almost in line with previous studies. The
severity was relatively mild. This trait is supported by a previous study exhibiting pre-
frontal dysfunction after brainstem damage [36] and is also based on anatomical evidence
of the frontopontine pathways from the frontal association areas [66]. The ultimate goal of
this paper is to disclose the presence and characteristics of cognitive impairments due to
pontine stroke and to help the patients reintegrate into society. Awareness of the disabilities
will enlighten physicians in clinical practice and likely improve clinical diagnostics and
patient care. The notion that the damage to the pontine affects cognition may have a
significant impact on rehabilitation interventions, usually assuming that all attention in the
intervention should be directed toward pure sensorimotor recovery for patients with an
isolated pontine stroke. It will be better if physicians and healthcare professionals decide
more carefully whether the patient can return to work or drive a car. In the coming years,
this research focus will be critical for further understanding the specific functions of the
pons in cognition and the neuropathology of underlying cognitive deficits due to pontine
injury. It will provide new insights into the neurobiology of cognition and develop new
treatment and management strategies for cognitive impairment after a stroke. To achieve
this goal, the use of non-invasive neuroimaging techniques would be very powerful and
beneficial. Now, we highlight neuropsychological findings from our nine new case studies
as well as the relevant studies, and as mentioned below, the literature review will get to
the core of how the application of multi-modal neuroimaging techniques will expand our
understanding of the neural mechanisms responsible for cognitive disabilities following a
pontine stroke.

4.1. Neurobiology of Executive Function, Attention, and Memory

It is no wonder that the pathophysiology of cognitive impairment results from the
disruptions of neural mechanisms underlying cognitive domains, such as executive func-
tion, attention, and memory. Basically, executive function is composed of self-control,
self-monitoring, emotional control, flexibility, task initiation, organization, working mem-
ory, and planning and time management, so that the achievement of these functions may
involve a widely distributed cortical network [67–69]. The function is responsible for the in-
ferior frontal cortex (IFG), basal ganglia, and pre-supplementary motor area (pre-SMA) [70]
or anterior cingulate cortex and parietal cortex [71], as well as the cerebellum [15]. Accord-
ingly, these brain regions may be related to dysexecutive function after pontine injury. The
molecular mechanism of executive function remains unknown, but an intriguing study
has been reported. The paper stated the relevance of C-C chemokine receptor 5 (CCR5)
expression in the cortex for cognitive recovery and motor recovery [72]. The authors
claimed that CCR5 is upregulated in the cerebral cortex after a stroke and traumatic brain
injury, and that spatial working memory disturbances due to traumatic brain injury were
improved by the inhibition of CCR5, suggesting that cognitive recovery may be modulated
by CCR5 expression.

On the other hand, models of attention have been postulated [73–76], but the definition
of attention itself remains unclear. Posner proposed a hypothesis that attention may
be composed of the alerting system, the orienting system, and the executive control of
attention [77–79]. The neural mechanism for attention can be separated by three systems:
(1) alerting that produces and maintains optimal vigilance, (2) orienting that prioritizes
sensory input by selecting a modality or location, and (3) executive control that involves
task switching, initiation, adjustments, and maintenance within trials in real time. The
alerting system is attributed to the right frontal cortex and right parietal cortex. The
orienting system involves the superior parietal and frontal lobes, and the executive control
of attention is subserved by the frontoparietal system and cingulo–opercular system [80].
So, attention and executive function cannot be separated from each other. This suggests
that attentional processing might be relatively fundamental and is involved in a broader
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range of brain areas than executive function. Moreover, it is possible that pontine damage
is more likely to generate executive dysfunction and attentional deficits.

The mechanism of memory has been extensively studied in greater detail than other
domains. A great deal about the cellular and molecular mechanisms of long-term memory
storage has been learned at the level of the synapse [81–84], but the mechanism of consol-
idation at the level of neuronal systems has been relatively overlooked [85,86]. Episodic
memory refers to a declarative memory that contains information specific to the time and
place of acquisition [87]. Episodic memory retrieval is attributable to the frontal cortex,
posterior parietal cortex, and medial temporal cortex [88], whereas semantic memory re-
trieval is responsible for the top–down signal from the prefrontal cortex and the subsequent
memory processing of perirhinal circuits as a storage of memory in a hierarchical manner [89].
In contrast, procedural memory is achieved by the activation transition of the fronto–parieto–
cerebellar circuit, such that the dorsolateral PFC and pre-SMA engage at an early stage of
learning, the parietal IPS and precuneus work at an intermediate stage, and the cerebel-
lum serves as storage at the final stage [90–93]. Also, the fronto–parieto–cerebellar circuit
through the corpus callosum may contribute to the inter-manual transfer of procedural
memory [92,93].

4.2. Short- and Long-Term Changes in Cognitive Decline Poststroke

The poststroke cognitive function changes temporally and dynamically over time.
However, details of the longitudinal trajectory of domain-specific cognitive alterations after
a stroke remain unknown [94–96]. Until now, few studies have dealt with the longitudi-
nal effect of stroke on cognition, and they showed mixed results, either a trend toward
deterioration [97], persistence [98,99], or improvements [100,101]. A recent study reported
the probability of poststroke cognitive declines and follow-up alterations [101]. Cognitive
impairment was present in 59% of survivors at three months poststroke, and 51% remained
at eighteen months after onset. Some domains, such as executive function and language,
improved during the follow-up period, but it is difficult to determine which of the cog-
nitive domains was more inclined to recovery. Other reports suggested that executive
and language functions as well as the visuospatial function may improve 3 months to
1.5 years after a stroke [101–103], while another report described that working memory may
eventually recover years after a stroke [23]. In addition, the speed of recovery may differ
depending on the lesion location. In the case of younger stroke survivors, domain-specific
cognitive impairments improved or were stable 10 years after their stroke [102]. On the
other hand, stroke is associated with an increased risk of dementia [104–107]. A previous
report demonstrated about a twofold increase in cognitive decline after a stroke relative to
before the stroke [94]. The executive performance has also been reported to be an excellent
predictor of vascular dementia [108,109]. Most stroke survivors may fully recover from the
decline between 3 and 15 months afterward [110,111], but others do not recover [112] and
deteriorate to dementia. Likewise, a systematic review focusing on the natural history of
cognitive impairment after a stroke replicated the mixed results [103]. As mentioned above,
however, our observation and the relevant literature may seemingly imply the relatively
early regaining of cognitive functions after pontine stroke. This view would be supported
by the pathophysiology of cognitive decline after a pontine stroke in terms of “diaschisis”.

4.3. Profile of “Diaschisis”

“Diaschisis” is well known as a phenomenon consisting of a broad range of depressed
brain functions, which are remote from local lesions of the central nervous system. Age
negatively influences the severity of diaschisis and determines the extent to which the
patient recovers. The older the patient after a stroke, the more severe the neurological
deficit and the less complete the neurological recovery. In addition, the corpus callosum
plays a crucial role in the remote effects of diaschisis [113]. A previous study suggested that
the deficits arising from infratentorial infarcts tended to be less severe and more transient
than those from supratentorial cortical infarcts [37]. At the very least, given that cognitive
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decline after pontine injury represents cerebro-cerebellar diaschisis, it is expected that the
decline would be less disabling and would eventually recover.

4.4. Neuroimaging of “Diaschisis”: Single Photon Emission Tomography (SPECT)

A previous study reported that 58% of 55 patients with a supratentorial stroke pre-
sented with cerebellar hypoperfusion [114]. Some SPECT studies yielded evidence of
cerebellar hypoperfusion after a pontine stroke [115] and lateral medullary infarcts [116].
Conversely, patients with a unilateral cerebellar stroke revealed contralateral cerebral hy-
poperfusion [117]. A previous SPECT study demonstrated that patients with a brainstem
stroke presented an aberrant perfusion pattern in the ipsilateral frontoparietal lobes and
the contralateral cerebellum, as evidence of diaschisis [20]. Another SPECT study reported
frontal and parietal hypoperfusion in patients with brainstem infarcts [22]. The possible
mechanism of the remote effects may be explained by the reciprocal connections of cortico-
pontine-cerebellar fibers, which in turn project to the red nucleus and ventrolateral nucleus
of the thalamus and to the frontoparietal cortex. Our recent SPECT study delineated that
the patients in the acute phase of a pontine infarct showed hyper-perfusion in the bilateral
frontal cortices, parietal cortices, and right thalamus and hypo-perfusion in bilateral cere-
bellum [23]. For more details regarding our earlier report [23], in our previously reported
Case 3 (not the present case 3 mentioned above), SPECT revealed decreases in the right
Brodmann area (BA) 39 and right putamen, and increases in the bilateral BAs 6 and 8, 44,
bilateral 40, bilateral BA 24s and 32, and left putamen. In an earlier Case 4 from the report,
SPECT revealed decreases in the left BAs 44 and 45, bilateral BAs 24 and 32, and bilateral
putamen, and increases in the right BAs 6 and 8, BA 45, right BA 24, and bilateral BAs 39
and 40. In the earlier Case 5, SPECT showed decreases in the bilateral putamen, left BA 32,
and right BA 39, and increases in the bilateral BAs 6 and 8, BAs 44 and 45, right BA 24, and
bilateral BA 40. In the earlier Case 7, SPECT revealed decreases in the left BA 39, 40, and left
putamen, and increases in the bilateral BA 6, 8, 44, right BA 39, 40, right BA 24, and bilateral
putamen. It is very likely that depressed brain areas mainly represent vascular alterations
of the diaschisis phenomenon in terms of neuro-vascular coupling, while hyper-perfusion
brain areas largely reflect the compensating process for cognitive decline after a pontine
stroke. Possible mechanisms for inter-subjective differences in perfusion abnormalities
may be explained by the following: (1) differences in the cognitive domain, (2) severity
of the deficits, (3) proportion of alterations to compensation process, and (4) inter-subject
alterations of C-C chemokine receptor 5 (CCR5) expression after stroke [72,118]. Especially,
poststroke CCR5 expression in the affected brain may be closely associated with the prog-
nosis of motor and cognitive recovery after stroke. Pontine injury brings about secondary
brain alterations remote from the damaged location during a term of diaschisis and is
immediately followed by a compensation process for the diaschisis phenomenon. Very
likely, after a stroke, diaschisis and compensation are mixed and, in some cases, competing
with each other.

Another recent study investigated longitudinal regional cerebral blood flow (rCBF)
changes in the acute phase, as well as follow-ups 1 week to 6 months after the pontine
infarct (PI) [40]. There were significant rCBF decreases in the bilateral cerebellum and
frontal (right supplementary motor area: SMA), parietal (right supramarginal gyrus), and
occipital regions in the acute phase of the PI. The association of these alterations with the
long-term cognitive outcome following a PI differed depending on the lesion location. In
the left PI group, motor and memory recovery were associated with progressive increasing
rCBF in the right supramarginal gyrus, whereas in the right PI group, memory and motor
recovery were related to an increasing rCBF in the right SMA.

4.5. Morphological and Neurodegenerative Changes Induced by Pontine Stroke: MRI Studies

The brain may change after a pontine ictus. Voxel-based morphometry (VBM) can
detect morphological brain changes after a pontine infarction [41,43,119,120]. A previous
study revealed that a pontine infarction may reduce the gray matter volume (GMV) in the
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cerebellum and expand the ipsilateral GMV in the middle frontal gyrus, middle temporal
gyrus, mediodorsal thalamus, superior frontal gyrus, and contralateral precuneus [41]. It
was suggested that GMV expansion in the ipsilateral mediodorsal thalamus was associated
with motor recovery after a pontine infarction, although the association of GMV with
cognitive recovery was not addressed.

Diffusion tensor imaging (DTI) has been used to detect anterograde degeneration in
the pyramidal tracts distal to a supratentorial lesion following an infarct [121]. Moreover,
anterograde and retrograde degeneration remote from the primary lesion continuously
deteriorates following a subcortical infarction, which interferes with poststroke functional
recovery [45]. Likewise, DTI can detect the continuous deterioration of anterograde and
retrograde degeneration in the pyramidal tract following a pontine infarct [45]. Therefore,
it is plausible that similar progressive degeneration to that of the pyramidal tract following
pontine injury may occur in any of the other tracts. In favor of this view, some functional
connectivity MRI (fcMRI) studies have demonstrated alterations in the functional con-
nectivity measures of the multiple pathways that are disrupted by focal damage to the
pons [50,122,123]. The authors claimed that a pontine infarct may disrupt the prefrontal-
cerebellar circuit. A decreased functional connectivity may be related to cognitive decline
after a pontine stroke.

4.6. Insights from Near-Infrared Spectroscopy

As mentioned above, our recent SPECT study demonstrated frontal hyper-perfusion
and cerebellar hypo-perfusion, which shared consistent results from four patients with a
pontine infarct [23]. In particular, the hyper-perfusion areas commonly included the supple-
mentary motor area (SMA: Brodmann areas 6 and 8). Although the function of the SMA is not
yet fully understood, the SMA may contribute to speech production [124–126], word retrieval
difficulty by aging [127], inhibitory control [128], and executive function [129–133]. Previously,
Penfield postulated that the SMA might be a third speech area, based on the evidence of
vocalization and speech arrest by direct electric stimulations of the SMA [134,135]. The
SMA is functionally divided into at least two distinct areas: the SMA proper, posterior
to the vertical anterior commissorial (VAC) line, and perpendicular to the anterior com-
missure (AC)—posterior commissure (PC) plane; and the pre-SMA, anterior to the VAC
line [136–138]. In fact, the SMA proper and pre-SMA are anatomically different: the SMA
proper receives information from all components of the motor system [139], whereas the
pre-SMA is densely interconnected with the prefrontal cortex (PFC) and also receives input
from basal ganglia and cerebellum, but has no connection with the motor system [140].

To clarify the neurophysiology of SMA hyper-perfusion, we measured dynamic
changes in the SMA responses during the phonemic verbal fluency task (VFT) as an
index of executive function using functional near-infrared spectroscopy (f-NIRS) [23]. The
pontine infarct group had no significant difference in their fluency ability compared with
the age-matched control group. Furthermore, no significant differences in SMA responses
could be detected between the two groups, but the SMA responses had a moderate cor-
relation with the executive function. On the other hand, the pontine infarct group had
executive dysfunction, as proven by the delayed TMT, expectedly making this domain
relatively mild and transient. In fact, we observed the recovery of this domain a few months
later. Intriguingly, a follow-up f-NIRS demonstrated increased the SMA responses coupled
with improving the TMT-B, suggesting the contribution of the SMA to cognitive recovery
after pontine injury [23].

4.7. Similarities and Differences of Functions among Pons, Cerebellum, and Thalamus

D’aes and Mariën claimed that damage to the brainstem may affect cerebellar function,
as cognitive decline due to a brainstem stroke seemed to share some common cognitive
domains with the cerebellar cognitive affective syndrome (CCAS), comprising execu-
tive dysfunction, difficulties in spatial cognition, linguistic difficulties, and personality
changes [15,19,141,142].
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On the other hand, the function of the thalamus should be more complicated than those
of the pons and cerebellum, and it would be different from those of pons or cerebellum in
terms of cognition. The thalamus serves cognitive and language functions as the final hub
of a sensory information relay to the neocortex, striatum, and hippocampus by divergent
and convergent thalamocortical and corticothalamic pathways [143]. In a cognitive aspect,
damage to the anterior portions of the thalamus generates memory loss [144,145], and
damage to midline thalamic nuclei causes inattention and executive dysfunction [146,147].
In the linguistic aspect, it has been a matter of debate whether the thalamus plays a role in
language [148,149]. According to a previous review [150], almost 90% of the left thalamic
and bilateral thalamic patients 3 weeks to 4 months post-stroke presented with memory
disturbances, inattention, executive dysfunctions, and behavioral and/or mood alterations.
Linguistic difficulties, such as fluency (6.4%), repetition (15.1%), naming (72.2%), auditory
comprehension (43.8%), reading (25%), and writing (65%) were found in patients with left
thalamic lesions (n = 37), and comprehension (1/2), repetition (1/2), and naming (2/2)
were found in those with bilateral thalamic lesions (n = 3). Our recent study reported
that 25 of the 27 patients with acute thalamic stroke (92.6%) had cognition impairments,
including inattention (18 patients), memory disturbances (15), executive dysfunctions (11),
social behavioral disturbance (1), and aphasia (3) (Table 6). Also, we demonstrated that
the thalamus plays a specific role in this loop, different from the pons or cerebellum,
using two modalities of neuroimaging techniques such as SPECT and f-NIRS [151]. The
SPECT results obtained from patients with thalamic lesions yielded evidence of common
perfusion abnormalities in the fronto–parieto–cerebellar loop, including SMA, IFG, and
surrounding language-relevant regions. In NIRS sessions during VFT, the thalamic stroke
group encountered significant word retrieval difficulties relative to the age-matched healthy
group. This implies that executive dysfunction due to a thalamic stroke may be more severe
than a pontine ictus. Furthermore, a strong correlation between word retrieval and SMA
responses has been demonstrated, and this suggests that there is a tight link between the
thalamus and SMA. A follow-up NIRS revealed that increasing bilateral SMA responses
may be associated with word retrieval improvements. The findings suggest that cognitive
dysfunction after thalamic stroke may be related to the fronto–parieto–cerebellar loop,
while language dysfunction is attributed to the SMA, inferior frontal gyrus (IFG), and
language-related brain areas [151,152]. Together, the SMA may be responsible for the
recovery of executive dysfunction after a thalamic stroke, as the SMA plays a role in
cognitive recovery after a pontine stroke. These findings demonstrate that thalamic injury
disrupts the SMA function more seriously than a pontine stroke, thus leading to cognitive
impairments more directly than pons (Figure 3).

Figure 3. Neural mechanism underlying cognitive dysfunction after pontine stroke.
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Table 6. Similarities and differences: pons, cerebellum, and thalamus.

Executive
Dysfunction

Inattention
Memory

Disturbance
Linguistic

Difficulties

Spatial
Cognition

Difficulties

Personality
Changes

Pons
Cerebellum
Thalamus

The color density of the rows in each lesion represents the occurrence frequency of each domain, i.e., the deep
green scale as a higher frequency and the light green as lower. The color gradient may represent hierarchical
cognitive processing in the fronto–ponto–cerebellar–thalamic loop.

4.8. Limitations and Future Direction

Our observations in the case series are derived from only a small sample of patients at
a single institute, resulting in the prevention of generalized results. Larger sample sizes
recruited from multicenter institutes are needed to confirm these findings. In Japanese
medical circumstances, where most of the patients are transferred out for intensive re-
habilitation within a few weeks of admission, we have difficulty in obtaining data from
the long-term follow-up neuropsychological evaluation. Therefore, the prognoses and
long-term trajectories of the cognitive disabilities remains largely unknown. We need to
establish a criterion to decide exactly which measure would be more sensitive and more
specific to each domain (executive function, attention, and memory) among the in-depth
neuropsychological tests. To date, executive function is composed of multiple cognitive
components. Further study is required to clarify which component is more vulnerable for
pontine injury. The function of pons has been paid no attention in the basic neuroscience
field. In the coming decade, an advance in translational research using an animal model
with invasive techniques would provide us with great details on the molecular mechanisms
of cognition. For example, the acquired genetic manipulation of a specific molecule at a
specific legion by means of “optogenetics” technology might help us better understand how
pons would be involved in cognitive processing at the molecular level. The application of
new techniques and translational research would provide us with a new pharmacological
intervention or other therapeutic approaches and management strategies which might
facilitate the improvement of cognitive disabilities.

Pontine injury induces morphological and neurodegenerative changes in the fronto–
ponto–cerebellar–thalamic loop, resulting in the failure of information processing and
then leading to cognitive decline. f-NIRS could monitor the dynamic changes in the SMA
associated with executive dysfunction due to pontine stroke and eventually, cognitive
recovery by monitoring the SMA responses using f-NIRS and follow-ups.

5. Conclusions

Nine personal observations and a review of the literature showed that a range of
cognitive symptoms may result from isolated pontine damage. In particular, executive
dysfunction represents the most common cognitive symptom. In the vast majority of the
previous neuroimaging literature dealing with cognitive deficits after a pontine stroke, a
frontal perfusion abnormality was found. In addition, our unique data combining SPECT
and f-NIRS show the involvement of fronto–cerebellar diaschisis, and also suggest that
SMA responses might eventually reflect the severity of cognitive decline due to pontine
stroke and may also be related to the recovery. We finally posit that cognitive decline after
a pontine stroke may be attributable to fronto–ponto–cerebellar diaschisis. In other words,
pons constitutes an intrinsic part of the fronto–cerebellar–thalamic loop, while each area
performs its part in cognitive processing in a hierarchical manner, and that an isolated
pontine injury can result in a variety of symptoms that are typically associated with a
disrupted processing relay.
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Abstract: A stroke is a serious life-threatening condition and a leading cause of death and disability
that happens when the blood vessels to part of the brain are blocked or burst. While major advances
in the understanding of the ischemic cascade in stroke was made over several decades, limited
therapeutic options and high mortality and disability have caused researchers to extend the focus
toward peripheral changes beyond brain. The largest proportion of microbes in human body reside
in the gut and the interaction between host and microbiota in health and disease is well known. Our
study aimed to explore the gut microbiota in patients with stroke with comparison to control group.
Fecal samples were obtained from 51 subjects: 25 stroke patients (18 hemorrhagic, 7 ischemic) and
26 healthy control subjects. The variable region V3–V4 of the 16S rRNA gene was sequenced using the
Illumina MiSeq platform. PICRUSt2 was used for prediction of metagenomics functions. Our results
show taxonomic dysbiosis in stroke patients in parallel with functional dysbiosis. Here, we show that
stroke patients have (1) increased Parabacteroides and Escherichia_Shigella, but decreased Prevotella and
Fecalibacterium; (2) higher transposase and peptide/nickel transport system substrate-binding protein,
but lower RNA polymerase sigma-70 factor and methyl-accepting chemotaxis protein, which are
suggestive of malnutrition. Nutrients are essential regulators of both host and microbial physiology
and function as key coordinators of host–microbe interactions. Manipulation of nutrition is expected
to alleviate gut dysbiosis and prognosis and improve disability and mortality in the management
of stroke.

Keywords: stroke; gut; dysbiosis; nutrition; inflammation; microbiota; mortality; therapeutics;
blood; brain

1. Introduction

A stroke is a serious life-threatening condition and a leading cause of death and
disability that happens when the blood vessels to part of the brain are blocked or burst.
Stroke has a long history but the research of its pathobiology has only been carried out
recently. Stroke is a kind of inflammation, and upon neurological injury, inflammatory
cascades are initiated and subsequent recovery follows. Initial ischemic event results in
excitotoxicity and oxidative stress which leads to microglial and astrocyte activation to
secrete cytokines, glial fibrillary acidic protein (GFAP), and matrix metalloproteinases
(MMPs). These factors are proinflammatory and lead to upregulated expression of cell
adhesion molecules such as selectins and intracellular adhesion molecule 1 (ICAM-1)
on endothelial cells, and recruit blood-derived inflammatory cells including neutrophils,
macrophages, and lymphocytes to the ischemic site. In addition, dying neuronal cells
release danger-associated molecular patterns (DAMPs) which in turn stimulate microglia
and peripheral immune cells such as neutrophils, macrophages, and lymphocytes, causing
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production of proinflammatory factors, resulting in further activation of microglia and
astrocyte [1].

While major advances in the understanding of the ischemic cascade in stroke were
made over several decades, limited therapeutic options and high mortality and disability
have caused researchers to extend their focus toward peripheral changes beyond the
brain [2].

Various research, including animal model studies and clinical trials, highlighted the
bidirectional connection between the brain and the gut in the pathogenesis of neurological
and neuropsychiatric diseases such as depressive diseases, anxiety, bipolar disorder, autism,
schizophrenia, Parkinson’s disease, Alzheimer’s disease, dementia, multiple sclerosis, and
epilepsy [3–12]. The brain–gut axis comprises brain, spinal cord, autonomic nervous system
(ANS), enteric nervous system (ENS), and hypothalamic–pituitary–adrenal (HPA) axis [13].
The vagus nerve (tenth cranial nerve) represents the principal pathway from the gut lumen
to the brain, which acts collaboratively with several neurotransmitters released from ENS
and has immunomodulatory properties [14]. The integrated activity of HPA and the vagus
nerve permits high-level communication between the brain and gastrointestinal tissues, in
more detail enterochromaffin cells, interstitial cells of Cajal, smooth muscle cells, enteric
neurons, epithelial cells, and immune cells, that in practice are all regulated by the gut
microbiota [15]. The largest proportion of microbes in the human body reside in the gut,
and balanced intestinal microbiota stimulate a regulatory environment in the gut-associated
lymphoid tissue (GALT) through the production and release of various immunomodulatory
compounds, like short-chain fatty acids (SCFAs) [16], but any alteration in gut microbiota
and host communication can be considered as a triggering element in the pathogenesis of
diseases [17].

A symbiotic relationship with gut microbiota is an essential component to maintain
host heath both metabolically and immunologically. The host utilizes the gut microbiota
to digest food to obtain the nutrients and energy and participates in host metabolism and
organism immunity [18]. One-third of the small molecules in the blood derived from gut
microbiota and the trillions of commensal or mutualistic bacteria and archaea are a huge
chemical factory that can produce some essential amino acids and vitamins and many
compounds that affect host energy homeostasis, body adiposity, glucose tolerance, insulin
sensitivity, inflammation, and hormone secretion needed for their own existence and sur-
vival [19,20]. Fiber fermentation by fecal microbial flora produces the short-chain fatty acids
(SCFAs) such as butyrate, propionate, and acetate, which affect host metabolism in various
ways by acting on G protein-coupled receptors (GPCRs) expressed by enteroendocrine
cells. Butyrate and acetate activate glucagon-like peptide 1 (GLP-1) and peptide YY (PYY)
secretion with influence on GLP-1-induced insulin biosynthesis in the pancreas and on PYY-
induced satiety in the brain, and acetate may upregulate fat storage by inducing release of
ghrelin [21]. Microbiota-derived succinate stimulates expression of uncoupling protein 1
(UCP1), leading to upregulate thermogenesis in adipose tissue [22]. Primary bile acids are
transformed by gut microbiota to secondary bile acids which act through the Takeda-G-
protein-receptor-5 (TGR5) receptor to upregulate GLP-1 secretion causing thermogenesis
in adipose tissue [23]. Indole and its derivatives are the ligand to the aryl hydrocarbon
receptor (AhR). Indole-3-propionic acid is associated with enhanced insulin secretion and
insulin sensitivity and thereby results in a reduced risk of type 2 diabetes [24]. Commensal
bacteria produce N-acyl amide, a mimic of human signaling molecules, which controls
host glucose metabolism by binding to the G protein-coupled receptor 119 (GPR119) [25].
Proteins released by gut symbionts also regulate paracrine or endocrine action. Caseinolytic
peptidase B (ClpB), a protein released by Escherichia coli, is implicated in the control of
appetite [26]. Melanocortin-like peptide of E. coli (MECO-1), which is a structural mimic
to α-melanocyte stimulating hormone and adrenocorticotropin, functions through the
mammalian melanocortin-1 receptor (MC1R), suppressing cytokine secretion in response
to proinflammatory stimulation [27]. Amuc_1100, expressed on the outer membrane of
Akkermansia muciniphila, ameliorates gut barrier function with elevated goblet cell popula-
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tion via Toll-like receptor 2 (TLR2) and shows the beneficial effect on insulin sensitivity and
energy metabolism [28]. Host metabolism is also affected by synthesized neurotransmitters
by gut commensals such as catecholamine, histamine, γ-aminobutyric acid and serotonin
or gaseous neurotransmitters, including nitric oxide (NO) and hydrogen sulfide (H2S) [29].

The immune system orchestrates the maintenance of key features of host–microbe
symbiosis while the microbiome plays critical roles in the training and development of
major components of the host’s immune system [30]. Trace metals are essential micronutri-
ents required for survival across all kingdoms of life, and hosts have numerous strategies
of metal limitation and intoxication that prevent bacterial proliferation, a process termed
nutritional immunity [31]. Fecal calprotectin allows the chelation of essential divalent
metal ions (e.g., calcium, iron, or zinc), limiting growth of invasive and commensal gut
bacteria, while it represents a well-studied inflammatory biomarker in inflammatory bowel
diseases [32].

We have previously measured fecal calprotectin (FC), a gut nutritional immunity
marker of host, in stroke and reported two meaningful findings: (1) there was a significant
increase in FC levels in stroke patients compared to those in controls; (2) FC in stroke
patients had negative correlation with levels of albumin and lymphocyte but positive
correlation with C-reactive protein (CRP) [33]. This study aimed further to explore the
gut microbiota, the other side of host and microbe interaction, in stroke patients with
comparison to control group.

2. Materials and Methods

Fecal samples were obtained from 51 subjects: 25 stroke patients (18 hemorrhagic,
7 ischemic) and 26 healthy control subjects. The variable region V3–V4 of the 16S rRNA
gene was sequenced using the Illumina MiSeq platform. PICRUSt2 was used for prediction
of metagenomics functions.

2.1. Subjects

In the present study, 51 subjects provided a single fecal sample including 25 stroke
patients (STR) and 26 healthy control subjects (CON). Stroke patients, including both
ischemic and hemorrhagic types, were directly admitted from the emergency department
(ER) to the intensive care unit (ICU). Fecal samples were obtained from stroke patients
as early as possible during their stay in the ICU. The enrolled period of the subjects was
from September 2018 to April 2019. Informed consent was written and obtained from the
subjects or their guardians. Diagnosis of stroke was based on head computed tomography
(CT) scans or magnetic resonance imaging (MRI) studies. The study subjects had no history
of colorectal or systemic inflammatory conditions. The present study was approved by the
ethical review board of Cheju Halla University (IRB approval number: 1044348-20180713-
HR-007-01).

2.2. Demographic Characteristics

Baseline demographic and clinical characteristics of the stroke patients were collected
(Table 1). These included patient sex, age, body mass index (BMI), stroke type, and
comorbidities. The age of the stroke patients ranged from 39 to 86 and the age of the control
subjects ranged from 41 to 85. The male-to-female ratio of the stroke patients was 14:11 and
the male-to-female ratio of the control subjects was 16:10. The body mass index (BMI) of
the stroke patients ranged from 17.3 to 31.4 and the BMI of the control subjects ranged from
18.8 to 33.2. Comorbidities in stroke patients include diabetes mellitus (16%), hypertension
(52%), and coronary artery disease (8%), while those in control subjects include diabetes
mellitus (15.3%) and hypertension (30.7%). Regarding medication, intravenous antibiotics
were taken along the progress in all stroke patients. While stroke was reported to be
associated with obesity, hypertension, or diabetes mellitus, all of which had major effect on
gut dysbiosis [34], the subject difference between stroke patients and control group was not
as significant for those comorbidities.
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Table 1. Demographic characteristics of the study population.

CON
(n = 26)

STR
(n = 25)

p

Age (year) 58.6 ± 14.1 60.8 ± 15.2 0.579

Sex (M/F) 16/10 14/11 0.663

BMI (kg/m2) 23.4 ± 3.5 23.7 ± 3.4 0.808

Comorbidities

DM (number) 4 4 1

Hypertension (number) 8 13 0.159

CAD (number) 0 2 0.235

Medication

PPI (number) 0 0 NA

NSAID (number) 0 0 NA

ABX (number) 0 25 <0.0001
Abbreviations: CON, healthy controls; STR, stroke patients; BMI, body mass index; DM, diabetes mellitus;
CAD, coronary heart disease; PPI, proton pump inhibitor; NSAID, nonsteroidal anti-inflammatory drug; ABX,
antibiotics; NA, not applicable. Values are expressed as mean ± SD.

2.3. DNA Extraction

Subjects provided a single fecal sample for measurement as early as possible during
their ICU stay. Aliquots of fecal samples were kept frozen on receipt at −80 ◦C prior to
DNA extraction [35]. DNA was extracted from 200 mg of fecal aliquot using a QIAamp
PowerFecal Pro DNA Kit (Qiagen, Hilden, Germany) according to the manufacturer’s
instructions without modification. Briefly, the fecal sample and eight hundred microliters
of lysis buffer (solution CD1) were applied to the PowerBead Pro tube. The mixture
was horizontally agitated at maximum speed for 10 min until the fecal sample became
homogeneous. The homogenate was then centrifuged at 15,000× g for one minute. The
supernatant was removed and mixed with two hundred microliters of solution CD2, which
contained inhibitor removal reagents. After the centrifuge stopped, the supernatant was
removed and mixed with six hundred microliters of Solution CD3, which customized the
DNA solution salt concentration and allowed more specific deoxynucleic acid binding to the
column. The mixture was then carefully added to the QIAamp spin column and centrifuged
at maximum speed for one minute. The column was cleaned two times with washing
buffers (solutions EA and C5, respectively). Then, a total of one hundred microliters of
elution buffer (Solution C6) was applied and centrifuged at maximum speed for one minute
to elute the deoxynucleic acid [36].

2.4. Library Construction and Sequencing

The sequencing libraries were prepared according to the Illumina 16S Metagenomic
Sequencing Library protocols to amplify the V3 and V4 regions. The 4 ng of input gDNA
was polymerase chain reaction (PCR) amplified with 2× KAPA HiFi HotStart ReadyMix
buffer (KAPA Biosystems, Wilmington, MA, USA), one micromole each of universal F/R
PCR primers. The protocols for PCR were as follows: (1) heat activation for three minutes
at 95 ◦C; (2) twenty five cycles of thirty seconds at 95 ◦C, thirty seconds at 55 ◦C, and
thirty seconds at 72 ◦C; (3) five minutes final extension at 72 ◦C. The universal primer
pairs with Illumina adapter overhang sequences were: V3-F: 5′-TCG TCG GCA GCG TCA
GAT GTG TAT AAG AGA CAG CCT ACG GGN GGC WGC AG-3′, V4-R: 5′- GTC TCG
TGG GCT CGG AGA TGT GTA TAA GAG ACA GGA CTA CHV GGG TAT CTA ATC
C-3′. The PCR amplicon was cleaned with AMPure beads (Agencourt Bioscience, Beverly,
MA, USA). After purification, five microliters of the PCR product was PCR amplified the
second time for the last library construction holding the index using NexteraXT Indexed
Primer. The protocol condition for the second PCR was equal to that for the first PCR except
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for eight cycles. The PCR amplicon was cleaned with AMPure beads. The last purified
product was then quantitatively measured using a Qubit (Life Technologies, Carlsbad,
CA, USA) 2.0 fluorometer, following the manufacturer’s instructions, and qualified using
the TapeStation D1000 ScreenTape (Agilent Technologies, Waldbronn, Germany). The
paired-end (2 × 300 bp) sequencing was performed using the MiSeq™ platform (Illumina,
San Diego, CA, USA) [37].

2.5. Sequencing Data Analysis

Forward and reverse paired-end 16S rRNA sequences were combined by Quantitative
Insights Into Microbial Ecology (QIIME) 2 (version: 2021.2) pipeline. After merging, the
sequences were demultiplexed and separated into samples using the index sequence
of each sample. With the use of QIIME 2 plugin DADA2, a quality check was carried
out, the noise was removed, and denoised and filtered amplicon sequencing variants
were rarefied to a depth of 4000 sequences per sample. Analysis of alpha diversity was
carried out by the diversity plugin of QIIME 2. Nonmetric multidimensional scaling
(NMDS) diagrams were produced by R packages “phyloseq” and “ggplot2”. Taxonomy
was designated to the amplicon sequence variants (ASVs) by Vsearch pretrained on Silva
reference database (silva-138-99-seqs) and the feature-classifier plugin of QIIME 2 [38]. The
compositional microbiome data and their relative abundances were calculated on seven
levels of taxonomy including species, genus, family, order, class, phylum, and kingdom.
The linear discriminant analysis (LDA) effect size (LEfSe) method was carried out to
reveal the differences in taxon abundance between groups at different taxonomic levels
using default parameters except otherwise specified [39]. Two groups were regarded as
significantly different at a p value less than 0.05 and a |log10(LDA score)| more than
2. The function prediction analysis was carried out using the Phylogenetic Investigation
of Communities by Reconstruction of Unobserved States (PICRUSt) software based on
Kyoto Encyclopedia of Genes and Genomes (KEGG) database. PICRUSt2 is a software for
predicting functional abundances based only on marker gene sequences such as 16S rRNA
gene sequencing data, and function refers to gene families such as KEGG orthologs [40].

2.6. Statistical Analysis

For each group, twenty-five participants were necessary to have a power of ninety
percent with two-sided five percent significance and 0.2 for an effective size, according to
Whitehead et al. [41]. The Student’s t-test or Fisher’s exact test were utilized according
to variables to compare demographic characteristics of the study subjects. All tests were
two-sided, and p < 0.05 was considered statistically significant. The statistical software
package for data was the GraphPad Prism version 10.0.2 (GraphPad Software Inc., La Jolla,
CA, USA). Beta diversity was measured from the pairwise PERMANOVA (permutational
multivariate analysis of variance) test using Bray–Curtis and Jaccard distance metrices [42].

3. Results

3.1. Alpha Diversity

The Student’s t-test indicated differences in the richness and evenness of the bacteria
between two groups (Figure 1). The bacteria were less enriched in the STR group (p = 0.01)
(Figure 2A). There was also a difference in the evenness between two groups (p = 0.001)
(Figure 2B). To sum up, the gut microbiome was less abundant in the STR group.
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Figure 1. (A) Observed amplicon sequence variants (ASVs); p = 0.01. (B) Shannon index; p = 0.001;
CON: control; STR: stroke; CON (green): control; STR (red): stroke.

Figure 2. Beta diversity observation in two groups. (A) Bray–Curtis plot of control and stroke group
microbiome communities at phylum level; p = 0.354. (B) Jaccard plot at phylum level; p = 0.165.
(C) Bray–Curtis plot at genus level; p = 0.001. (D) Jaccard plot at genus level; p = 0.001; CON (green):
control; STR (red): stroke.

3.2. Beta Diversity

When observed at the genus level, control and stroke groups differed significantly in
bacterial diversity, while there was no difference at phylum level (Figure 2). In Figure 2,
Bray–Curtis (A,C) and Jaccard (B,D) distance metrics were used. Consistent results were
obtained in both metrics.
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3.3. Taxonomy Changes

We performed LEfSe to identify bacterial taxa that could best explain the differences
between CON and STR with alpha value for the factorial Kruskal–Wallis test among
classes = 0.05, alpha value for the pairwise Wilcoxon test between subclasses = 0.05, and
threshold on the logarithmic LDA score for discriminative features > 3.6. The clades
that decreased in stroke patients included Prevotella, Fecalibacterium, Roseburia, Lach-
nospiraceae_NK4A136_group, Eubacterium, and Dialister while the clades that increased
in stroke patients included Parabacteroides, Lachnoclostridium, Escherichia_Shigella, Fu-
sobacterium, Lactobacillales, and Enterococcus (Figure 3).

Figure 3. (A) Linear discriminant analysis effect size (LEfse) result showing taxonomic difference
between two groups. (B) Taxon table and LDA score of each taxon; CON (red): control; STR (green):
stroke.

3.4. Biologic Function Changes

We performed LEfSe to identify biologic functions that could best explain the differ-
ences between CON and STR with alpha value for the factorial Kruskal–Wallis test among
classes = 0.05, alpha value for the pairwise Wilcoxon test between subclasses = 0.05, and
threshold on the logarithmic LDA score for discriminative features > 2.0 (Figure 4).

The functions that were decreased in stroke patients included RNA polymerase sigma-
70 factor, putative ABC transporter system permease, methyl-accepting chemotaxis protein,
glutamate synthase, thiamin-phosphate pyrophosphorylase, ATP-dependent DNA helicase
RecG, putative hydrolase of the HAD superfamily, phosphoglycolate phosphatase, and
GTP pyrophosphokinase.

The functions that were enriched included transposase, peptide/nickel transport sys-
tem substrate-binding protein, cysteine-S-conjugate beta-lyase, peptide/nickel transport
system ATP-binding protein, peptide/nickel transport system permease protein, ribose
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transport system ATP-binding protein, alpha-glucosidase, AraC family transcriptional
regulator, iron (III) transport system permease protein, iron (III) transport system substrate
binding protein, GntR family transcriptional regulator, iron complex transport system
permease protein, putative tricarboxylic transport membrane, and dihydrolipoyl dehydro-
genase [43]. Taken together, our results showed taxonomic dysbiosis in stroke patients in
parallel with functional dysbiosis.

  
(A) (B) 

Figure 4. (A) Linear discriminant analysis effect size (LEfse) result showing functional difference
between two groups. (B) KEGG ortholog table and LDA score of each ortholog; CON (red): control;
STR (green): stroke.

4. Discussion

While stroke is a vascular event and subsequent inflammation which occurs in the
brain, the dysfunction of the gut–brain axis has been known to be a hopeful area of re-
search for identifying preventive and treatment strategies against stroke [2]. Stroke is
characterized by a disruption of blood supply to a specific region of the brain, leading to
neuronal damage and death as well as disturbances in the blood–brain barrier and is compli-
cated by functional deficits of motor, sensing, or cognition and seizures or depression [44].
Elaboration on the neural substrates affected by stroke can shed light on the potential
mechanisms underlying the interaction between the gut and the brain, like in migraine
or neuropathic pain, where such neural substrates or pathomechanisms which involve
calcitonin gene-related peptide (CGRP), transient receptor potential channels (TRP chan-
nels), endocannabinoid system, glutamatergic system, tryptophan-kynurenin (Trp-KYN)
metabolism, neuroinflammation, cytokines, and microglial activation were revealed [45]. In
recent years, several efforts have been made and emerging evidence suggests that ischemic
brain tissue and activated microglia release cytokines and damage-associated molecular
patterns (DAMPs), which leads to triggering vascular endothelial cells to reveal adhesion
molecules and to extravasate immune cells and inflammatory cells to the injury site of
stroke from the blood circulation. In the meantime, production of cytokines and DAMPs
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in addition to stimulation of the vagus nerve, which acts as the primary communication
pathway between the central nervous system (CNS) and enteric nervous system (ENS),
lead to increase in intestinal permeability, gut dysbiosis, and gut dysmotility, resulting in
bacterial translocation in intestine and migration of gut immune cells and inflammatory
cells into the injury sites of stroke through circulating blood flow. Yet, the exact molecular
landscape which underlies the alterations in the brain–gut axis is in its infancy [46,47].

We collected fecal samples and analyzed composition and KEGG function of gut micro-
biota both from patients with stroke and health controls. Our results showed (1) decreased
alpha diversity, (2) different microbiomes from control subjects at genus-level beta-diversity,
(3) dysbiotic change in bacterial abundances, and (4) dysbiotic change in biologic functions
in stroke patients.

Peh et al. have recently reviewed 14 clinical human stroke studies globally and found
that the main cohort background was Chinese (12/14). They revealed that alpha diver-
sity in stroke was heterogeneous (no difference: 5, decreased: 4, increased: 3, N/A: 2)
and 62 upregulated (e.g., Streptococcus, Lactobacillus, Escherichia) and 29 downregulated
(e.g., Eubacterium, Roseburia) microbial taxa in stroke patients [48]. Our study showed
that the patients group for the gut showed enrichment of Parabacteroides, Tannerellaceae,
Lachnoclostridium, Escherichia_Shigella, Fusobacterium, Clostridia_UCG_014, and Enterococ-
cus in contrast to depletion of Prevotella, Faecalibacterium, Roseburia, Selenomonadales,
Lachnospiraceae_NK4A136_group, Eubacterium, and Dialister. Among the aforementioned
14 clinical studies, two studies had more than 300 in cohort size and our results are consis-
tent with their results. Yin et al. studied 322 Chinese stroke patients and 231 controls and
showed that Proteobacteria was enriched but Bacteroides, Prevotella, and Faecalibacterium
were depleted [49]. Haak et al. studied 349 Dutch stroke patients and 51 controls and
showed that Proteobacteria, Escherichia/Shigella, Peptoniphilus, Ezakiella, and Enterococcus
were enriched while Firmicutes and Bacteroidetes were depleted [50].

There are few reports about the biologic function of gut microbiota in stroke. Sun et al.
studied 132 Chinese stroke patients and divided them into good (n = 105) and poor (n = 27)
outcome based on a 3-month modified Rankin scale. The functional potential was predicted
using the Phylogenetic Investigation of Communities by Reconstruction of Unobserved
States (PICRUSt), and showed that upregulated function in the poor outcome group in-
cluded membrane transport, transcription, and metabolism while downregulated functions
included amino acid metabolism, metabolism of cofactors and vitamins, and replication
and repair [51]. These findings are consistent with our results. Our study showed that
membrane transport (ribose transport system), transcription (AraC family transcription
regulator), and metabolism (cysteine-S-conjugate beta-lyase) are enriched in stroke patients
while amino acid metabolism (glutamate synthase), replication and repair (ATP-dependent
DNA helicase RecG), and metabolism of cofactors and vitamins (thiamine-phosphate
pyrophosphorylase) are depleted in stroke patients.

We have previously collected blood samples from stroke patients and analyzed various
parameters; a notable finding is low levels of albumin and lymphocytes [33]. Albumin and
lymphocytes serve as markers of prognostic nutritional index (PNI), and depletion of both
markers is associated with poor functional outcome [52]. Stroke is regularly accompanied
by dysphagia and other factors associated with decreased nutritional intake [53]. Nutri-
ents are essential regulators of both host and microbial physiology and function as key
coordinators of host–microbe interactions [54]. Trace metals are important nutrients for all
forms of life. Murdoch et al. recently reviewed nutritional immunity for nutrient metals
at the host–microbe interface [31], and oral cuprizone, copper chelator, was reported to
induce a demyelination model simulating progressive multiple sclerosis and suppress the
tryptophan-kynurenine metabolic system [55].

We have reported increase in stroke patients of fecal calprotectin [33], which binds
to and sequesters Zn, Mn, Ni, Cu, and Fe in the extracellular milieu through the action
of metal-binding sites [56], and our present study showed that gut microbiome in stroke
patients became enriched in the nickel transport system and the iron transport system.
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In this regard, malnutrition can increase bacterial infections and systemic inflammation
that reversibly impact brain tissue degeneration. Recent preclinical studies have shown
the protective effects of nutritional support. The administration of a high-protein (HP)
diet in rats has been shown to reduce post-stroke neurological deficit [57], and a HP
diet in radiation-induced acute-phase inflammation in rats led to increased percentage of
lymphocytes and decreased percentage of neutrophils [58].

As the prognostic importance of nutrition led three German medical societies to pub-
lish the guidelines of clinical nutrition in patients with stroke [59] in 2013, the manipulation
of diet contents for stroke management, understanding the specific roles and underlying
mechanisms of nutrients in regulating the host–microbe interactions, and development of
strategies for improving prognosis of stroke have been gaining attention.

The potential to modulate the activity of the immune system by interventions with spe-
cific nutrients is termed “immunonutrition”, and this concept may be applied to stroke [60].
Immunonutrition has been reported to improve wound healing and reduce infectious
complications and length of stay in hospital. Its formulation includes supplementation
with arginine, glutamine, omega-3 fatty acids, vitamins, and trace minerals (zinc, sele-
nium), some of which have commonly been classified as nonessential but have become
essential in certain clinical situations, such as for trauma patient or patients at high risk for
malnutrition [61]. Arginine has various effects on wound healing and immune function.
Metabolically, arginine is a precursor for ornithine, which is essential for both polyamine
synthesis and NO. It is also a precursor to proline, and is thus engaged specifically for
collagen synthesis [62]. Recent studies in rodents and humans showed that supplemental
arginine-induced gut microbiota remodeling with enrichment of B. pseudolongum boosts
pulmonary immune defense against nontuberculous mycobacteria (NTM) infection by
driving the protective gut–lung axis in vivo [63], and arginine treatment decreases neuronal
death after rat cerebral ischemia/reperfusion (I/R) injury and improves functional recovery
of stroke animals [64]. Glutamine is normally nonessential but has become “conditionally
essential” during inflammatory conditions. Glutamine is important to cell proliferation
in that it can act as a respiratory fuel and that it can enhance the function of stimulated
immune cells [65]. Glutamine protects mouse brain from ischemic injury via upregulating
heat shock protein 70 [66], and reduces the intestinal colonization and bacterial overgrowth
or bacterial translocation [67]. Essential fatty acids play an important role in the immune
system by regulating properties of cell membranes and controlling cell signaling, while
Omega-3 fatty acids lessen inflammatory responses through their effects on production
of specific chemokines and cytokines [68]. Omega-3 polyunsaturated fatty acids enhance
cerebral angiogenesis and provide long-term protection after stroke [69], and they correlate
with gut microbiome diversity [70]. Vitamin A is an essential micronutrient that comes in
multiple forms, including retinols, retinals, and retinoic acids (RAs). It plays a role in the
inflammatory phase of wound healing and has been demonstrated to enhance production
of extracellular matrix components such as collagen type I and fibronectin [71]. Adminis-
tration of a combination of vitamin A and D supplementation can significantly increase
vitamin A and D serum levels, decrease IL-1β serum levels, and ultimately improve clinical
outcome in ischemic stroke patients [72]. The gut flora was altered by a vitamin-A-deficient
diet in rats and mice, and RA could restore Lactobacilli that were downregulated in a
murine lupus model [73]. Vitamin C plays an essential role in collagen formation and
post-translational modification, and its deficiency leads to scurvy with various cutaneous
and wound manifestations. It acts as a cofactor in the hydroxylation of proline and lysine
residues in procollagen, which are critical for the stability of collagen fibers. In addition,
vitamin C enhances neutrophil motility [74]. Supplementation with vitamin C increased
the abundance of bacteria of the genus Bifidobacterium [75], and post-stroke treatment with
high-dose ascorbate protects the brain through epigenetic reprogramming and may func-
tion as a robust therapeutic against stroke injury [76]. Zinc is a cofactor in a number of
intracellular enzymatic reactions pertaining to wound healing. It is also an antioxidant and
confers resistance against epithelial apoptosis [77]. Zinc improves neurological recovery
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by promoting angiogenesis via the astrocyte-mediated HIF-1α/VEGF signaling pathway
in experimental stroke [78]. Selenium has a strong antioxidant role, and organic selenium
was associated with a higher concentration of total VFA, propionate, and butyrate, a higher
number of DNA copies of Lactobacillus, and a trend to lower DNA copies of Escherichia
coli [79]. Lower selenium levels were associated with worse stroke outcomes, and selenase
improved the modified Rankin Scale and National Institute of Health Stroke Scale scores
significantly [80].

Limitations of this study include relatively small sample size and predictive biologic
functions based on PICRUSt2. Though our taxonomic result is consistent with a large cohort
size of more than 300 Chinese and Dutch people and predictive biologic functions are
consistent with a Chinese prognosis study, future directions include a larger sample size of
Korean cohort and whole-genome sequencing-based biologic functions and metabolomics
study.

5. Conclusions

Knowledge of the gut–brain axis and metabolic and immunological interaction be-
tween host and microbe is shedding light on the research of stroke with limited therapeutic
options in spite of high mortality and disability. We previously reported that fecal calpro-
tectin had an association with the Glasgow Coma Scale, which is suggestive of gut–brain
axis and deficiency of blood albumin and lymphocytes in stroke patients. This time, we
explored the gut microbiome, the other side of host and microbe interaction, through 16S
rRNA sequencing and found taxonomic dysbiosis in stroke patients in parallel with func-
tional dysbiosis, which is suggestive of malnutrition. Stroke is commonly accompanied by
dysphagia and other gastrointestinal complications associated with decreased nutritional
intake, and the nutritional status is correlated with prognosis of stroke patients. In contrast
to symbiotic interaction, dysbiotic microbiome cannot provide beneficial metabolism to
the host. Nutrients are common denominators and essential regulators of both host and
microbial physiology and function as key coordinators of host–microbe interactions. The
potential to modulate the activity of the immune system by interventions with specific
nutrients is termed “immunonutrition”, and this promising concept may be applied to
enhanced management of stroke with regard to our current study.
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Abstract: Ischemic stroke is one of the leading causes of death and disability worldwide. Neuro-
genesis plays a crucial role in postischemic functional recovery. Alcohol dose-dependently affects
the prognosis of ischemic stroke. We investigated the impact of light alcohol consumption (LAC)
on neurogenesis under physiological conditions and following ischemic stroke. C57BL/6J mice
(three months old) were fed with 0.7 g/kg/day ethanol (designed as LAC) or volume-matched water
(designed as control) daily for eight weeks. To evaluate neurogenesis, the numbers of 5-bromo-
2-deoxyuridine (BrdU)+/doublecortin (DCX)+ and BrdU+/NeuN+ neurons were assessed in the
subventricular zone (SVZ), dentate gyrus (DG), ischemic cortex, and ischemic striatum. The locomotor
activity was determined by the accelerating rotarod and open field tests. LAC significantly increased
BrdU+/DCX+ and BrdU+/NeuN+ cells in the SVZ under physiological conditions. Ischemic stroke
dramatically increased BrdU+/DCX+ and BrdU+/NeuN+ cells in the DG, SVZ, ischemic cortex,
and ischemic striatum. The increase in BrdU+/DCX+ cells was significantly greater in LAC mice
compared to the control mice. In addition, LAC significantly increased BrdU+/NeuN+ cells by about
three folds in the DG, SVZ, and ischemic cortex. Furthermore, LAC reduced ischemic brain damage
and improved locomotor activity. Therefore, LAC may protect the brain against ischemic stroke by
promoting neurogenesis.

Keywords: alcohol; brain; neurogenesis; subventricular zone; dentate gyrus; ischemia; reperfusion;
rotarod test; open field test; mice

1. Introduction

One of the leading global causes of death and permanent disability is stroke [1,2].
Ischemic strokes, which account for 87% of all strokes, result from an obstruction or
narrowing in an artery that carries blood to the brain [3]. Two reperfusion therapies, phar-
maceutical dissolution and mechanical blood clot removal, are the only ones currently
approved for treating acute ischemic stroke [4,5]. Thus, transient focal cerebral ischemia has
become one of the most common types of ischemic stroke. Unfortunately, although reper-
fusion/recanalization is critical for limiting ischemic brain damage, it may paradoxically
worsen brain damage by inducing reperfusion injury [1,6]. Thus, most stroke survivors
retain a variety of neurological deficits resulting from brain ischemia/reperfusion (I/R)
damage. Therefore, it is imperative to develop novel therapeutic strategies to prevent and
treat brain I/R damage [7–9].

After an ischemic stroke, endogenous regeneration occurs in the ischemic area [10,11].
Although the ability of intrinsic self-healing of the brain is limited, some neurological
deficits, especially motor ones, show a spontaneous recovery during the chronic phase [12].
Thus, promoting endogenous regeneration may be an effective strategy to improve postis-
chemic functional recovery. Evidence suggests that neurogenesis persists in the adult
mammalian brain under physiological and pathological conditions [13–15]. The subven-
tricular zone (SVZ) of the lateral ventricles and the subgranular zone (SGZ) of the dentate
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gyrus (DG) are the neurogenic regions in the adult brain [16,17]. Neuroblasts differentiated
from the SVZ and SGZ migrate to the olfactory bulb, local parenchyma, and granule cell
layer of the DG under physiological conditions [18]. After ischemic stroke, the proliferation
and differentiation of neuronal progenitors dramatically increase. The neuroblasts formed
before and after the stroke migrate to the lesion area and differentiate into functional
neurons [19–21]. Postischemic neurogenesis starts as early as two days, peaks at two
weeks, and continues for more than six weeks after the onset of ischemic stroke [15,22,23].
Although the precise mechanism driving postischemic neurogenesis is still unclear, many
factors, including growth factors and inflammatory modulators, have been reported to be
involved in the process [15,24,25].

Alcohol is one of the most frequently used chemicals. Its actions frequently target
the brain [26]. Various epidemiological studies suggest that chronic alcohol consumption
has dose-dependent effects on the incidence and prognosis of ischemic stroke. In contrast
to heavy alcohol consumption (HAC), which increases the incidence and worsens the
outcome of ischemic stroke, light-to-moderate alcohol consumption (LAC) lowers the
incidence and improves the prognosis of ischemic stroke [27–35]. Recently, we discovered
that LAC protected against brain I/R damage by promoting cerebral angiogenesis and
reducing postischemic apoptosis, inflammation, and blood-brain barrier (BBB) disruption
in rodents [36–38]. However, research studies that we are aware of have yet to investigate
the impact of LAC on neurogenesis following ischemic stroke. In addition, the effect of
chronic alcohol consumption on baseline neurogenesis has yet to be studied to a large
extent. Previous studies focused on the impact of alcohol consumption on neurogenesis in
the DG of the hippocampal formation [39–41]. However, the results lack consistency. Thus,
our goal of the present study is to ascertain whether LAC impacts neurogenesis under
physiological conditions and following transient focal cerebral ischemia.

BrdU+/DCX+ and BrdU+/NeuN+ cells, which represent newborn neurons, are com-
monly used to evaluate neurogenesis [42–45]. In the present study, we compared the
number of BrdU+/DCX+ and BrdU+/NeuN+ neurons in the DG, SVZ, ischemic cortex,
and ischemic striatum between LAC mice and control mice under physiological conditions
and two weeks after transient focal cerebral ischemia. A previous study found that LAC
reduced infarct size and improved motor function at an early reperfusion stage [37]. How-
ever, the impact of LAC on ischemic damage and locomotor activity has not been assessed
at the late stage of reperfusion. Nissl staining is a valuable tool to determine postischemic
brain atrophy [46,47]. On the other hand, the rotarod and open field tests are extensively
used for analyzing locomotor activity [48–50]. Therefore, we further measured the effects
of LAC on ischemic damage and locomotor activity at two weeks of reperfusion using the
Nissl stain, rotarod test, and open field test.

2. Methods

2.1. Animal Models

The Louisiana State University Health Science Center (LSUHSC)-Shreveport Institu-
tional Animal Care and Use Committee (IACUC) gave its approval to all the procedures
and protocols in the present study, which were carried out following the ARRIVE (Ani-
mal Research: Reporting in Vivo Experiments) and National Institutes of Health (NIH)
Guide for the Care and Use of Laboratory Animals. The protocol (P-21-038) was approved
on 12 May 2021. Forty C57BL/6J mice (male, three months old, 25–30 g) were fed with
0.7 g/kg/day ethanol (designed as LAC, n = 20) or volume-matched water (designed as
control, n = 20) through gavage once a day for eight weeks [36]. These mice were housed in
Animal Resources at LSUHSC-Shreveport. The mice were housed in a room maintained at
20–22 ◦C and light cycle from 5:00 a.m. to 5:00 p.m. Body weight, blood pressure, heart rate,
and fasting blood glucose level were measured at the end of the eight-week feeding period
as previously described [36]. To measure fasting blood glucose level, mice fasted for 12 h
during the daytime. In each group, five mice were used to assess neurogenesis under phys-
iological conditions, five mice were used to determine the neurogenesis following transient
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focal cerebral ischemia, and the remaining ten mice were used to evaluate the locomotor
activity under physiological conditions and following transient focal cerebral ischemia.
To measure neurogenesis under physiological conditions, 50 mg/kg bromodeoxyuridine
(BrdU) (B5002, Sigma-Aldrich, St. Louis, MI, USA) was intraperitoneally administered
once a day for ten days from the fifth week. The mice were euthanized at the end of the
eight-week feeding period.

2.2. Transient Focal Cerebral Ischemia

To determine postischemic neurogenesis and locomotor activity, transient focal cere-
bral ischemia was induced by unilateral middle cerebral artery occlusion (MCAO) for
60 min at the end of the eight-week feeding period as previously described [38]. Ethanol
was not given on the day of or following the ischemic stroke to prevent the acute effect
of alcohol and simulate in-hospital alcohol discontinuation. Isoflurane in a gas mixture
that contained 30% oxygen and 70% nitrogen was used to induce (5%) and maintain (1.5%)
the mouse’s anesthesia. During the procedure, a temperature-controlled heating pad (Har-
vard Apparatus, March, Germany) was used to keep the body temperature stable, and a
Laser-Doppler flow probe (PERIMED, PF 5010 LDPM Unit, Järfälla, Sweden) was used to
monitor the regional cerebral blood flow (rCBF) of the right MCA territory. To occlude the
right MCA, the right external carotid artery (ECA) and common carotid artery (CCA) were
exposed and ligated. Then, a silicon rubber-coated monofilament was inserted into the
right internal carotid artery (ICA) from the base of the right ECA cranially to the bifurca-
tion, where the ICA splits into the MCA and the anterior cerebral artery (ACA). A sharp
decline in rCBF in the MCA territory indicated the initiation of MCAO. Following 60 min
of occlusion, the monofilament was withdrawn, and the CCA was reopened to allow for
reperfusion. To measure postischemic neurogenesis, 75 mg/kg BrdU was intraperitoneally
administered twice daily for five consecutive days from 48 h of reperfusion. Mice were
euthanized at 14 days of reperfusion.

2.3. Immunohistochemistry Staining

To determine the impact of chronic alcohol consumption on neurogenesis, dual im-
munohistochemistry staining was performed. The anesthetized mice were transcardially
perfused with phosphate-buffered saline (PBS) and 4% paraformaldehyde. The brains were
removed, fixed for an overnight period in 4% paraformaldehyde, dehydrated for 72 h in
a graded series of sugar solutions, embedded for 5 min in O.C.T. compound (23-730-571,
Fisher Scientific, Waltham, MA, USA), and then immediately frozen in liquid nitrogen.
Coronal sections of 14 μm thickness were cut from the frozen brains and placed on frost-free
slides. Three sections (0.25 mm rostral and 0.47 mm and 2.15 mm caudal to bregma) from
each mouse were incubated in 2 M HCl for 1 h and neutralized in 0.1 M sodium borate
buffer (pH 8.5) for 10 min. After being washed with PBS, the sections were blocked with a
mixture of 1% bovine serum albumin (BSA), 0.3% trypsin, and 5% goat serum for 1 h and
incubated with 1:100 mouse anti-BrdU antibody (347580; BD Bioscience, La Jolla, CA, USA)
at 4 ◦C overnight. Subsequently, the sections were washed with PBS, incubated with 1:200
biotinylated goat antimouse lgG antibody (BA-9200; Vector Labs, Newark, CA, USA) for
1 h, then 1:200 streptavidin Alexa FluorTM 488 conjugate (s-32354; Thermo Fisher, Waltham,
MA, USA) for 30 min. Following three washes, the sections were blocked with a mixture
of 1% BSA, 0.3% trypsin, and 5% donkey serum for 1 h and then incubated with 1:100
rabbit antidoublecortin (DCX) (4604S; Cell Signaling, Danvers, MA, USA) or 1:100 rabbit
anti-NeuN (MABN140; MilliporeSigma, Burlington, MA, USA) for 3 h. The sections were
washed with PBS and incubated with 1:200 Alexa Fluor 546 conjugated donkey antirabbit
IgG antibody (A10040; Thermo Fisher) for one hour. After three PBS washes, the sections
were coated with a DAPI mounting medium (H-1800, VectorShield, Newark, CA, USA)
and then observed under a fluorescence microscope (Nikon Eclipse Ts2). Five pictures
from each region of interest in the SVZ, DG, ischemic cortex, and ischemic striatum were
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captured for quantitative analysis. BrdU- and DCX/NeuN-positive cells were counted, and
their fold changes from the control were expressed.

2.4. Cresyl Violet Staining

The section at 0.47 mm caudal to bregma, which had the largest infarct at 24 h of
reperfusion in the MCAO mouse model, was selected for Cresyl Violet staining to evalu-
ate ischemic damage as described previously [37]. The sections were cleaned in xylene,
dehydrated in ethanol, incubated in 0.01% Cresyl Violet acetate (C5042, Sigma-Aldrich)
solution at 60 ◦C for 14 min, and mounted using xylene-a-based mounting media (8312-4,
VWR, Radnor, PA, USA). The section was pictured under 1.0× magnification (Olympus)
and analyzed using ImageJ. Instead of a complete lack of staining, which is defined as
the infarct, a reduction in the volume of the ipsilateral hemisphere was observed. Thus,
ischemic damage was represented by the ratio of the ipsilateral hemispheric volume to the
contralateral hemispheric volume.

2.5. Locomotor Activity

The accelerating rotarod (LSI Letica Scientific Instruments, Barcelona, Spain) test was
conducted as described previously to assess the induced motor activity [51]. Briefly, mice
were trained to stay on the rotarod at a constant speed of 4 rpm for three consecutive days
during the eighth week of gavage feeding and then underwent three test trials per day with
the rotarod set at an acceleration rate of 4–40 rpm/10 min at the end of the eighth week of
the feeding period and three days, seven days, and fourteen days of reperfusion following
60-min MCAO. The latency to fall from the accelerating rotarod was recorded for each trial.
The average of the three trials on each day was used for statistical analysis.

To assess spontaneous motor activity, the open field test was performed. After
habituation to the testing room, mice were placed into a square open field chamber
(40 cm L × 40 cm W × 30 cm H) (AccuScan Instruments, Erie, PA, USA). Mice were al-
lowed to explore freely for 30 min. The mice’s movements within the chambers were
recorded. The total distance traveled and the number of moves were analyzed using the
Top Scan Lite-Top View Behavior Analyzing System (Noldus Information Technology,
Wageningen, Gelderland, The Netherlands).

2.6. Statistical Analysis

The statistical analysis was done with Prism 9. The comparison of two independent
groups was performed using an unpaired t-test. Means and the standard deviation (SD) are
used to present the quantitative data. The differences are considered statistically significant
when the p-value is less than 0.05.

3. Results

3.1. Control Conditions

Similar to the previously reported information, gavage feeding with 0.7 g/kg/day
ethanol once a day for eight weeks did not significantly change body weight, mean arterial
blood pressure (MABP), heart rate, or fasting glucose level (Table 1) [36,37].

Table 1. Effects of LAC on body weight, MABP, heart rate, and fasting blood glucose. Values are
means ± SD for 6–20 mice in each group. Analyzed using an unpaired t-test.

Control 0.7 g/kg/d EtOH p Value

Body weight (g) 26.6 ± 2.0 (n = 20) 26.7 ± 1.4 (n = 20) 0.89

MABP (mmHg) 88.6 ± 13.3 (n = 10) 87.0 ± 14.2 (n = 10) 0.78

Heart rate (bpm) 653 ± 106 (n = 10) 598 ± 100 (n = 10) 0.23

Fasting blood glucose (mg/dL) 139.3 ± 19.7 (n = 6) 139.5 ± 26.5 (n = 6) 0.99
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3.2. Effect of LAC on Neurogenesis under Physiological Conditions

BrdU+/DCX+ and BrdU+/NeuN+ cells were observed in the SVZ and DG under phys-
iological conditions (Figures 1A,C and 2A,C) (Supplemental Figures S1 and S2 for higher
magnification). Interestingly, an eight-week daily intake of 0.7 g/kg/day ethanol sig-
nificantly increased the number of BrdU+/DCX+ and BrdU+/NeuN+ cells in the SVZ
by two folds and six folds, respectively (Figure 1B,D). In addition, 0.7 g/kg/day of
ethanol tended to increase the number of BrdU+/DCX+ and BrdU+/NeuN+ cells in the
DG (Figure 2). However, the increase did not reach statistical significance compared to the
control (Figure 2B,D).

p

p

Figure 1. Effect of LAC on baseline neurogenesis in the SVZ. (A) Representative double staining of
BrdU and DCX. Scale bar = 100 μm. (B) Values are means ± SD (n = 5). (C) Representative double
staining of BrdU and NeuN. (D) Values are means ± SD (n = 5); * p < 0.05 vs. Control. Analyzed
using an unpaired t-test.
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Figure 2. Effect of LAC on baseline neurogenesis in the DG. (A) Representative double staining of
BrdU and DCX. Scale bar = 100 μm. (B) Values are means ± SD (n = 5). (C) Representative double
staining of BrdU and NeuN. (D) Values are means ± SD (n = 5). Analyzed using an unpaired t-test.

3.3. Effect of LAC on Brain I/R Damage

Cresyl violet staining was performed to evaluate transient focal cerebral ischemia-
induced brain damage. As shown in Figure 3A, a complete lack of staining, defined as
the infarct lesion at 24 h of reperfusion [37,52], was not observed at 14 days of reperfusion
following 60-min MCAO. Instead, a reduction in the volume of the ipsilateral (right) hemi-
sphere was found. The ratio of the ipsilateral hemisphere to the contralateral hemisphere
was significantly greater in 0.7 g/kg/day ethanol-fed mice compared to the control mice
(Figure 3B).
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p

Figure 3. Effect of LAC on cerebral I/R damage at two weeks of reperfusion. (A) Representative brain
sections stained with Cresyl violet. (B) The ratio of ipsilateral hemisphere/contralateral hemisphere.
Values are means ± SD for five mice in each group; * p < 0.05 vs. Control. Analyzed using an
unpaired t-test.

3.4. Effect of LAC on Neurogenesis Following Transient Focal Cerebral Ischemia

Sixty-minute MCAO significantly increased BrdU+/DCX+ and BrdU+/NeuN+ cells
in the SVZ and DG at 14 days of reperfusion (Figures 4A,C and 5A,C) (Supplemental
Figures S3 and S4 for higher magnification). In addition, BrdU+/DCX+ and BrdU+/NeuN+

cells can be seen in the ischemic cortex and ischemic striatum (Figures 6A,C and 7A,C).
As shown in Figures 4B, 5B, 6B and 7B, the number of BrdU+/DCX+ cells in all observed
areas was significantly greater in 0.7 g/kg/day ethanol-fed compared to the control mice.
In addition, 0.7 g/kg/day of ethanol significantly augmented the postischemic increase
in BrdU+/NeuN+ cells by about three folds in the SVZ and DG (Figures 4D and 5D).
Furthermore, the number of BrdU+/NeuN+ cells in the ischemic cortex was significantly
greater (by more than three folds) in 0.7 g/kg/day ethanol-fed mice compared to the
control mice (Figure 6D). On the other hand, 0.7 g/kg/day of ethanol tended to increase
the number of BrdU+/NeuN+ cells in the ischemic striatum. However, the increase did not
reach statistical significance compared to the control (Figure 7D).

68



Biomedicines 2023, 11, 1074

p

p

Figure 4. Effect of LAC on postischemic neurogenesis in the SVZ. (A) Representative double staining
of BrdU and DCX. Scale bar = 100 μm. (B) Values are means ± SD (n = 5). (C) Representative double
staining of BrdU and NeuN. (D) Values are means ± SD (n = 5); * p < 0.05; ** p < 0.01 vs. Control.
Analyzed using an unpaired t-test.
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Figure 5. Effect of LAC on postischemic neurogenesis in the DG. (A) Representative double staining
of BrdU and DCX. Scale bar = 100 μm. (B) Values are means ± SD (n = 5). (C) Representative double
staining of BrdU and NeuN. (D) Values are means ± SD (n = 5); * p < 0.05; ** p < 0.01 vs. Control.
Analyzed using an unpaired t-test.
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Figure 6. Effect of LAC on postischemic neurogenesis in the ischemic cortex. (A) Representa-
tive double staining of BrdU and DCX. Scale bar = 100 μm. (B) Values are means ± SD (n = 5).
(C) Representative double staining of BrdU and NeuN. (D) Values are means ± SD (n = 5); * p < 0.05;
** p < 0.01 vs. Control. Analyzed using an unpaired t-test.
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Figure 7. Effect of LAC on postischemic neurogenesis in the ischemic striatum. (A) Representa-
tive double staining of BrdU and DCX. Scale bar = 100 μm. (B) Values are means ± SD (n = 5).
(C) Representative double staining of BrdU and NeuN. (D) Values are means ± SD (n = 5); ** p < 0.01
vs. Control. Analyzed using an unpaired t-test.

3.5. Effect of LAC on the Locomotor Activity

The accelerating rotarod and open field tests were conducted to assess the impact of
LAC on locomotor activity. Interestingly, eight-week ingestion of 0.7 g/kg/day ethanol
significantly strengthened the induced and spontaneous motor activities under physio-
logical conditions (Figure 8). In order to allow the animals to recover from the surgical
procedure of the MCAO for two days, both tests were not conducted for two days after
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ischemia. As shown in Figure 8A, the induced motor activity was significantly enhanced
at 3 days, 7 days, and 14 days of reperfusion in 0.7 g/kg/day ethanol-fed mice compared
to the control mice. In addition, 0.7 g/kg/day of ethanol significantly increased the total
distance and number of movements in the open field test at seven days of reperfusion
(Figure 8B,C).

Figure 8. Effect of LAC on the locomotor activity under physiological conditions and following
transient focal cerebral ischemia. (A) The latency to fall from the accelerating rotarod. (B) The
total distance traveled during the 30-min trial in the open field test. (C) The number of movements
during the 30-min trial in the open field test. Values are means ± SD (n = 10); * p < 0.05; ** p < 0.01;
*** p < 0.005 vs. Control. Analyzed using an unpaired t-test.

In summary, LAC reduced postischemic brain atrophy at two weeks of reperfu-
sion. Furthermore, LAC significantly increased newborn neurons in the SVZ, DG, and
ischemic cortex and enhanced motor activity under physiological conditions and following
ischemic stroke.

4. Discussion

The impact of LAC on neurogenesis under physiological circumstances and following
transient focal cerebral ischemia was determined in the present study. There are several new
findings. First, LAC increased neurogenesis in the SVZ but not DG under physiological
conditions. Second, LAC alleviated transient focal cerebral ischemia-induced atrophy in the
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ipsilateral hemisphere at two weeks of reperfusion. Third, LAC augmented neurogenesis
in the SVZ, DG, and ischemic cortex two weeks following transient focal cerebral ischemia.
Fourth, LAC strengthened the locomotor activity under physiological conditions and
following transient focal cerebral ischemia. We speculate that LAC may protect the brain
against ischemic stroke by promoting neurogenesis. Thus, a future study appears necessary
to elucidate the mechanism underlying LAC-induced neurogenesis, which may lead to new
approaches for preventing and treating ischemic stroke and neurodegenerative diseases.

In our recent studies, eight-week daily consumption of 0.7 g/kg alcohol significantly
diminished early ischemic brain damage in the mouse model of transient focal cerebral
ischemia [36,37]. The peak blood alcohol concentration was about 9 mM [36], which can
be seen following the consumption of 1.5 standard drinks (each containing 14 g of pure
ethanol) in a male with average body weight [53]. Therefore, the dose of 0.7 g/kg/day
ethanol in mice represents LAC in humans. BrdU, a thymidine analog readily incorporated
into DNA during the S-phase of the cell cycle, is a reagent extensively used to label and
quantify proliferating cells [54]. DCX is a nervous system-specific microtubule-associated
protein (MAP) expressed in migrating neurons, and NeuN is a neuronal nuclear antigen
expressed in mature neurons. Neural stem/progenitor cells (NSPCs) are present in the
SVZ of the lateral ventricle and SGZ of the DG. After the ischemic process, NSPCs in these
areas proliferate and migrate toward the lesion to participate in brain repair. Thus, the
numbers of DCX+/BrdU+ and NeuN+/BrdU+ cells in the SVZ, DG, and ischemic areas
of 0.7 g/kg/day ethanol-fed mice under physiological conditions and following ischemic
stroke were counted to evaluate the impact of LAC on neurogenesis. In addition to mature
neurons, NeuN is also expressed lightly in the maturing neurons [55,56]. Therefore, in
the present study, both heavily and lightly NeuN-staining BrdU+ cells were counted as
newborn neurons to indicate neurogenesis.

The brain is one of the primary target organs of alcohol’s effects. Several studies
have examined the effects of acute and chronic alcohol exposure on hippocampal and
subventricular neurogenesis under physiological conditions. However, the results appeared
inconsistent. For example, an early study reported that acute alcohol intoxication dose-
dependently inhibited NSPC proliferation in the DG and SVZ of male adolescent Sprague–
Dawley rats [57]. Similarly, Taffe et al. found that long-term heavy alcohol consumption
dramatically and persistently decreased hippocampal cell proliferation and neurogenesis
in adolescent nonhuman primates [39]. Moreover, Liu and Crews found that adolescent
intermittent ethanol exposure persistently decreased adult subventricular and hippocampal
neurogenesis in Wistar rats [58]. Anderson et al. reported that chronic moderate alcohol
consumption significantly decreased NSPC proliferation in the DG of either male or female
adult Sprague-Dawley rats [40]. In contrast, Aberg et al. found that chronic moderate
alcohol consumption improved hippocampal cell proliferation and neurogenesis in male
adult C57BL/6 mice [41]. Xu et al. reported that two-month voluntary alcohol drinking
stimulated neurogenesis in the DG and SVZ of male cHAP mice [59]. Recently, four-day
binge drinking was shown to increase hippocampal neurogenesis in adult female Sprague-
Dawley rats [60]. In the present study, although LAC tended to increase both DCX+/BrdU+

and NeuN+/BrdU+ cells in the DG, the increase did not reach statistically significant levels.
However, LAC increased DCX+/BrdU+ cells by about two folds and NeuN+/BrdU+ cells
by about six folds in the SVZ. The reason for the discrepancies between these studies
regarding alcohol on hippocampal neurogenesis is unclear. It could be connected to the age,
the length of alcohol exposure, the methods used to give alcohol, the timing of analysis, or
the species differences in the effects of alcohol.

The present study is the first to examine the effects of LAC on postischemic neurogen-
esis. SVZ is the main source of neuroblasts generated following ischemic stroke [61–63].
It has been suggested that NSPCs in the SVZ proliferate, differentiate, and migrate to
the infarct area, contributing to self-repair and repopulation of the injured area following
ischemic stroke. Increasing evidence indicates that post-ischemic neurogenesis in the SVZ
is involved in functional improvement [21,64]. On the other hand, the proliferation and
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differentiation of NSPCs in the DG are also remarkably stimulated following ischemic
stroke. However, the production of new neurons in the DG influenced functional recov-
ery negatively [15]. In the present study, LAC significantly increased both DCX+/BrdU+

and NeuN+/BrdU+ cells in the SVZ and DG. In addition, LAC significantly increased
both DCX+/BrdU+ and NeuN+/BrdU+ cells in the ischemic cortex and DCX+/BrdU+

cells in the ischemic striatum. The ischemic injury’s severity is a major factor affecting
postischemic neurogenesis. However, our previous studies have shown that LAC reduces
cerebral I/R damage at 24 h of reperfusion in this mouse model of transient focal cere-
bral ischemia [36,37,65]. In the present study, LAC significantly reduced postischemic
atrophy of the cerebral hemisphere at two weeks of reperfusion. Thus, it is conceivable
that LAC preconditioning may favor postischemic endogenous repair, but not due to the
compensatory response.

In addition to the severity of the brain injury, inflammation, growth factors, and
angiogenesis also have been demonstrated to affect neurogenesis [15,24,25,66]. However,
mechanisms that account for the effects of alcohol on neurogenesis under physiologi-
cal conditions remain unclear. Our recent studies found LAC did not significantly alter
that baseline DNA fragmentation. In addition, LAC did not lead to neuronal apopto-
sis under physiological conditions in adult mice [37,65]. Thus, it does not appear that
the proneurogenic effect of LAC under physiological conditions is a response to a brain
injury. In contrast, LAC may stimulate neurogenesis through its anti-inflammatory ef-
fect. LAC significantly changed the inflammatory profile in the brain under physiological
conditions and following ischemic stroke [36]. LAC tends to increase anti-inflammatory
cytokines/chemokines. It reduced IL-1beta and increased IL-1ra following ischemic stroke.
Moreover, early postischemic microglia activation, which is a proinflammatory phenotype
of microglia, was significantly suppressed by LAC. A recent study found that the blockade
of the IL-1 receptor promoted the proliferation of NSPCs in the SVZ, enhanced neuroblast
migration, and increased the number of newly born neurons in the ischemic cortex [67].
On the other hand, the effect of microglia activation on neurogenesis seems dual. An
early study reported that microglia activation impaired hippocampal neurogenesis [68].
Recently, the anti-inflammatory phenotype of microglia was found to enhance the prolif-
eration and differentiation of neuronal progenitors in the SVZ after ischemic stroke [69].
Moreover, it is also possible that LAC stimulates neurogenesis by upregulating the vascular
endothelial growth factor (VEGF) and VEGF receptor 2 (VEGFR2). We recently found that
LAC upregulates VEGF and VEGFR2 and promotes cerebral angiogenesis [38]. It has been
suggested that VEGF/VEGFR2 signaling can directly lead to neurogenesis by stimulating
cell proliferation [70]. In addition, the increased angiogenesis may facilitate neuroblasts
to reach the damaged area by migrating along the newly formed blood vessels [66,71]. In
our recent study, LAC significantly increased postischemic angiogenesis in the ischemic
cortex [38]. Both DCX+/BrdU+ and NeuN+/BrdU+ cells in the ischemic cortex were con-
sistently significantly greater in LAC mice. Thus, the precise mechanism by which LAC
induces neurogenesis must be elucidated in the future.

In the present study, we further evaluated the impact of LAC on locomotor activity.
The accelerating rotarod has been reliably used to test motor coordination and motor
learning. The open field test is generally used to assess spontaneous locomotion [51].
Interestingly, LAC strengthened the locomotor activity in both tests under physiological
conditions. However, it is unknown whether the enhanced locomotor activity resulted from
the increased neurogenesis in LAC mice. In addition, although LAC significantly increased
NeuN+/BrdU+ cells in the DG, SVZ, and ischemic cortex at two weeks of reperfusion, the
total distance and number of movements of the open field test only reached statistically
significant at one week, but not two weeks of reperfusion. Thus, future studies are essential
to investigate the impacts of LAC-induced neurogenesis under physiological conditions
and whether postischemic (in-hospital) alcohol cessation compromises the neuroprotective
effect of LAC following ischemic stroke.

75



Biomedicines 2023, 11, 1074

The present study provided additional evidence that chronic alcohol consumption
significantly alters the pathophysiology of ischemic stroke. Although LAC appears benefi-
cial to the prognosis of ischemic stroke in many aspects, alcohol, especially heavy alcohol
consumption, is associated with cancer and other diseases [72–74]. Therefore, drinking
alcohol is not encouraged.

5. Conclusions

The present study determined the impact of LAC on neurogenesis. LAC promoted
neurogenesis under physiological conditions following transient focal cerebral ischemia.
Thus, the present study merits further investigation. A better understanding of how alcohol
impacts neurogenesis will not only improve the clinical treatment of ischemic stroke in
alcohol users, but will also result in new approaches for preventing and treating ischemic
stroke and neurodegenerative diseases in nondrinkers.
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neurogenesis in the DG.

Author Contributions: H.S. conceived the experiments. J.L., C.L., P.S., X.T., X.L., S.M., M.P. and H.S.
conducted the experiments. J.L., C.L. and H.S. analyzed the results. J.L. wrote the main manuscript
text and prepared all the figures. All authors have read and agreed to the published version of
the manuscript.

Funding: H.S. received funding from Louisiana State University Health Sciences Center-Shreveport
and an NIH grant (AA023610) to support this research. J.L. received a Malcolm Feist Predoctoral
Fellowship from the Center of Excellence for Cardiovascular Diseases and Sciences at Louisiana State
University Health Sciences Center-Shreveport.

Institutional Review Board Statement: The animal study protocol was approved by LSUHSC-
Shreveport Institutional Animal Care and Use Committee (IACUC) (protocol code: P-21-038; date of
approval: 12 May 2021).

Informed Consent Statement: Not applicable.

Data Availability Statement: The datasets generated and analyzed during the current study are
available from the corresponding author on reasonable request.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Hernandez, I.H.; Villa-Gonzalez, M.; Martin, G.; Soto, M.; Perez-Alvarez, M.J. Glial Cells as Therapeutic Approaches in Brain
Ischemia-Reperfusion Injury. Cells 2021, 10, 1639. [CrossRef] [PubMed]

2. Zhao, Y.; Zhang, X.; Chen, X.; Wei, Y. Neuronal injuries in cerebral infarction and ischemic stroke: From mechanisms to treatment
(Review). Int. J. Mol. Med. 2022, 49, 15. [CrossRef] [PubMed]

3. Saini, V.; Guada, L.; Yavagal, D.R. Global Epidemiology of Stroke and Access to Acute Ischemic Stroke Interventions. Neurology
2021, 97 (Suppl. S2), S6–S16. [CrossRef]

4. Politi, M.; Kastrup, A.; Marmagkiolis, K.; Grunwald, I.Q.; Papanagiotou, P. Endovascular Therapy for Acute Stroke. Prog.
Cardiovasc. Dis. 2017, 59, 534–541. [CrossRef] [PubMed]

5. Hasan, T.F.; Hasan, H.; Kelley, R.E. Overview of Acute Ischemic Stroke Evaluation and Management. Biomedicines 2021, 9, 1486.
[CrossRef]

6. Jean, W.C.; Spellman, S.R.; Nussbaum, E.S.; Low, W.C. Reperfusion injury after focal cerebral ischemia: The role of inflammation
and the therapeutic horizon. Neurosurgery 1998, 43, 1382–1396. [CrossRef]

7. Zheng, X.; Haupt, M.; Bahr, M.; Tatenhorst, L.; Doeppner, T.R. Treating Cerebral Ischemia: Novel Therapeutic Strategies from
Experimental Stroke Research. In Cerebral Ischemia; Pluta, R., Ed.; Exon Publications: Brisbane, Australia, 2021.

8. Lin, L.; Wang, X.; Yu, Z. Ischemia-reperfusion Injury in the Brain: Mechanisms and Potential Therapeutic Strategies. Biochem.
Pharmacol. 2016, 5, 213.

9. Tuo, Q.Z.; Zhang, S.T.; Lei, P. Mechanisms of neuronal cell death in ischemic stroke and their therapeutic implications. Med. Res.
Rev. 2022, 42, 259–305. [CrossRef]

76



Biomedicines 2023, 11, 1074

10. Xing, Y.; Bai, Y. A Review of Exercise-Induced Neuroplasticity in Ischemic Stroke: Pathology and Mechanisms. Mol. Neurobiol.
2020, 57, 4218–4231. [CrossRef]

11. Tang, H.; Li, Y.; Tang, W.; Zhu, J.; Parker, G.C.; Zhang, J.H. Endogenous Neural Stem Cell-induced Neurogenesis after Ischemic
Stroke: Processes for Brain Repair and Perspectives. Transl. Stroke Res. 2022. online ahead of print. [CrossRef]

12. Cassidy, J.M.; Cramer, S.C. Spontaneous and Therapeutic-Induced Mechanisms of Functional Recovery After Stroke. Transl.
Stroke Res. 2017, 8, 33–46. [CrossRef]

13. Ming, G.L.; Song, H.J. Adult Neurogenesis in the Mammalian Brain: Significant Answers and Significant Questions. Neuron 2011,
70, 687–702. [CrossRef] [PubMed]

14. Goncalves, J.T.; Schafer, S.T.; Gage, F.H. Adult Neurogenesis in the Hippocampus: From Stem Cells to Behavior. Cell 2016, 167,
897–914. [CrossRef] [PubMed]

15. Cuartero, M.I.; Garcia-Culebras, A.; Torres-Lopez, C.; Medina, V.; Fraga, E.; Vazquez-Reyes, S.; Jareno-Flores, T.; Garcia-Segura,
J.M.; Lizasoain, I.; Moro, M.A. Post-stroke Neurogenesis: Friend or Foe? Front. Cell Dev. Biol. 2021, 9, 657846. [CrossRef]
[PubMed]

16. Niklison-Chirou, M.V.; Agostini, M.; Amelio, I.; Melino, G. Regulation of Adult Neurogenesis in Mammalian Brain. Int. J. Mol.
Sci. 2020, 21, 4869. [CrossRef]

17. Ribeiro, F.F.; Xapelli, S. An Overview of Adult Neurogenesis. Adv. Exp. Med. Biol. 2021, 1331, 77–94.
18. Jurkowski, M.P.; Bettio, L.; Woo, E.K.; Patten, A.; Yau, S.Y.; Gil-Mohapel, J. Beyond the Hippocampus and the SVZ: Adult

Neurogenesis Throughout the Brain. Front. Cell. Neurosci. 2020, 14, 576444. [CrossRef]
19. Yamashita, T.; Ninomiya, M.; Hernandez Acosta, P.; Garcia-Verdugo, J.M.; Sunabori, T.; Sakaguchi, M.; Adachi, K.; Kojima,

T.; Hirota, Y.; Kawase, T.; et al. Subventricular zone-derived neuroblasts migrate and differentiate into mature neurons in the
post-stroke adult striatum. J. Neurosci. 2006, 26, 6627–6636. [CrossRef]

20. Lindvall, O.; Kokaia, Z. Stem cell research in stroke: How far from the clinic? Stroke 2011, 42, 2369–2375. [CrossRef]
21. Lindvall, O.; Kokaia, Z. Neurogenesis following Stroke Affecting the Adult Brain. Cold Spring Harb. Perspect. Biol. 2015, 7, a019034.

[CrossRef]
22. Osman, A.M.; Porritt, M.J.; Nilsson, M.; Kuhn, H.G. Long-term stimulation of neural progenitor cell migration after cortical

ischemia in mice. Stroke 2011, 42, 3559–3565. [CrossRef] [PubMed]
23. Ceanga, M.; Dahab, M.; Witte, O.W.; Keiner, S. Adult Neurogenesis and Stroke: A Tale of Two Neurogenic Niches. Front. Neurosci.

2021, 15, 700297. [CrossRef] [PubMed]
24. Moon, S.; Chang, M.S.; Koh, S.H.; Choi, Y.K. Repair Mechanisms of the Neurovascular Unit after Ischemic Stroke with a Focus on

VEGF. Int. J. Mol. Sci. 2021, 22, 8543. [CrossRef] [PubMed]
25. Passarelli, J.P.; Nimjee, S.M.; Townsend, K.L. Stroke and Neurogenesis: Bridging Clinical Observations to New Mechanistic

Insights from Animal Models. Transl. Stroke Res. 2022. online ahead of print. [CrossRef]
26. Abrahao, K.P.; Salinas, A.G.; Lovinger, D.M. Alcohol and the Brain: Neuronal Molecular Targets, Synapses, and Circuits. Neuron

2017, 96, 1223–1238. [CrossRef]
27. Hansagi, H.; Romelsjo, A.; de Verdier, M.G.; Andreasson, S.; Leifman, A. Alcohol consumption and stroke mortality. Stroke 1995,

26, 1768–1773. [CrossRef]
28. Berger, K.; Ajani, U.A.; Kase, C.S.; Gaziano, J.M.; Buring, J.E.; Glynn, R.J.; Hennekens, C.H. Light-to-moderate alcohol consumption

and the risk of stroke among U.S. male physicians. N. Engl. J. Med. 1999, 341, 1557–1564. [CrossRef]
29. Sacco, R.L.; Elkind, M.; Boden-Albala, B.; Lin, I.F.; Kargman, D.E.; Hauser, W.A.; Shea, S.; Paik, M.C. The protective effect of

moderate alcohol consumption on ischemic stroke. JAMA 1999, 281, 53–60. [CrossRef]
30. Reynolds, K.; Lewis, B.; Nolen, J.D.; Kinney, G.L.; Sathya, B.; He, J. Alcohol consumption and risk of stroke: A meta-analysis.

JAMA 2003, 289, 579–588. [CrossRef]
31. Ikehara, S.; Iso, H.; Toyoshima, H.; Date, C.; Yamamoto, A.; Kikuchi, S.; Kondo, T.; Watanabe, Y.; Koizumi, A.; Wada, Y.; et al.

Alcohol consumption and mortality from stroke and coronary heart disease among Japanese men and women: The Japan
collaborative cohort study. Stroke 2008, 39, 2936–2942. [CrossRef]

32. Ronksley, P.E.; Brien, S.E.; Turner, B.J.; Mukamal, K.J.; Ghali, W.A. Association of alcohol consumption with selected cardiovascular
disease outcomes: A systematic review and meta-analysis. BMJ 2011, 342, d671. [CrossRef] [PubMed]

33. Larsson, S.C.; Wallin, A.; Wolk, A.; Markus, H.S. Differing association of alcohol consumption with different stroke types: A
systematic review and meta-analysis. BMC Med. 2016, 14, 178. [CrossRef]

34. Shiotsuki, H.; Saijo, Y.; Ogushi, Y.; Kobayashi, S.; Study, J.S.S.R. Relationships between Alcohol Intake and Ischemic Stroke
Severity in Sex Stratified Analysis for Japanese Acute Stroke Patients. J. Stroke Cerebrovasc. 2019, 28, 1604–1617. [CrossRef]
[PubMed]

35. Collaborators, G.B.D.A. Population-level risks of alcohol consumption by amount, geography, age, sex, and year: A systematic
analysis for the Global Burden of Disease Study 2020. Lancet 2022, 400, 185–235.

36. Xu, G.; Li, C.; Parsiola, A.L.; Li, J.; McCarter, K.D.; Shi, R.; Mayhan, W.G.; Sun, H. Dose-Dependent Influences of Ethanol on
Ischemic Stroke: Role of Inflammation. Front. Cell. Neurosci. 2019, 13, 6. [CrossRef] [PubMed]

37. Li, C.; Li, J.Y.; Xu, G.D.; Sun, H. Influence of Chronic Ethanol Consumption on Apoptosis and Autophagy Following Transient
Focal Cerebral Ischemia in Male Mice. Sci. Rep. 2020, 10, 6164. [CrossRef]

77



Biomedicines 2023, 11, 1074

38. Li, J.; Li, C.; Loreno, E.G.; Miriyala, S.; Panchatcharam, M.; Lu, X.; Sun, H. Chronic Low-Dose Alcohol Consumption Promotes
Cerebral Angiogenesis in Mice. Front. Cardiovasc. Med. 2021, 8, 681627. [CrossRef] [PubMed]

39. Taffe, M.A.; Kotzebue, R.W.; Crean, R.D.; Crawford, E.F.; Edwards, S.; Mandyam, C.D. Long-lasting reduction in hippocampal
neurogenesis by alcohol consumption in adolescent nonhuman primates. Proc. Natl. Acad. Sci. USA 2010, 107, 11104–11109.
[CrossRef] [PubMed]

40. Anderson, M.L.; Nokia, M.S.; Govindaraju, K.P.; Shors, T.J. Moderate Drinking? Alcohol Consumption Significantly Decreases
Neurogenesis in the Adult Hippocampus. Neuroscience 2012, 224, 202–209. [CrossRef]

41. Aberg, E.; Hofstetter, C.P.; Olson, L.; Brene, S. Moderate ethanol consumption increases hippocampal cell proliferation and
neurogenesis in the adult mouse. Int. J. Neuropsychoph. 2005, 8, 557–567. [CrossRef]

42. Zhang, W.; Cheng, J.; Vagnerova, K.; Ivashkova, Y.; Young, J.; Cornea, A.; Grafe, M.R.; Murphy, S.J.; Hurn, P.D.; Brambrink, A.M.
Effects of androgens on early post-ischemic neurogenesis in mice. Transl. Stroke Res. 2014, 5, 301–311. [CrossRef]

43. Kuhn, H.G.; Eisch, A.J.; Spalding, K.; Peterson, D.A. Detection and Phenotypic Characterization of Adult Neurogenesis. Cold
Spring Harb. Perspect. Biol. 2016, 8, a025981. [CrossRef] [PubMed]

44. Zhao, X.; van Praag, H. Steps towards standardized quantification of adult neurogenesis. Nat. Commun. 2020, 11, 4275. [CrossRef]
45. Nawarawong, N.N.; Nickell, C.G.; Hopkins, D.M.; Pauly, J.R.; Nixon, K. Functional Activation of Newborn Neurons Following

Alcohol-Induced Reactive Neurogenesis. Brain Sci. 2021, 11, 499. [CrossRef]
46. Teo, J.D.; Morris, M.J.; Jones, N.M. Hypoxic postconditioning reduces microglial activation, astrocyte and caspase activity, and

inflammatory markers after hypoxia-ischemia in the neonatal rat brain. Pediatr. Res. 2015, 77, 757–764. [CrossRef] [PubMed]
47. Liu, D.; Bai, X.; Ma, W.; Xin, D.; Chu, X.; Yuan, H.; Qiu, J.; Ke, H.; Yin, S.; Chen, W.; et al. Purmorphamine Attenuates Neuro-

Inflammation and Synaptic Impairments After Hypoxic-Ischemic Injury in Neonatal Mice via Shh Signaling. Front. Pharmacol.
2020, 11, 204. [CrossRef] [PubMed]

48. Yu, J.; Zhu, H.; Gattoni-Celli, S.; Taheri, S.; Kindy, M.S. Dietary supplementation of GrandFusion((R)) mitigates cerebral
ischemia-induced neuronal damage and attenuates inflammation. Nutr. Neurosci. 2016, 19, 290–300. [CrossRef]

49. Manrique-Castano, D.; Sardari, M.; Silva de Carvalho, T.; Doeppner, T.R.; Popa-Wagner, A.; Kleinschnitz, C.; Chan, A.; Hermann,
D.M. Deactivation of ATP-Binding Cassette Transporters ABCB1 and ABCC1 Does Not Influence Post-ischemic Neurological
Deficits, Secondary Neurodegeneration and Neurogenesis, but Induces Subtle Microglial Morphological Changes. Front. Cell.
Neurosci. 2019, 13, 412. [CrossRef]

50. Shvedova, M.; Islam, M.R.; Armoundas, A.A.; Anfinogenova, N.D.; Wrann, C.D.; Atochin, D.N. Modified middle cerebral artery
occlusion model provides detailed intraoperative cerebral blood flow registration and improves neurobehavioral evaluation. J.
Neurosci. Methods 2021, 358, 109179. [CrossRef]

51. Richard, A.D.; Tian, X.L.; El-Saadi, M.W.; Lu, X.H. Erasure of striatal chondroitin sulfate proteoglycan-associated extracellular
matrix rescues aging-dependent decline of motor learning. Neurobiol. Aging 2018, 71, 61–71. [CrossRef]

52. Hase, Y.; Okamoto, Y.; Fujita, Y.; Kitamura, A.; Nakabayashi, H.; Ito, H.; Maki, T.; Washida, K.; Takahashi, R.; Ihara, M. Cilostazol,
a phosphodiesterase inhibitor, prevents no-reflow and hemorrhage in mice with focal cerebral ischemia. Exp. Neurol. 2012, 233,
523–533. [CrossRef] [PubMed]

53. Fisher, H.R.; Simpson, R.I.; Kapur, B.M. Calculation of blood alcohol concentration (BAC) by sex, weight, number of drinks and
time. Can. J. Public Health 1987, 78, 300–304.

54. Eminaga, S.; Teekakirikul, P.; Seidman, C.E.; Seidman, J.G. Detection of Cell Proliferation Markers by Immunofluorescence
Staining and Microscopy Imaging in Paraffin-Embedded Tissue Sections. Curr. Protoc. Mol. Biol. 2016, 115, 14.25.1–14.25.14.
[CrossRef] [PubMed]

55. Chareyron, L.J.; Amaral, D.G.; Lavenex, P. Selective lesion of the hippocampus increases the differentiation of immature neurons
in the monkey amygdala. Proc. Natl. Acad. Sci. USA 2016, 113, 14420–14425. [CrossRef] [PubMed]

56. Chareyron, L.J.; Banta Lavenex, P.; Amaral, D.G.; Lavenex, P. Life and Death of Immature Neurons in the Juvenile and Adult
Primate Amygdala. Int. J. Mol. Sci. 2021, 22, 6691. [CrossRef] [PubMed]

57. Crews, F.T.; Mdzinarishvili, A.; Kim, D.; He, J.; Nixon, K. Neurogenesis in adolescent brain is potently inhibited by ethanol.
Neuroscience 2006, 137, 437–445. [CrossRef]

58. Liu, W.; Crews, F.T. Persistent Decreases in Adult Subventricular and Hippocampal Neurogenesis Following Adolescent
Intermittent Ethanol Exposure. Front. Behav. Neurosci. 2017, 11, 151. [CrossRef]

59. Xu, H.; Liu, D.; Chen, J.; Li, H.; Xu, M.; Wen, W.; Frank, J.A.; Grahame, N.J.; Zhu, H.; Luo, J. Effects of Chronic Voluntary Alcohol
Drinking on Thiamine Concentrations, Endoplasmic Reticulum Stress, and Oxidative Stress in the Brain of Crossed High Alcohol
Preferring Mice. Neurotox. Res. 2019, 36, 777–787. [CrossRef]

60. Nawarawong, N.N.; Thompson, K.R.; Guerin, S.P.; Shaji, C.A.; Peng, H.; Nixon, K. Reactive, Adult Neurogenesis From Increased
Neural Progenitor Cell Proliferation Following Alcohol Dependence in Female Rats. Front. Neurosci. 2021, 15, 689601. [CrossRef]

61. Zhang, R.L.; Zhang, Z.G.; Chopp, M. Ischemic stroke and neurogenesis in the subventricular zone. Neuropharmacology 2008, 55,
345–352. [CrossRef]

62. Palma-Tortosa, S.; Garcia-Culebras, A.; Moraga, A.; Hurtado, O.; Perez-Ruiz, A.; Duran-Laforet, V.; Parra, J.; Cuartero, M.I.;
Pradillo, J.M.; Moro, M.A.; et al. Specific Features of SVZ Neurogenesis After Cortical Ischemia: A Longitudinal Study. Sci. Rep.
2017, 7, 16343. [CrossRef]

78



Biomedicines 2023, 11, 1074

63. Dillen, Y.; Kemps, H.; Gervois, P.; Wolfs, E.; Bronckaers, A. Adult Neurogenesis in the Subventricular Zone and Its Regulation
After Ischemic Stroke: Implications for Therapeutic Approaches. Transl. Stroke Res. 2020, 11, 60–79. [CrossRef]

64. Jin, K.; Wang, X.; Xie, L.; Mao, X.O.; Greenberg, D.A. Transgenic ablation of doublecortin-expressing cells suppresses adult
neurogenesis and worsens stroke outcome in mice. Proc. Natl. Acad. Sci. USA 2010, 107, 7993–7998. [CrossRef] [PubMed]

65. Li, C.; Li, J.; Loreno, E.G.; Miriyala, S.; Panchatcharam, M.; Sun, H. Protective Effect of Low-Dose Alcohol Consumption against
Post-Ischemic Neuronal Apoptosis: Role of L-PGDS. Int. J. Mol. Sci. 2021, 23, 133. [CrossRef]

66. Ruan, L.; Wang, B.; ZhuGe, Q.; Jin, K. Coupling of neurogenesis and angiogenesis after ischemic stroke. Brain Res. 2015, 1623,
166–173. [CrossRef] [PubMed]

67. Pradillo, J.M.; Murray, K.N.; Coutts, G.A.; Moraga, A.; Oroz-Gonjar, F.; Boutin, H.; Moro, M.A.; Lizasoain, I.; Rothwell, N.J.; Allan,
S.M. Reparative effects of interleukin-1 receptor antagonist in young and aged/co-morbid rodents after cerebral ischemia. Brain
Behav. Immun. 2017, 61, 117–126. [CrossRef]

68. Ekdahl, C.T.; Claasen, J.H.; Bonde, S.; Kokaia, Z.; Lindvall, O. Inflammation is detrimental for neurogenesis in adult brain. Proc.
Natl. Acad. Sci. USA 2003, 100, 13632–13637. [CrossRef]

69. Choi, J.Y.; Kim, J.Y.; Kim, J.Y.; Park, J.; Lee, W.T.; Lee, J.E. M2 Phenotype Microglia-derived Cytokine Stimulates Proliferation and
Neuronal Differentiation of Endogenous Stem Cells in Ischemic Brain. Exp. Neurobiol. 2017, 26, 33–41. [CrossRef]

70. Jin, K.; Zhu, Y.; Sun, Y.; Mao, X.O.; Xie, L.; Greenberg, D.A. Vascular endothelial growth factor (VEGF) stimulates neurogenesis
in vitro and in vivo. Proc. Natl. Acad. Sci. USA 2002, 99, 11946–11950. [CrossRef]

71. Font, M.A.; Arboix, A.; Krupinski, J. Angiogenesis, neurogenesis and neuroplasticity in ischemic stroke. Curr. Cardiol. Rev. 2010,
6, 238–244. [CrossRef]

72. Rocco, A.; Compare, D.; Angrisani, D.; Sanduzzi Zamparelli, M.; Nardone, G. Alcoholic disease: Liver and beyond. World J.
Gastroenterol. 2014, 20, 14652–14659. [CrossRef] [PubMed]

73. Rumgay, H.; Murphy, N.; Ferrari, P.; Soerjomataram, I. Alcohol and Cancer: Epidemiology and Biological Mechanisms. Nutrients
2021, 13, 3173. [CrossRef] [PubMed]

74. Barberia-Latasa, M.; Gea, A.; Martinez-Gonzalez, M.A. Alcohol, Drinking Pattern, and Chronic Disease. Nutrients 2022, 14, 1954.
[CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

79



Citation: Gangemi, A.; De Luca, R.;

Fabio, R.A.; Lauria, P.; Rifici, C.;

Pollicino, P.; Marra, A.; Olivo, A.;

Quartarone, A.; Calabrò, R.S. Effects

of Virtual Reality Cognitive Training

on Neuroplasticity: A

Quasi-Randomized Clinical Trial in

Patients with Stroke. Biomedicines

2023, 11, 3225. https://doi.org/

10.3390/biomedicines11123225

Academic Editors: Masaru Tanaka

and Eleonóra Spekker

Received: 7 October 2023

Revised: 29 November 2023

Accepted: 4 December 2023

Published: 6 December 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

biomedicines

Article

Effects of Virtual Reality Cognitive Training on Neuroplasticity:
A Quasi-Randomized Clinical Trial in Patients with Stroke

Antonio Gangemi 1,†, Rosaria De Luca 1,†, Rosa Angela Fabio 2, Paola Lauria 1, Carmela Rifici 1, Patrizia Pollicino 1,

Angela Marra 1, Antonella Olivo 1, Angelo Quartarone 1 and Rocco Salvatore Calabrò 1,*

1 IRCCS Centro Neurolesi “Bonino-Pulejo”, S.S. 113, Cda Casazza, 98124 Messina, Italy;
antonio.gangemi@irccsme.it (A.G.); rosaria.deluca@irccsme.it (R.D.L.); paola.lauria@irccsme.it (P.L.);
carmela.rifici@irccsme.it (C.R.); patrizia.pollicino@irccsme.it (P.P.); angela.marra@irccsme.it (A.M.);
antonia.olivo@irccsme.it (A.O.); angelo.quartarone@irccsme.it (A.Q.)

2 Department of Economics, University of Messina, Via Consolare Valeria, 98125 Messina, Italy;
rafabio@unime.it

* Correspondence: salbro77@tiscali.it or roccos.calabro@irccsme.it
† These authors contributed equally to this work.

Abstract: Cognitive Rehabilitation (CR) is a therapeutic approach designed to improve cognitive
functioning after a brain injury, including stroke. Two major categories of techniques, namely
traditional and advanced (including virtual reality—VR), are widely used in CR for patients with
various neurological disorders. More objective outcome measures are needed to better investigate
cognitive recovery after a stroke. In the last ten years, the application of electroencephalography (EEG)
as a non-invasive and portable neuroimaging method has been explored to extract the hallmarks
of neuroplasticity induced by VR rehabilitation approaches, particularly within the chronic stroke
population. The aim of this study is to investigate the neurophysiological effects of CR conducted
in a virtual environment using the VRRS device. Thirty patients with moderate-to-severe ischemic
stroke in the chronic phase (at least 6 months after the event), with a mean age of 58.13 (±8.33)
for the experimental group and 57.33 (±11.06) for the control group, were enrolled. They were
divided into two groups: an experimental group and a control group, receiving neurocognitive
stimulation using VR and the same amount of conventional neurorehabilitation, respectively. To
study neuroplasticity changes after the training, we focused on the power band spectra of theta, alpha,
and beta EEG rhythms in both groups. We observed that when VR technology was employed to
amplify the effects of treatments on cognitive recovery, significant EEG-related neural improvements
were detected in the primary motor circuit in terms of power spectral density and time-frequency
domains. Indeed, EEG analysis suggested that VR resulted in a significant increase in both the alpha
band power in the occipital areas and the beta band power in the frontal areas, while no significant
variations were observed in the theta band power. Our data suggest the potential effectiveness of a
VR-based rehabilitation approach in promoting neuroplastic changes even in the chronic phase of
ischemic stroke.

Keywords: ischemic stroke; virtual reality; electroencephalography; neural plasticity; cognitive
rehabilitation; brain injury; outcome measures; clinical trial; neurological disorders

1. Introduction

Global epidemiological data indicate that approximately 16.9 million people suffer a
stroke each year, resulting in a global incidence rate of 258 per 100,000 individuals, with
variations between high- and low-income countries [1]. Survivors of stroke face immedi-
ate challenges in coping with long-term sensory-motor and cognitive impairments [1,2].
Deficits in language and communication, attention, visuo-spatial processing, long-term
and procedural memory, reasoning and problem solving, as well as executive functions,
are often present following a stroke.
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Motor and cognitive alterations are the primary targets of neurorehabilitation, as
they hinder the patients’ ability to perform activities of daily living (ADL) [3], and can
lead to long-term medical issues (e.g., urinary incontinence), musculoskeletal problems
(e.g., spasticity), and psychosocial complications (e.g., depression, emotional lability) [4].
Assessment of stroke impairment is fundamental to predict prognosis and functional
recovery. To this aim, the NIH stroke scale [5,6], Barthel index [7], and FIM [8] are commonly
used in clinical practice, although they lack a specific assessment of cognitive function.
Moreover, evidence shows the validity and reliability of the modified Rankin scale (mRS)
as a valuable instrument for assessing the impact of new stroke treatments [9]. Indeed,
early, coordinated, and multidisciplinary rehabilitation plays a crucial role in promoting
motor and cognitive recovery after stroke. Conventional stroke rehabilitation methods
mainly involve physical therapy, occupational therapy, cognitive training, and speech
therapy [10–12]. However, many stroke survivors still experience functional disabilities,
with regard to cognitive deficits, which hinder their ability to perform daily activities.

Cognitive Rehabilitation (CR) is a therapeutic approach designed to improve cognitive
functioning after a brain injury, including stroke, as well as in patients with neurodegen-
erative disorders. CR is a set of methods used to overcome cognitive deficits caused by
stroke. Indeed, it includes different interventions aimed at improving the ability to perform
cognitive tasks, achieved through the retraining of previously learned skills and/or the
teaching of compensatory strategies. Two major categories of techniques, i.e., traditional
and advanced, are widely used in the CR of patients with different neurological disor-
ders [13]. Traditional techniques involve the use of cognitive strategies to retrain or alleviate
deficits in the different cognitive domains by using a paper-and-pencil approach. On the
other hand, advanced methods, including computer-assisted cognitive rehabilitation, use
multimedia and informatics resources to potentiate neurocognitive performance [14].

In recent years, technology-based stroke rehabilitation interventions have shown
promise in improving the motor and cognitive abilities and autonomy of stroke pa-
tients [15,16]. Advanced technology is increasingly being incorporated into stroke neurore-
habilitation to enhance standard treatments, reduce neurological disability, and improve
overall functioning. In fact, the integration of psychology, technology, and neuroscience
allows for a better understanding of how virtual reality (VR) affects the cognition of the hu-
man brain [17]. VR is a commonly used advanced neurorehabilitation technology that aims
to improve motor and cognitive abilities in stroke patients [18,19]. VR involves computer-
based simulations that allow users to interact with multisensory environments, receiving
real-time feedback on their performance [20,21]. This technology promotes repetitive and
task-specific training, actively involving patients, providing constructive feedback, and
accurately measuring functional improvement. Recent studies have shown the efficacy of
cognitive and motor rehabilitation through the use of virtual environments, such as the
VRRS Evo-4 machine, where patients interact with common images with physical properties
simulated by the tool, allowing exercises designed to stimulate the main cognitive domains.

The assessment of cognitive outcomes is often performed using clinical tests (such as
the Oxford Cognitive Screen), which are standardized and validated within this patient
population [22]. However, they are user-dependent, and scores are influenced by the
motivation and collaboration of the patient. Therefore, more objective tools to better
investigate functional outcomes are needed for both research and clinical purposes.

Electrophysiological approaches, such as EEG, offer a high temporal resolution in
the order of milliseconds and can serve as a set of biomarkers crucial for assessing cog-
nitive changes observed during various activities and challenging conditions, including
VR [23–26]. Studies on neurophysiological changes associated with VR neurorehabilitation
are relatively new, with initial evidence from behavioral tasks in healthy individuals [27,28].
Currently, EEG is utilized in VR therapy to monitor and provide augmented feedback
regarding cortical activation [29,30] during motor and cognitive tasks [31–33].

Therefore, our purpose is to investigate the neurophysiological effects of cognitive
stimulation training conducted in a virtual environment using the VRRS device on patients
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in the chronic phase of ischemic stroke. We are particularly interested in evaluating how this
advanced training impacts brain plasticity mechanisms. To this aim, we directly measured
brain electrical activity through EEG recordings.

Through this investigation, we sought to gain valuable insights into the potential of
VR cognitive stimulation as a neurorehabilitation approach for patients with neurological
disorders and contribute to the understanding of the underlying neural mechanisms
involved in the observed cognitive improvements. The findings from this study could
have implications for the development of innovative and effective interventions to enhance
cognitive recovery in individuals with stroke or other neurological events.

2. Materials and Methods

2.1. Study Setting and Participants

Thirty—moderate-to-severe patients with ischemic stroke in the chronic phase (at
least 6 months after the event), with a mean age of 58.13 (±8.33) for the experimental
group and 57.33 (±11.06) for the control group, were enrolled in this study. They attended
the outpatient clinic of the Neurorehabilitation Unit of IRCCS Neurolesi “Bonino Pulejo”
(Messina, Italy) from October 2022 to March 2023. A more detailed description of the two
groups is provided in Table 1.

Table 1. Demographic and clinical description of both the experimental and control samples at the
beginning of the study.

Subject Age (Years) Gender
Education

(Years)
Barthel Index Rankin Scale

Time Elapsed Since
the Event

Experimental Group

1 57 M 8 15 5 6

2 61 M 8 5 5 8

3 69 M 5 40 4 7

4 65 M 13 15 4 6

5 63 F 13 10 4 12

6 57 F 8 10 4 6

7 57 F 13 35 4 8

8 39 M 8 70 3 8

9 59 M 8 10 5 7

10 56 F 8 40 4 6

11 60 F 8 65 3 7

12 43 M 13 10 5 9

13 67 M 13 5 5 9

14 66 M 13 10 5 12

15 53 M 13 25 4 6

Control Group Age (Years) Gender
Education

(Years)
Barthel Index Rankin Scale

Time Elapsed Since
the Event

1 38 M 8 10 5 6

2 73 M 13 5 5 6

3 59 M 8 35 4 7

4 73 M 5 20 4 12
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Table 1. Cont.

Subject Age (Years) Gender
Education

(Years)
Barthel Index Rankin Scale

Time Elapsed Since
the Event

5 68 M 5 15 4 8

6 69 F 8 15 4 8

7 65 F 8 30 4 6

8 64 M 13 70 3 6

9 55 M 5 40 5 6

10 54 F 8 40 4 7

11 48 M 13 55 4 9

12 55 F 10 5 5 6

13 50 M 13 20 4 7

14 45 F 8 15 4 7

15 44 F 8 10 4 8

The stroke patients and/or their family members were provided with adequate infor-
mation about the study and offered the opportunity to participate with written consent. The
study adhered to the principles set forth in the Declaration of Helsinki on Human Rights,
and the local Ethics Committee approved the study (IRCCS-ME-CE 08/21). Inclusion
criteria were as follows: (1) diagnosis of first right ischemic stroke in the chronic phase,
i.e., ≥ 6 months after the event; (2) age range 18–75; and (3) absence of disabling sensory
impairment (i.e., hearing and visual impairment); (4) Rankin Scale score ≥ 3; (5) Barthel
index ≥ 5. Exclusion criteria were as follows: (1) intake of psychoactive drugs potentially
interfering with the training; (2) presence of neurological disorders other than the first
ever ischemic stroke; and (3) absence of the ability to understand verbal delivery of a
simple order, Token Test ≤ 4; (4) presence of debilitating behavioral alterations and severe
psychiatric symptoms.

2.2. Procedures

Thirty patients were randomly assigned to one of 2 groups, with fifteen allocated to
the experimental group (EG) and the other fifteen to receive standard treatments, forming
the control group (CG), based on the order of recruitment (in order to meet the criteria
for a quasi-randomized study). We used the sample size calculator, a public service of
Creative Research Systems survey software (https://www.surveysystem.com/sscalc.htm),
to determine an adequate and minimal sample size to exclude systematic error, established
with a confidence level of 95% and a confidence interval of 2%.

The experimental group received neurocognitive stimulation using virtual reality
training (VRT) using the Virtual reality rehabilitation system (VRRS), while the control
group received the same amount of standard neurorehabilitation (using a paper-and-pencil
approach). To study neuroplasticity changes (that was the aim of the study), we focused on
investigating the power band spectra of theta, alpha and beta EEG rhythms in both groups.
Theta and alpha rhythms are specific frequency bands of brain electrical activity that have
been associated with various cognitive processes and neural plasticity [34].

By comparing the changes in theta and alpha EEG rhythms between the experimental
group (who received the VR cognitive stimulation) and the control group (who did not
receive this advanced stimulation during the study period), we aimed to assess the specific
effects of VR on brain plasticity in patients with chronic stroke.

EEG data were recorded by the neurophysiology technical staff under the supervision
of the neurological physician and acquired using a gold-standard digital EEG amplifier
(Micromed Medical System, Treviso, Italy). The system continuously recorded EEG signals
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on 19 channels. Electrodes were placed on the patient’s scalp according to the International
Measurement System 10/20 criteria, with the reference electrode positioned in the ear and
the ground electrode placed posteriorly at Fz. The preprocessing of the EEG was performed
in Matlab using EEGLAB [35].

First, the baseline was removed from each channel. Then, high EEG signals were
filtered at 0.5 Hz to remove respiratory noises, while low signals were filtered at a cutoff
frequency of 50 Hz to eliminate high-frequency noises. A notch filter was also applied at
50 Hz to remove power line interference. The signals were visually inspected to manually
remove residual artifacts. The data were then segmented into epochs of 4 s free of artifacts.

For the analysis of brain rhythms, data were recorded from the occipital areas for
alpha rhythm and from the fronto-temporal areas for beta and theta rhythms bilaterally,
although the focus of our research was primarily aimed at investigating the neuroplastic
effects in the right-lesioned hemisphere. Electrodes were placed across the entire scalp to
ensure comprehensive coverage [36].

EEG data were recorded during a 20 min session where the patient was at psychosen-
sory rest, with their eyes closed. For short periods, the patient was asked to open their eyes
to assess the alpha rhythm reactivity recorded in the occipital cortex areas. Quantitative
analysis was performed using custom algorithms developed in Matlab code. The power
spectral density (PSD) was evaluated by transforming the signal from the time domain to
the frequency domain using the Welch method [37]. PSDs were calculated for each epoch
and then averaged. The absolute total power of the signal and absolute power of each band
were computed for each electrode. The bands considered were theta (4–7 Hz), alpha (8–13
Hz), and beta (14–29 Hz).

2.3. Virtual Cognitive Task Using VRRS

VRRS is an advanced rehabilitation platform designed to facilitate the recovery process
for patients with neurological conditions. It is one of the most comprehensive and clinically
tested virtual reality systems for rehabilitation and tele-rehabilitation. The VRRS utilizes
an exclusive magnetic kinematic acquisition system and offers a range of rehabilitative
modules, including neurological, logopedic, and cognitive tasks, catering to a wide spec-
trum of neurological diseases. The system incorporates augmented feedback to enhance
physiological learning, providing patients with specific information on their movements
to improve the quality of their performance. Each exercise is accompanied by a preview
that demonstrates to therapists and patients how the sensors should be positioned and the
correct way to perform the exercise (Figure 1).

 

Figure 1. A patient supervised by two clinicians during the execution of a motor-cognitive exercise
to improve sustained attention.

During the EEG execution, the enrolled patient sits in front of the VRRS device, actively
engaging with it to perform the virtual cognitive task.

The VRRS cognitive module comprises a set of interactive activities designed for
specific cognitive domains. These activities include tasks related to attention and memory,
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such as selective and sustained attention, as well as verbal or visual-spatial activities. The
virtual tasks provided through the VRRS can be categorized into two main types based on
the method of interaction with the virtual reality tool. The first category encompasses 2D
exercises where the patient interacts with objects and scenarios through the touch screen
or a specialized magnetic tracking sensor coupled with a squeezable object, effectively
emulating mouse-like interaction capabilities. The second category involves 3D exercises,
allowing patients to interact with virtual scenarios and objects using magnetic wearable
sensors typically placed over the hand, enabling 3D position tracking of the end effector.
This 3D modality allows for movements of the upper and lower limbs in three dimensions
while interacting with the virtual environment (see Table 2). During the EEG examination,
the virtual task is administered with three levels of difficulty for execution time, and
the number of stimuli-targets and distractors presented to the patient is controlled (see
Table 2) [38].

Table 2. Cognitive rehabilitation program: virtual reality task using VRRS—Evo and standard
activities administered during EEG signal processing.

Domain Sub-Domain VRRS Task Standard Activities

-Attention
Processes

Selective

To administer the scanning exercise, the
user must locate the target symbols in a

grid and select the matching virtual
symbols.

To select and immediately recall feedback
(audio and video) similar to various

elements (colors, musical strings,
geometric or abstract forms,

animals, numbers) observed in the
virtual environment, the patient touches

the virtual target element within a
specific time. This action causes a visual

change with a specific audio feedback
(positive reinforcement), using
VVRS—interaction between the

cognitive therapist and the patient.
Otherwise, the element disappears

(negative reinforcement).

To administer the attention exercise, the
user must locate the target symbols

while facing a paper-and-pencil grid
and select the matching real symbols.

To select and immediately recall
feedback (audio and video) resembling

various elements (colors, musical
strings, geometric or abstract forms,

animals, numbers) observed in the real
environment, the patient touches the
target element within a specific time,

using a timer and the interaction
between the

cognitive therapist and the patient.

Sustained

To stimulate sustained attention
processes, the patient observes from 3 to

5 target stimuli for a variable and
progressive time (10–15 min), with an
attentional focus on the virtual tasks

administered.

To stimulate sustained attention
processes, the patient observes from 3
to 5 target stimuli for a variable and

progressive time (10–15 min), with an
attentional focus on the real activities

administered.

Memory Abilities

Verbal

To work on recognition and
remembrance in virtual tasks involving

verbal material, reminiscence and
validation therapy, mnemonic techniques,

and strategic skills.

To work on recognition and
remembrance in traditional tasks with

paper-and-pencil verbal material,
reminiscence and validation therapy,
mnemonic techniques and strategic
skills, face to face with a therapist,

without a virtual tool.

Visuo-Spatial

To work on recognition and
remembrance virtual tasks with not
verbal/visuo-spatial tasks (pictures;
image; number; colors. . .) mnemonic

techniques and strategic skills.

To work on recognition and
remembrance using paper-and-pencil

tasks without verbal/visuo-spatial
tasks (pictures, images, numbers,
colors), employing conventional

mnemonic techniques and strategic
skills, face to face with a therapist,

without the use of virtual tools.
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2.4. Standard Cognitive Training

The CG performed a conventional cognitive rehabilitation program with the same
features and amount of time/intensity as the experimental one. However, cognitive
domains were stimulated by using the classical paper-and-pencil approach instead of
using VR (see Table 2). In fact, the cognitive-oriented intervention administered to CG
included a series of standard face-to-face activities, organized for specific cognitive domains
(attention processes and memory abilities) and relative cognitive sub-domains (selective
and sustained attention processes, verbal and visuo-spatial memory), without the use of
virtual systems.

2.5. Statistical Analysis

Data analysis was performed using IBM SPSS Statistics, Version 24 (IBM, Armonk,
NY, USA) [39]. A mixed-model ANOVA for repeated measures was applied, with three
repeated factors (bands: alpha, beta, and theta bands) and time (T0—pre-intervention
baseline, T1—post-test) and one between subject factor (group: experimental group with
VRT and control group without VRT). A Bonferroni correction was applied for multiple
comparisons. The alpha level was set to p < 0.05 for all statistical tests. In the case of
significant effects, the effect size of the test was reported. The effect sizes were computed
and categorized according to eta squared (η2).

3. Results

Regarding the demographic statistics, Table 3 shows the means and standard devi-
ations for the provided demographics and indices. This table presents a comprehensive
summary of the key characteristics of both the experimental and control groups, including
age, years of education, Barthel index, Rankin Scale score, years from ischemic stroke, and
sex distribution. To ensure the balance between the groups, we conducted a thorough
analysis of the provided demographic and clinical characteristics. As shown in Table 3, we
assessed the distribution of sex, age, years of education, Barthel index, Rankin Scale score,
and years from ischemic stroke between the two groups. Independent samples t-tests for
continuous variables and chi-squared tests for categorical variables were applied to com-
pare the two groups. The statistical tests indicate that there are no significant differences
between the groups for any of these variables. Therefore, we can confidently conclude that
the groups are well-balanced in terms of these important baseline characteristics.

Table 3. Summary of the demographic and clinical description of both the experimental and control
samples and statistical comparisons.

Socio-Demographic and Clinical
Variables

Experimental Group Control Group Statistic Pairwise Comparisons

Sex (male/female) a
M = 10 M = 10

0.00 (p = 1)
F = 5 F = 5

Age (years) b 58.13 (8.33) 57.33 0.24 p = 0.82

Education level (years) b 10.13 (2.87) 8.96 (2.92) 1.19 p = 0.24

Barthel index
(0–100) b 24.33 (21.20) 25.66 (19.07) 0.18 p = 0.85

Rankin Scale score (0–6) b 4.26 (0.70) 4.20 (0.56) 0.28 p = 0.77

Years from ischemic stroke b 7.8 (2.00) 7.26 (1.62) 0.80 p = 0.43
a Chi-square test (critical value). b Independent samples t-test: mean (standard deviation).

Concerning the right hemisphere, the mixed-model ANOVA for repeated measures
revealed a significant effect of the factor “Group” (F (1, 28) = 4.11, p < 0.05, η2 = 0.09),
indicating a difference between the experimental and control groups.
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The “Group × Time” interaction showed significant effects (F (1, 28) = 11.03, p < 0.01,
η2 = 0.11), suggesting that neurocognitive stimulation using VRT resulted in significant dif-
ferences between the experimental and control groups in the alpha and beta bands. Further-
more, the “Group × Bands × Time” interaction exhibited significant effects (F (2, 56) = 78.45,
p < 0.01, η2 = 0.12), indicating that the alpha and beta bands showed an increase from
pre-test to post-test for the experimental group, respectively, t (29) = 4.92, p < 0.01, d = 0.88
and t (29) = 6.01, p < 0.01, d = 0.91, while the theta band exhibited no increase, t (27) = 0.46,
p = 0.35 (see Figures 1 and 2). With reference to the control group, no differences in the sin-
gle bands were observed. To summarize, VR enhanced only the alpha and beta frequency
bands (Table 4).

 
(a) Alpha band in pre-test (b) Alpha band in post-test  

 
13–30 Hz 13–30 Hz 

(c) Beta band in pre-test  (d) Beta band in post-test 

Figure 2. The power spectral density in the alpha and beta bands of a subject randomly selected
from a single case in the experimental group in both the pre-test and post-test phases is shown in
the figure.

Regarding the left hemisphere, a significant effect of the factor “Group” (F (1, 28) = 5.93,
p < 0.05, η2 = 0.11) emerged, indicating a difference between the experimental and control
groups within the left hemisphere.

The “Group × Time” interaction showed significant effects (F (1, 28) = 5.03, p < 0.05,
η2 = 0.11), suggesting that neurocognitive stimulation using VRT resulted in significant dif-
ferences between the experimental and control groups in the alpha and beta bands. Further-
more, the “Group × Bands × Time” interaction exhibited significant effects (F (2, 56) = 8.19,
p < 0.01, η2 = 0.09), indicating that the alpha and beta bands showed an increase from
pre-test to post-test for the experimental group, respectively, t (29) = 5.12, p < 0.01, d = 0.90;
and t (29) = 5.87, p < 0.01, d = 0.91, while the theta band exhibited no increase, t (27) = 0.38,
p = 0.47 (see picture n. 2 and picture n. 3). With reference to the control group, no differences
in the single bands were observed. To summarize, VR enhanced only the alpha and beta
frequency bands (Table 4).

In summary, the results suggest that neurocognitive stimulation through VRT had a
significant impact on the alpha and beta frequency bands. These bands exhibited increased
activity in the experimental group, while the control group showed no significant changes
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in any of the bands. This indicates that VRT enhances cognitive functioning primarily in
the alpha and beta frequency bands.

Table 4. Means and standard deviations of theta, alpha, and beta bands (microvolts) in the right and
left hemispheres, and p-values.

Pre-Test p Post-Test p
Right Hemisphere

(Hz)
Experimental Control Experimental Control

Theta band (M = 17.80;
SD = 2.24)

(M = 18.30;
SD = 1.73) 0.23 (M = 18.10;

SD = 2.24)
(M = 18.02;
SD = 1.76) 0.16

Alpha band (M = 21.33;
SD = 0.97)

(M = 21.41;
SD = 1.02) 0.31 (M = 30.23;

SD = 2.99)
(M = 21.8;
SD = 1.02) 0.01

Beta band (M = 23.13;
SD = 2.74)

(M = 23.27;
SD = 2.89) 0.37 (M = 28.27

SD = 2.37)
(M = 23.27;
SD = 2.43) 0.01

Left Hemisphere
Theta band

(M = 17.40;
SD = 2.74)

(M = 18.03;
SD = 1.77) 0.22 (M = 18.25;

SD = 2.24)
(M = 18.72;
SD = 1.76) 0.14

Alpha band (M = 22.43;
SD = 1.67)

(M = 21.32;
SD = 1.32) 0.36 (M = 30.23;

SD = 2.99)
(M = 21.8;
SD = 1.02) 0.01

Beta band (M = 23.53;
SD = 3.15)

(M = 23.40;
SD = 2.47) 0.49 (M = 26.97

SD = 3.81)
(M = 23.13;
SD = 2.90) 0.05

4. Discussion

The study of EEG signals, correlated with their application in different technologies,
holds great interest in neuroscience, particularly in the fields of assistive technology and
neurorehabilitation, where the external stimulus can be provided through VR [40]. In a
previous study, we investigated robotic-based rehabilitation (using the Lokomat, Hokoma,
Zurigo) combined with VR in patients with chronic hemiparesis. We found that improve-
ment in gait and balance was paralleled by important EEG signal modifications. In particu-
lar, the EEG data suggested that the use of VR may entrain several brain areas involved in
motor planning and learning, thus leading to an enhanced motor performance [41].

In the current study, we confirmed that VR training could be effective in improving
neuroplasticity (and potentially cognitive functioning) in patients in the chronic phase of
ischemic stroke, as also demonstrated by other authors in different types of neurological
disorders [42–46].

However, as far as we know, this is the first study focusing on the importance of
assessment of electrophysiological changes after a brain injury involving only the right
hemisphere. Indeed, our training and investigation mainly concerned visual working
memory alterations, deficits of the speed of response and sustained attention, which are
often underestimated signs of right hemisphere injury, despite their significant impact on
rehabilitation outcomes [47,48]. This important role of the right hemisphere has also been
demonstrated by neuroimaging studies [49–53].

The present study aimed to observe the effects of an innovative neurocognitive stimu-
lation VR system, using training based on specific attention and memory abilities, on the
EEG bands of two groups of subjects in the chronic phase of ischemic stroke. The findings
revealed a significant increase in both alpha and beta bands in the experimental group
following the intervention, suggesting that VRT had a positive impact on neural oscillatory
activity, especially in the right hemisphere (which was the focus of the present study). The
observed increase in alpha and beta bands aligns with previous research, demonstrating
the neuroplasticity-inducing effects of VR-based interventions on brain activity [54–61].
The ability of VRT to engage and challenge the neural networks involved in cognitive
processes may account for the observed changes in neural oscillations [62]. Specifically, the
increase in alpha power could indicate enhanced attentional focus and cognitive resource
allocation [29,56], while the rise in beta power may reflect improved cognitive control
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and motor planning [63]. The control group did not exhibit significant changes in alpha
and beta bands over time. This suggests that the observed neurocognitive effects were
specific to the VRT intervention and not simply a result of the passage of time or other
non-specific factors.

These findings hold implications for the use of VRT as a potential tool in cognitive
rehabilitation and neurocognitive enhancement. By understanding the neural mechanisms
underlying the effects of VRT, future research can design targeted interventions to opti-
mize cognitive training programs and potentially improve outcomes for individuals with
cognitive deficits or neurodevelopmental disorders.

In addition to the implications for CR, the findings of this study could have broader
implications for the field of neurorehabilitation and brain plasticity research. Virtual
reality technology has shown promise as a versatile and effective tool for promoting
neural plasticity in various clinical populations. By providing an immersive and engaging
environment, VRT can target specific cognitive domains and facilitate neurocognitive, as
well as motor reorganization. It has been shown that VR, due to the use of auditory and
visual feedback, may affect different perceptual and experiential aspects. This complex
sensory stimulation may increase the patient’s awareness of his/her results (knowledge
of results) as well as awareness of performance (knowledge of performance), inducing
changes in neural plasticity processes with a consequent reinforcement of learning [20,45].
These positive effects on cortical plasticity could be due to the reactivation/amplification of
brain neurotransmission within spared or unused circuits. It is also conceivably due to the
involvement of mirror neurons, facilitated by the visual-motor information coming from the
observation of the stimuli on the VR screen [24–45]. Moreover, by using VR environments,
it is possible to perform tasks that may be too difficult, time-consuming, or impossible to
perform in a natural world setting. It is noteworthy that VR enables healthcare professionals
to provide standardized rehabilitation protocols, controlled stimulus presentations, and
clinical progress and performance measures [45]. These outcome measures may become
more objective if investigated (as in our study) with electrophysiological tools. Then, the
advanced training can be tailored to the patient’s clinical status and needs, also providing
personalized feedback on performance.

Nonetheless, among the main concerns regarding the use of innovative technology,
including VR, are system usability and the high costs. Most of the non-immersive VR
devices, such as the VRRS, are easy to use and do not always require the presence of
a caregiver to set the device if the patient does not have severe cognitive-behavioral
problems [64]. On the contrary, semi-immersive and immersive devices (except for the
Oculus) need a therapist to properly use the tool and supervise the training. As regards the
costs, most VR devices have lower costs than other innovative rehabilitation treatments
(e.g., robot-assisted training), and can be used at home if a telemedicine service is available.

5. Limitations of the Study and Future Perspectives

This pilot study has some limitations. First, the small sample size may prevent gener-
alizing the results to the entire stroke population. However, the sample is homogeneous, as
it is composed of patients with chronic right ischemic stroke. Moreover, to strengthen the
generalizability of the results to neurorehabilitation, larger sample sizes and more diverse
populations should be included.

Second, a quasi-randomization method may lead to selection bias. Therefore, random-
ized clinical trials are needed to confirm these promising results.

Third, we did not assess any behavioral tools after the intervention, so we cannot
determine if and to what extent VR may have influenced our patients’ clinical outcomes.
Nonetheless, there is a lack of literature demonstrating that patients undergoing VR have
superior (or at least the same) results than conventional training [65–69]. Also, this issue
was outside the scope of the article, which focused on demonstrating the underpinning
of VR-inducing neuroplasticity. The specific VRT protocols and tasks used in this study
may have influenced the observed outcomes, and further research with a broader range
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of VR paradigms is warranted. Finally, although the present study focused on evaluating
the power in the alpha, beta, and theta frequency bands in both hemispheres [70], we
focused on the affected right hemisphere, and we did not calculate interhemispheric
asymmetry. The latter would have definitely provided more detailed data on the functional
connectivity (and therefore functional recovery) between the two cerebral hemispheres.
However, the analysis of frequency band power is an approach also used in other studies
to examine the intensity of brain waves in different regions or frequency bands [70]. This
analysis can be conducted on data from individual hemispheres or specific regions without
considering the symmetry parameter between the two hemispheres. In future research,
we plan to integrate a comprehensive neurophysiological assessment of symmetry and
coherence parameters along with hemodynamic studies using fNIRS to achieve improved
spatiotemporal resolution.

As technology continues to advance, and VR platforms become more sophisticated,
the potential of VRT for neurorehabilitation and cognitive enhancement will likely expand.
Integrating VRT with other rehabilitative approaches, such as traditional therapy or brain
stimulation techniques, could lead to synergistic effects and further optimize patient out-
comes. Finally, by harnessing the potential of VRT as a tool for neurocognitive stimulation
and brain plasticity, healthcare providers may be better equipped to design tailored and
effective interventions for individuals with diverse cognitive challenges, including those
with stroke, traumatic brain injury, and neurodevelopmental disorders.

6. Conclusions

In conclusion, this study may contribute valuable insights into the effects of neurocog-
nitive stimulation using virtual reality training on brain oscillatory activity in the chronic
phase of ischemic stroke. The significant increase in alpha and beta bands observed in
the experimental group highlights the potential of VRT to induce neuroplastic changes in
the brain. By providing an immersive and engaging environment, VRT can target specific
cognitive domains and facilitate neurocognitive as well as motor reorganization. Through
this investigation, we sought to contribute to the understanding of the underlying neural
mechanisms involved in cognitive recovery after innovative approaches like virtual reality.
In fact, the findings from this study could have implications for the development of innova-
tive and effective interventions to enhance cognitive function in individuals with stroke, as
well as other neurological disorders.

This research sets the stage for future investigations that can refine VRT protocols
and pave the way for innovative and personalized cognitive rehabilitation interventions,
ultimately benefiting individuals striving to overcome cognitive impairments and improve
their attention processing and memory abilities. Indeed, larger multicenter RCTs are needed
to confirm these promising findings and to investigate the role of other EEG bands as well
as interhemispheric EEG coherence in the functional recovery following a brain injury.
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Abstract: Ketamine has been abused as a psychedelic agent and causes diverse neurobehavioral
changes. Adolescence is a critical developmental stage but vulnerable to substances and environmen-
tal stimuli. Growing evidence shows that ketamine affects glutamatergic neurotransmission, which is
important for memory storage, addiction, and psychosis. To explore diverse biological responses,
this study was designed to assess ketamine sensitivity in mice of different ages and strains. Male
C57BL/6J and BALB/c mice were studied in adolescence and adulthood separately. An open field
test assessed motor behavioral changes. After a 30-min baseline habituation, mice were injected with
ketamine (0, 25, and 50 mg/kg), and their locomotion was measured for 60 min. Following ketamine
injection, the travelled distance and speed significantly increased in C57BL/6J mice between both age
groups (p < 0.01), but not in BALB/c mice. The pattern of hyperlocomotion showed that mice were
delayed at the higher dose (50 mg/kg) compared to the lower dose (25 mg/kg) of ketamine treatment.
Ketamine accentuated locomotor activation in adolescent C57BL/6J mice compared to adults, but
not in the BALB/c strain. Here, we show that ketamine-induced locomotor behavior is modulated
by dose and age. The discrepancy of neurobehaviors in the two strains of mice indicates that sensi-
tivity to ketamine is biologically determined. This study suggests that individual vulnerability to
ketamine’s pharmacological responses varies biologically.

Keywords: ketamine; NMDA; pharmacological response; locomotion; psychosis; learning; age; strain;
dose effect; genetic diversity

1. Introduction

Ketamine has been used as a dissociative anesthetic in human medicine since 1970.
Growing research demonstrate that it has promising therapeutic effects for pain and
treatment-resistant depression [1–3]. It can also be used recreationally as a party drug
due to its hallucinogenic and dissociative effect for producing different states of mind,
emotion, perception, and psychomotor behaviors. The acute effects of ketamine can
induce trance-like states such as amnesia, visual distortion, hallucination, dissociative
experiences, and psychotomimetic features [1,4]. Chronic abuse can influence the neu-
ropsychological function and cognitive performance and induce urinary toxicity such
as cystitis and lower urinary track syndrome [4,5]. An epidemiological survey showed
an increasing prevalence of ketamine abuse in Asia, especially for teenagers [6]. Facing
the public health and long-term impacts of ketamine abuse is a critical issue. Abuse
behaviors not only potentiate the addiction tendency but also bring negative psychiatric
consequences to the adolescent [4].

Ketamine principally acts as an N-methyl-D-aspartate (NMDA) receptor agonist and
inhibits glutamatergic neurotransmission, which is responsible for anesthetic, analgesic,
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and psychotomimetic effects [7]. Moderations of the glutamate neuropathway can pro-
duce diverse neurophysiological and neurobehavioral changes, such as impairment of
memory encoding and development of psychosis [8]. Growing evidence demonstrates
the effectiveness for treatment-resistant depression through NMDA receptor inhibition
and downstream α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptor
activation [9,10]. The prefrontal cortex, subgenual anterior cingulate cortex, and hippocam-
pus are thought to be involved in this antidepressant effect [9,11]. Some studies have
demonstrated overlapping neuronal circuits underlying depression and addiction, with
a specific focus on the mesolimbic projection [10]. Recent studies have shown different
pharmacodynamic properties between R- and S-ketamine regarding the risk of adverse
effects [9,12]. Nonetheless, the long-term adverse effects of ketamine are worth noting in
different populations. Based on the pharmacological properties, activation of the NMDA
receptor can enhance long-term potentiation (LTP) and synaptic plasticity, which are impor-
tant mechanisms for memory consolidation and recall. Compared to receptor activation,
the inhibitory effects of ketamine on the NMDA receptor may deter LTP formation and
cause negative impacts on memory and learning [13,14]. There are common symptoms
of dissociation, hallucination, and delusion in acute ketamine users and cognitive deficits
in chronic abusers. Many neuroscience studies have indicated that ketamine-induced
psychotomimetic features are strongly correlated with NMDA hypofunction [15,16]. In a
clinical observation survey, ketamine exacerbated psychotic symptoms in patients with
schizophrenia [17]. Until now, ketamine-induced neurobehavioral change has seemed to
be a powerful animal model for schizophrenia research [18,19].

Adolescence is a critical stage of brain development from the childhood to adult-
hood, possessing characteristics of rapid neuronal differentiation and neurocircuit remod-
eling [20]. During this stage, the brain is remarkably vulnerable to stressors and diverse
substances, which can predispose the adolescent to many neuropsychiatric problems such
as schizophrenia and bipolar disorder and may increase risk-taking behaviors, which can
easily lead to substance addiction [20–22]. The putative mechanism of ketamine exerts neg-
ative impacts on information processing and episodic memory formation [23]. Moreover,
ketamine abuse is often accompanied with adverse psychotomimetic effects in adoles-
cent. On the other hand, growing evidence has demonstrated the efficacy of ketamine on
treatment-resistant depression, which has a higher prevalent rate in adults and the elderly.
In recent years, research into different treatments for major depressive disorders have led
to a more comprehensive understanding of the mechanisms of depression beyond the
monoamine hypothesis. For instance, studies involving ketamine have demonstrated the
involvement of the glutamatergic system, while research on brain stimulation has revealed
the significance of thalamocortical dysrhythmia [24,25]. Ketamine may prove to be a valu-
able tool, as it may help us to understand the pathophysiology of depression and identify
possible biomarkers, such as genetic or electroencephalography biomarkers [26], in the
future. Thus, the trade-off between the risks and benefits of ketamine treatment between
the adolescent and the adult with refractory depressive features is a matter of dispute.
To clarify, the age effect on the differences of ketamine sensitivity and pharmacological
response is an important issue. In another aspect, geographical differences of ketamine
abuse may also reflect the pharmacogenetic variation.

To explore the age effect and strain differences on the ketamine pharmacological
response, an open field test was used as an animal model to evaluate neurobehavioral
changes after acute ketamine injection. The mouse strains of BALB/c and C57BL/6J were
used to compare the ketamine sensitivity between adolescence and adulthood. The study
was designed (1) to investigate age-related behavioral changes following ketamine injection;
(2) to compare the strain differences in terms of ketamine sensitivity; and (3) to compare
the interactions of ketamine dose effects between strains and different age groups.
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2. Materials and Methods

The study was designed to investigate the locomotor neurobehavioral changes follow-
ing ketamine injection in mice with different ages and strains. An open field test with a
computerized video-tracking system was adapted to measure the locomotor changes [27–29].

2.1. Subjects

Subjects were male C57BL/6J and BALB/c mice obtained from the National Laboratory
Animal Center, Taiwan. C57BL/6J was chosen as a reference strain given its common use
in models of explorative behavioral studies [27,28]. BALB/c mice, as genetic backgrounds
for mutants, were chosen based on their frequent use in behavioral neuroscience, including
sensitivity to stress and expectations of different reactions to ketamine [28,29]. Adolescent
(4–6 week-old) and adult (9–15 week-old) mice were used. Mice were housed in groups of
four in a temperature (22 ± 1 ◦C)- and humidity (50 ± 5%)-controlled vivarium under a 12-h
light/dark cycle with ad libitum access to food and water. All experimental procedures
were approved by the Institutional Animal Care and Use Committee, Buddhist Taipei
General Hospital, and were conducted following the regulation of reduction and refinement.
All efforts were made to minimize the number of animals used and their suffering.

2.2. Drug Preparation

Testing doses of ketamine were based on our pilot work [30,31] and previous studies of
behavioral effects in mice [32–35]. In this experiment, the study dose was first assessed by
the rotarod motor test to evaluate motor balance. To determine the doses without the effects
of anesthesia and paralysis, testing doses were determined to the sub-anesthesia range
from 25 to 50 mg/kg, with 0 mg/kg used as the negative control. The use of ketamine was
approved by the Taiwan Food and Drug Administration, and ketamine was purchased from
Pfizer (New York, NY, USA). Ketalar (ketamine hydrochloride, 50 mg/mL) was dissolved
in 0.9% saline vehicle and intraperitoneally injected in volumes of 10 mL/kg.

2.3. Study Procedure

The novel open field apparatus was a 40 × 40 × 35 cm square arena with opaque
Plexiglas walls and floor. The white composition was designed for C57BL/6J strain mice
and the black for BALB/c mice. Before the behavioral study, mice were transferred to the
testing room 1 h prior to testing for acclimation to the test environment. The open field
apparatus was wiped with 70% ethanol prior to each trial and between trials. The study
procedures (Figure 1) were performed in adolescent and adult stages of both strains with
randomized assignment of different ketamine doses.

In the test, the open field apparatus was evenly illuminated to ~50 ± 5 lux [36]. A
cross-over design was used for the mice to avoid environmental differences in the open field
and to reduce the number of animals used. The apparatus was designed with black and
white colors for C57BL/6J and BALB/c mice, respectively, to adjust the color differences for
two strains under the monitoring system. The mice were initially placed in the apparatus
for a 30-min habituation period. This design served as both an internal and systemic control.
After 30 min of baseline locomotion habituation, mice were followed by intraperitoneal
injection (i.p.) with ketamine (0, 25, and 50 mg/kg). The mice then were placed in the
perimeter and allowed to explore the apparatus for 60 min. A computerized video tracking
system (SINGA Trace MouseIIAnubis Track 1.6.4 pro) was adapted to measure the motor
responses following ketamine injection.
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Figure 1. The study procedure: After 30 min baseline habituation, mice were followed by intraperi-
toneal injection with different ketamine dosages. The mice then were placed in the perimeter and
allowed to explore the apparatus for 60 min. A video-tracking system was adapted to measure the
motor response in the open field.

2.4. Statistical Analysis

All the statistical analyses were conducted using GraphPad Prism (GraphPad Soft-
ware, Inc., San Diego, CA, USA) version 5.01.336 and Statistical Package for Social Science
version 18 (SPSS Inc., Chicago, IL, USA). The moving paths and travelled distances in the
open field were tracked before and after ketamine injection. The measurement parameters
were analyzed by analysis of variance (ANOVA), followed by Bonferroni’s post hoc tests.
Probability (p) values under 0.05 were considered significant.

3. Results

Two strains of mice during adolescence and adulthood were randomized to different
ketamine doses (0, 25, 50 mg/kg, separately) by i.p. injection. The number of experi-
mental mice in each group was 11–12 (by strain × age × ketamine dose). Prior to the
drug treatment, there were no differences in the baseline travelled distance within each
strain × age group. The comparison between the two strains of mice at baseline, including
the summation of 30 min of travelled distance and the total time spent in the central area of
the apparatus, can be found in Supplementary Materials Figures S1 and S2.

The locomotor activity after ketamine injection was observed for 60 min. The travelled
distance (cm) of each group is shown at the corresponding time points, by 2 min time
intervals, in Figures 2A,B and 3A,B. The total distance travelled during 60 min after
ketamine injection is demonstrated in Figures 2C,D and 3C,D. ANOVA tests and post hoc
analysis were used to assess the differences of locomotor responses among each group.
Table 1 summarizes the effect of different ketamine dosages on the total distance travelled
during a 60 min period after ketamine injection.

Table 1. Comparisons of locomotor activity between C57BL/6J and BALB/c mice treated with
different ketamine doses.

Ketamine
C57BL/6J BALB/c

Adolescent Adult Adolescent Adult

0 mg/kg 65.2 ± 7.0 66.8 ± 6.8 72.3 ± 13.8 82.3 ± 18.2
25 mg/kg 175.0 ± 13.8 a 130.9 ± 11.8 b 85.5 ± 12.8 103.4 ± 14.5
50 mg/kg 171.2 ± 15.7 a 136.9 ± 8.1 b 89.6 ± 17.5 52.8 ± 13.3 c

Values are means ± standard error of the mean (SEM); data represent the total travelled distance (meter) in 60 min
following the ketamine injection. Differences among the study group were evaluated by multiple analysis of
variance and post hoc tests. Subject numbers were 10–13 in each group. a p < 0.001 compared with 0 mg/kg
ketamine group in adolescent C57BL/6J. b p < 0.01 compared with 0 mg/kg ketamine group in adult C57BL/6J,
c p < 0.05 compared with 25 mg/kg ketamine group in adult BALB/c.
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Figure 2. Travelled distance (cm) at the corresponding time points in the open field test for adolescent
(A) and adult (B) C57BL/6J mice treated with different ketamine dose. The groups are denoted
as adolescent (circle) and as adult (square), as well as different ketamine doses: 0 mg/kg (blue),
25 mg/kg (green), 50 mg/kg (red). Total travelled distance (m) represents the summation of moving
distance following ketamine injection running for 60 min in both age groups: (C) for adolescent,
and (D) for adulthood. Vertical bars represent standard error of the mean (SEM). Differences among
the study groups were evaluated by analysis of variance (ANOVA) and post hoc tests. Statistically
significant differences between groups: ** p < 0.01, *** p < 0.001 vs. vehicle.

Figure 3. Travelled distance (cm) at the corresponding time points in the open field test for adolescent
(A) and adult (B) BALB/c mice treated with different ketamine doses. The groups are denoted as
adolescent (inverted triangle) and as adult (prism), as well as different ketamine doses: 0 mg/kg
(blue), 25 mg/kg (green), 50 mg/kg (red). Total travelled distance (m) represents the summation
of moving distance following ketamine injection running for 60 min in both age groups: (C) for
adolescent, and (D) for adulthood. Vertical bars represent SEM. Differences among the study groups
were evaluated by ANOVA and post hoc tests. Statistically significant differences between 25 mg and
50 mg dose groups: * p < 0.05.
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3.1. Age Effect

ANOVA data showed a significant difference in the amount of distance traveled after
receiving a ketamine injection between adolescent and adult C57BL/6G mice [F (1, 64) = 7.786,
p < 0.01], but not in BALB/c [F (1, 62) = 0.057, p = 0.81]. In C57BL/6J strain mice treated
with a low dose of ketamine (25 mg/kg), adolescents exhibited a more intense response
of locomotor hyperactivity than adults. The summation of total travelled distance (in
meters) following ketamine injection appeared to have a 3-fold increase in the adolescent
(175.0 ± 13.8) and 2-fold increase in the adult (130.9 ± 11.8) group compared with the
vehicle group (65.2 ± 7.0) (p < 0.001) according to Bonferroni’s post hoc test. When treated
with a higher dose of ketamine (50 mg/kg), delayed responses in moving behaviors were
detected. Similarly, adult C57BL/6J mice (136.9 ± 8.1) showed less intensity in total distance
traveled than adolescents (171.2 ± 15.7), as shown in Figure 2 C,D and Table 1. However,
in BALB/c mice, locomotor activity transiently increased in adults with the 25 mg/kg
ketamine injection. The total travelled distance was higher in adult mice with the 25 mg/kg
dose than the adolescents, but there was no difference following the 50 mg/kg ketamine
treatment (shown in Figure 3 and Table 1).

3.2. Ketamine Dose Effect

ANOVA data showed a significant difference in the amount of distance traveled
among the three dosage groups after receiving a ketamine injection [F (2, 126) = 16.67,
p < 0.0001]. In C57BL/6J mice following the 25 mg/kg injection, both adolescents and
adults exhibited a strikingly faster increase in locomotor hyperactivity compared to those
who received 50 mg/kg. In mice treated with a 50 mg/kg dose of ketamine, there was
a notable delay in peak locomotor activation, which occurred 30 min after the injection.
For BALB/c mice, the acute and transient locomotor activation was observed only in the
adult group when treated with a low dose (25 mg/kg) of ketamine. Conversely, when
adult BALB/c mice were treated with a high dose (50 mg/kg) of ketamine, they traveled
a relatively shorter distance in 60 min compared to the low dose (25 mg/kg) of ketamine
(p < 0.05). This was determined by Bonferroni’s post hoc test, as shown in Figure 4 and
Table 1.

Figure 4. Comparisons of the average travelled speed (cm/sec) between C57BL/6J and BALB/c mice
treated with 0, 25, and 50 mg/kg of ketamine. The differences of locomotor activity were measured
following the ketamine injection running for 60 min in the open field. Vertical bars represent SEM.
Differences among the study groups were evaluated by ANOVA and post hoc tests. Statistically
significant differences between groups: # p < 0.05 vs. BALB/c treated with 25 mg/kg ketamine,
** p < 0.01, *** p < 0.001 vs. vehicle; ††† p < 0.001 vs. BALB/c.
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3.3. Strain Variation

There were notable differences in locomotor behaviors between the C57BL/6J and
BALB/c strains, as shown in Figures 2 and 3. ANOVA revealed a significant difference
in total traveled distance [F (2, 126) = 32.17, p < 0.0001] and average traveled speed
[F (1, 126) = 32.16, p < 0.0001] between the two strains following ketamine injection, as
shown in Figure 4. In adolescent mice, the average travelled speed over 60 min after
ketamine treatment was about 2-fold higher in C57BL/6J compared to BALB/c mice
(p < 0.001), according to Bonferroni’s post hoc test. For adult mice, there was no signifi-
cant difference in average travelled speed between two strains after receiving a low dose
(25 mg/kg) of ketamine. However, when given a high dose (50 mg/kg) of ketamine, adult
BALB/c mice showed less travelled speed compared to adult C57BL/6J (p < 0.001).

4. Discussion

This integrative study aims to clarify the correlations of strain and age effects of ke-
tamine by injecting low and high ketamine doses. The principal findings are as follows:
(1) ketamine increased locomotor activity; (2) the pharmacological effects vary among differ-
ent strains of mice, with hyperlocomotion consistently potentiated in the C57BL/6J group
rather than in the BALB/c group; (3) adolescents demonstrated hypersensitive effects to
ketamine in C57BL/6J mice; (4) both strains exhibited trends of dose-shift neurobehavioral
changes, with acute onset following the low dose ketamine challenge in C57BL/6J mice.

4.1. Ketamine Induced Locomotor Change

The open field test is commonly used in rodent studies to evaluate anxiety and many
neurobehaviors. In humans, ketamine can induce schizophrenic-like symptoms [37,38],
and in animal studies, ketamine-induced locomotor hyperactivity may indicate excitatory
behaviors and the psychotic domain for schizophrenia [35]. The plausible mechanism
for how ketamine work is that it activates dopaminergic neurons via disinhibition of
glutamatergic projections onto dopamine neurons.

Studies have also shown that acute or chronic ketamine use increases locomotor
activity with rising dopamine levels in the cortex, striatum, and nucleus accumbens [16].
Additionally, this locomotor activation may also indicate drug reward [35] through
the activation of dopaminergic circuits that contribute to the reinforcing effects. Past
research has used the effects of ketamine on locomotion as a means of assessing acute
drug sensitivity, as well as chronic exposure-related neuroplasticity and sensitization in
addiction models [39–41].

4.2. Interactions between Strain, Age, and Dosage Effects

In open field tests, various strains of mice have exhibited distinct anxiety and locomotor
responses [42,43]. For instance, BALB/c mice have been observed to display less exploratory
behavior than C57BL/6J mice [43]. Our study aligns with this discovery, as C57BL6/J mice
spent a greater amount of time in the central area during the 30-min habituation period in
comparison to BALB/c mice (as evidenced in Supplementary Materials Figure S2).

Age differences also play an important role in our study. When treated with the same
dosage of ketamine, adolescent C57BL/6J mice showed a higher peak response and longer
duration of locomotor activation than adult C57BL/6J mice (Figure 2A,B). The literature
suggests that a sub-anesthetic dosage of ketamine exceeding 10 mg/kg [28,35,44] could lead
to an increase in ambulatory activities, particularly in adolescents when compared to adult
animals [40,41,45]. Our findings are consistent with these reports, showing that adolescent
mice are more sensitive to ketamine-related locomotor hyperactivity than adult mice. It
is interesting to note that the locomotion of adult BALB/c mice was relatively low when
treated with high dose (50 mg/kg) ketamine compared to the vehicle group. It is unlikely
that this can be explained by the anesthetic effect of ketamine, which has been demonstrated
to generally occur at doses above 100 mg/kg, resulting in initial immobilization followed by
postanesthetic locomotion [32,46]. Instead, contributing factors may include the innate low
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sensitivity of BALB/c mice to ketamine-induced hyperlocomotion [43] and age difference.
Many animal studies have demonstrated that various outcomes of ketamine seem to
intensify during adolescence, such as emergent reactions of ketamine anesthesia, neurotoxic
effects of high doses treatment, and antidepressant effects [41]. This study addresses the
intriguing issue of discriminating age effects in the clinical application of ketamine for the
treatment of refractory depression.

Different dosages of ketamine were found to produce different time course effects of
locomotor activation in previous studies [32,46]. In our study of C57BL/6J mice, a lower
dose (25 mg/kg) of ketamine produced the rapid onset of locomotor activation, while a
higher dose (50 mg/kg) demonstrated a delayed effect of hyperlocomotion. The initial
suppression effect may be due to high dose ketamine producing transient anesthetic effects,
but not in BALB/c mice. These findings are consistent with previous reports [32,46]. The
rapid pharmacological response not only caters to psychological desire but may also be
prone to the development of ketamine addiction [47].

4.3. Adolescent Vulnerability to Ketamine-Related Psychotomimetic Effects

During adolescence, the brain is in a critical stage of development, making individuals
more vulnerable to drug addiction [39]. The vulnerable brain in this stage and lack of self-
control can lead to sensation-seeking and risky behaviors, which in turn can drive substance
abuse. Furthermore, studies show that repeated use of ketamine produces sensitizing ef-
fects in rats, increasing the likelihood of addiction [40,41]. In view of psychotomimetic
effects, the C57BL/6J mice in our study showed hypersensitivity to hyperlocomotion, espe-
cially adolescents. Ketamine is commonly used as the usual model of schizophrenia [18,19],
a complex brain disorder that involves gene–gene and gene–environmental interactions.
Substance exposure during adolescence has been proposed to deteriorate brain differentia-
tion, remodeling, pruning, and maturation through disturbing dopaminergic projection,
glutamate moderation, and myelination [22]. As such, exposure to ketamine during this
period may increase the risk of developing schizophrenia or other psychotic disorders.

Some studies have demonstrated pharmacokinetic differences in drug biodistribution
and metabolism depending on age. In particular, research suggests that adolescents have
a shorter plasma half-life of many substances and psychotropics, both in human and in
animal studies [40,48]. Furthermore, it has been observed that ketamine metabolism is
slower in older rats than in adults [49]. These pharmacokinetic differences may influence
the ketamine effects of anesthesia, pain reduction, and antidepressant effects [41,50–52].
Animal research has revealed changes in the densities of NMDA receptors over the lifespan.
Specifically, the densities of NMDA receptors were found to increase from childhood
to adolescence and then attenuate in certain brain areas during adulthood [53–56]. In
this study, ketamine-induced hyperlocomotion may have originated from the interaction
between ketamine and the NMDA system. A possibility is that the greater amount of
NMDA receptors in the developmental shift predisposes the locomotor hypersensitivity of
C57BL/6J adolescent mice [41].

The BALB/c strain has been observed to display anxious and aggressive behavior
and differences in brain anatomy, such as hippocampal lamination defects and neuronal
migration [57]. In this study, two strains of mice were used to symbolize how diverse
human species may respond differently to ketamine exposure. Previous studies have
also shown evidence of genetic factors in the differences of NMDA blockade responses
between the two strains [28,58]. Recently, an altered endogenous tone of NMDA receptor-
mediated neurotransmission was found in BALB/c mice, which was associated with a
sociability deficit [27,59–61]. Pharmacodynamic diversity may be a factor to explain the
discrepancy between the two mouse strains. Additionally, exploring the modulation of
glutamatergic neurotransmission in BALB/c mice would be intriguing for psychiatry and
neuropharmacological research.
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4.4. Clinical Implications of the Study

Ketamine has been proven to exhibit a rapid antidepressant response and reduce
suicidal ideation. However, the underlying neurobiological mechanism remains unclear,
although numerous studies provide evidence that its treatment effects are achieved through
modulating glutamate neurotransmission. The glutamate pathway also plays a role in
memory consolidation by activating NMDA receptors and enhancing LTP formation. It also
has diverse neuropathogenesis to modulate the development of neurocognitive disorders
and provides novel opportunities for new drug discovery [54–56,62]. Our study demon-
strates that adolescents may exhibit hypersensitivity to neurobehavioral changes, indicating
vulnerability to memory formation, addiction tendencies, and psychotomimetic effects.
Furthermore, experimental results reveal diverse pharmacological responses to ketamine in
different strains, suggesting potential pharmacological variations in different populations.
Based on these research findings, it is important to note the potential negative impacts of
ketamine on learning, memory formation, and addiction in adolescents. Therefore, future
research on ketamine or ketamine-like agents should consider genetic background and
developmental stage differences to enable precise medicine approaches.

4.5. Limitation

The limitations of this study are as follows: (1) Acute injection could not reflect the
real situation of ketamine abuse behaviors. (2) There was a lack of chronic ketamine effects
to explore behavioral sensitization and neuroadaptation. (3) The open field test could only
imply ketamine-related locomotion change; it will be important to investigate the other
symptom domains by using more neurobehavioral models in the future. (4) If possible, it
would be beneficial to have access to neuroimaging or neurochemistry data, as this could
provide further insights into the mechanisms underlying neurobehavior. (5) Ketamine is a
mixture of (R)-ketamine and (S)-ketamine, which have different affinities to the NMDA
receptor and produce distinct neuropsychopharmacological effects. It would be helpful to
clarify the correlations between strain and age effects on ketamine isomers.

5. Conclusions

The results of our study demonstrate that ketamine-induced locomotor behavior is
influenced by both dose and age. The observed differences in neurobehavioral responses
between the two mouse strains may suggest that sensitivity to ketamine is biologically
determined. Furthermore, individual vulnerability to ketamine may indicate diverse
pharmacological responses in different populations. It is noteworthy to consider the
potential negative consequences of ketamine on learning, memory formation, addiction,
and susceptibility to the development of psychosis, particularly in adolescents who are in a
critical stage of brain development.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/biomedicines11071821/s1, Figure S1: Comparisons of total travelled
distance (m) during the habituation period between C57BL/6J and BALB/c treated with 0, 25, and
50 mg/kg of ketamine; Figure S2: Comparisons of total central duration (sec) during the habituation
period between C57BL/6J and BALB/c treated with 0, 25, and 50 mg/kg of ketamine.
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Abstract: The synthesis of melatonin (MLT) physiologically decreases during aging. Treatment
with MLT has shown anxiolytic, hypnotic, and analgesic effects, but little is known about possible
age-dependent differences in its efficacy. Therefore, we studied the effects of MLT (20 mg/kg,
intraperitoneal) on anxiety-like behavior (open field (OFT), elevated plus maze (EPMT), three-
chamber sociability, and marble-burying (MBT) tests), and the medial prefrontal cortex (mPFC)-
dorsal hippocampus (dHippo) circuit in adolescent (35–40 days old) and adult (three-five months old)
C57BL/6 male mice. MLT did not show any effect in adolescents in the OFT and EPMT. In adults,
compared to vehicles, it decreased locomotor activity and time spent in the center of the arena in the
OFT and time spent in the open arms in the EPMT. In the MBT, no MLT effects were observed in both
age groups. In the three-chamber sociability test, MLT decreased sociability and social novelty in
adults, while it increased sociability in adolescents. Using local field potential recordings, we found
higher mPFC-dHippo synchronization in the delta and low-theta frequency ranges in adults but
not in adolescents after MLT treatment. Here, we show age-dependent differences in the effects of
MLT in anxiety paradigms and in the modulation of the mPFC-dHippo circuit, indicating that when
investigating the pharmacology of the MLT system, age can significantly impact the study outcomes.

Keywords: melatonin; anxiety; mice; adolescents; adults; local field potentials; hippocampus; medial
prefrontal cortex; sociability; aging

1. Introduction

Anxiety disorders, including, among others, generalized anxiety disorder, social
anxiety disorder, different phobias, obsessive-compulsive disorder, and panic disorder, are
one of the major health problems of modern societies [1–3]. According to the World Health
Organization, in 2019, more than 300 million people, of which 58 million were children and
adolescents, were suffering from an anxiety disorder, and their prevalence increased by
26% in 2020 due to the COVID-19 pandemic [1]. The neurobiology of anxiety is still largely
unknown [4,5], and the currently available medications, mostly benzodiazepines and
antidepressants, induce several side effects and have many contraindications, especially
when used in children, adolescents, and elderlies.
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Melatonin (MLT) is a neuromodulator widely used in the world as an over-the-counter
compound in both adolescents and adults for its anxiolytic and sedative/hypnotic prop-
erties despite the lack of clear evidence of activity [6,7]. MLT has shown anxiolytic-like
effects in rodents in different behavioral paradigms of anxiety [8–13], as well as anxiolytic
effects in humans, especially for reducing preoperative and postoperative anxiety in both
children and adults [12,14,15]. The MLT system undergoes physiological changes from
infants to adolescents, adults, and elderly. In particular, the synthesis of MLT in the pineal
gland and, consequently, the peak of circulating levels occurring in the middle of the night
is high between 5–10 years of age and then progressively declines with aging [16]. Al-
though, as mentioned above, MLT is largely used in the population of all ages, and the MLT
system undergoes changes according to aging, few preclinical and clinical studies have
investigated possible age-dependent effects of MLT. MLT acts mainly by activating its two
G-protein-coupled receptors named MT1 and MT2 [17], which display complementary or
opposite effects in both the central nervous system and the periphery [18–20]. Concerning
anxiety, preclinical data seem to indicate that the MLT receptor subtype most implicated
is MT2 [10,21–23]. Indeed, it has been found that (1) the selective MT2 receptor’s partial
agonist UCM765 induces anxiolytic-like effects in rats in different preclinical paradigms
of anxiety similar to those of MLT, which are blocked by the selective MT2 antagonist 4P-
PDOT [10]; (2) MT2 receptors in knockout mice display altered levels of behaviors related
to the anxiety spectrum [21,22,24]; and (3) activation of MT2 receptors in the striatum pro-
duces anxiolytic-like effects in animal models of Parkinson’s disease, which is characterized
by high comorbidity with anxiety disorders (more than 50% of the affected individuals) [23].
It is important to mention that while changes in circulating levels of MLT according to
aging have been shown, there is no information on whether the expression of MT1 and
MT2 receptors in the different regions of the brain may also change during development
and aging. If this occurs, it is plausible that the pharmacological effects induced by MLT
could also vary depending on aging. For this reason, in this work, we investigated whether
treatment with MLT induced different effects in adolescent (35–40 day-old) and adult
(3–4-month-old) male mice when tested in behavioral paradigms covering the spectrum of
anxiety disorders and in the oscillatory synchrony between the medial prefrontal cortex
(mPFC) and the dorsal hippocampus (dHippo), two regions of the brain involved in anxiety
and widely expressing both MT1 and MT2 receptors [25,26]. We decided to test MLT at the
dose of 20 mg/kg since we previously found—in male adult rats—that it had anxiolytic-like
activity in the elevated plus maze test (EPMT) and novelty-suppressed feeding test (NFST)
without inducing any effect in the open field test (OFT) [10].

2. Materials and Methods

2.1. Experimental Design

Mice were habituated to the testing room by transferring them to the testing room
30 min prior to the beginning of the trials. All behavioral and in vivo electrophysiology
tests were performed between 9:00 am and 4:00 pm. After testing, each mouse was removed
from the apparatus and returned to its home cage, and all interior surfaces were thoroughly
cleaned with 70% ethanol and then wiped dry to remove any trace of conspecific odor.
Three groups of mice per treatment (vehicle or MLT) and age (adolescents or adults) were
used. One group was tested in the open field test and then one week later in the elevated
plus maze test, whereas the second group was tested in the three-chamber sociability test
and then one week later in the marble burying test. We left one week between the two tests
in each group to minimize the possible effects of one test over the other and to have the
washout from MLT. The animals were randomized to each experimental session for their
treatment (vehicle or MLT). The behavior was videotaped using an LCD camera connected
to control and recording equipment. Automated tracking of the mice was achieved using
ANY-maze software (Stoelting Europe, Dublin, Ireland). The third group was used for
in vivo local field potential (LFP) recordings after implanting the electrodes into the two
brain regions of interest, the medial prefrontal cortex (mPFC) and the dorsal hippocampus
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(dHippo). At the time of the behavioral and electrophysiology analyses, the experimenter
was blind to the treatment received by each individual mouse.

2.2. Animals

Male C57BL/6J mice used for these experiments were reared in breeding colonies of
the Department of Pharmaceutical and Pharmacological Sciences (University of Padua).
The animals were kept in a temperature-controlled room (22 ◦C) on a 12:12 h light–dark
cycle (light on at 7:00 AM) and fed a standard pellet diet and tap water ad libitum. Mature
adult mice ranged in age from 3 to 5 months (n = 10–15), and adolescent mice between 35
and 40 days of age (n = 10–15) were used for the experimental procedures. All experimental
protocols were performed after authorization from the Animal Care and Use Ethics Commit-
tee of the University of Padova and the Italian Ministry of Health and were in compliance
with national and European guidelines for the handling and use of experimental animals.

2.3. Treatment

MLT (CAS Number: 73-31-4, Cayman Chemical Co., Ann Arbor, MI, USA) was used
at the dose of 20 mg/kg based on previous research [10,27], and it was dissolved in a
vehicle composed of 30% saline and 70% dimethyl sulfoxide (DMSO; Sigma–Aldrich,
Steinheim, Germany). Each mouse received a single intraperitoneal (I.P.) injection (total
volume 0.1 mL) of vehicle or MLT (20 mg/kg) 10 min before each behavioral or in vivo
electrophysiology test.

2.4. Behavioral Testing
2.4.1. Open-Field Test (OFT)

The OFT to measure exploratory activity and locomotion was performed according to
standardized protocols in the laboratory [28]. Briefly, mice were individually placed in the
corner of a grey-painted open field arena (40 × 40 × 15 cm) and left to explore freely for
20 min. The experiment took place under standard room lighting (350 lx); a white lamp
(100 W) was suspended 2 m above the arena. Anxiety-like behavior was measured by the
frequency and total duration of visits to the central zone (20 × 20 cm) of the arena. Other
ethological measures analyzed included grooming, rearing, and locomotor activity (total
distance traveled).

2.4.2. Elevated Plus Maze Test (EPMT)

The EPM to assess anxiety-related behaviors relies on rodents’ proclivity toward
dark, enclosed spaces (approach) and an unconditioned fear of heights and open spaces
(avoidance) [29]. It is plus-shaped, with two open arms (25 × 5 × 0.5 cm) and two enclosed
arms (25 × 5 × 16 cm) with a central platform (5 × 5 × 0.5 cm). The closed arms are enclosed
by two high walls (16 cm), whereas the open arms have no side wall. The apparatus was
elevated to a height of 50 cm from the floor and weakly illuminated (350 lx). The walls
of the enclosed arms were painted medium grey. Animals were placed in the center of
the plus-maze and allowed to explore freely on the apparatus for 5 min. The time spent
and number of entries into the open arm, as well as the time spent in the closed arm of the
plus-maze, were measured according to our previous report [30].

2.4.3. Three-Chamber Sociability Test

Social anxiety was measured following our previous method in the three-chamber
sociability test [28,31]. In this test, mice were first left free to explore the three-chamber
apparatus for 10 min. Then, in each of the lateral chambers, an up-turned metal-grid
pencil cup was placed: one remained empty as the novel object (O), while an age- and
sex-matched WT stranger mouse (S1) was placed in the second up-turned cup. The stranger
mouse was previously habituated to the cups for 3 × 10 min sessions. The testing mouse
was left 10 min to explore the apparatus and to interact with either O or S1 (Sociability
phase). Finally, to test for social preference, mice were presented for another 10 min with
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the choice of object (O), which now contained a second age- and sex-matched stranger
mouse or the now familiar mouse (S1). Sociability and social novelty were determined
manually by assessing the time spent by the tested mouse actively interacting with O or S1
in the sociability and social novelty phases, respectively.

2.4.4. Marble Burying Test

Marble burying test is used to depict anxiety or obsessive–compulsive disorder (OCD)
behavior. It is based on the observation that mice will bury either harmful or harmless
objects in their bedding [32]. This behavior is a correlational model for the detection of
anxiolytics rather than an isomorphic model of anxiety [33]. Each mouse was placed in a
cage filled approximately 5 cm deep with wood chip bedding, lightly tamped to make a
flat, even surface, and left there for 30 min for habituation. Twenty glass marbles were then
placed in a regular pattern, evenly spaced. The number of marbles buried (for at least 2/3
of the area) with bedding was counted to measure the obsessive–compulsive behavior.

2.5. In Vivo LFP Recordings and Analysis

Extracellular field potentials were recorded in freely moving mice in a 20 × 30 × 30 cm
box 10 min after vehicle or 20 mg/kg MLT I.P. injection to examine the oscillatory synchrony
between the mPFC and the dHippo in the two conditions. Following a standard procedure
in the laboratory [34], stainless steel insulated wires (∅ 135 μm) were stereotaxically im-
planted unilaterally (right side) in the mPFC and the dHippo according to the following
coordinates, in mm from bregma: mPFC, +1.8 AP, 0.3 ML, −2.4 DV and hippocampus, −2.1
AP, 1.5 ML, −1.4 DV. A screw over contralateral parietal areas served as a common reference
and ground. All implants were secured using dental cement (Ketacem). After surgery, mice
were allowed to recover for 5–6 days before testing [35]. LFPs were recorded and initially
digitalized at 1 kHz and stored on a hard drive for offline analysis. LFP epochs were
visually examined, and artifact-free segments were computed by analyzing 3 segments
of 2 s each during the recording sessions after both vehicle and MLT 20 mg/kg injections.
The coherence between LFP channels was measured by magnitude squared coherence
(MSC), using the function mscohere in Matlab signal toolbox, which is a coherence estimate
of the input signals x and y by using Welch’s averaged, modified periodogram method.
The MSC estimate is a function of frequency with values between 0 and 1 and indicates
how well x corresponds to y at each frequency. The MSC estimate was calculated over
the frequency range of 0.5–30 Hz for each mouse with a frequency resolution of 0.5 Hz.
To test whether coherence values were significantly higher than expected by chance, we
performed a permutation test in which coherence values were compared before inclusion
in additional analyses with a shuffle procedure in which epochs were randomly shifted
5–10 s relative to each other. This process was repeated 1000 times to obtain the distribution
of coherence expected by chance [34]. Differences in coherence were obtained by compar-
ing coherence values (20 mg/kg MLT vs. vehicle), and statistics were performed on the
normalized coherence within the frequency bands of interest: delta (1–4 Hz), low-theta (4–8
Hz), high-theta (8–12 Hz), beta (12–30 Hz) [34].

2.6. Statistical Analysis

Statistical analyses were conducted using GraphPad 8.0 (GraphPad Software, La
Jolla, CA, USA) software. The normal distribution of data was verified with the Shapiro–
Wilk test. Two-tailed unpaired Student’s t-test was performed for the Open Field test,
stereotypic behaviors, EPM, MBT, and coherence bands. Two-way ANOVA for repeated
measures followed by Bonferroni post-hoc analysis was used for the three-chamber test.
p < 0.05 was considered statistically significant. Data were presented as mean ± SEM.
Tables 1 and 2 report statistical details for the different experiments in adolescent and adult
mice, respectively.
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Table 1. Statistical details for the behavioral and in vivo electrophysiology experimental comparisons
between vehicle- and 20 mg/kg MLT-treated adolescent mice.

Figure Panel Test
Group-

Size
Statistic p Value

Pair-Wise
Comparison

Statistic 2

1

A
Open field

test
Student’s

t-test

Vehicle =
11 mice

locomotor
activity

t = 0.9675;
df = 21

p = 0.3443

N/A N/A
time spent
in centre

t = 0.03147;
df = 21

p = 0.9752

MLT
20 mg/kg
= 10 mice

entries in
centre

t = 0.193;
df = 21

p = 0.8488

B
Stereotypic
behaviours

Student’s
t-test

Vehicle =
11 mice

grooming
events
t = 2.18;
df = 20

p = 0.0414

N/A N/A

time of
grooming
t = 1.167;
df = 20

p = 0.257

MLT
20 mg/kg
= 11 mice

rearing
events

t = 0.1577;
df = 20

p = 0.8763

time of
rearing

t = 0.1773;
df = 20

p = 0.8610

C
Elevated

Plus Maze
Student’s

t-test

Vehicle =
13 mice

entries in
open arms
t = 0.3292;

df = 23

p = 0.745

N/A N/A

MLT
20 mg/kg
= 12 mice

time in
open arms
t = 0.4702;

df = 23

p = 0.6427

time in
close arms
t = 1.469;
df = 23

p = 0.1553

D
3-chamber
sociability

test

Two-way
ANOVA

Vehicle =
12 mice

Sociability: Test Details t p Value

interaction
F (1,17) =

8.171
p = 0.0109

Bonferroni
post hoc

comparison

empty cage vehicle
vs. empty cage MLT

20 mg/kg
0.0695 p > 0.9999

treatment
F(1,17) =

2.886
p = 0.1076

mouse-1 vehicle vs.
mouse-1 MLT

20 mg/kg
2.953 p = 0.0113

sociability
F (1,17) =

73.49
p < 0.0001 vehicle empty cage

vs. vehicle mouse-1 4.707 p = 0.0004

MLT 20 mg/kg
empty cage vs. MLT

20 m/kg mouse-1
7.192 p < 0.0001

MLT
20 mg/kg
= 7 mice

Social
novelty:

N/A N/A

interaction
F (1,17) =

0.1712
p = 0.6842

treatment F
(1,17) =

4.570
p = 0.0474

social
novelty F
(1,17) =

22.93

p < 0.0001
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Table 1. Cont.

Figure Panel Test
Group-

Size
Statistic p Value

Pair-Wise
Comparison

Statistic 2

E
Marble
burying

test

Student’s
t-test

Vehicle =
15 mice

t = 1.454;
df = 23

p = 0.1594 N/A N/AMLT 20
mg/kg =
10 mice

2

C
mPFC-

dHippo
coherence

Two-way
ANOVA

Vehicle = 4
mice

interaction
F (58,354) =

0.8933
p = 0.6937

N/A N/A
frequency

F (58,354) =
3.410

p < 0.0001

MLT
20 mg/kg
= 4 mice

treatment F
(58,354) =

0.1881
p = 0.6648

D
mPFC-

dHippo
coherence

Student’s
t-test

Vehicle = 4
mice

1–4 Hz
t = 0.4544;

df = 6
p = 0.6655

N/A N/A

4–8 Hz
t = 0.1669;

df = 6
p = 0.8729

MLT
20 mg/kg
= 4 mice

8–12 Hz
t = 0.8479;

df = 6
p = 0.4290

12–30 Hz
t = 0.6128;

df = 6
p = 0.5625

Table 2. Statistical details for the behavioral and in vivo electrophysiology experimental comparisons
between vehicle- and 20 mg/kg MLT-treated adult mice.

Figure Panel Test
Group-

Size
Statistic p Value

Pair-Wise
Comparison

Statistic 2

3

A Open field
test

Student’s
t-test

Vehicle =
11 mice

locomotor
activity

t = 3.011;
df = 19

p = 0.0072

N/A N/A

time spent
in centre
t = 3.096;
df = 19

p = 0.006

MLT
20 mg/kg
= 10 mice

entries in
centre

t = 3.319;
df = 19

p = 0.0036

B
Stereotypic
behaviours

Student’s
t-test

Vehicle =
10 mice

grooming
events

t = 3.138;
df = 19

p = 0.0054

N/A N/A

time of
grooming
t = 2.336;
df = 19

p = 0.0306

MLT
20 mg/kg
= 11 mice

rearing
events

t = 1.102;
df = 19

p = 0.2843

time of
rearing

t = 1.377;
df = 19

p = 0.1844
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Table 2. Cont.

Figure Panel Test
Group-

Size
Statistic p Value

Pair-Wise
Comparison

Statistic 2

C
Elevated

Plus Maze
Student’s

t-test

Vehicle =
13 mice;

entries in
open arms

t = 1.32;
df = 21

p = 0.2011

N/A N/A
MLT 20

mg/kg =
10 mice

time in
open arms
t = 3.260;
df = 21

p = 0.0037

time in
close arms
t = 0.177;
df = 21

p = 0.8612

D
3-chamber
sociability

test

Two-way
ANOVA

Vehicle =
11 mice

Sociability: Test Details t p Value

interaction
F(1,19) =

9.176
p = 0.0069

Bonferroni
post hoc

comparison

vehicle empty cage
vs. vehicle mouse-1 7.172 p < 0.0001

treatment
F(1,19) =

26.29
p < 0.0001

MLT 20 mg/kg
empty cage vs. MLT
20 mg/kg mouse-1

3.132 p = 0.0110

sociability
F(1,19) =

54.06
p < 0.0001

empty cage vehicle
vs. empty cage MLT

20 mg/kg
2.53 p = 0.0314

mouse-1 vehicle vs
mouse-1 MLT

20 mg/kg
5.943 p < 0.0001

MLT
20 mg/kg
= 11 mice

Social
novelty: Test Details t p Value

interaction
F(1,19) =

9.559
p = 0.006

Bonferroni
post hoc

comparison

vehicle mouse-1 vs.
vehicle mouse-2 5.729 p < 0.0001

treatment
F(1,19) =

26.46
p < 0.0001

MLT 20 mg/kg
mouse-1 vs. MLT

20 mg/kg mouse-2
1.529 p = 0.2857

social
novelty

F(1,19) =
27.06

p < 0.0001
mouse-1 vehicle vs.

mouse-1 MLT
20 mg/kg

3.11 p = 0.0071

mouse-2 vehicle vs.
mouse-2 MLT

20 mg/kg
6.246 p < 0.0001

E
Marble
burying

test

Student’s
t-test

Vehicle =
12 mice

t = 0.6125;
df = 22

p = 0.5465 N/A N/AMLT
20 mg/kg
= 12 mice

4

C
mPFC-

dHippo
coherence

Two-way
ANOVA

Vehicle = 4
mice

interaction
F (1,354) p = 0.3028

N/A N/A
frequency
F (1,354) p = 0.0008

MLT
20 mg/kg
= 4 mice

treatment F
(1,354) p = 0.0025

D
mPFC-

dHippo
coherence

Student’s
t-test

Vehicle = 4
mice

1–4 Hz
t = 2.613;

df = 6
p = 0.04

N/A N/A

4–8 Hz
t = 2.553;

df = 6
p = 0.0433

MLT
20 mg/kg
= 4 mice

8–12 Hz
t = 0.001256;

df = 6
p = 0.9990

12–30 Hz
t = 0.3003;

df = 6
p = 0.7741
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3. Results

3.1. Adolescent Mice
3.1.1. Evaluation of the Effects of MLT on Anxiety-like Behaviors: OFT, Stereotypic
Behaviors and EPMT

Evaluation of anxiety-like behavior was first conducted using the OFT, in which
we also observed two stereotypic behaviors, grooming, and rearing. In adolescent mice
(Figure 1A), the two-tailed unpaired Student’s t-test showed no differences between mice
treated with vehicle and 20 mg/kg MLT in the locomotor activity, in the time spent in the
center of the arena and in the total number of entries in the center. The number of grooming
events was higher in 20 mg/kg MLT-treated adolescents; instead, there was no difference
in the number of rearing events. The total duration of both grooming and rearing events
did not vary between adolescent mice treated with vehicle or 20 mg/kg MLT (Figure 1B).

The EPMT allows evaluation of the possible anxiolytic-like activity of a psychoactive
compound by determining the time spent in the open arms of the apparatus and the number
of entries in the open arms that represent a place where mice feel exposed to danger. No
effects of 20 mg/kg MLT were observed concerning the time spent in open and closed arms
and the number of entries in the open arms (Figure 1C).

3.1.2. Evaluation of the Effects of MLT on Sociability: Three-Chambers Sociability Test

In adolescents (Figure 1D), the two-way ANOVA for repeated measures analysis for
the sociability stage resulted in a significant interaction between treatment and sociability
and an effect of sociability, but no effect of treatment with both groups of animals spending
more time interacting with the novel animal than the empty cage. Furthermore, MLT-
treated mice interacted for a longer time with the novel animal than vehicle-treated mice.
In the second stage of the test, there was no interaction between factors, but there was an
effect of the social novelty, as both MLT-treated mice and vehicle-treated mice interacted
more with the mouse-2 than mouse-1; moreover, there was an effect of treatment with
animals treated with MLT interacting longer with both mouse 1 and mouse 2 than mice
receiving vehicle.

3.1.3. Evaluation of the Effects of MLT on Obsessive–Compulsive Disorder (OCD)
Behavior: Marble Burying Test

Obsessive–compulsive behavior, represented by repetitive actions, can be evaluated
through the Marble Burying test by calculating the percentage of marbles buried. No
statistically significant difference in the percent of marbles buried emerged from the two-
tailed unpaired Student’s t-test between vehicle-treated and 20 mg/kg MLT-treated mice
(Figure 1E).

3.1.4. In Vivo Electrophysiology

A coherence analysis based on LFP recordings was used to measure the functional
connectivity among different brain areas. We measured the effects of vehicle and MLT on
the mPFC-dHippo synchrony in the adolescent mice (Figure 2A,B) and observed no overall
changes in the spectrum due to MLT treatment but higher coherence values in the low-theta
range in both vehicle and MLT treated mice (Figure 2C). Moreover, no difference between
treatment with vehicle and MLT was found in the coherence levels for all the examined
frequency bands (Figure 2D).
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Figure 1. Behavioral testing in adolescent mice performed 10 min after the treatment with vehicle or
20 mg/kg melatonin (MLT). (A) Open Field test: the locomotor activity, the time spent in the central
zone of the arena, and the number of entries in the center of the arena were evaluated during 20 min.
(B) The number of occurrences and the duration of grooming and rearing (stereotypic behaviors) were
measured during the 20 min Open Field test. Grooming events: statistical analyses were performed
using the two-tailed unpaired Student’s t-test; * p < 0.05 vehicle vs. 20 mg/kg. (C) Elevated Plus Maze
test: effect of vehicle or MLT (20 mg/kg) on the number of entries in the open arms, the time spent in
open arms, and the time spent in closed arms. (D) Three-Chamber Sociability test: the interaction time
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of mice treated with vehicle or MLT (20 mg/kg) was measured during both the sociability (empty
cage vs. cage with an unfamiliar conspecific mouse (mouse 1)) and social novelty (cage with the
familiar conspecific mouse from the previous phase (mouse 1) vs. cage with a second unfamiliar
conspecific mouse (mouse 2)). Statistical analyses were performed using the two-way ANOVA for
repeated measures followed by Bonferroni’s multiple comparison test; * p < 0.05 vehicle vs. MLT
20 mg/kg, ### p < 0.001 vehicle (empty cage vs. mouse-1), #### p < 0.0001 MLT 20 mg/kg (empty
cage vs. mouse-1), $$$ p < 0.001 social novelty (mouse-1 vs. mouse-2). (E) Marble Burying test:
the number of marbles buried during the 30 min test were measured, and the percentage of buried
marbles was calculated. All datasets are represented as mean ± SEM; individual mice are represented
as dots (vehicle) or squares (MLT).

Figure 2. Medial prefrontal cortex (mPFC)-dorsal hippocampus (dHippo) synchrony in adolescent
mice. Example of LFP traces (1–30 Hz filtered signal in black; 1–8 Hz filtered signal in grey) recorded
in mPFC (A) and in dHippo (B) of an adolescent mouse 10 min after the treatment with vehicle
(top) or 20 mg/kg melatonin (bottom). No effect of the treatment with MLT was observed in (C) the
mPFC-dHippo coherence spectrum and in (D) all the analyzed frequency bands. Data are represented
as mean ± SEM (n = 4).

3.2. Adult Mice
3.2.1. Evaluation of the Effects of MLT on Anxiety-like Behaviors: OFT, Stereotypic
Behaviors and Epmt

In the OFT (Figure 3A), adult mice treated with 20 mg/kg MLT displayed lower
locomotor activity, a lower time spent in the central zone of the arena, and a lower number
of entries in the center compared to adult mice treated with vehicle. These results indicate
that MLT at the dose of 20 mg/kg in our experimental conditions induced a sedative-like
state in adult mice. Adult animals (Figure 3B) treated with 20 mg/kg MLT decreased the
number (and the duration of grooming events) in keeping with a sedative-like activity of
MLT at the tested dose. On the other hand, the number and duration of rearing events
were not significantly affected by 20 mg/kg MLT.
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Figure 3. Behavioral testing in adult mice performed 10 min after the treatment with vehicle or
20 mg/kg melatonin (MLT). (A) Open Field test: the locomotor activity, the time spent in the central
zone of the arena, and the number of entries in the center, were evaluated over 20 min. Statistical
analyses were performed using the two-tailed unpaired Student’s t-test; ** p < 0.01 vehicle vs. 20 mg/kg
MLT. (B) The number of occurrences and the duration of grooming and rearing (stereotypic behaviors)
were measured during the 20 min of the Open Field test. Statistical analyses were performed using
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the two-tailed unpaired Student’s t-test; * p < 0.05, ** p < 0.01 vehicle vs. 20 mg/kg MLT. (C) Elevated
Plus Maze test: effect of vehicle or MLT (20 mg/kg) on the number of entries in the open arms, the
time spent in open arms, and the time spent in closed arms. Statistical analyses were performed using
the two-tailed unpaired Student’s t-test; ** p < 0.01 vehicle vs. 20 mg/kg MLT. (D) Three-Chamber
Sociability test: the interaction time of the mice treated with vehicle or MLT (20 mg/kg) was measured
during both the sociability (empty cage vs. cage with an unfamiliar conspecific mouse (mouse 1))
and social novelty (cage with the familiar conspecific mouse from the previous phase (mouse 1) vs.
cage with a second unfamiliar conspecific mouse (mouse 2)). Statistical analyses were performed
using the two-way ANOVA for repeated measures followed by Bonferroni’s multiple comparison
test; * p < 0.05, ** p < 0.01, **** p < 0.0001 vehicle vs. 20 mg/kg MLT; # p < 0.05, #### p < 0.0001
empty cage vs. mouse 1, or mouse 1 vs. mouse 2. (E) Marble Burying test: the number of marbles
buried during the 30 min of the test were measured, and the percentage of buried marbles was
calculated. All datasets are represented as ± SEM, individual mice are represented as dots (vehicle)
or squares (MLT).

In the EPMT, adult mice (Figure 3C) treated with 20 mg/kg MLT spent significantly
less time in the open arms with respect to vehicle-treated mice. The number of entries in
the open arms and the time spent in closed arms were not significant comparing adult mice
treated with vehicle and MLT (20 mg/kg).

3.2.2. Evaluation of the Effects of MLT on Sociability: Three-Chambers Sociability Test

Two-way ANOVA for repeated measures analysis of sociability in adult mice (Figure 3D)
showed an interaction between treatment and sociability and an effect of treatment and
sociability. The 20 mg/kg MLT significantly reduced the time of interaction with the empty
cage as well as the time of interaction with the familiar mouse compared to vehicle-treated
mice. However, we found that both mice treated with vehicle and 20 mg/kg MLT interacted
longer with mouse 1 than with the empty cage. In the social novelty stage, the two-way
ANOVA for repeated measures analysis resulted in an interaction between treatment x social
novelty and an effect of treatment and social novelty. In particular, we observed a reduction
in the time of interaction of MLT-treated mice with familiar and unfamiliar mice compared to
vehicle-treated mice. Finally, unlike mice treated with 20 mg/kg MLT, we found that mice
treated with vehicle interacted significantly longer with mouse 2 than mouse 1.

3.2.3. Evaluation of the Effects of MLT on Obsessive–Compulsive Disorder (OCD)
Behavior: Marble Burying Test

We did not find any effect of 20 mg/kg MLT on the percentage of marble buried by
the mice during the 30 min test (Figure 3E).

3.2.4. In Vivo Electrophysiology

In adult mice, the effects of MLT on mPFC-dHippo synchronization led to an increased
coherence at low frequencies below 10 Hz (Figure 4A–C). Indeed, compared with vehicle,
the MLT treatment resulted in a more synchronized activity in the mPFC and dHippo at
delta and lower theta frequencies (Figure 4D).
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Figure 4. Medial prefrontal cortex (mPFC)–dorsal hippocampus (dHippo) synchrony in adult mice.
Example of LFP traces (1–30 Hz filtered signal in black; 1–8 Hz filtered signal in grey) recorded
in mPFC (A) and in dHippo (B) of an adult mouse 10 min after the treatment with vehicle (top)
or 20 mg/kg melatonin (bottom). (C) A significant effect due to MLT treatment was observed in
mPFC-dHippo coherence spectrum (two-way ANOVA, effect of treatment: F(1,354) = 9.304, p = 0.0025;
** p < 0.01 vehicle vs. 20 mg/kg MLT). (D) Melatonin induced a significant increase in coherence in the
delta and low-theta frequency bands. Data are represented as mean ± SEM (n = 4). Statistical analyses
were performed using the two-tailed unpaired Student’s t-test; * p < 0.05 vehicle vs. 20 mg/kg MLT.

4. Discussion

In this study, we examined whether treatment with MLT could affect different aspects
of anxiety-like phenotype according to age. Using adolescent (35–40 days of age) and adult
(3–4 months of age) mice, we found that MLT, at a dose of 20 mg/kg, had different effects
on behavioral paradigms of anxiety-like behaviors according to age. We found that in
adolescent mice, 20 mg/kg MLT had no effect in the OFT, EPMT, and Marble Burying test
and increased social behavior in the Three-Chamber Sociability test. On the contrary, in
adult mice, 20 mg/kg MLT reduced the distance traveled in the OFT, an indication of a
sedative effect induced by the drug at this dose. This sedative effect was also reflected in
the reduced exploration of the center of the open field arena in the OFT, of the open arms
of the EPMT, and in the overall social encounters in the Three-Chamber Sociability test.
Similar to the adolescents, 20 mg/kg MLT in adults did not alter the number of marbles
buried in the Marble Burying test. These distinct behavioral age-dependent effects induced
by MLT were also paralleled by differences in activation of the mPFC-dHippo brain regions.
Using LFP recordings in freely moving animals, we found that 20 mg/kg MLT induced a
significant increase in mPFC-dHippo coherence in the low-frequency bands (delta and low
theta) in adults but not in adolescents.

Previous research, in keeping with our findings, has shown different effects induced by
exogenous administration of MLT according to age. Sharman et al. [36] found that treatment
with MLT in aged mice was able to reverse the changes in the expression levels of various
genes associated with inflammation and immune function, including lipocalin 2 mRNA,
to the levels observed in younger mice. The same research group [37] also analyzed the
expression levels of these genes following an inflammatory insult by lipopolysaccharide and
found that MLT treatment was able to induce a pattern of response in the gene expression
in the brain of aged mice that mirrored that of younger mice.
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As already mentioned, we chose the dose of 20 mg/kg according to our previous
study in adult rats, in which it induced anxiolytic-like effects in the EPMT and novelty-
suppressed feeding test without affecting locomotor behavior [10]. Unlike our expectations,
we found that in adult C57BL6/J mice, 20 mg/kg MLT induced a sedative-like effect, as
measured by reduced locomotor activity in the OFT. It is noteworthy that C57 mice are
characterized by a low synthesis of MLT in the pineal gland caused by a natural point
mutation in the gene encoding for the enzyme aralkylamine N-acetyltransferase (AANAT),
which transforms serotonin into N-acetyl serotonin (NAS) that is then converted into MLT
by the enzyme hydroxy-o-methyltransferase [38]. However, they found that serotonin can
be acetylated by arylamine transferase (NAT), an alternative to the AANAT enzyme [39,40],
leading to the production of NAS in C57BL/6 mice despite genetic defects in AANAT. Of
interest, redundancy in serotonin acetylation was also observed on the skin of hamsters [41],
rats [42], and humans [43], and NAS can be detected in human serum [44]. Thus, we can
hypothesize that the low circulating levels of MLT, along with a blunting of the daily
circadian variation in its levels in C57 mice compared to rats, make the MLT receptors
more sensitive to an exogenous injection of MLT in C57 mice than in rats. This translates
to the fact that an anxiolytic dose in adult rats instead induced sedation in adult C57
mice, a condition characterized by a slightly more profound depressive state of the central
nervous system. In keeping with a higher dose of MLT, 40 mg/kg induced sleep when
administered to adult rats [45], while a lower dose (10 mg/kg) did not reduce the total
distance traveled in adult C57 mice in the OFT (data not reported). However, future studies
should confirm these hypotheses by showing dose-response curves after MLT treatment
in the different behavioral tests and by investigating the age-dependent effects of MLT in
other strains of mice, the so-called melatonin-proficient mice, including C3H and CBA, or
the relatively newly developed Aanat+/+; Hiomt+/+ on the C57BL/6J genetic background
model [46,47].

Although it has not been fully clarified yet, MT1 and MT2 receptors have been re-
ported to desensitize according to circulating levels of MLT [48–50]. Therefore, it can be
hypothesized that the effects of exogenous MLT may depend on the intrinsic status of MLT
receptors. In line with this hypothesis, we and others have demonstrated in preclinical
and clinical studies that the response to an exogenous injection of MLT or a melatonergic
compound can vary according to the time of the day [19,45,51–53]. It is well known that
the levels of circulating MLT change dramatically during development and aging, but
whether also the expression of MLT receptors and their intrinsic functioning vary during
development and with aging is yet to be elucidated. The fact that a dose of MLT inducing
sedative-like effects in adults did not alter the explorative behavior of the adolescent mice,
but enhanced social encounters with peers, can therefore be viewed in the different intrinsic
functioning of the endogenous MLT system (MLT production, expression, and functioning
of its receptors) between adolescents and adults. Future studies are needed to support this
hypothesis and should investigate whether changes in the expression and function of MLT
receptors in different brain regions can occur during development and aging. At the same
time, pharmacokinetic aspects should also be considered, given that the absorption, distri-
bution, metabolism, and excretion of drugs are known to undergo major changes during
aging [54]. In our experimental conditions, given that we injected MLT intraperitoneally,
it is unlikely that differences in the absorption of MLT occurred. In contrast, we cannot
exclude the possibility that differences in the distribution, metabolism, and excretion of
MLT could be present comparing adolescent and adult mice. Future studies measuring the
levels of MLT, for example, in the brain, specifically in the mPFC and dHippo, may clarify
these aspects.

Among the different symptoms of social anxiety disorder, there is an intense fear
of interacting with strangers [55]. We assessed social anxiety using the Three-Chamber
Sociability test, which is also used to study autism spectrum disorders (ASD). A high
comorbidity between social anxiety disorder and ASD has been reported [56,57], and MLT
is a compound largely used in individuals with ASD, as it seems to ameliorate their sleep
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dysfunctions, where improvement leads to better functioning during the day [58]. Our data
seem to support this evidence mainly in adolescents since we found an increase in social
encounters in the Three-Chamber Sociability test after treatment with MLT. In keeping, a
recent study using the valproic acid mouse model of ASD showed that MLT was rescuing
social deficits in the three-chamber test of 6-week-old valproic acid-exposed offspring [59],
and another one using the same ASD model but in rats showed an improvement in social
deficits given by agomelatine, a non-selective MT1-MT2 receptor agonist and a 5HT2C
receptor antagonist [60]. However, these studies did not investigate which one of the two
MLT receptors could be involved in the prosocial effects of MLT. A study by Thomson
et al. [22] examining the phenotype of MT2 receptor knockout mice found that male mice
had increased sociability compared to wild-type, highlighting a possible role for MT2
receptors in the modulation of social behavior.

Collectively, this preclinical evidence, further supported by our findings, indicates
that MLT may not only have efficacy in ASD due to its modulation of the sleep-wake cycle
and circadian system [58], but also a direct effect on regulating social behavior cannot
be excluded.

Age-dependent differences in the behavioral effects induced by MLT were paralleled
by differences in the activation of the mPFC-dHippo crosstalk, as highlighted by the analy-
sis of LFP synchrony of freely moving animals. While in adolescent mice, no significant
differences were observed after MLT treatment, in the coherence between the mPFC and the
dHippo, in adult mice, we found an increased synchronization in the lower frequencies, cor-
responding to delta and low-theta bands. Although mPFC is known to be highly correlated
with the ventral hippocampus in anxiety [61], we opted to record the correlation between
the mPFC and the dHippo mainly due to (1) the high presence of MLT receptors in both the
mPFC and the rostral rather than the ventral region of the hippocampus [25,26], (2) the fact
that preliminary work has suggested a possible role for the dHippo in the anxiolytic effects
of MLT [62], (3) acting on the process of memory reconsolidation in which the dHippo
plays a major role [63] and appears to be a novel promising strategy for treating anxiety
disorders [64]. Remarkably, recent studies have demonstrated that direct functional projec-
tions from the dorsal hippocampus to the prelimbic cortex are necessary for strengthening
aversive memory through different molecular mechanisms [65,66], while increased theta
coherence is observed during spatial memory tasks and after the application of dopamine
in mPFC [67]. In a mouse model of schizophrenia, dHippo-mPFC theta coherence was
impaired during working memory performance [68], similar to the altered functional con-
nectivity between the frontal and temporal lobes observed in patients with schizophrenia.
Different findings suggest that a coupling within the low frequencies is observed between
the medial frontal cortex and distant brain regions to guide behavioral performances. In
particular, the mPFC seems to play a key role in regulating social and emotional-like behav-
ior and also responses to stress and fear, recruiting cortical and subcortical areas within the
low-frequency range [69,70].

Therefore, an important future step will be to examine—in a more comprehensive
way—the effects of MLT during cognitive/behavioral tasks in association with a functional
study of brain-related regions. In particular, these studies should be performed considering
the factor of age, as multiple evidence has shown that the neural basis underlying the
neurobiology of anxiety and emotional processing can be different when comparing adults
and adolescents [71–74]. Accordingly, as we found, the modulatory effects of MLT on
anxiety circuits may expect to vary during development and aging.

5. Conclusions

Here, we show that exogenous MLT may affect anxiety-like behaviors in a different
manner according to age. In particular, it seems that adult mice may be more sensitive than
adolescent mice to the pharmacological effects of MLT, as also evidenced by a different
functional modulation of the prefrontal-hippocampal circuit. Given the significantly in-
creased prevalence in the use of MLT supplements during the last two decades [75], and
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the lack of clinical studies in adolescents and analyzing the outcomes according to the
age of the participants, our findings highlight the need to take into account the age factor
when evaluating the therapeutics and the toxicity of MLT or MLT receptor ligands in both
preclinical and clinical studies.
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Abstract: Mitochondrial dysfunction is an important cellular hallmark of aging and neurodegenera-
tion. Platelets are a useful model to study the systemic manifestations of mitochondrial dysfunction.
To evaluate the age dependence of mitochondrial parameters, citrate synthase activity, respiratory
chain complex activity, and oxygen consumption kinetics were assessed. The effect of cognitive
impairment was examined by comparing the age dependence of mitochondrial parameters in healthy
individuals and those with neuropsychiatric disease. The study found a significant negative slope
of age-dependence for both the activity of individual mitochondrial enzymes (citrate synthase and
complex II) and parameters of mitochondrial respiration in intact platelets (routine respiration, maxi-
mum capacity of electron transport system, and respiratory rate after complex I inhibition). However,
there was no significant difference in the age-related changes of mitochondrial parameters between
individuals with and without cognitive impairment. These findings highlight the potential of mea-
suring mitochondrial respiration in intact platelets as a means to assess age-related mitochondrial
dysfunction. The results indicate that drugs and interventions targeting mitochondrial respiration
may have the potential to slow down or eliminate certain aging and neurodegenerative processes.
Mitochondrial respiration in platelets holds promise as a biomarker of aging, irrespective of the
degree of cognitive impairment.

Keywords: aging; platelet; mitochondria; respiratory chain complex; mitochondrial respiration;
cognitive decline; neurodegenerative disease; neuroinflammation; neuroplasticity; oxidative stress

1. Introduction

The biology of aging is associated with metabolic and oxidative stress, inflammation,
and DNA mutations, in which a number of cellular mechanisms are involved [1]. Twelve
molecular cellular hallmarks for aging are proposed and discussed, which are intercon-
nected among each other, and which include mitochondrial dysfunction [2]. Mitochondria
are organelles that play a key role in bioenergetics and the maintenance and regulation
of all brain functions, including neuroinflammation, neuroplasticity, oxidative stress, and
apoptosis [3]. In aging, there is evidence of decreased mitochondrial function, increased
oxidative stress, increased mitochondrial DNA (mtDNA) mutations, and miRNA dysreg-
ulation [4]. Due to the high energy demands of brain cells, mitochondrial dysfunction is
associated not only with aging [5], but also with neurodegenerative diseases [6,7]. Age-
related neurodegeneration involves complex interplay and synergy of various genetic and
environmental factors [8], including mitochondrial impairment as a common motif in the
pathophysiology of neuropsychiatric diseases [9]. Mitochondrial dysfunction is associated
with decreasing neuroplasticity and weakening functional resilience [10], neuroinflam-
mation [11], oxidative stress and apoptosis [12], excitotoxicity, neurotoxicity of protein
agglomerates, and deficiencies in mitochondrial proteostasis and the protease-mediated
quality control system [13].
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Impaired mitochondrial function can be caused by genetic mutations and epigenetic
modifications, environmental stressors, cellular senescence, and disturbed mitophagy.
Mitochondrial dysfunction leading to reduced ATP production, increased ROS production,
activation of the intrinsic apoptotic pathway, and impaired calcium buffering ultimately
result in brain cell death, neurodegeneration, and cognitive decline [6,14].

The main current strategies for preventing or reversing processes associated with
aging and neurodegeneration are aimed at mitochondrial quality control mechanisms to
increase mitochondrial functions and include regulation of the OXPHOS system, gener-
ation of ATP through the electron transport system (ETS), reduction of oxidative stress
with antioxidants, inhibition of apoptosis, autophagy enhancement, and stimulation of
mitochondrial biogenesis by metabolic modulators, drugs, diet (caloric restriction), and
exercise [15,16].

The mitochondrial hypothesis is based on the key role of mitochondria in the pro-
duction of ATP through oxidative phosphorylation (OXPHOS) [17], the production of
reactive oxygen species (ROS), the buffering of free calcium in the cytosol, the release of pro-
apoptotic factors and the initiation of the intrinsic pathway of apoptosis, and the production
of heat. According to the free radical theory of aging [18–20], aging and age-related diseases
are associated with the generation of ROS, mainly from mitochondria, and subsequent
damage to cellular proteins, lipids, and nucleic acids. Oxidative stress is accepted as a
key modulator of the biological processes of aging and neurodegeneration [21], but useful
endogenous mechanisms that can be initiated by ROS must also be taken into account in
therapeutic interventions on cellular redox processes [22]. Attention is therefore paid to the
role of other manifestations of mitochondrial dysfunction, such as inflammation, mtDNA,
mitophagy, and retrograde signaling from the mitochondria to the nucleus [23–26].

The mitochondrial hypothesis of aging suggests that mitochondrial dysfunction over
time leads to a decrease in cellular energy production, increased oxidative stress, calcium
dysregulation, accumulation of mutations in mitochondrial DNA (mtDNA), apoptosis,
alterations in mitochondrial dynamics (fusion and fission), accumulation of cellular waste
products, disturbed mitophagy, and changes in cellular metabolism [27–30]. This, in
turn, may be the biological basis for the development of age-related diseases, including
neurodegenerative diseases, and the possibility of their treatment [31–34].

Mitochondrial dysfunctions are implicated in the pathophysiology of neurodegener-
ative diseases, such as Alzheimer’s disease (AD), Parkinson’s disease, and Huntington’s
disease [6,31,35]. Common features in their pathogenesis are mitochondrial dysfunction,
progressive neurodegeneration, and cognitive decline leading to dementia. The main risk
factors for the onset and development of AD are age, genetics and epigenetics, environmen-
tal factors, amyloidosis, tauopathy, and mitochondrial dysfunction. Neurodegenerative
mechanisms in AD include early changes in mitochondria-associated endoplasmic reticu-
lum membranes [36]. In the integrative hypothesis of Alzheimer’s disease, interlinking and
mutual synergistic connections between amyloid beta pathology, tau pathology, mitochon-
drial dysfunction, dysfunction of neurotransmitter systems, and disturbed neuroplasticity
are assumed [37].

Mitochondrial dysfunction is also thought to contribute to the pathophysiology of
psychiatric diseases such as major depressive disorder (MDD) [38] and bipolar disorder
(BD) [39–42] through several pathways, including oxidative stress, neuroinflammation,
genetics, and disturbed neuroplasticity. Affective disorders are a common comorbidity
in neurodegenerative diseases [43]. Cognitive deficit is a principal component in MDD,
especially in late-life depression [44,45]. Cognitive impairment in BD patients is associated
with metabolic factors, gene polymorphisms, brain structural and functional changes, and
neuroinflammation [46]. Emotions can improve or impair cognitive performance [47], and
it is important to understand the functional interplay between the central and autonomic
nervous systems and to elucidate how emotions are integrated into executive functions in
neuropsychiatric diseases [48,49]. This is crucial for regulating physiological processes and
maintaining homeostasis, with the prefrontal cortex playing a key role [50,51].
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There are several assays to measure mitochondrial dysfunction in aging and neu-
rodegeneration [7,52–54], and they use different biological models. It was proved that
platelets are a suitable biological model for research on mitochondrial dysfunction [55–57].
Platelets are small blood components (nonnucleated cells) in mammals derived from the
megakaryocytes. Average life span of circulating platelets is 8 to 9 days [58]; therefore,
they reflect current systemic changes. Platelets contribute to hemostasis, innate immunity,
and inflammatory response [59]. It was shown that platelet bioenergetics reflect muscle
energetics and platelet mitochondrial function is altered in older adults [60]. Moreover,
platelets are considered peripheral elements reflecting a variety of brain functions and
neurochemical changes, including those leading to neurodegeneration [61–63]. Platelets
can be easily separated from blood as platelet rich plasma (PRP) and mitochondrial function
can be measured under physiological conditions [57]. Since platelets share many properties
with brain cells [64], they appear to be a suitable biological model for monitoring processes
of brain aging and neurodegeneration.

Age dependence of mitochondrial function in various organs and brain regions in rats
has been described [65–67]; the results did not confirm the concept of a general pattern
of age-dependent mitochondrial dysfunction. No such data are available in humans;
measurements in humans are usually performed using skeletal muscle biopsies, fibroblasts,
and circulating blood cells [68].

Due to intracellular homeostatic mechanisms, it is appropriate to monitor changes
in both the activity of individual mitochondrial proteins and enzyme complexes, as well
as complex mitochondrial functions characterizing a real physiological state. Frequently
used methods for measuring mitochondrial function include measuring the rate of oxygen
consumption, ATP production, hydrogen peroxide production, free calcium buffering in
the cytosol, and the release of proapoptotic factors. In this study, the measurement of the
activity of citrate synthase (CS), complexes I, II, III, and IV of the respiratory chain, and
the parameters of mitochondrial respiration in the platelets of healthy individuals and
individuals with neuropsychiatric disease is used to evaluate the age-dependent changes
of mitochondrial dysfunction.

2. Materials and Methods

Commonly used mitochondrial function assays include oxygen consumption (complex
I- and II-linked respiration, respiratory control ratio, uncoupling) [57,69], ATP produc-
tion [70], hydrogen peroxide production [71,72], membrane potential [73,74], mitochondrial
permeability transition, swelling, and calcium retention capacity [75,76], monoamine ox-
idase [77], release of pro-apoptotic factors (by ELISA and chromatography), membrane
fluidity [78], mtDNA mutations [79], mitochondrial morphology and dynamics [80], mito-
chondrial biogenesis, and mitophagy [81].

Age-dependent changes in mitochondrial function were measured in people of dif-
ferent ages using spectrophotometric and high-resolution respirometry methods. Activity
of CS, complex I, II, III, and IV and mitochondrial respiratory rate was measured in blood
platelets of healthy subjects (CONTROL) and patients with Alzheimer’s disease (AD),
vascular dementia (VD), major depressive disorder (MDD), or bipolar disorder (BAD).
For the analysis of the age dependence of measured mitochondrial parameters, data from
control subjects included in our earlier analyses and publications on platelet mitochondrial
parameters were used. Data from patients with AD, VD, MDD, or BAD were used to
evaluate changes in age dependence of platelet mitochondrial parameters in people with
cognitive impairment. The material and methods used have been published previously, so
they are presented here only very briefly with the corresponding references.

2.1. Subjects and Their Clinical Evaluation

The subjects and their clinical evaluation have been described previously for AD
patients [82–85], VD patients [83], MDD patients [86,87], and BAD patients [87,88]. Patients
with AD, VD, MDD, or BAD were diagnosed and recruited from the Department of
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Psychiatry of the First Faculty of Medicine, Charles University and General University
Hospital in Prague, Czech Republic. In each individual study, the number of participants
was determined to ensure adequate statistical power required to detect differences between
groups of healthy subjects and neuropsychiatric patients.

Patients with probable AD or probable VD over 60 years of age were recruited. Cri-
teria to diagnose AD and VD included the International Classification of Diseases, Tenth
Edition (ICD-10), NINDS-AIREN VD criteria [89], the NINCDS-ADRDA Alzheimer’s crite-
ria [90,91], and the Hachinski Ischemic Score [92]. Depressive symptoms in AD patients
were assessed by the Geriatric Depression Scale (GDS) [93]. Disease severity was assessed
by the Addenbrooke’s Cognitive Examination-Revised [94] inclusive of the Mini-Mental
State Examination (MMSE) questionnaire. Other causes of dementia than AD or VD were
excluded. Patients with a BAD diagnosis were clinically evaluated using diagnostic scales
and questionnaires, including the Young Mania Rating Scale (YMRS), Clinical Global
Impression—Severity Scale (CGI-01), and Brief Psychiatric Rating Scale (BPRS). The sever-
ity of depression in MDD patients was evaluated using the Hamilton Depressive Rating
Scale, 21-item (HDRS-21) and the Clinical Global Impression—severity scale (CGI-01).

The controls included healthy volunteers, who underwent a psychiatric examination
that was equivalent to that of neuropsychiatric patients, and they were without cognitive
decline. The participants did not take mitochondria-targeting compounds.

Cognitive decline (decline in memory, attention, language, and executive function) is
a common feature of aging and neuropsychiatric diseases. The Mini-Mental State Examina-
tion (MMSE) total score has been used to assess the progression of cognitive impairment
as follows: no cognitive impairment with MMSE 24–30; mild cognitive impairment with
MMSE 19–23; moderate cognitive impairment with MMSE 10–18; and severe cognitive
impairment with MMSE ≤ 9 [95].

2.2. Chemicals and Solutions and Measurement Methods

The chemicals, solutions, and measurement methods are described in our earlier
publications. Activities of CS and respiratory chain complexes were measured spec-
trophotometrically [84,96–98]; mitochondrial respiration in platelets was measured by
high-resolution respirometry using the Oxygraph-2k (Oroboros Instruments Corp, Inns-
bruck, Austria) [57,99]. All chemicals were purchased from Sigma-Aldrich Co. (St. Louis,
MO, USA)

Studies were conducted in accordance with the Code of Ethics of the World Medical
Association (Declaration of Helsinki), and the study protocols were approved by the Ethical
Review Board of the First Faculty of Medicine, Charles University and General University
Hospital in Prague. Written informed consent was obtained from participants.

2.3. Data Analysis

Statistical analyses were performed using the STATISTICA data analysis software
system (TIBCO Software Inc., Palo Alto, CA, USA). The relation between the measured
platelet parameters and age was determined using the Pearson product-moment correlation
coefficient. Simple regression was used to quantify the age dependence of all measured
mitochondrial parameters.

DatLab software (Oroboros Instruments Corp, Innsbruck, Austria) was used for
respirometry data acquisition and analysis. Oxygen consumption rates were normalized
for platelet concentration (pmol O2 per sec per 106 platelets). Activities of mitochondrial
complexes I, II, III, and IV were normalized for CS activity.

3. Results

The age dependence of the mitochondrial parameters measured in platelets isolated
from peripheral blood was evaluated. The following parameters were measured in platelets
of healthy subjects (CONTROL) and patients with AD, VD, MDD, or BAD: (1) CS activity;
(2) complex I activity normalized for CS (CI/CS); (3) complex II activity normalized for
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CS (CII/CS); (4) complex III activity normalized for CS (CIII/CS); (5) complex IV activity
normalized for CS (CIV/CS); (6) oxygen consumption rate in various respiratory states.
Mitochondrial respiration in intact platelets was determined as (i) routine (basal) respira-
tion (ROUT_i); (ii) oligomycin-induced respiration independent of ADP phosphorylation
(LEAK_i); (iii) maximum capacity of electron transport system (ETSC_i); (iv) respiratory
rate after complex I inhibition (ROT_i); and (v) using a derived parameter called respiration
reserve capacity (RES_i) and calculated as ‘ETSC_i-ROUT_i’.

A total of 637 blood samples from people aged 20 to 94 were included in the evaluation,
including 162 samples of control subjects aged 20 to 80 years without serious somatic and
neuropsychiatric diseases, 196 samples of AD patients aged 50 to 94 years, 120 samples
of subjects with MDD aged 20 to 74 years, 127 subjects with BAD aged 20 to 73 years,
and 32 people with VD aged 65 to 85 years. The age dependence of the mitochondrial
parameters was calculated using correlation and regression analysis.

Correlation coefficients (Pearson r) between age and the mitochondrial parameters
are summarized in Table 1. In the group of healthy controls, there is a significant negative
correlation between age and CS, CII/CS, ROUT_i, ETSC_I, ROT_i, and RES_i; there is a
significant positive correlation between age and CIV/CS.

Table 1. Correlation coefficients (Pearson r) between age and platelet mitochondrial variables.

Parameter CONTROL AD MDD BAD VD All

CS
−0.2317 −0.0104 −0.1735 −0.0149 – −0.0817
N = 100 N = 86 N = 111 N = 98 N = 0 N = 395
p = 0.020 p = 0.924 p = 0.069 p = 0.884 p = − p = 0.105

CI/CS
0.0435 0.1380 0.1283 −0.0321 −− −0.0728
N = 93 N = 81 N = 107 N = 97 N = 0 N = 378

p = 0.679 p = 0.219 p = 0.188 p = 0.755 p = − p = 0.158

CII/CS
−0.2529 −0.0625 −0.0211 0.0603 −− 0.0135
N = 93 N = 82 N = 107 N = 96 N = 0 N = 378

p = 0.014 p = 0.577 p = 0.829 p = 0.559 p = − p = 0.794

CIII/CS
0.2142 −0.2139 −0.0533 −− −− 0.3205
N = 31 N = 22 N = 15 N = 0 N = 0 N = 68

p = 0.247 p = 0.339 p = 0.850 p = − p = − p = 0.008

CIV/CS
0.4072 −0.1393 0.0791 0.0023 −− 0.1360
N = 93 N = 83 N = 107 N = 98 N = 0 N = 381

p < 0.001 p = 0.209 p = 0.418 p = 0.982 p = − p = 0.008

ROUT_i
−0.2048 −0.0326 −0.0860 −0.0943 −0.1567 −0.1617
N = 101 N = 132 N = 42 N = 113 N = 29 N = 417
p = 0.040 p = 0.710 p = 0.588 p = 0.320 p = 0.417 p = 0.001

LEAK_i
0.0919 −0.0224 −0.3418 0.0091 −0.0806 0.1150

N = 101 N = 132 N = 42 N = 113 N = 29 N = 417
p = 0.361 p = 0.799 p = 0.027 p = 0.923 p = 0.678 p = 0.019

ETSC_i
−0.2812 0.0360 0.1013 −0.0602 −0.1964 −0.2663
N = 101 N = 132 N = 42 N = 113 N = 29 N = 417
p = 0.004 p = 0.682 p = 0.523 p = 0.527 p = 0.307 p < 0.001

ROT_i
−0.3688 0.0810 0.2249 0.0851 −0.0810 −0.0881
N = 101 N = 132 N = 42 N = 113 N = 29 N = 417
p = 0.000 p = 0.356 p = 0.152 p = 0.370 p = 0.676 p = 0.072

RES_i
−0.2137 0.0967 0.2001 0.0151 −0.1811 −0.2187
N = 101 N = 132 N = 42 N = 113 N = 29 N = 417
p = 0.032 p = 0.270 p = 0.204 p = 0.874 p = 0.347 p = 0.000

Mitochondrial parameters were measured in platelets of healthy subjects (CONTROL) and patients with
Alzheimer’s disease (AD), vascular dementia (VD), major depressive disorder (MDD), or bipolar disorder (BAD).
Statistically significant correlation coefficients are in bold. CS, citrate synthase activity (nmol·min−1·mg−1); CI/CS,
complex I activity normalized for CS; CII/CS, complex II activity normalized for CS; CIII/CS, complex III activity
normalized for CS; CIV/CS, complex IV activity normalized for CS; ROUT_i, routine (basal) respiration; LEAK_i,
oligomycin-induced respiration independent of ADP phosphorylation; ETSC_i, maximum capacity of electron
transport system; ROT_i, respiratory rate after complex I inhibition by rotenone; and RES_i, respiration reserve
capacity calculated as ‘ETSC_i-ROUT_i’ (all respiration parameters in pmol O2·10−6 platelets·sec−1).
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The age dependence of the measured parameters (ROUT_i, LEAL_i, ETSC_i, ROT_i,
and RES_i) was quantified using the slopes of regression lines. For control group members,
but not for AD, MDD, and BAD patients, a significant dependence on age was found for CS,
CII/CS, and CIV/CS (Table 2, Figure 1), ROUT_i, ETSC_i, ROT_i, and RES_i (Tables 3–7).
The greatest statistically significant decrease with age is shown in the mitochondrial respi-
ratory parameter ETSC_i (Figure 2). Information was added to the results that the slope
(linear regression result) for the age dependence of platelet count normalized for CS is not
significantly different from zero.

Table 2. Age dependence of platelet concentration and mitochondrial enzyme activities.

Sample Parameter Slope 95% CI p Age range N

CONTROL

PRP −794 (−2400, 813) 0.331 20–80 162
CS * −0.152 (−0.280, −0.024) 0.020 20–77 100

CI/CS 0.00055 (−0.00209, 0.00320) 0.679 20–77 93
CII/CS * −0.00067 (−0.00120, −0.00014) 0.014 20–77 93
CIII/CS 0.00153 (−0.00112, 0.00418) 0.247 23–77 31
CIV/CS *** 0.00132 (0.00070, 0.00194) 0.000 20–77 93

AD

PRP −2009 (−4306, 288) 0.086 50–94 196
CS −0.020 (−0.426, 0.387) 0.924 56–91 86

CI/CS 0.00482 (−0.00293, 0.01258) 0.219 56–91 81
CII/CS −0.00036 (−0.00166, 0.00093) 0.577 56–91 82
CIII/CS −0.00375 (−0.01175, 0.00424) 0.339 56–88 22
CIV/CS −0.00174 (−0.00448, 0.00100) 0.209 56–91 83

MDD

PRP −728 (−2531, 1075) 0.426 20–74 120
CS −0.217 (−0.452, 0.017) 0.069 20–74 111

CI/CS 0.00178 (−0.00088, 0.00445) 0.188 20–74 107
CII/CS −0.00006 (−0.00060, 0.00048) 0.829 20–74 107
CIII/CS −0.00038 (−0.00470, 0.00393) 0.850 29–74 15
CIV/CS 0.00044 (−0.00063, 0.00152) 0.418 20–74 107

BAD

PRP −686 (−2808, 1437) 0.524 20–73 127
CS −0.021 (−0.305, 0.263) 0.884 21–66 98

CI/CS −0.00180 (−0.01321, 0.00962) 0.755 21–66 97
CII/CS 0.00044 (−0.00105, 0.00193) 0.559 21–66 96
CIII/CS ND ND ND ND 0
CIV/CS 0.00002 (−0.00179, 0.00183) 0.982 21–66 98

VD PRP 5408 (−12379, 1561) 0.123 65–85 32

All

PRP *** −1606 (−2205, −1006) <0.001 20–94 637
CS −0.073 (−0.162, 0.015) 0.105 20–91 395

CI/CS −0.00172 (−0.00412, 0.00067) 0.158 20–91 378
CII/CS 0.00004 (−0.00027, 0.00036) 0.794 20–91 378
CIII/CS ** 0.00233 (0.00064, 0.00402) 0.008 23–88 68
CIV/CS ** 0.00064 (0.00017, 0.00111) 0.008 20–91 381

Analyzed with simple regression. Statistically significant differences compared with controls is presented as
* p < 0.05, ** p < 0.01, and *** p < 0.001. Statistically significant values are in bold. 95% CI, 95% confidence interval;
PRP, platelet rich plasma. The meaning of the abbreviations is the same as in Table 1.

To assess the effect of depression on the age dependence of mitochondrial respira-
tion, regression slopes were calculated for the subgroup of AD patients with depression
(AD + DEP) and without depression (AD − DEP). Depression in AD was diagnosed for
a Geriatric Depression Score > 6 [93]. A significant negative slope was found for the age
dependence of ROUT_i and ROT_i in AD + DEP but not in AD − DEP (Tables 3 and 6).
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Figure 1. Age dependence of citrate synthase activity (CS) and complex IV activity normalized for
CS (CIV/CS) in healthy controls.

Table 3. Age dependence of mitochondrial respiration parameter ROUT_i.

Sample Slope (95% CI) p Age Range Valid N

CONTROL * −0.309 (−0.604, −0.014) 0.040 22–80 101
AD −0.087 (−0.547, 0.374) 0.710 50–94 132

MDD −0.013 (−0.308, 0.281) 0.927 20–74 42
BAD −0.175 (−0.522, 0.172) 0.320 21–66 113
VD −0.617 (−2.153, 0.919) 0.417 65–85 29
All *** −0.212 (−0.328, −0.095) 0.000 20–94 417

AD + DEP * −1.067 (−2.129, −0.005) 0.049 60–85 37
AD − DEP 0.023 (−0.474, 0.520) 0.927 50–94 95
MMSE > 23 * −0.151 (−0.295, −0.006) 0.041 20–91 328

MMSE <19,23> −0.399 (−1.461, 0.663) 0.451 59–88 37
MMSE < 19 −0.100 (−1.049, 0.850) 0.834 67–94 52

Analyzed with simple regression. Statistically significant differences compared with controls is presented as
* p < 0.05 and *** p < 0.001. Statistically significant values are in bold. DEP, depression; MMSE, Mini-Mental State
Examination. The meaning of the other abbreviations is the same as in Tables 1 and 2. Slope is given in fmol
O2·10−6 platelets·sec−1·year−1.

Table 4. Age dependence of mitochondrial respiration parameter LEAK_i.

Sample Slope (95% CI) p Age Range Valid N

CONTROL 0.038 (−0.044, 0.121) 0.361 22–80 101
AD −0.013 (−0.118, 0.091) 0.799 50–94 132

MDD * −0.117 (−0.219, −0.014) 0.027 20–74 42
BAD 0.004 (−0.071, 0.078) 0.923 21–66 113
VD −0.076 (−0.448, 0.296) 0.678 65–85 29
All * 0.033 (0.005, 0.060) 0.019 20–94 417

AD + DEP −0.009 (−0.221, 0.203) 0.933 60–85 37
AD − DEP −0.013 (−0.138, 0.113) 0.841 50–94 95
MMSE > 23 0.033 (−0.001, 0.067) 0.058 20–91 328

MMSE <19,23> −0.047 (−0.298, 0.205) 0.707 59–88 37
MMSE < 19 0.008 (−0.214, 0.231) 0.941 67–94 52

Analyzed with simple regression. Statistically significant differences compared with controls is presented as
* p < 0.05. Statistically significant values are in bold. The meaning of the abbreviations is the same as in Tables 1–3.
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Table 5. Age dependence of mitochondrial respiration parameter ETSC_i.

Sample Slope (95% CI) p Age Range Valid N

CONTROL ** −0.523 (−0.879, −0.167) 0.004 22–80 101
AD 0.106 (−0.404, 0.616) 0.682 50–94 132

MDD 0.163 (−0.347, 0.673) 0.523 20–74 42
BAD −0.155 (−0.640, 0.329) 0.527 21–66 113
VD −1.057 (−3.139, 1.026) 0.307 65–85 29
All *** −0.412 (−0.555, −0.268) 0.000 20–94 417

AD + DEP −0.502 (−1.639, 0.636) 0.377 60–85 37
AD − DEP 0.041 (−0.503, 0.585) 0.881 50–94 95
MMSE > 23 ** −0.300 (−0.483, −0.116) 0.001 20–91 328

MMSE <19,23> −0.213 (−1.302, 0.876) 0.694 59–88 37
MMSE < 19 0.276 (−0.674, 1.226) 0.562 67–94 52

Analyzed with simple regression. Statistically significant differences compared with controls is presented as
** p < 0.01 and *** p < 0.001. Statistically significant values are in bold. The meaning of the abbreviations is the
same as in Tables 1–3.

Table 6. Age dependence of mitochondrial respiration parameter ROT_i.

Sample Slope (95% CI) p Age Range Valid N

CONTROL *** −0.154 (−0.231, −0.076) 0.000 22–80 101
AD 0.059 (−0.067, 0.185) 0.356 50–94 132

MDD 0.080 (−0.031, 0.191) 0.152 20–74 42
BAD 0.026 (−0.032, 0.085) 0.370 21–66 113
VD −0.082 (−0.481, 0.317) 0.676 65–85 29
All −0.028 (−0.058, 0.003) 0.072 20–94 417

AD + DEP ** 0.346 (0.108, 0.584) 0.006 60–85 37
AD − DEP −0.026 (−0.176, 0.123) 0.728 50–94 95
MMSE > 23 * −0.042 (−0.078, −0.006) 0.023 20–91 328

MMSE <19,23> −0.145 (−0.487, 0.197) 0.394 59–88 37
MMSE < 19 0.032 (−0.260, 0.324) 0.827 67–94 52

Analyzed with simple regression. Statistically significant differences compared with controls is presented as
* p < 0.05, ** p < 0.01, and *** p < 0.001. Statistically significant values are in bold. The meaning of the abbreviations
is the same as in Tables 1–3.

Table 7. Age dependence of mitochondrial respiration parameter RES_i.

Sample Slope (95% CI) p Age Range Valid N

CONTROL * −0.214 (−0.409, −0.019) 0.032 22–80 101
AD 0.193 (−0.151, 0.536) 0.270 50–94 132

MDD 0.197 (−0.127, 0.522) 0.226 20–74 42
BAD 0.020 (−0.224, 0.263) 0.874 21–66 113
VD −0.440 (−1.382, 0.503) 0.347 65–85 29
All *** −0.201 (−0.285, −0.117) 0.000 20–94 417

AD + DEP 0.565 (−0.192, 1.322) 0.139 60–85 37
AD − DEP 0.018 (−0.374, 0.410) 0.928 50–94 95
MMSE > 23 ** −0.148 (−0.249, −0.046) 0.004 20–91 328

MMSE <19,23> 0.186 (−0.636, 1.008) 0.649 59–88 37
MMSE < 19 0.376 (−0.363, 1.115) 0.312 67–94 52

Analyzed with simple regression. Statistically significant differences compared with controls is presented as
* p < 0.05, ** p < 0.01, and *** p < 0.001. Statistically significant values are in bold. The meaning of the abbreviations
is the same as in Tables 1–3.

The effect of cognitive impairment on the age dependence of mitochondrial respiration
was determined by dividing all included controls and neuropsychiatric patients into three
groups according to their MMSE score: (1) no cognitive impairment with MMSE > 23
(N = 328), (2) mild cognitive impairment with MMSE in the interval <19,23> (N = 37), and
(3) moderate or severe cognitive impairment with MMSE < 19 (N = 52). A significant
negative slope was found for ROUT_i, ETSC_i, ROT_i, and RES_i in persons without
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significant cognitive impairment but not in persons with cognitive impairment (Tables 3–7,
Figure 3).

 
Figure 2. Age dependence of maximal capacity of electron transport system in intact platelets
(ETSC_i) in healthy controls.

 
Figure 3. Age dependence of routine respiration state in intact platelets (ROUT_i) in subjects without
cognitive impairment (MMSE > 23), with mild cognitive impairment (MMSE in the interval <19,23>),
and with moderate or severe cognitive impairment (MMSE < 19).

4. Discussion

The age dependence of the mitochondrial parameters was assessed for citrate synthase
activity, activity of respiratory chain complexes, and kinetics of mitochondrial oxygen
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consumption in platelets. The effect of cognitive impairment on the age dependence of the
mitochondrial parameters was evaluated by comparing healthy individuals and individuals
with neuropsychiatric disease (AD, VD, MDD, and BAD). Because it is not known whether
the progression of mitochondrial dysfunction is different in neuropsychiatric diseases,
we separately evaluated data for controls, AD, VD, MDD, and BAD, as well as pooled
data. The progression of changes in mitochondrial respiration was evaluated using simple
regression. We chose the significance and magnitude of the slope of the regression line as a
criterion for evaluating the effect of age on the value of the mitochondrial parameter.

The significant correlation between age and measured mitochondrial parameters
was negative in subjects without neuropsychiatric disease, except for complex IV activity
normalized for CS (Table 1), whereas unnormalized complex IV activity did not change
significantly with age. Because (i) CS activity normalized for platelet count does not show
a significant correlation with age and (ii) CS and complex I activities are associated with
mitochondrial content, while complex IV activity is associated with OXPHOS capacity [100],
our data indicate that the reduction of mitochondrial content with age is due to a reduced
number of platelets, rather than a reduced content of mitochondria in platelets. Regression
analysis quantified the results by correlations (Tables 2–7). This indicates that the activ-
ity of individual mitochondrial enzymes and enzyme complexes involved in OXPHOS
system, as well as the complex parameters of mitochondrial respiration, decrease with
age. The increase in complex IV activity of the respiratory chain with age may be part of a
compensatory mechanism to maintain cellular homeostasis. Non-significant correlations
between age and measured mitochondrial parameters in persons with neuropsychiatric
diseases (Table 1) indicate a small influence of these diseases on mitochondrial dysfunction
associated with aging.

Our results indicate that the values of the mitochondrial respiration parameters
ROUT_i, ETSC_i, LEAK_i, and RES_i decrease significantly with age, while the time
course is not significantly different in controls and in neuropsychiatric diseases such as AD,
VD, BAD, and MDD.

Depressive disorder is a frequent comorbidity in AD [101,102] and significantly re-
duces mitochondrial respiration in intact platelets. Therefore, age dependence was assessed
separately in the subgroup of AD patients with and without depression. It can be specu-
lated that the significant negative slope for ROUT_i, ETSC_i, ROT_i in AD patients with
depression (Tables 5 and 6) is associated with comorbid depressive disorder.

The impairment of mitochondrial respiration in intact platelets was previously de-
scribed in AD but was not associated with disease progression [82]. A significant negative
slope for the age dependence of the respiratory parameters ROUT_i, ETSC_i, ROT_i, and
RES_i in persons without cognitive impairment and statistically insignificant changes in
slopes in persons with cognitive impairment (Tables 3–7) indicate that mitochondrial dys-
function (manifested by changes in mitochondrial oxygen consumption in intact platelets)
is probably not a measure of cognitive impairment in AD. A certain limitation for this
conclusion is the inclusion of a relatively low number of persons with severe cognitive
impairment in the analysis.

The age dependence of mitochondrial respiration on cognitive impairment supports
the hypothesis that progressive neurodegeneration in AD is associated with specific neu-
rotoxicity of amyloid beta oligomers and tau protein, rather than direct consequences of
mitochondrial dysfunction. However, age-related neuropsychiatric diseases can be initiated
and regulated by mitochondrial dysfunction [37].

The results support a possible role of mitochondrial dysfunction in the regulation of
aging processes. The progression of mitochondrial dysfunction (determined from measure-
ments of mitochondrial respiration in intact platelets) does not appear to be significantly
altered. Assuming that mitochondrial respiration in intact platelets reflects mitochondrial
changes in the brain, the reduction of mitochondrial respiration does not appear to be the
primary cause of neurodegeneration associated with aging but is only part of complex
processes associated with impaired brain neuroplasticity.
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In summary, a significant decrease with age was found for both the activity of mito-
chondrial enzymes (CS and CII) and the parameters of mitochondrial respiration measured
in intact platelets (ROUT_i, ETSC_i, ROT_i, and RES_i). Compared to the large interindi-
vidual differences in these parameters, the rate of their reduction is not too large with age,
and it can be expected that in healthy aging mitochondrial dysfunction can be regulated to
a certain extent by lifestyle, primarily by exercise and diet [103–105].

Age-related neuropsychiatric diseases, such as AD, are associated with a decrease
in mitochondrial respiration in intact platelets [82,84], but no significant change in age
dependence of respiratory parameters was observed in platelets from AD patients com-
pared to healthy controls (Figure 3). This supports the notion that the direct contribution
of mitochondrial dysfunction to neurodegeneration is similar in aging and in AD, and
that AD progression is driven more by amyloid beta and tau pathology. Mitochondrial
dysfunction remains a promising candidate as an initial trigger and/or synergistic pro-
moter of this specific pathophysiology [37]. For pathology of neurodegenerative diseases
that have already begun, the therapeutic strategy should therefore include, in addition to
dietary restriction and exercise (discussed under healthy aging), targeted pharmacological
regulation of the causes of the development of specific disease pathology. To confirm the
role of mitochondrial dysfunction in neurodegeneration associated with healthy aging and
age-related neuropsychiatric diseases, repeated measurements of appropriate mitochon-
drial variables must be performed in the same persons over long periods of time. Suitable
variables could be parameters of mitochondrial respiration in intact platelets.

4.1. Study Limitations

A limitation of mitochondrial dysfunction research in aging and neurodegeneration
is the difficult identification of specific mitochondrial mechanisms and interactions with
other cellular causes of aging and neurodegeneration. Mitochondrial biomarkers of aging
and neurodegeneration are therefore still being sought. Some limitations in the study
of age-dependent mitochondrial dysfunction include lack of standardized methods for
measuring mitochondrial dysfunction. The development of standardized methods for
measuring mitochondrial respiration is currently being intensively addressed. Most mea-
surements have been conducted using animal models and cell lines. However, the use
of intact platelets from peripheral blood [57] used in this study may solve the limited
availability of human tissue samples to measure mitochondrial dysfunction. Although
this is a good model for monitoring changes in a number of biochemical parameters in the
brain that manifest themselves systemically, we must be aware that this is a model of brain
changes. For comprehensive assessment of mitochondrial dysfunction during aging, a com-
bination of commonly used methods should be used, including mitochondrial respiration,
ROS production, mtDNA mutations, mitochondrial membrane potential, mitochondrial
morphology and dynamics, mitochondrial biogenesis and mitophagy (see Introduction).

In this study, mitochondrial respiration was normalized for platelet concentration,
and activities of mitochondrial complexes were normalized for CS activity. CS activity
can be used as a marker for mitochondrial dysfunction, and a decline in CS activity has
been linked to a decrease in the number of mitochondria and changes in mitochondrial
morphology [100]. CS activity in the muscles may decrease with aging [106,107]. Thus, CS
activity may be used to normalize other mitochondrial parameters, such as the activity
of respiratory chain complexes [108] and mitochondrial respiration. However, using CS
activity to normalize mitochondrial data means additional measurements and a possible
source of error. Due to the good correlation between CS activity and platelet count in PRP,
the normalization of mitochondrial respiration for platelet count appears to be suitable for
measurements in intact platelets [82]. In the case of evaluating the overall activity of the
OXPHOS system (measured by mitochondrial respiration), we consider normalization to
the platelet count in the sample to be more accurate and simpler.
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4.2. Clinical Significance

There are several treatment strategies to prevent or to slow down cognitive decline
due to age or neurodegenerative disease. This is not only about medication (such as
cholinesterase inhibitors, NMDA receptor antagonists, or targeting glutamatergic, nora-
drenergic, and endocannabinoid systems) [109], but also about exercise, diet, cognitive
training, and social engagement.

Mitochondrial dysfunctions measured as disruption of mitochondrial respiration in
intact platelets are common features of aging and neurodegenerative diseases, such as AD.
Our study showed that the progression of mitochondrial respiration reduction with age
does not appear to be significantly affected by neurodegenerative disease. The strategy of
improving mitochondrial function in aging and neurodegeneration may include regulation
of the OXPHOS system at the level of stimulation of mitochondrial biogenesis, activity of
individual mitochondrial enzymes of the citrate cycle and respiratory chain complexes,
and changing the availability of substrates of the electron transport system.

The research on age-dependent mitochondrial dysfunction has both theoretical im-
plications and translational applications. Theoretical implications of age-dependent mi-
tochondrial dysfunction research include understanding the mechanisms of aging and
neurodegeneration. Translational applications of this research include finding new biomark-
ers for the diagnosis of age-related diseases and for finding molecular targets of new drugs
effective in preventing or mitigating cognitive decline and neurodegeneration. Under-
standing the mechanism of onset and progression of mitochondrial dysfunction in aging
and neurodegeneration can lead to the development of new therapies that target specific
mitochondrial processes and are able to slow down the onset of age-related diseases.

4.3. Research Perspectives

Both aging and mitochondrial dysfunction are complex processes regulated by a
variety of factors, including lifestyle and genetic, epigenetic, and internal and external
environmental factors. The perspective in the research on mitochondrial dysfunction
during aging and neurodegeneration therefore consists in a multidisciplinary approach
combining genetic, biochemical, and physiological measurements with clinical evaluation
of neurodegeneration and cognitive impairment. In addition, it is necessary to consider
other biological processes that contribute to the process of aging and neurodegeneration,
including neuroinflammation, apoptosis, and neurotoxicity. More accurate and detailed as-
sessment of mitochondrial dysfunction in aging and neurodegeneration will be provided by
advances in technologies for measuring mitochondrial function, further development of an-
imal models of age-related diseases, development of methods for measuring mitochondrial
biomarkers in peripheral blood, and application of omics technologies.

The regulation of mitochondrial function, neuroplasticity, and neurotransmission are
means of prospective prevention and treatment of neurodegenerative diseases. However,
careful monitoring of side and adverse effects of potential drugs is necessary, as stimulation
of mitochondrial functions can also lead to negative neuroplasticity. Finally, there are large
interindividual differences in mitochondrial dysfunction during aging and neurodegenera-
tion, and treatment/regulation should therefore be based on a personalized approach.

5. Conclusions

Study of mitochondrial dysfunction during aging and neurodegeneration is an impor-
tant area of research with the perspective of potential therapeutic use of new knowledge.
The findings showed the potential of measuring mitochondrial respiration in intact platelets
to assess age-related mitochondrial dysfunction and support the role of mitochondrial
dysfunction in the aging process. Mitochondrial respiration in platelets may serve as a
biomarker for aging and cognitive decline and it can be expected that interventions that
improve mitochondrial function may prevent or slow cognitive decline in aging and age-
related diseases. Mitochondrial respiration in platelets appears to be a potential biomarker
of aging, regardless of the degree of cognitive impairment.
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Abstract: Investigation of the precise mechanisms of attention deficit and hyperactivity disorder
(ADHD) and other dopamine-associated conditions is crucial for the development of new treatment
approaches. In this study, we assessed the effects of repeated and acute administration of α2A-
adrenoceptor agonist guanfacine on innate and learned forms of behavior of dopamine transporter
knockout (DAT-KO) rats to evaluate the possible noradrenergic modulation of behavioral deficits.
DAT-KO and wild type rats were trained in the Hebb–Williams maze to perform spatial working
memory tasks. Innate behavior was evaluated via pre pulse inhibition (PPI). Brain activity of the
prefrontal cortex and the striatum was assessed. Repeated administration of GF improved the spatial
working memory task fulfillment and PPI in DAT-KO rats, and led to specific changes in the power
spectra and coherence of brain activity. Our data indicate that both repeated and acute treatment
with a non-stimulant noradrenergic drug lead to improvements in the behavior of DAT-KO rats.
This study further supports the role of the intricate balance of norepinephrine and dopamine in
the regulation of attention. The observed compensatory effect of guanfacine on the behavior of
hyperdopaminergic rats may be used in the development of combined treatments to support the
dopamine–norepinephrine balance.

Keywords: dopamine (DA); norepinephrine (NE); dopamine transporter knockout (DAT-KO) rats;
ADHD model; guanfacine (GF); spatial working memory; attention

1. Introduction

Dysfunction of dopamine regulation leads to numerous neuropsychiatric disorders,
such as Parkinson’s disease, Huntington’s disease, schizophrenia and depression, as well
as attention deficit hyperactivity disorder (ADHD) [1–4]. ADHD is a neurodevelopmen-
tal disorder characterized by abnormalities in behavior, core features of which include
hyperactivity, impulsivity and inattention [2,5–8]. Studies utilizing animal models are
crucial for the understanding of the mechanisms underlying ADHD and for developing
new approaches to the treatment of this disorder [9–15].

Dopamine transporter knockout (DAT-KO) rats, lacking the dopamine transporter
gene, demonstrate elevated extracellular dopamine levels in the basal ganglia, a pro-
nounced level of spontaneous hyperactivity and remarkable stereotypical patterns of
locomotor activity. It is known that dopamine is involved in various cognitive processes,
such as learning, memory and attention, as well as social interactions, goal-directed behav-
iors and motivation [16–21]. DAT-KO rats have impaired working memory, which affects
object recognition tasks and conditioned–unconditioned stimulus association learning
tasks [9,11,22–24]. DAT-KO rats are considered to be a valuable model for investigating
putative neurophysiological mechanisms of ADHD, as well as other dopamine-associated
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pathologies. Due to pronounced hyperdopaminergia, the DAT-KO rat model is particularly
promising to study the interactions of the dopaminergic and noradrenergic systems in the
regulation of cognitive behaviors and other parameters [24].

It is known that patients with prefrontal DA hypofunction and striatal DA hyper-
function have difficulty differentiating the significance of the stimulus presented [25].
Dopamine and norepinephrine terminals coexist in the prefrontal cortex (PFC) [26] and
their interactions seem to be crucial for controlling complex behaviors and, consequently,
ADHD symptoms [27–33].

Innate forms of behavior also depend on the DA and NE balance. Pre-pulse inhibi-
tion (PPI), which is a measure of sensorimotor gating, is reduced in patients with such
neuropsychiatric disorders as schizophrenia and autism, as well as ADHD, and may serve
as a biomarker of these diseases. PPI, therefore, is invaluable for translational research in
neuropsychiatry, since it can also easily be assessed in rodents [34–40].

In this study, we compare the effects of acute and repeated administration of α2A-
adrenoceptor agonist guanfacine (GF) on learned and innate behaviors, as well as on the
electrophysiological activity of the prefrontal cortex (PFC) and the striatum in DAT-KO
rats. By means of adrenergic modulation, GF may have a compensatory effect on the
DA imbalance seen in DAT-KO, since DA and NE balance in the PFC provides for its
optimal functioning. We hypothesize that repeated GF administration may further improve
spatial working memory task fulfillment in the Hebb–Williams maze in DAT-KO rats,
because in our previous research on the acute GF administration led to an improvement
in that aspect [41]. It is well established that GF is important for improving impairments
of memory and attention processes through the modulation of PFC activity [27,42]. To
evaluate possible biomarkers and correlates of behavioral changes, we also assessed the
plausible effect of GF on brain activity and involuntary attention. Since guanfacine is
widely used in long-term pharmacotherapy of ADHD, we aimed to evaluate the possible
effects of acute and repeated GF on behavioral and neurophysiological deficits seen in
DAT-KO rats.

2. Materials and Methods

2.1. Animals and Their Maintenance

30 DAT-KO and 30 wild-type (WT) littermate rats, males of the same age (3–4 months),
were used in the experiments. During the experiments, the requirements of FELASA in
RusLASA for studies using laboratory animals were implemented. The animal study
protocol was approved by the Ethics Committee for Animal Research of Saint Petersburg
State University, St. Petersburg, Russia No. 131-03-10 of 22 November 2021. Prior to the
experiments, the rats were maintained in IVC cages (RAIR IsoSystem World Cage 500;
Lab Products, Inc., Seaford, DE, USA) with free access to food and water, at a temperature
of 22 ± 1 ◦C, 50–70% relative humidity and a 12 h light/dark cycle (light from 9 am.).
Experiments were carried out between 2 pm. and 6 pm.

2.2. Hebb–Williams Maze
2.2.1. Apparatus

We used the Hebb–Williams maze to study animal spatial working memory [43,44].
The behavioral task entailed finding the path from start to finish to obtain food reinforce-
ment (Figure 1). The detailed description of the maze and experimental procedure can be
found in our previous work [41]. We compared data after the acute GF administration with
the results obtained in this study after repeated GF administration. The data obtained after
saline, acute (aGF) and repeated (rGF) guanfacine administration were compared.
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Figure 1. Samples of the visual tracks in the WT rats (A) and DAT-KO rats (B) in the Hebb–Williams
maze. Error zones are indicated in grey color, the circle—the place of food reward.

2.2.2. Experimental Setup

For five days before training, the rats received food at a ratio of 90% of their regular
diet (BioPro, Novosibirsk, Russia). Each animal was weighed daily prior to the experiment
and throughout all of the experiments’ duration. At the beginning of the experiment, all
rats were familiarized with a wall-less maze for 2 days. Then, the rats were trained in the
unchanging maze arena for 3 days (three trials for each animal per day) with a reward only
in the goal box food well for habituation to the maze and task rules acquisition (for details,
see [41]). Then, all animals were divided into groups and then trained for two consecutive
days in a new maze arena configuration. Ten WT and 10 DAT-KO rats received repeated GF
(rGF, Sigma, St. Louis, MO, USA; daily administration 0.25 mg/kg, i.p.) administration for
two weeks leading up to the start of the experiments, and before all experimental sessions,
60 min before testing. Ten other WT and 10 DAT-KO rats were trained in the same way, but
they received only the saline administration (0.3 mL, i.p.). The results of the experiments
were compared with acute administration of GF (aGF, Sigma, USA; 0.25 mg/kg, i.p., 60 min
before testing).

During the experiment, the following behavioral variables were recorded: distance
traveled; time to reach the goal; time spent in error zones; the number of return runs.
The analysis was performed using a video camera mounted above the maze and video
tracking software EthoVision XT11.5 (Noldus Information Technology, Leesburg, VA, USA)
(Figure 1).

2.3. Acoustic Startle Reaction (ASR) and the Pre-Pulse Inhibition (PPI)

Twenty DAT-KO and 20 wild-type (WT) rats were used in the experiments: 10 WT
and 10 DAT-KO rats received saline administration and then (after 4–5 days) acute GF
administration (0.25 mg/kg i.p., 60 min before testing), 10 other WT and 10 DAT-KO rats
received repeated GF administration (daily, 0.25 mg/kg i.p., 60 min before testing, two
weeks prior to the start of the experiments and during all the experimental sessions. The
results after saline, acute and repeated administration of GF were compared.

2.3.1. Apparatus

A sensitive platform was used to measure the rat’s startle response; the movement of
the animal was detected via four floor-mounted vibration sensors. Force detected by the
sensors was converted to voltage analog signals that were digitized and stored. Two high-
frequency loudspeakers on the opposite sides of the experimental chamber, mounted above
the platform, generated broadband background noise and acoustic stimuli, which were
controlled by the data acquisition interface (CED Power1401-3A, Cambridge Electronic
Design, Cambridge, UK) and Spike2 software. Sound and accelerometer sensitivity was
routinely calibrated (DT-8820, CEM, Shenzhen, China).
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2.3.2. Experimental Setup

Prior to the start of a series of experiments, each rat was placed on the platform and
exposed to “white noise” with an intensity of 74 dB for 20 min for habituation to the
experimental conditions. On the day of the experiment, each animal was presented with
“white noise” with an intensity of 74 dB for 10 min, followed by 10 sound stimuli with an
intensity of 78 dB and a duration of 50 ms (pre-pulse), which did not result in any motor
reactions. Then, 20 acoustic stimuli with an intensity of 100 dB and a duration of 50 ms
(pulse) followed, causing a pronounced ASR. Then, 20 combinations of acoustic stimuli
(pre-pulse + pulse) followed to register the changes in the ASR amplitude and calculate
the pre-pulse inhibition. The interval between pre-pulse and pulse stimuli was 100 ms.
The interval between presentations of stimuli or paired stimuli varied from 10 to 14 s to
avoid the animal’s habituation to sounds. The trial presentation was controlled by a custom
script for Spike2 software (CED, UK). PPI was calculated as a percentage score: ((startle
response for pulse alone—startle response for pulse with pre-pulse)/startle response for
pulse alone) × 100. The ASR amplitude was recorded by the Spike2 program using a
data acquisition interface (CED Power1401, Cambridge Electronic Design, Cambridge,
UK) synchronized with the sound stimulus delivery system. During the experiments, we
encountered difficulties recording the DAT-KO rats’ reactions, which are characterized by
hyperactivity and an increased level of motor activity. In order to distinguish between
the ASR and background motor reactions typical of DAT-KO rats, a video camera was
synchronized with the recording of the motor reactions and the onset of the acoustic signal
presentations. The synchronization allowed to avoid the overlapping of recorded motor
responses with traveling around the platform, grooming, and rearings.

2.4. LFP Power Spectra and Coherence

The local field potential (LFP) recordings were carried out in 25 adult male rats: WT
(n = 12) and DAT-KO (n = 13). Six WT and six DAT-KO rats received saline administration.
Then, after 4–5 days, these animals received an acute administration of GF (0.25 mg/kg,
i.p., 60 min before testing). Six WT and seven DAT-KO rats received repeated GF (daily
administration, 0.25 mg/kg i.p., 60 min before testing) for two weeks leading up to the
start of the experiments.

2.4.1. Surgical Procedures

Electrodes for brain activity recordings were mounted on the skull under isofluranum
anesthesia with the use of a micromanipulator in a stereotaxic frame. Three electrodes were
implanted into each animal. An epidural screw (1 mm in diameter; 1 mm in length; steel)
was used as a reference electrode (AP= −7 mm; L= 3 mm, coordinates relative to bregma).
Two intracerebral electrodes (50 μm in diameter; 2.5 mm/5 mm in length; tungsten wire
in perfluoroalkoxy polymer isolation) were used for the LFP recordings. We used the
following coordinates relative to bregma: prefrontal cortex (PFC) intracerebral electrode
AP = +2 mm; L = 2.5 mm; 2.5 mm in length; and striatal (Str) intracerebral electrode
AP = 0 mm; L = 3 mm; 5 mm in length.

2.4.2. EEG and LFP Recordings

The experiments were carried out 2–3 days after surgery. The experimental setting
for LFP recordings consisted of an amplifier (×1000 gain), Cambridge Electronic Design
(CED) Power1401-3A data acquisition interface, and Spike2 software (CED), sampling rate
25,000 Hz. During the recording process, the animals were placed in a 25 cm × 25 cm × 25 cm
Plexiglas box located within a Faraday cage.

Brain activity was recorded in six WT and six DAT-KO rats, on two subsequent days:
for one hour (60 min) after a saline injection (0.9% NaCl i.p., 30 min before the recording),
and for one hour after an acute GF injection (0.25 mg/kg, i.p., 60 min before the recording).
Brain activity after a repeated GF injection was recorded in six WT and seven DAT-KO rats
(daily administration, 0.25 mg/kg i.p. for two weeks prior to the start of recording). For
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behavior monitoring, video was recorded simultaneously with brain activity. Only parts of
the recordings where the animals were awake were used in the subsequent analysis.

2.4.3. Analysis of EEG and LFP Activity

For each recording, 200 s without artifacts were selected for analysis. The sampling
rate of the recordings was 1000 Hz. The data were analyzed with a script (COHER.s2s,
CED official website), which calculates the power spectra of a signal through fast Fourier
transform and the coherence of two signals. A power spectrum is the ratio of frequency to
power. Coherence values are between 0 and 1, and it is equal to 1 for a particular frequency
if the phase shift between the waveforms is constant, and the amplitudes of the waves have
a constant ratio. Data in the 0–0.8 range were excluded due to the abundance of artifacts.
The following ranges for the electroencephalographic rhythms were used for analysis and
interpretation (in Hz): delta (0.9–3), theta (4–8), alpha (9–11), lower beta (12–19), higher
beta (20–29), lower gamma (30–48), higher gamma (52–74).

2.5. Statistical Analysis

The data were presented as the mean ± SEM; p < 0.05 was considered as statistically
significant for all tests. A preliminary assessment of the normality of the data distribution
was performed using the Kolmogorov–Smirnov test. To analyze the parameters of the rats’
Hebb–Williams maze behavior and pre-pulse inhibition, we used a two-way analysis of
variance (two-way ANOVA, genotype factor: WT or DAT-KO; treatment factor: saline,
acute and repeated guanfacine administration) with a post-hoc Sidak multiple comparison
test (WT vs. DAT-KO; saline vs. aGF; saline vs. rGF; saline vs. aGF). To analyze the power
spectra density of the local field potential (LFP) from the striatum and prefrontal cortex, and
Str-PFC coherence, we used an ordinary one-way ANOVA with post-test for linear trend or
Sidak’s multiple comparisons post-hoc test (for parametric data) and Kruskal–Wallis test
with Dunn’s multiple comparisons test (for nonparametric data).

3. Results

3.1. Hebb–Williams Maze

The analysis of the motor behavior of DAT-KO rats in the Hebb–Williams maze showed
pronounced hyperactivity while performing behavioral tasks, in comparison to the WT
rats [41]. We observed that the DAT-KO rats traveled significantly longer distances (p < 0.01)
and required more time to reach the goal box (p < 0.001), in comparison with the WT rats
(Figure 2A,B). Acute GF administration did not induce any significant changes in these
behavioral parameters in WT rats. A comparative analysis of the behavioral parameters
of WT and DAT-KO rats showed that following acute GF administration, the level of all
behavioral parameters was also higher in DAT-KO, in comparison to WT rats after saline
(p < 0.05 for the distance traveled and for the time to reach the finish zone). However,
repeated GF administration resulted in a decrease in the distance traveled by the DAT-KO
rats down to levels observed in the WT counterparts (Figure 2A). The time that DAT-KO
rats spent in the arena before the rats reached the goal box, in comparison to that of the WT
controls (Figure 2B), was longer after saline and acute GF administration (p < 0.05), but not
after repeated GF administration.

The two-way ANOVA analysis revealed a significant difference in the distance traveled
(genotype factor, p < 0.05, treatment factor p < 0.0001) and in the time of reaching the goal
box (treatment factor p < 0.001) between the two groups of rats (Table S1 of Supplementary
Materials and Table S2 of Supplementary Materials)

The amount of time the animal spent in the error zones (Figure 3A) was an indicator
of the test performance: according to this indicator, the spatial navigation in the DAT-KO
rats was worse than in the WT rats (## p < 0.01). In contrast to saline administration, acute
and repeated GF administration decreased the time spent in the error zones approaching
the parameters of the WT rats, resulting in no statistical differences from the WT rats after
saline administration (Figure 3A, Table S3).
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Figure 2. Comparison of the distance traveled (in cm), (A) and the time for reaching the goal box (in s),
(B) of the Hebb–Williams maze in DAT-KO and WT rats after saline, acute (aGF) and repeated (rGF)
guanfacine administration. Results are presented as the mean ± SEM, # p < 0.05; ## p < 0.01, Wilcoxon
signed rank test; * p < 0.05; two-way ANOVA test combined with Sidak’s multiple comparisons
post-hoc test.

Figure 3. Comparison of the percentage of time spent in the Hebb–Williams maze error zones (in
%), (A) and the number of return runs (B) by the DAT-KO and WT rats after saline, acute (aGF), and
repeated (rGF) guanfacine administration. Results are presented as the mean ± SEM; ### p < 0.001,
#### p < 0.0001; * p < 0.05, ** p < 0.01, two-way ANOVA test combined with Sidak’s multiple
comparisons post-hoc test.

The number of stereotypic (perseverative) reactions was recorded on the basis of the
number of returns to the start zone of the maze (Figure 3B). Analysis of this parameter
showed that the perseverative activity after saline administration in DAT-KO rats was
significantly higher than in WT rats (p < 0.001, two-way ANOVA with Sidak’s multiple
comparisons post-hoc test). The acute and repeated GF administration lead to a decrease in
the number of returns, in comparison to saline administration (p < 0.01; two-way ANOVA
with Sidak’s multiple comparisons post hoc test; Table S4 of Supplementary Materials)
down to levels not reaching a significant difference from the control values for the WT rats.
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The data obtained indicate that the prolonged period of the GF administration may
further improve the spatial task performance. It is apparent that a longer period of GF
treatment makes the task performance more effective, due to a significant decrease in the
time spent in the error zones and the distance traveled. These findings suggest that GF
may improve attention processes. A decrease in the stereotypical (perseverative) activity
patterns of mutants was also observed after acute and repeated GF administration.

3.2. Acoustic Startle Reaction (ASR) and the Pre-Pulse Inhibition (PPI)

The ASR was investigated in the WT and DAT-KO rats after saline, acute, and repeated
GF administration, and then the PPI values were calculated. In the WT rats after saline
administration, ASR on the paired (pulse and pre-pulse) presentation was lower than the
responses evoked by the pulse alone (Figure 4A). DAT-KO rats showed a similar trend,
but the ASR amplitudes were lower than in the WT rats. In contrast to saline, the acute
and repeated GF administration induced a decreased ASR for double acoustic stimuli
(pre-pulse + pulse) in both WT and DAT-KO rats (Figure 4A–C).

Figure 4. Comparison of the amplitude of the acoustic startle reaction (ASR, in mV) in DAT-KO
and WT rats after saline (A), acute (B) and repeated (C) guanfacine administration. Results are
presented as the mean ± SEM; ## p < 0.01, #### p < 0.0001, ** p < 0.01, **** p < 0.0001 according the
Mann–Whitney test.

For detecting the differences between the amplitude of the responses elicited by
the single (pulse) and double (pre-pulse + pulse) stimuli, we analyzed the value of the
pre-pulse inhibition (PPI). Analysis of the data with a two-way ANOVA showed that
for the factor “genotype”, the differences are significant with p < 0.0001, while for the
factor “treatment” —with p < 0.01, no interaction between the genotype and treatment
was observed. Comparison of the results in DAT-KO and WT rats showed that after
saline administration, the DAT-KO rats showed less a pronounced PPI than the WT rats
(Figure 5A). Multiple comparisons between the mean values for the WT and DAT-KO
(Fisher’s least significant difference) showed significant differences between groups for
each drug (p < 0.01) (Figure 5A, Table S5).
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Figure 5. Pre-pulse inhibition (PPI) in DAT-KO and WT rats after saline, acute (aGF) and repeated
(rGF) guanfacine administration; comparison of the groups of animals of different genotypes (A) and
comparison of the effect of the administered drugs (B). Results are presented as the mean ± SEM;
** p < 0.01 according to Fisher’s LSD post-test; # p < 0.05; ns–(not significant) two-way ANOVA and
Dunn’s multiple comparisons post-hoc test.

A comparison of the PPI index values for WT and DAT-KO rats after saline adminis-
tration, showed significant differences (Figure 5B). These data show that the WT rats have
normal processes of habitation and sensorimotor gating, while in the DAT-KO rats, the PPI
index is reduced, indicating the impaired sensory information perception. In contrast to
this, the GF administration (both acute and repeated) led to an increase in the PPI index in
the knockout animals, and it became similar to that in the WT after saline (Figure 5B). An
increase in the PPI index in the DAT-KO rats after acute and repeated administration of GF
indicates an improvement in the sensorimotor gating.

3.3. Power Spectra and Coherence of the Brain Activity

To analyze the power spectra of the neural activity in the prefrontal cortex (PFC) and
dorsal striatum (Str), we used a traditional LFP analysis, based on the signal decompo-
sition into simpler sinusoidal harmonics. We compare electroencephalographic rhythms
according to the following ranges (in Hz): delta (0.9–3), theta (4–8), alpha (9–11), lower beta
(12–19), higher beta (20–29), lower gamma (30–48), higher gamma (52–74).

The differences between the power spectra and intrinsic coherence between PFC and
Str in DAT-KO and WT rats after saline administration, were assessed in our previous
article [45]. In the present research, we focused on the effects of acute and repeated
guanfacine administration on these parameters.

Guanfacine administration to WT and DAT-KO rats led to an overall decrease in the
power spectral density in the LFP activity of the dorsal striatum (Figure 6). This fact is
confirmed by the presence of a linear trend, according to a 2-way ANOVA (indicated by
the sloping line in the diagrams). Note the high reliability of the observed differences
(p < 0.0001 and p < 0.001), as well as the unidirectional changes occurring in the power
spectrum in WT and DAT-KO rats in all main bands (Table S6 of Supplementary Materials).
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Figure 6. Power spectra of the brain activity in DAT-KO and WT rats recorded from the striatum
(Str) after saline, acute (aGF) and repeated (rGF) guanfacine administration; (A) 1–20 Hz range,
(B) 20–75 Hz range. Data are presented as the mean ± SEM. The diagrams represent the following
electroencephalographic rhythms (in Hz): delta (0.9–3), theta (4–8), alpha (9–11), lower beta (12–19),
higher beta (20–29), lower gamma (30–48), higher gamma (52–74); one-way ANOVA, * p < 0.05;
*** p < 0.001; **** p < 0.0001 post test for the linear trend; ** p < 0.01 Dunnett’s multiple compar-
isons test.

Analysis of the activity recorded in the PFC showed different tendencies (Figure 7;
Table S7 of Supplementary Materials) in the two groups of rats. In WT rats, the aGF and rGF
administration resulted in a significant decrease in the power spectra of the PFC activity
in theta, alpha and lower beta ranges. On the contrary, in the high frequency areas, the
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power spectral density increased in the higher beta and gamma ranges. No changes were
observed in the delta range in WT rats.

Figure 7. Power spectra of the brain activity of DAT-KO and WT rats recorded from the prefrontal
cortex (PFC) after saline, acute (aGF) and repeated (rGF) guanfacine administration; (A) 1–20 Hz
range, (B) 20–75 Hz range. Data are presented as mean ± SEM. The diagrams represent the following
electroencephalographic rhythms (in Hz): delta (0.9–3), theta (4–8), alpha (9–11), lower beta (12–19),
higher beta (20–29), lower gamma (30–48), higher gamma (52–74); one-way ANOVA, **** p < 0.0001
post test for the linear trend; * p < 0.05; ** p < 0.01 Dunnett’s multiple comparisons test.

In DAT-KO rats, administration of aGF and rGF generally led to an increase in the
power spectra of the PFC activity, except for the theta range. We found that this increase
was unstable at different ranges. It can be concluded that aGF and rGF administration
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might lead to the changes in the frequency-time characteristics of LFP in DAT-KO rats,
similarly to those in WT rats.

It was shown earlier that the DAT-KO rats are characterized by lower values of the
coherence coefficient between the investigated brain regions (Str and PFC). In WT rats, we
observed a decrease in coherence at lower frequencies and its increase in the gamma range
(Figure 8; Table S8). In DAT-KO rats, a decrease in coherence was observed in all ranges
except the lowest and highest. The delta range differed from the others in the character of
the observed changes in both WT and DAT-KO rats. We assume that our findings might be
associated with a greater variability of the values in this frequency range.

Figure 8. Coherence of the brain activity in PFC and Str in DAT-KO and WT rats after saline,
acute (aGF) and repeated (rGF) guanfacine administration. Degree of coherence is expressed in
fractions of one. Data are presented as the mean ± SEM. The diagrams represent the following
electroencephalographic rhythms (in Hz): delta (0.9–3), theta (4–8), alpha (9–11), lower beta (12–19),
higher beta (20–29), lower gamma (30–48), higher gamma (52–74); two-way ANOVA, ** p < 0.01
**** p < 0.0001 post test for the linear trend and Dunnett’s multiple comparisons test.

4. Discussion

Attention deficit hyperactivity disorder is a common psychiatric disease in childhood.
Over 50% of children with this disorder continue to exhibit its symptoms into adult-
hood [46,47]. ADHD is characterized by a high comorbidity with other developmental dis-
orders, anxiety and mood disorders, tics, learning disabilities and sleep disorders [48–51].
Numerous studies underline the importance of normal brain development for the ab-
sence of neuropsychiatric symptoms [15]. Moreover, multiple factors contribute to the
emergence of ADHD symptoms, including abnormalities in neurotransmission, structural
changes in various brain structures, altered functional connectivity, stress, inflammation,
etc. [48,49,52–54]. The precise mechanisms underlying ADHD symptoms are still poorly
understood, thus investigation of pathophysiological states of the relevant brain networks
in animal models becomes increasingly relevant. DAT-KO rats, lacking the dopamine trans-
porter gene, mimic the main endophenotypes of ADHD patients, including hyperactivity,
impulsivity and inattention. Behavioral changes seen in DAT-KO rats are, at least in part,
due to extremely elevated levels of extracellular dopamine in the striatum [11], caused
by the absence of DAT. Despite their pronounced hyperactivity, DAT-KO rats are able
to learn a behavioral task in the 8-arm radial maze [22], and object recognition task in a
RedBox paradigm [23], although with a poorer performance, in comparison to WT ani-
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mals. It should be noted that, while learning cognitive tasks, hyperdopaminergic rats may
use unique behavioral tactics [22]. In contrast to WT rats, DAT-KO rats show numerous
perseverative reactions, which lead to an increased number of erroneous trials during the
learned task performance [23].

In this study, we evaluated the changes in innate and learned behaviors of DAT-
KO rats under the long-term treatment with guanfacine, a α2A-adrenoceptor agonist,
which is widely used in ADHD treatment. In our experiments, repeated GF injections
ameliorated the task fulfillment and PPI in DAT-KO rats. The distance traveled decreased,
the time of reaching the goal box increased in mutants, while a decrease in the time spent
in the erroneous zones was observed. The GF administration also reduced the number of
perseverative reactions. Comparable tendencies were described in our previous work with
acute administration of GF [41]. In contrast to WT rats, the DAT-KO rats demonstrated an
improvement in the task fulfillment in the Hebb–Williams maze after repeated GF. These
results might be indicative of improved attention processes in DAT-KO rats following
GF administration.

There are numerous studies supporting the key role of DAT in the development of
several dopamine related pathologies [55–59]. It is not surprising, since dopamine dynamics
in dopaminergic terminals and synapses are, to a large extent, regulated by DAT. Since
DA has a high affinity for NET, in NET-enriched areas, such as the PFC, NET regulates
dopamine, as well as the norepinephrine levels. Thus, drugs affecting DAT or NET can
regulate dopamine storage and release by noradrenergic neurons and are important for
ADHD treatments [60].

It is well known that dopamine and norepinephrine terminals project to the prefrontal
cortex (PFC) [61–63]. Dysfunction of the DA pathways leads to a lack of attention and
to intolerance in waiting for a reward in patients with ADHD [64]. NE pathways from
the locus coeruleus (LC) are involved in attention control. In ADHD patients, discharges
from the LC are altered, thus complicating focused attention [65]. Dendritic spines on
pyramidal neurons in the PFC have α2A adrenergic receptors and D1 dopamine receptors
involved in PFC functions. NE has high affinity for the postsynaptic α2A adrenergic
receptors and enhances cognitive functions. Normal PFC functioning requires optimal
levels of catecholamines. A catecholamine deficiency leads to a reduced level of control of
hyperactivity and attention deficit and the poor planning of goal-directed behavior [66].
Projections from the PFC to the Str constitute a part of the network that ensures the
functioning of the working memory. The PFC-Str activities appear to contribute to a
correct action after a period of working memory consolidation, resulting in the successful
completion of the working memory task [67]. Moreover, it has been suggested that the
PFC-Str projection pathways are selectively involved in inhibitory control [68]. It is also
important to note that an individual‘s emotional state is strongly connected to a proper
performance in a task. DA and NE are known to participate in many basic emotions. PFC is
one of the main structures that controls cognitive functions and motivation-based behaviors.
There is an opinion that DA induces happiness and pleasure, whereas NE is related to
fear and anger states [69]. The control of emotional states may facilitate the interruption
of ongoing behaviors, such as impulsive behavior, which is one of the core features of
ADHD [70,71].

There are several approaches to ADHD treatment, including pharmacological inter-
ventions [72,73]. Psychostimulants, including amphetamine and methylphenidate, are
most commonly used [74,75]. Non-psychostimulant drugs, such as guanfacine (α2A-
adrenoceptor agonists) and atomoxetine (norepinephrine transporter inhibitor) are also
used for counteracting ADHD symptoms as monotherapy and add-on therapy [73,76].
The action mechanism of NE-based treatments has been partially investigated in animal
models. The acute and chronic administration of NE-based anti-ADHD drugs has been
shown to selectively activate the prefrontal catecholamine systems in mice [77], while the
systemic administration of the a2A-adrenoceptor agonist GF reduced the impulsive choice
behavior in rats [78]. It has been shown that in juvenile SHR rats tested in a five-trial
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inhibitory avoidance task, the stimulation of postsynaptic α2A adrenergic receptors by
GF leads to attention improvement [79]. There is an opinion that GF affects the dendritic
branching of the pyramidal cells in the PFC, thus improving the cognitive performance [80].
There are also other data indicating that GF enhances the PFC regulation of attention and
improves the performance in working memory tasks [14,78,81,82]. Thus, GF administration
in DAT-KO rats induces neuropharmacological effects that may explain the results of the
behavioral tests. The beneficial effects of GF are associated with an improved noradrenergic
modulation in the neuronal circuits which involve the PFC [83]. It has been proposed that
guanfacine is most specific for the treatment of the prefrontal attentional and working
memory deficits [27,42].

Such innate behaviors as the acoustic startle reaction and pre-pulse inhibition (PPI) are
linked to the habituation and ability to rapidly adjust to a changing environment. These
innate forms of behavior may also depend on the DA-NE balance. It was described that
the PPI, which is a measure of sensorimotor gating, is reduced in patients with several
neuropsychiatric disorders, such as schizophrenia, autism and ADHD. PPI findings in
humans and rodents show its importance for the translational investigation in neuropsychi-
atry [35–37,39,40]. Habituation to a new environment is deficient in DAT-KO rats [84,85].
DAT-KO mice and rats display a consistent PPI deficit [11,86]. The enhancement of cortical
extracellular DA via the blockade of NET, leads to a reversal of this deficit in DAT-KO
mice [87], as well as in rats [45]. It was also shown that the depletion of the prefrontal
DA induces a PPI deficit in rats [88]. At the same time, it is known that dopaminergic
agonists increase the ASR amplitude and shorten its latency [89]. Our findings showed
that a PPI deficit in hyperdopaminergic rats is improved by both acute and repeated GF
administration, thus validating an important role of the NE and DA interaction in the
regulation of this process.

These observations show that activation of the alpha-2A-adrenoceptors ameliorate
both learned and innate forms of behavior. In our previous work [45] we suggested that the
possible NE-mediated activation of the PFC (produced by either adrenoceptor activation or
NET-inhibition) seems to have a positive effect on attention and perseverative reactions, but
not hyperactivity, which could be mainly regulated by the DA in the PFC. The results of the
current study might challenge that assumption, since prolonged guanfacine administration
significantly decreased the distance traveled by DAT-KO animals before reaching the goal
box, making this parameter indistinguishable from that of the WT rats. This result may be
interpreted as a correlate of reduced hyperactivity.

One of the significant neurophysiological correlates of ADHD is an increase in the
power of the electrophysiological activity in the theta band [90]. However, as was described
in detail in our previous study [45], a lower level of theta band power in knockout animals
is observed both in the striatum and in the PFC. DAT-KO rats are also characterized by
lower values of coherence in the investigated brain regions (Str and PFC). In this study, we
attempted to evaluate the effects of acute and repeated administration of guanfacine on the
electrophysiological characteristics of brain activity in DAT-KO rats to assess the possible
biomarkers of behavioral changes. In WT rats, we observed a decrease in coherence at
lower frequencies and its increase in the gamma range under GF. In DAT-KO rats under GF,
a decrease in coherence was observed in almost all ranges, except the lowest and highest.
The delta range differed from the others in the character of the observed changes in both
WT and DAT-KO rats. We assume that these findings might be associated with a greater
variability of values in this frequency range.

However, DAT-KO rats under GF showed a reduced activity in the alpha-beta bands
consistent with the data reported for patients with ADHD [91,92]. An increase in power in
the alpha range, which is ameliorated by GF, correlates with a slower reaction time, higher
reaction time variability, and an overall tendency towards a lower performance in tasks
measuring inhibition in children with ADHD [91].

It has been proposed that the GF action on α2A-adrenoceptors leads to a more effective
regulation of attention and goal-directed behaviors by the PFC and to the strengthening of
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its functional connections with other cortical areas [93,94]. It was proposed that GF reduces
the thalamo-cortical excitability and thereby effectively modulates cognitive processing [42].
In WT rats, GF induces a decrease in low-frequency bands, including the alpha band.
Moreover, a decrease in the coherence index of the alpha band and lower frequencies
was found. Phase synchronization of alpha bands in different areas of the brain provides
effective network communication [95]. Therefore, changes in the coherence index may
indicate that functional connectivity within the local brain areas becomes weaker, which is
indicated by the decrease in the higher frequencies, while that of large scale areas becomes
stronger. It is important to note that the increase in coherence in WT rats in the gamma
band under GF indicates its influence on local neuronal ensembles involved in information
processing. It means that despite the absence of external changes in the behavioral tests
described above, GF stimulates a significant functional reorganization of the neuronal
communication in WT rats.

The effect of GF injections on the time-frequency characteristics of neuronal activity in
the brain of DAT-KO rats is not as unambiguous. Only acute administration of GF leads to
a decrease in the alpha band in the PFC and striatum, whereas repeated administration
has opposite effects eliciting a strong power spike. In contrast to acute administration,
the cumulative effect of repeated administration of GF results in a stronger decline in the
coherence index in the low-frequency range, including the alpha band. Our data are com-
parable to the findings on the changes in the task-related alpha (8–12 Hz) interhemispheric
connectivity correlated with inattentive symptom severity [96].

To sum up, the effects of repeated GF administration on both DAT-KO and WT rats are
mostly comparable to those seen after acute administration. In humans, however, both in
childhood and adulthood, a gradual improvement in ADHD symptoms, has been reported
under long-term GF, seen only after several weeks of treatment [42,97,98]. In our study,
a similar tendency can be seen in locomotor activity in the Hebb–Williams maze, which
improved more significantly under repeated GF than under acute GF and can be seen as
a sign of reduced hyperactivity. Some differing changes can also be seen in brain activity,
the interpretation of which requires further investigation, however, it may turn out to be
correlates of certain behavioral changes.

5. Conclusions

In this study, acute and repeated guanfacine (GF), α2A-adrenoceptor agonist, was
shown to influence innate and learned behaviors in DAT-KO (dopamine transporter knock-
out) rats, as well as the electrophysiological correlates of brain activity. The results obtained,
combined with our previous studies, show that noradrenergic modulation improves differ-
ent aspects of behavior in hyperdopaminergic knockout rats. GF administration improved
the fulfillment of a learned spatial tasks and ameliorated the PPI in DAT-KO rats. Changes
in the electrophysiological activity of the brain under GF proved to be similar to those
observed in human patients. Overall, the impact of repeated GF was found to be mostly
comparable to the acute administration, except for locomotor activity, which improved fur-
ther with long-term administration, and some electrophysiological parameters in DAT-KO
rats. The results obtained in DAT-KO and WT rats under acute and repeated GF, allow for
the development of further hypotheses on differential effects of DA and NE networks on
various forms of behavior and, possibly, in different cognitive and psychiatric disorders.

6. Limitations and Future Directions

Our study, as preclinical research on an animal model, has limitations, since there is no
direct application of the findings to the clinical practice. Moreover, the DAT-KO rats, as an
animal model, are supposedly not sufficient for assessing the full range of ADHD symptoms.
The future directions of our studies involve the use of other non-psychostimulants in
different cognitive tasks, a comparison of different doses of drugs, as well as other, more
precise, methods of targeting specific neuronal networks. It is also important to conduct
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longitudinal experiments, in order to search for doses and combined drug applications for
ameliorating ADHD symptoms long-term and understanding their mechanisms.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/biomedicines11010222/s1, Table S1. The statistical analyses of
the distance traveled by DAT-KO and WT rats in Hebb-Williams maze after saline, acute (aGF), and
repeated (rGF) guanfacine administration; Table S2. The statistical analyses of the time of reaching
the goal box of Hebb-Williams maze by DAT-KO and WT rats after saline, acute (aGF), and repeated
(rGF) guanfacine administration. Table S3. The statistical analyses of the percentage of time spent in
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S6. The statistical analyses of power spectral density of striatum LFP at various frequency bands
in WT and DAT-KO rats. Table S7. The statistical analyses of power spectral density of prefrontal
cortex LFP at various frequency bands in WT and DAT-KO rats. Table S8. The coherence between the
activity of the prefrontal cortex (PFC) and Striatum (Str) at various frequency bands.
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Abstract: The enteric nervous system (ENS) is a nerve network composed of neurons and glial
cells that regulates the motor and secretory functions of the gastrointestinal (GI) tract. There is
abundant evidence of mutual communication between the brain and the GI tract. Dysfunction
of these connections appears to be involved in the pathophysiology of Parkinson’s disease (PD).
Alterations in the ENS have been shown to occur very early in PD, even before central nervous system
(CNS) involvement. Post-mortem studies of PD patients have shown aggregation of α-synuclein
(αS) in specific subtypes of neurons in the ENS. Subsequently, αS spreads retrogradely in the CNS
through preganglionic vagal fibers to this nerve’s dorsal motor nucleus (DMV) and other central
nervous structures. Here, we highlight the role of the ENS in PD pathogenesis based on evidence
observed in animal models and using a translational perspective. While acknowledging the putative
role of the microbiome in the gut–brain axis (GBA), this review provides a comprehensive view of
the ENS not only as a “second brain”, but also as a window into the “first brain”, a potentially crucial
element in the search for new therapeutic approaches that can delay and even cure the disease.

Keywords: Parkinson’s disease; gut–brain axis; enteric nervous system; central nervous system;
neurons; glia cells; non-motor symptoms; gastrointestinal dysfunction; microbiota; rodent models;
clinical evidence

1. Introduction

The gastrointestinal (GI) tract is a long tubular structure that harbors highly diverse
and complex communities of microorganisms, including bacteria, archaea, microeukaryotes,
and viruses that readily vary with diet, pharmacological intervention, and disease [1].

Numerous articles have described differences in the composition and function of
the gut microbiome of healthy individuals and patients of metabolic, autoimmune, and
neurodegenerative diseases [2–4]. In the pathogenesis of brain disorders, the possible
involvement of peripheral organs has always been marginal. However, it is now well
established that the environment of the GI tract and distant organs, such as the brain,
is affected by the homeostasis of the gut microbiota and the host’s health [4–6]. Early
colonization of the gut microbiota is vital for brain function and behavior, considering that
its absence results in impairment of the blood–brain barrier [7].

The enteric nervous system (ENS), the part of the nervous system closest to the micro-
biome, has recently become the subject of in-depth investigations [5,8,9]. It is now known
that the microbiome affects the development and functioning of the ENS, modulating it
throughout life [4]. Since a wide range of neuropathies are associated with ENS dysfunction,
we believe it is worth taking a closer look at it [5,8,9].
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The ENS is derived from pre-enteric (rhombencephalon) and sacral neural crest cells
and includes efferent and afferent neurons, interneurons, and glial cells.

This well-organized and integrated network of plexuses is relatively independent
because it can control gut function independently of CNS sympathetic and parasympathetic
innervations [10,11]. However, the ENS is not autonomous, since several CNS structures
monitor and regulate what is happening in the GI tract through biochemical signals [12,13].
The gut–brain axis (GBA) consists of a bidirectional communication between the CNS and
ENS, linking the emotional and cognitive centers of the brain with peripheral gut func-
tions [14–16]. The GBA connects CNS cognitive centers with gut centers, regulating immune
activation, enteric reflex, entero-endocrine signaling, and intestinal permeability [5,17,18].
The bidirectional communication between the gut and the brain implies a vital role for
the gut microbiome through regulating host metabolism and immune and vascular sys-
tems [19]. In addition, the gut microbiome can also influence the CNS through the vagus
nerve by transmitting signals from the gut microbiome to the brain and vice versa in both
health and disease through neuro-immuno-endocrine mediators [17,18,20,21].

Disruption of GBA results in alterations in intestinal motility and secretion causes
visceral hypersensitivity and leads to cellular changes in the entero-endocrine and immune
systems [20].

Considering this complexity, the GI tract can be affected by aging, irritable bowel
syndrome, severe inflammatory conditions (Crohn’s disease and ulcerative colitis), and
even neurodegenerative diseases such as Parkinson’s and Alzheimer’s [19,21–24].

Parkinson’s disease (PD) is a neurodegenerative disease characterized by the loss of
dopaminergic cells in the Substantia Nigra pars compacta (SNpc) and brain accumulation
of Lewy bodies (LB), which are abnormal aggregates of α-synuclein (αS) [25–27]. PD results
from a synergistic interaction between genetic factors and environmental stressors in most
patients, a condition termed “double-strike theory” [25,26,28,29].

Therefore, exploring the potential interaction between distinct genetic and environ-
mental factors is essential to identify convergent pathways and potential molecular targets
for neuroprotection [30]. PD patients are a heterogeneous group, varying in the age of
disease onset, speed of progression, the severity of motor and non-motor symptoms, and
the extent of central and peripheral inflammation [31–36]. Indeed, PD is characterized
by motor features and numerous non-motor symptoms that include sensory abnormali-
ties, fatigue, sleep disturbances, autonomic dysfunction, psychiatric disorders (depression,
anxiety, and apathy), and others [32,36–38]. Orthostatic hypotension, urogenital system
disorders, hypersalivation, swallowing impairment, delayed gastric emptying, and con-
stipation are the common manifestations related to autonomic dysfunction in PD [39–45].
Constipation is one of the most frequent non-motor symptoms, affecting up to 80% of PD
patients, and may precede the onset of motor symptoms by years [46–50]. In the premotor
phase, idiopathic constipation is one of the most critical risk factors for the onset of PD and
is associated with neurodegenerative changes in the ENS [12,51].

According to Braak’s classic hypothesis [52], neurodegenerative diseases, particularly
PD, may recognize a peripheral origin when putative pathogens enter the mucosa of the
GI tract, inducing misfolding and aggregation of the hallmark αS in specific subtypes of
CNS neurons, then spreading retrogradely to the CNS via preganglionic vagal fibers to the
dorsal motor nucleus (DMV) and, finally, to other central nerve structures [12,51,53,54].

Recently, two categories of PD patients have been identified: a brain-first (top-down)
type, in which the αS pathology arises initially in the CNS and then in the peripheral
autonomic nervous system, and a body-first (bottom-up) type, in which the pathology
originates in the ENS and then spreads to the CNS [55].

As pointed out earlier, PD is now considered a systemic disorder despite its typical
neurological manifestations. Several autonomic changes in peripheral organs have been de-
scribed as symptoms and prodromal markers [43,56–58]. The GI tract is primarily affected,
hence the importance of assessing early changes occurring in the ENS and interpreting
their role in the pathogenesis of PD [43,57,58]. This could help to understand the relation-
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ship between α-synucleinopathy, inflammation, neuroprotection, and neurotoxicity, which
characterize patients with PD [4,6,7,59].

Data from patients and animal models suggest that PD affects distinct subsets of
neurons and glia in the ENS and that the latter may participate in the pathogenesis of
this disorder [10,12,56]. Moreover, numerous publications have pointed out the highly
complex gut–brain link in PD, laying the foundation for developing new biomarkers and
therapies [60]. However, the microbiome appears strongly influenced by environment and
socioeconomic background, thus presenting extreme heterogeneity among individuals and
little uniqueness [60,61].

In this context, the present article aims to go beyond the microbiome and focus on the
involvement of the ENS in PD, elucidating the interactions with the GBA [43,62]. Our goal
is to expand knowledge on the pathophysiology of PD by paying particular attention to
peripheral biomarkers within the ENS to identify new therapeutic strategies. Furthermore,
because the manifestations of neuropathologies are parallel in the ENS and CNS, we
believe that the ENS may represent a more accessible target for studies of neural function,
histopathology, and biochemistry in PD [56,62]. We envision the ENS not only as a “second
brain”, but also as a window into the “first brain”.

2. Overview of the Enteric Nervous System: Anatomy and Function

The ENS, the intrinsic innervation of the GI tract, is the largest and most complex
division of vertebrates’ peripheral and autonomic nervous systems. In humans, the ENS
contains 400–600 million neurons and an array of neurotransmitters and neuromodula-
tors similar to those found in the CNS [11]. Unlike the CNS, in which efferent pathways
are characterized by pre-ganglionic and post-ganglionic neurons [63], the axons of gut
neurons in the ENS project to the sympathetic ganglia, brainstem, spinal cord, pancreas,
gallbladder, and trachea [10]. The anatomy and physiology of the ENS have been studied
since the 19th century, going so far as to demonstrate early in the last century how the
peristaltic reflex (i.e., the pressure-induced propulsive activity of the intestines) is a local
nervous mechanism that occurs in the absence of external nerve input [8]. Because of this
autonomy and its complexity, Michael D. Gershon likened the ENS to a second brain [11].
Two-way communications between the ENS and the CNS are always active: the CNS can
regulate or alter the normal functioning of the ENS and vice versa. For example, certain
gut disorders impair the production of psychoactive substances such as serotonin (5-HT, 5-
hydroxytryptamine), dopamine (DA), and opiates, which can affect mood [64]. Conversely,
emotional states, such as intense anxiety, can cause colitis, constipation, irritable colon, or
mucosal ulcers by stimulating peristalsis and hyperproduction of neurotransmitters [64].
The ENS originates around the eighth day of embryonic life from neural crest progenitor
cells, endowed with stem-like properties, which migrate through the forming GI tract and
colonize it within five days [11]. They subsequently differentiate into neurons and glia by
integrating predetermined instructions with information from the microenvironment [9].
In humans, the ENS becomes functional in the last trimester of gestation and continues to
develop after birth [9]. The ENS comprises small aggregations of nerve cells, the enteric
ganglia, the neural connections between these ganglia, and the nerve fibers that supply
effector tissues, including gut wall muscle, epithelial lining, intrinsic blood vessels, and
gastroenteropancreatic endocrine cells [8,10,11,65]. Enteric neurons (NEs) are organized
into ganglionic plexuses: the myenteric (Auerbach’s) plexus and the submucosal (Meiss-
ner’s) plexus. Ganglionic plexuses are enveloped by glial cells, such as CNS astrocytes,
which form a proper blood–enteric barrier. Glial cells release enterocyte differentiation
factors, participate in GI functions, and are involved in the pathogenesis of inflammatory
disorders of the GI tract. Auerbach’s myenteric plexus, located in the muscle tonaca be-
tween the layers of longitudinal and circular muscles, consists of linear chains of numerous
interconnected neurons that span the length of the GI tract and regulate its movements.
Meissner’s submucosal plexus, located in the submucosa of the small and large intestines
but absent in the esophagus and stomach, consists of ganglia stratified at different levels. It
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integrates sensory signals from the intestinal epithelium and contributes to the local control
of secretion, intestinal absorption, blood flow, and submucosal muscle contraction [8,10,65]
(Figure 1).

AA 

B C 

Figure 1. Overview of the anatomy and organization of the ENS. (A) Time course of ENS development.
The ENS originates around the eighth day of embryonic life from neural crest progenitor cells
(ENCDCs) with stem-like properties, which migrate through the GI tract and colonize it within five
days. After invading the anterior intestine, these pre-ENCDCs migrate rostro-caudally, proliferating
and differentiating into neurons and glia. During this process, the intestine elongates, changing shape
from a straight line to a single curve, with the middle and small intestine closely adjacent. The cecal
appendix grows and the entire intestine elongates further. At embryonic days 11 and 13, ENCDCs
invade the colon by crossing the mesentery and transiting into the cecum. The cecal and trans
mesenteric populations then fuse to form the ENS in the rostral colon. In humans, the ENS becomes
functional in the last trimester of gestation and continues to develop after birth. (B) Schematic
diagram of the human GI tract. (C) Organization of the ENS. NEs are organized into ganglionic
plexuses: the myenteric plexus and the submucosal plexus. The ganglionic plexuses are enveloped
by glial cells, such as CNS astrocytes, which form a proper blood–enteric barrier. The myenteric
plexus is in the muscle tonaca between the layers of longitudinal and circular muscles. It consists
of linear chains of numerous interconnected neurons that span the length of the GI and regulate
its movements.

Twenty types of NEs characterized by different morphological, neurochemical, and
electrophysiological aspects, connections, and functional roles have been identified [9,66,67].
Based on intracellular electrophysiological recordings, two types of NEs were detected:
S and AH neurons. S neurons are characterized by high excitability and can exhibit
rapid excitatory postsynaptic potentials, followed by a short-lived hyperpolarizing cur-
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rent (20–100 ms), rapidly restoring the membrane potential [66,68]. On the other hand,
AH neurons exhibit large action potentials followed by a slow hyperpolarizing current
(2–30 s) that makes them less excitable. NEs use more than 50 neurotransmitters in synaptic
communications, from small neurotransmitters (e.g., ACh, acetylcholine, 5-HT) to neu-
ropeptides (e.g., CGRP, calcitonin gene-related peptide, somatostatin, substance P, and VIP,
vasoactive intestinal peptide) to gases (e.g., NO, nitric oxide) [67,68]. NEs are grouped into
three functional classes: intrinsic sensory neurons called IPANs, muscle motor neurons,
and interneurons. IPANs are large and equipped with numerous axons; they can sense
mechanical, chemical, and thermal stimuli and transmit information about muscle tension
state and endoluminal content to motor neurons [69], triggering reflexes that regulate
motility, secretion, and blood flow. They make up about 10–30% of the neurons located in
the submucosal and myenteric plexus of the small and large intestines; they are not present
in the esophagus (whose motility is controlled by fibers originating from the CNS) and
stomach (whose motility is under the control of vagal fibers) [69]. Motor neurons are di-
vided into muscular and secretomotor-vasodilatory. The former (Dogiel’s type I) innervate
the circular and longitudinal musculature and the muscular mucosae, determining their
contraction or relaxation; they have an elongated cell body, numerous dendrites, and a
single slender axon; electrophysiologically, they correspond to type S. Neurons innervating
circular and longitudinal musculature have their cell bodies in the myenteric plexus and are
excitatory (using ACh and TK, tachykinin, and projecting orally) or inhibitory (using NO
and VIP and projecting anally) [69]. Muscle motor neurons generate, following regional
stimulation, coordinated and polarized muscle responses that allow the progression of
intestinal contents, i.e., induce contraction in the oral direction and relaxation in the anal
direction [69]. On the other hand, secretomotor-vasodilator neurons are located mainly in
the submucosal ganglia, controlling both the secretion of ions and water via ACh and the
vasodilation of submucosal arterioles via VIP [66,67]. Some influence glucose transport
across the mucosa of the small intestine [70], a process also regulated by vagal-like reflexes;
others modulate acid secretion in the stomach [70]. Interneurons integrate sensory afferents
and organize effector responses [67,68]. In the myenteric plexus, they form chains that run
in ascending and descending directions. They resemble type I neurons and are S-type [68].
In the course of life, the ENS undergoes plastic changes as a spatiotemporal adaptive
response to external stimuli, which arrive through sensory afferents, and to internal stimuli
that come from autonomic innervation [8]. In the complex microenvironment of the gut
wall lodge, different types of cells (neurons, glia, Cajal cells, muscle cells, and immune cells)
can communicate with each other in synaptic or paracrine ways. This interactive plurality
modulates the functional state of NEs by influencing the digestive and secretory functions
of the GI tract [71]. Changes in diet and perturbations in the gut microbiome, with its
metabolites and neuroactive compounds, affect the functioning of the NE and its connec-
tions with the CNS, since they alter mucosal permeability and the secretion of hormones
and immune cells. In addition, NEs are vulnerable to aging-related degeneration [71].

3. Evidence of the Role of the Enteric Nervous System in Animal Models of
Parkinson’s Disease

GI dysfunction is a common non-motor symptom of PD. While, in PD patients, it is
present in 80–90% of cases and has been associated with αS aggregation and neuronal loss
in the CNS, reports of GI symptoms in animal models of PD are known to vary, and the
degree to which pathology in the CNS contributes to GI symptoms remains unclear [72].

PD benefits from a wide range of animal models whose diverse pharmacological,
toxin, and genetic features are essential to study its etiology and neurobiology [73]. Animal
models of PD rely on pharmacological or genetic approaches to simulate nigrostriatal
neurodegeneration and disease pathogenesis [73]. However, much remains to be discovered
and requires continuous questioning by the research community.

The most commonly used pharmacological models are based on neurotoxins adminis-
tered to mice, rats, and nonhuman primates [74] (Figure 2).
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Figure 2. Schematic representation of the main physiological and behavioral changes in CNS and
ENS of preclinical models of PD. PD is a heterogeneous disorder with varying ages of onset, symp-
toms, and progression rates. This heterogeneity requires the use of a variety of animal models to
study different aspects of the disease. (Right) Neurotoxin-based approaches include exposure of
rodents or nonhuman primates to 6-OHDA, MPTP, and agrochemicals such as the pesticide rotenone.
Acute neurotoxin exposure induces motor deficits and rapid nigrostriatal dopaminergic cell death by
disrupting mitochondrial function and increasing oxidative stress. Chronic neurotoxin administration
induces progressive patterns that may include αS aggregates. Genetics-based approaches to modeling
PD include transgenic and viral-vector-mediated models based on genes linked to monogenic PD.
Among these, overexpression and introduction of preformed α-S fibrils induce toxic protein aggre-
gates, nigrostriatal neurodegeneration, and variable motor deficits, depending on the specific model.
(Left) GI dysfunction is the most common non-motor symptom of PD. Symptoms of GI dysmotility
in PD include premature satiety and weight loss due to delayed gastric emptying and constipation
due to altered colonic transit. We can find numerous alterations in the ENS in preclinical models of
PD: neurodegeneration of NEs, which is the leading cause of behavioral and electrophysiological
alterations in mouse models.

Both neurotoxins, 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) and 6-hydroxy
dopamine (6-OHDA), consistently affect nigrostriatal dopaminergic pathways [74]. How-
ever, their impact on gut function and the CNS varies, depending on the agent, mode of
administration, and assays used [75–78]. Systemic administration of MPTP in mice causes
loss of dopaminergic neurons in the myenteric plexus but does not cause severe defects
in GI motility [76,77]. Peripheral administration of MPTP in rats does not significantly
affect the number of dopaminergic neurons and the expression of dopaminergic markers
in the SNpc [79]. However, it significantly reduces tyrosine hydroxylase-immunoreactive
(TH-IR) neurons in the GI tract, suggesting that the degeneration of dopaminergic neurons
might start earlier than in the SNpc [48,76,79]. Parenteral administration of MPTP in mice
simultaneously induces dopaminergic neurodegeneration in the ENS, which is associated
with behavioral and electrophysiological alterations. Following MPTP intoxication, acceler-
ation of motility (increased contraction) and decreased colonic relaxation are observed in
response to electric field stimulation of the NE [80,81]. These complementary findings point
to the altered function of enteric DA neurons. Several articles have shown that exogenous
DA antagonizes colonic muscle contractility in a receptor-dependent manner [81].
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Furthermore, confirming that MPTP is selectively toxic to dopaminergic neurons in the
ENS, just as in the CNS, TH-positive neurons in the myenteric ganglia are reduced [82–84].
Most TH-positive neurons with cell bodies in the myenteric plexus can be considered
dopaminergic, since adrenergic and noradrenergic inputs to the GI tract are mainly extrin-
sic [85].

Considering the neuropathological and electrophysiological findings, it is likely that
dysfunction and death of dopaminergic neurons cause the transient increase in colonic
motility observed after MPTP intoxication. Decreased dopaminergic inhibitory tone results
in faster colonic transit due to the relative abundance of stimulatory neuronal input [80,81].

Neurotransmitters related to the GI dysfunction of PD could be involved in the
intestinal dopaminergic, cholinergic, and oxidergic nitric systems [35]. To investigate the
relationship between the GI dysfunction of PD and the alteration of GI neurotransmitters,
6-OHDA was microinjected into one side of the nigrostriatal system of the brain to generate
an animal model of PD through the impairment of rat dopaminergic neurons, and the effect
of neurotransmitter alterations in the CNS on GI function was observed [75].

GI dysfunction and changes in dopaminergic, nitric oxide synthase (NOS), and cholin-
ergic neurons in the myenteric plexus were analyzed. Compared with control samples,
6-OHDA rats had delayed gastric emptying and constipation, which could be related to
increased GI TH and decreased NOS. These symptoms were not associated with alterations
in cholinergic transmitters [78].

Unfortunately, some of these studies did not analyze the submucosal plexus, making a
direct comparison with more robust findings in complex PD patients [56]. Rats treated with
6-OHDA show elevated protein levels of TH and dopamine transporter (DAT) (dopaminer-
gic markers) in both the epithelium and neurons of the GI tract, resulting in increased DA
content in the gut and delayed gastric emptying [79]. In the epithelium and neurons of the
GI tract, neurodegeneration of the SN by 6-OHDA increases the expression of TH and DAT
proteins. It is hypothesized that the number of enteric dopaminergic neurons and cells may
increase to compensate for the loss of DA in the SN in PD patients [79].

In contrast, the increased protein expression of TH and DAT in 6-OHDA-treated rats
may increase the concentration of DA in the colon and the loss of DA in the SN, which may
cause constipation [79].

Alterations in the monoaminergic system and decreased colonic motility were ob-
served in rats microinjected with 6-OHDA in the bilateral SN [75].

DA, NE, and 5-HT play essential roles in regulating colonic motility: increased DA
content, upregulation of β3-ARs, and decreased 5-HT4 receptors could contribute to
the decreased spontaneous colonic contraction and constipation observed in rats with
6-OHDA [75].

Rats with lesions of SN dopaminergic neurons manifest GI dysmotility [86,87], includ-
ing gastroparesis and constipation [87,88].

Animal models do not yet allow for an adequate study of how PD prodromal con-
stipation occurs [89]. To date, there is a paucity of relevant experimental models of GI
dysfunction associated with αS pathology; αS deposition in the ENS of PD patients has
been reported in the myenteric and submucosal plexuses of GI tracts [90,91]. Transgenic
mouse lines expressing a mutant form of human αS (A53T or A30P) under its promoter
show colonic disorders similar to constipation and pathology characteristic of αS [92]. In
a transgenic mouse model in which mutant human αS (A53T) was expressed under the
control of the prion promoter [93], aggregates of αS were observed in the ENS prior to
changes in the CNS [92]. This finding suggests that αS pathology may be initiated from the
ENS and propagate to the CNS via the vagus nerve [52]. In support of this, in a transgenic
mouse model, the accumulation of αS aggregates in the ENS precedes changes in the
CNS [92].

Expression of human αS in the DMV, a region of the brain severely affected by PD,
causes an age-related slowing in A53T mice of GI motility reminiscent of that observed
in patients with PD [52,94]. The symptoms coincide with the disruption of efferent vagal
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processes that project from the DMV to the GI tract. This pattern parallels the pathology of
postmortem specimens of PD patients and implicates the DMV as a possible mediator of
GI neuropathology and symptomatology in PD [95].

However, αS mutations are only responsible for rare cases of PD [30]. Mice overex-
pressing wild-type human αS under the Thy-1 promoter (Thy1-αS) show increased transit
time and colonic content compared with wild-type (WT) pups when tested at 12–14 months
of age [96]. However, striatal dopamine loss occurs only after 14 months in Thy1-αS mice,
manifesting motor and non-motor deficits, such as olfactory disturbances, as early as 2–3
months of age [97,98].

The mechanisms underlying colonic motor impairments may be related to αS over-
expression in the colonic myenteric nervous system [96]. The reduced response to defeca-
tion stimuli in Thy1-αS could be related to the accumulation of αS in colonic myenteric
plexuses [96].

The GI system is one of the most susceptible to environmental stressors, since it
is in direct contact with environmental agents [99–101]. In a recent study, intra-gastric
administration of rotenone in mice caused progressive αS deposition in both the ENS and
CNS neurons affected by PD, such as neurons in the myenteric plexus, the vagus DMV, the
spinal cord, and the sympathetic nervous system (SNS) [102]. These studies suggested that
environmental stressors to the GI system could lead to αS pathology in the CNS.

Numerous preclinical pieces of evidence associate GI symptoms in toxic models of
PD based on oral administration of rotenone [99]. Previous studies have shown that orally
administered rotenone exposure induces PD-like changes in the ENS and triggers PD
progression throughout the nervous system to the SN [100,102]. Interestingly, the latter
changes appear as early as the first moments after rotenone administration (2 months)
before the onset of motor symptoms (which occur after three months of exposure in this
animal model), thus mimicking the pattern of progression observed in PD patients.

In two recent studies, rotenone exposure reduced sympathetic noradrenergic [103]
and vagal cholinergic gut innervation [104].

The mechanism by which environmental agents induce αS aggregation is unknown.
However, a recent study showed that αS expression in the ENS could be upregulated by
agents that cause depolarization and increase cyclic AMP levels [105].

An emerging concept in gastroenterology is that a wide range of diseases, such as
motility disorders, can be partially considered enteric neuropathies. In particular, aging is
associated with various motility or gut disorders, including delayed gastric emptying and
longer intestinal transit time [106]. Aged rats show neuronal loss and changes in neuro-
chemical phenotype in the ENS, which may result in motility disorders [107]. Surprisingly,
along with neuronal loss, these rats exhibit dystrophic NEs that contain αS aggregates
reminiscent of Lewy pathology [108].

Braak et al. hypothesized that PD originated in the gut and subsequently progressed
up, as if along a ladder, along the nerves connecting the gut to the brain [91].

Using double transgenic mice expressing mutant αS, it is possible to observe how
early alterations in ENS can be identified as early disease markers. These animal models
expressing mutant αS provide an opportunity to investigate the potential role of ENS as
an early marker of disease [92]. Early ENS dysfunction would not only trigger disease
but facilitate the entry of deleterious factors that cause progression and spread to the
CNS [12,92]. A summary of animal models exhibiting each of these characteristics is
provided in Table 1.
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Table 1. Pathological features identified in animal models of PD. The table summarizes the significant
alterations found in murine models of PD. The legend of the abbreviations is listed below.

PD Model Affected Neuron Types GI Symptoms Alteration Biomarker References

MPTP mice
Loss of dopaminergic

neurons in the myenteric
plexus.

Absence of severe defects
in GI motility.

Increased contraction and
decreased relaxation of

colon muscle in response
to electric field stimulation

of NEs.

Nd [76,77]

MPTP rats
(Peripheral

administration)

Unaltered number of
dopaminergic neurons in

the SNpc.
Presence of TH-IR neurons

in the GI tract.

Nd
Unaltered expression of

dopaminergic markers in
the SNpc.

[79]
[48,76,79]

6-OHDA rats
Alterations in the

monoaminergic and
cholinergic system.

Delayed gastric emptying
and constipation, which

could be related to
increased GI TH and

decreased NOS.
Increased DA

concentration in the colon,
which is more likely to

cause constipation.
Decreased colonic motility.

Unaltered cholinergic
transmitters.

Elevated protein levels of
TH and DAT both in the

epithelium and neurons of
the GI tract, resulting in
increased DA content in

the gut and delayed
gastric emptying.

[75]
[78,79]
[86–88]

A53T mice
(Expressing a mutant form

of human αS)

Disruption of efferent
vagal processes that

project from the DMV to
the GI tract.

Related slowing of GI
motility caused by

expression of human αS in
the DMV.

Accumulation of αS
aggregates in the ENS

before changes in the CNS.

[92]
[52,94]

[95]

Thy1-αS mice Nd

Striatal dopamine loss
only after 14 months:

manifesting motor and
non-motor deficits, such as
olfactory disturbances, as
early as 2–3 months of age.

Increased transit time and
colonic content.

Overexpression of αS in
the colonic myenteric

nervous system.
Reduced response to
defecation stimuli.

[96]
[97,98]

Rotenone
mice model

Reduced sympathetic
noradrenergic and vagal

cholinergic gut
innervation.

Aggregates of αS in both
ENS neurons of the

myenteric plexus and at
the level of the DMV,
spinal cord, and SNS.

Nd

[99]
[102]
[103]
[104]

Fischer 344 rat
Neuronal loss and

changes in neurochemical
phenotype in the ENS.

Dystrophic enteric
neurons that contain αS

aggregates reminiscent of
Lewy pathology.

Motility disorders [108]

Parkinson’s disease (PD); enteric neurons (NEs); 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP); substantia
nigra pars compacta (SNpc), tyrosine hydroxylase-immunoreactive (TH-IR); gastrointestinal tract (GI), tyrosine
hydroxylase (TH); enteric nervous system (ENS); central nervous system (CNS); sympathetic nervous system
(SNS); alpha-synuclein (αS); 6-hydroxydopamine (6-OHDA); dorsal motor nucleus of the vagus nerve (DMV);
dopamine transporter (DAT); dopamine (DA); nitric oxide synthase (NOS); Not declared (Nd).

4. The Possible Role of the Enteric Nervous System in Parkinson’s Disease:
Clinical Evidence

In idiopathic PD, most patients show PD-related inclusions at CNS sites and in the
ENS and sympathetic ganglia where LB and Lewy neurites (LN) can be found [91]. Based
on postmortem studies performed on PD patients and healthy individuals, Braak et al.
proposed a pathological disease staging [109] in which PD lesions follow a specific spa-
tiotemporal pattern, as described. These lesions start in the olfactory bulb (OB) and/or
at the intestinal level, maybe in the ENS, and progress to the CNS through synaptically
connected structures. This pattern seems to correspond to early non-motor symptoms in
Parkinsonian patients, such as hyposmia, GI manifestations, autonomic dysfunction, and
pain [110] (Figure 3).
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Figure 3. Non-motor features of Parkinson’s disease, focus on gastrointestinal symptoms. Diagnosis
of PD currently depends on motor deficits, including bradykinesia, rigidity, and tremor. The motor
characteristics predominantly result from the loss of dopaminergic neurons in the SNpc. However,
the non-motor symptoms of PD often begin before the more visible motor symptoms. These are
called “pre-motor symptoms”, such as loss of smell, depression, and constipation, which can appear
years before diagnosis. The GI symptoms include excessive drooling, dysphagia, impaired gastric
emptying, constipation, and impaired defecation. Moreover, alterations in the ENS levels have been
reported in PD. It has been proposed that the appearance of αS aggregations beside the GI tract is an
indicative tool that supports early diagnosis of PD before the onset of motor symptoms. αS has richly
expressed throughout the ENS nerve plexus in healthy individuals and its growth rates with aging.
Consequently, there is a need to evaluate the pathological relevance of αS carefully evaluated as a
predictive biomarker of PD.

Little is known about the ENS degenerative process in PD patients. Although PD
is mainly characterized by impaired extrapyramidal motor control, clinical studies have
revealed delayed gastric emptying, external anal sphincter dystonia causing difficult rectal
evacuation, and general slow-transit constipation caused by local loss of dopaminergic
neurons [111–113]. Many researchers have recently studied the expression and modifica-
tions of enteric αS in PD patients, with controversial results. Although some have found
increased inclusions of αS and phosphorylated αS in the above areas compared with control
subjects [50], others point attention to high variability among patients [99].

All these hypotheses take advantage of clinical observation of both the prodromal
symptoms and the non-motor ones [114–116], assuming that the involvement of the
dopaminergic system in PD neurodegenerative process starts at the level of the DMV
with a pattern of periphery–center (bottom–top) [115].

This process would initially occur in the enteric system (signs: constipation slow
and transit alteration) and then progress to the brainstem with hypo/anosmia and sleep
disturbances up to the mesencephalon (SNpc) with the appearance of the cardinal symp-
toms (rigidity, bradykinesia, tremor, and postural instability); finally, it would involve the
cerebral cortex with the appearance of cognitive and behavioral disturbances [117]. Braak
predicted six stages of the disease, of which only the third one involves the CNS with the
appearance of motor symptoms [52,109], in a sort of dominos game [118]. An exciting and
innovative hypothesis has shifted the interest of researchers in the last 20 years toward the
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discovery of early biomarkers [119]. The big challenge was to identify a potential pathogen
capable of passing the mucosal barrier of the GI tract and, via postganglionic ENs, entering
the CNS along unmyelinated preganglionic fibers generated from the viscero-motor projec-
tion cells of the vagus nerve [120]. There is also epidemiological evidence that complete
but not partial vagotomy may protect against later PD [121,122].

Other studies suggested that not all cases of PD start in the ENS. Autopsy studies
have shown that a minority of cases showing Lewy pathology do not present pathological
inclusions in the DMV. Moreover, some cases display a distribution of αS inclusions that
can be limbic-predominant, revealing less pathology in the brainstem [123–125]. Therefore,
different subtypes of PD have been proposed according to these criteria: (i) a body-first
(bottom-up) subtype, in which the disease starts in the enteric or peripheral autonomic
nervous system and arises, via the sympathetic connectome of the vagus nerve, to the
CNS [126]. This phenotype shows prolonged intestinal transit and constipation as pro-
dromic symptoms; (ii) a brain-first (top-down) subtype in which the αS pathology originates
in the brain or via the OB and descends to the peripheral autonomic nervous system. This
phenotype shows hyposmia and sleep disturbances as prodromic signs [127]. These dif-
ferences reflect the high variability between patients’ phenotype and clinical signs in a
“puzzle game” that PD seems to be.

The GBA comprises different functional, neuroendocrine, and neuroimmune systems,
including the hypothalamic–pituitary–adrenal axis, the ENS through the sympathetic
and parasympathetic systems, the vagus nerve, intestinal immune cells, and intestinal
microbiota [128].

Approximately 100 trillion microbes in the human gut are involved in food fermen-
tation, metabolic, and immune maturity. Many play a central role in developing the ENS
and CNS and in the modulation of the pathogenesis of metabolic, neurodegenerative, and
neurodevelopmental disorders [129].

The gut-hosted bacteria can impact brain function via different pathways. These
bottom-up pathways include direct absorption through the gut–blood/lymphatic–brain
pathways, as well as local signaling in the gut to prime immune cells, and the vagal
retrograde transport pathways [130]. It was demonstrated that microbe-secreted products
such as neurotransmitters, including catecholamines, GABA, 5-HT, and gut metabolites
transit through the gut–blood and blood–brain barriers and elicit an immune response that
changes the profiles of plasma proteomics and brain neurochemistry. In a different network,
bacterial metabolites can activate immune cells [131,132]. A third pathway represented by
the vagal route was identified too. Evidence shows that the vagus nerve can transport αS
from the gut to the brain [133].

Studies performed by amplifying the rRNA gene or by “metagenomic sequencing”
revealed changes in the intestinal microbiota of PD patients compared to healthy con-
trols [134]. Modifications in the intestinal microbiome also correlate with PD progression.
For example, a decrease in the microbiota producing short-chain fatty acids and an increase
in proinflammatory bacteria seem to correlate with motor and cognitive severity in PD
patients [135]. A longitudinal follow-up clinical study showed that a decreased amount of
Roseburia intestinal bacteria is linked to a rapid progression of both motor and non-motor
symptoms of PD. Moreover, a reduced amount of short-chain fatty-acid-producing bac-
teria, such as Fusicatenibacter and Faecalibacterium, is correlated to an increase in fecal
inflammatory calprotectin levels in Parkinsonian patients [136].

Systemic and fecal inflammatory markers IFN-γ, TNF-α, and neutrophil gelatinase-
associated lipocalin were also associated with an elevated expression of Bacteroides and
Bifidobacterium in PD patients [41]. Thus, the intestinal microbiota composition in PD
patients appears to influence pharmacological treatment responses [135]. A growing body
of evidence supports the role of the microbiome in the pharmacokinetics of drugs used in
PD treatment; at the same time, the drugs can alter the gut microbiome’s composition [137].
This evidence highlights the concept that the intestinal microbiome may influence the
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treatment efficacy and the development of potential modified response to levodopa ther-
apy [135].

In conclusion, in the very early stages of PD before CNS pathology, accumulation of
enteric αS [138] may promote activation of immune/inflammatory signaling, including
canonical caspase-1-dependent inflammasome pathways [139], resulting in a massive re-
lease of IL-1β, which, in turn, alters the intestinal epithelial barrier through the activation
of IL-1 receptors on intestinal epithelial cells [139]. In this context, intestinal inflammation
and altered intestinal epithelial barrier can induce changes in short-chain fatty acid levels,
characterized by alterations in butyrate levels, which could contribute to the impairment
of the intestinal epithelial barrier [140]. They can also cause an increase in the concen-
tration of circulating lipopolysaccharide, contributing further to activating the intestinal
immune/inflammatory pathways. This would induce a vicious circle that could bring the
chronicization of inflammatory processes with the appearance of intestinal symptoms and
brain pathology [141] (Table 2).

Table 2. Pathological features identified in PD patients.

PD Symptoms Affected Neuron Types GI Symptoms Alteration Biomarker References

Nd Nd
Gastric emptying.

Difficult rectal evacuation.
Slow transit constipation.

Nd [111–113]

Hypo/anosmia.
Sleep disturbances.

Rigidity, bradykinesia,
tremor, and postural

instability.
Cognitive and behavioral

disturbances.

Neurodegenerative
process starting in the
DMV with a pattern of

periphery–center
(bottom–top).

Nd Increased inclusions of αS and
phosphorylated αS.

[115]
[117]

Nd Nd Prolonged intestinal
transit and constipation.

Minority of cases with Lewy
pathology without pathological

inclusions in the DMV.
Limbic-predominant

distribution of αS inclusions
with less pathology in

the brainstem.

[123,124]
[126]

Motor and cognitive
symptoms. Nd Nd

Decrease in the short-chain fatty
acids, including Fusicatenibacter

and Faecalibacterium.
Increase in

proinflammatory bacteria.

[135]
[136]

Nd Nd Nd

Systemic and fecal inflammatory
markers IFN-γ, TNF-α, and

neutrophil gelatinase-associated
lipocalin, associated with an

elevated expression of
Bacteroides and
Bifidobacterium.

[41]

Nd Nd Alteration in intestinal
epithelial barrier.

Accumulation of enteric αS.
Activation of

immune/inflammatory
signaling, including canonical

caspase-1- dependent
inflammasome pathways.
Massive release of IL-1β.

[138]
[139]
[140]

Alpha-synuclein (αS); dorsal motor nucleus of the vagus nerve (DMV); tumor necrosis factor-alpha (TNF-α);
interferon-gamma (IFN-γ); interleukin-1β (IL-1β); Not declared (Nd).

5. New Therapeutic Approach Targeting the Enteric Nervous System

The lessening of dopaminergic striatal and nigral innervation alters local microcir-
cuits [142,143]. The emerging scenarios concerning enteric involvement in PD pathogenesis
offer a new therapeutic approach.
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The nonpharmacological approach based on the increase in enteric system motility
has been well defined in the last few years. For example, a high fiber diet, appropriate
fluid intake, and psyllium can represent an excellent approach to counteract the slowing
of bowel pain in many PD patients, as well as exercise and physical activity directed to
stimulate autonomic symptoms (impaired gastric motility, dysphagia, constipation, and
bowel incontinence) [34]. These approaches are based on evidence that exercise may also
change dopamine receptor availability in animal models of PD and patients [42,144].

Adjustment of anticholinergics and dopaminergic agents used for PD therapy can
contribute to relieving intestinal and motor symptoms by demonstrating the connection
between enteric and CNS [40]. Many other approaches were proposed to treat the co-
morbidity of PD, considering that gut dysfunction may contribute to the symptomatic
fluctuation in PD patients.

The microbiome is also well discussed in many other papers focusing on the enteric
flora to explain different phenomena. Many different types of microbiomes have been
found in different PD patients, which does not allow a unique key for reading, confirming
the complexity of PD and the possibility that an inadequate therapeutic approach is used.

6. Discussion

PD is a frequent neurodegenerative disorder characterized by a constellation of clinical
manifestations: apart from classic motor symptoms, patients also often experience non-
motor manifestations, including hyposmia, sleep disturbances, depression, dementia, and
GI dysfunction [144–148], some of them could appear even decades before the onset of
motor signs [149–153].

GI dysfunction often occurs in the early stages of the disease [154]. This observation
and the detection of misfolded αS protein in the ENS of PD patients [145,146] have directed
interest toward the hypothesis that the disorder may originate in the gut. Indeed, it has
become increasingly evident that, in PD, the neurodegenerative process involves several
structures even distant from the CNS, such as the ENS, which is the dense neural network
of neurons and glial cells regulating and co-ordinating gut function and motility, referred
to as the “brain in the gut” or “second brain” [32,34–36,148]. Following this hypothesis,
several studies have investigated the role of ENS in PD [91].

On the one hand, Lewy pathology could be induced in the ENS and transported
to the CNS via the vagal nerve. The aggregation and propagation of enteric-derived αS
probably indicate an early pathological stage that could subsequently initiate the motor
and non-motor symptoms characteristic of PD.

On the other hand, the gut microbiota might also play a role through the effect of
different molecules and proteins produced by gut bacteria that can act locally or be trans-
ported to the CNS through the vagus nerve fibers. This transport of substances between the
gut and CNS has been verified in pathological conditions [5,20], finding implications in PD.
Dysbiosis of the microbiota leads to an imbalance between beneficial and harmful microbial
metabolites, causing increased intestinal permeability and inflammation and systemic in-
flammation. αS aggregates in the intestine likely induce enteric pathology and dysfunction,
which can trigger enteric inflammation, dysbiosis, and intestinal hyperpermeability. The
triggered inflammatory state impacts the CNS and promotes PD pathology.

In this review, we aim to discuss the ENS involvement in the pathophysiology of PD
by providing evidence from preclinical and clinical studies.

Until April 2023, there have been 66,523 articles about the etiology of PD on the Pub-
Med database. Of these papers, 13,060 are reviews. However, a substantial limitation is that
only 0.99% of articles support the gut–brain axis theory, with only 546 works discussing
the ENS and PD and 1119 articles focusing on PD and the microbiome. Current research
focuses mainly on the microbiome rather than the relationships between the autonomic
nervous system and the CNS, which probably underlie all etiological processes.

Therefore, our review attempted to go beyond the role of the microbiota, focusing
mainly on other possible players in PD pathology, such as the ENS. Indeed, we believe that
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the field of microbiome research is complicated and highly heterogeneous. Moreover, the
multitude of factors mediating the potential influence of the gut microbiome on PD is influ-
enced by everyone’s dietary and lifestyle habits, levels of inflammation, comorbidities, and
use of supplements or medications [136]. Different compositions of the gut microbiomes
in PD patients represent a limiting factor in interpreting results. In addition, ethnological,
cultural, and lifestyle differences may cause heterogeneous results among studies, posing a
limitation for further research. We believe more studies from different nations and regions
are needed to explore the relationship between PD and GI diseases.

Although alterations in the GI tract have been highlighted in the pathogenesis of PD,
the exact mechanism linking enteric inflammation and neurodegeneration remains to be
elucidated. This would significantly aid in early diagnosis and intervention to slow or halt
disease progression. Indeed, there is currently no therapy available to cure PD, and the
early stages of the disease are probably best suited for personalized disease-modifying
interventions. In this regard, animal models may represent an essential tool to study the
pathogenesis of PD, as they offer the possibility of simultaneously observing behavioral
abnormalities, in vivo imaging, and pathological assessments. However, as with clinical
trials, preclinical research still has limitations, since animal models of PD do not accurately
recapitulate human PD [155]. Moreover, animal models that recapitulate the prodromal
stages of the disease still need to be developed [156] and few approaches are available
to study alterations of the gut microbiome, inflammatory processes, and disease progres-
sion [157]. The limited availability of animal models that can recapitulate prodromal PD
and reproduce both peripheral and central pathology has dramatically slowed the under-
standing of PD pathogenesis, including our comprehension of the precocious involvement
of the autonomic nervous system, as well as of other non-motor symptoms that precede
motor signs by several years. Nonetheless, different PD animal models may offer important
insights into the role of the ENS and the gut microbiome.

Many approaches have been proposed to treat the comorbidity of PD, considering that
bowel dysfunction may contribute to symptomatic fluctuation in PD patients. Based on
this evidence, the ENS may be an excellent target to investigate some multifactorial aspects
of PD and a potential biomarker for early diagnosis of PD. Identifying a reliable preclinical
PD biomarker would be critical, enabling early intervention that could slow or prevent
the disease [149,150]. A better understanding of the ENS and its relationships beyond the
gut microbiome could represent a new scenario to better characterize a disease of which
only the final stages are known but which probably represents the sum of numerous insults
occurring over a lifetime of more than 20 years.

7. Conclusions

PD presents a significant challenge, unraveling with misrecognized symptoms that
appear decades before motor features. PD studies have focused primarily on the CNS and
associated motor dysfunction; however, the peripheral nervous system, including the ENS,
is gaining prominence in the field of PD. Despite technological advances in neuroimaging,
no fully validated biomarker is available for PD. There is an urgent need to identify
biomarkers to differentiate PD from related disorders and assess disease severity and
progression. From a clinical perspective, NEs and enteric glia could represent important
new targets for the pharmacological treatment of neurodegenerative diseases.

Future studies should focus on this possibility, especially given the relative ease of
studying these cells in humans. Considering the clinical and experimental evidence, the
authors propose that Parkinsonism is only one aspect of a complex and multifaceted
disorder, representing the last phase of a neuropathological process that begins at a young
age in ENS.
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Abbreviations
(ach) Acetylcholine
αS α-synuclein
CNS Central nervous system
DA Dopamine
DAT Dopamine transporter
DMV Dorsal motor nucleus of the vagus nerve
ENS Enteric nervous system
NEs Enteric neurons
GI Gastrointestinal tract
GBA Gut–brain axis
GABA G-aminobutyric acid
IFN-γ Interferon-gamma
IL-1β Interleukin-1β
Thy1-αS Human αs under the thy-1 promoter
6-OHDA 6-hydroxydopamine
LB Lewy bodies
MPTP 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine
NO Nitric oxide
NOS Nitric oxide synthase
OB Olfactory bulb
PD Parkinson’s disease
SNS Sympathetic Nervous System
SN Substantia nigra
SNpc Substantia nigra pars compacta
5-HT 5-hydroxytryptamine or serotonine
TNF-α Tumor necrosis factor-alpha
TH Tyrosine hydroxylase
TH-IR Tyrosine Hydroxylase-Immunoreactive
VIP Vasoactive intestinal peptide
WT Wild-type

References

1. Endres, K.; Schäfer, K.-H. Influence of commensal microbiota on the enteric nervous system and its role in neurodegenerative
diseases. J. Innate Immun. 2018, 10, 172–180. [CrossRef] [PubMed]

2. Clemente, J.C.; Ursell, L.K.; Parfrey, L.W.; Knight, R. The impact of the gut microbiota on human health: An integrative view. Cell
2012, 148, 1258–1270. [CrossRef] [PubMed]

3. Bercik, P.; Denou, E.; Collins, J.; Jackson, W.; Lu, J.; Jury, J.; Deng, Y.; Blennerhassett, P.; Macri, J.; McCoy, K.D.; et al. The intestinal
microbiota affect central levels of brain-derived neurotropic factor and behavior in mice. Gastroenterology 2011, 141, 599–609.e3.
[CrossRef] [PubMed]

175



Biomedicines 2023, 11, 1560

4. Sampson, T.R.; Mazmanian, S.K. Control of brain development, function, and behavior by the microbiome. Cell Host Microbe 2015,
17, 565–576. [CrossRef]

5. Carabotti, M.; Scirocco, A.; Maselli, M.A.; Severi, C. The gut-brain axis: Interactions between enteric microbiota, central and
enteric nervous systems. Ann. Gastroenterol. 2015, 28, 203–209.

6. Kabouridis, P.S.; Lasrado, R.; McCallum, S.; Chng, S.H.; Snippert, H.J.; Clevers, H.; Pettersson, S.; Pachnis, V. Microbiota controls
the homeostasis of glial cells in the gut lamina propria. Neuron 2015, 85, 289–295. [CrossRef]

7. Belkaid, Y.; Hand, T.W. Role of the microbiota in immunity and inflammation. Cell 2014, 157, 121–141. [CrossRef]
8. Furness, J.B. The Enteric Nervous System; John Wiley & Sons: Hoboken, NJ, USA, 2008; ISBN 9781405173445.
9. Sasselli, V.; Pachnis, V.; Burns, A.J. The enteric nervous system. Dev. Biol. 2012, 366, 64–73. [CrossRef]
10. Furness, J.B. The enteric nervous system and neurogastroenterology. Nat. Rev. Gastroenterol. Hepatol. 2012, 9, 286–294. [CrossRef]
11. Gershon, M.D. The enteric nervous system: A second brain. Hosp. Pract. 1999, 34, 31–52. [CrossRef]
12. Natale, G.; Pasquali, L.; Paparelli, A.; Fornai, F. Parallel manifestations of neuropathologies in the enteric and central nervous

systems. Neurogastroenterol. Motil. 2011, 23, 1056–1065. [CrossRef] [PubMed]
13. Furness, J.B. The organisation of the autonomic nervous system: Peripheral connections. Auton. Neurosci. 2006, 130, 1–5.

[CrossRef] [PubMed]
14. Cryan, J.F.; O’Riordan, K.J.; Cowan, C.S.M.; Sandhu, K.V.; Bastiaanssen, T.F.S.; Boehme, M.; Codagnone, M.G.; Cussotto, S.;

Fulling, C.; Golubeva, A.V.; et al. The Microbiota-Gut-Brain Axis. Physiol. Rev. 2019, 99, 1877–2013. [CrossRef] [PubMed]
15. Wang, H.X.; Wang, Y.P. Gut Microbiota-brain Axis. Chin. Med. J. 2016, 129, 2373–2380. [CrossRef]
16. Jaggar, M.; Rea, K.; Spichak, S.; Dinan, T.G.; Cryan, J.F. You’ve got male: Sex and the microbiota-gut-brain axis across the lifespan.

Front. Neuroendocrinol. 2020, 56, 100815. [CrossRef]
17. Bauer, P.V.; Hamr, S.C.; Duca, F.A. Regulation of energy balance by a gut-brain axis and involvement of the gut microbiota. Cell.

Mol. Life Sci. 2016, 73, 737–755. [CrossRef]
18. Margolis, K.G.; Cryan, J.F.; Mayer, E.A. The Microbiota-Gut-Brain Axis: From Motility to Mood. Gastroenterology 2021, 160,

1486–1501. [CrossRef]
19. Rhee, S.H.; Pothoulakis, C.; Mayer, E.A. Principles and clinical implications of the brain-gut-enteric microbiota axis. Nat. Rev.

Gastroenterol. Hepatol. 2009, 6, 306–314. [CrossRef]
20. Kasarello, K.; Cudnoch-Jedrzejewska, A.; Czarzasta, K. Communication of gut microbiota and brain via immune and neuroen-

docrine signaling. Front. Microbiol. 2023, 14, 1118529. [CrossRef]
21. Mayer, E.A.; Savidge, T.; Shulman, R.J. Brain-gut microbiome interactions and functional bowel disorders. Gastroenterology 2014,

146, 1500–1512. [CrossRef]
22. Varesi, A.; Pierella, E.; Romeo, M.; Piccini, G.B.; Alfano, C.; Bjørklund, G.; Oppong, A.; Ricevuti, G.; Esposito, C.; Chirumbolo, S.;

et al. The potential role of gut microbiota in alzheimer’s disease: From diagnosis to treatment. Nutrients 2022, 14, 668. [CrossRef]
[PubMed]

23. Quigley, E.M.M. Microbiota-Brain-Gut Axis and Neurodegenerative Diseases. Curr. Neurol. Neurosci. Rep. 2017, 17, 94. [CrossRef]
[PubMed]

24. Sidransky, E.; Lopez, G. The link between the GBA gene and parkinsonism. Lancet Neurol. 2012, 11, 986–998. [CrossRef]
25. Schirinzi, T.; Martella, G.; Pisani, A. Double hit mouse model of Parkinson’s disease. Oncotarget 2016, 7, 80109–80110. [CrossRef]

[PubMed]
26. Martella, G.; Madeo, G.; Maltese, M.; Vanni, V.; Puglisi, F.; Ferraro, E.; Schirinzi, T.; Valente, E.M.; Bonanni, L.; Shen, J.; et al.

Exposure to low-dose rotenone precipitates synaptic plasticity alterations in PINK1 heterozygous knockout mice. Neurobiol. Dis.
2016, 91, 21–36. [CrossRef]

27. Dickson, D.W. Parkinson’s disease and parkinsonism: Neuropathology. Cold Spring Harb. Perspect. Med. 2012, 2, a009258.
[CrossRef]

28. Hawkes, C.H.; Del Tredici, K.; Braak, H. Parkinson’s disease: A dual-hit hypothesis. Neuropathol. Appl. Neurobiol. 2007, 33,
599–614. [CrossRef]

29. Tanner, C.M.; Goldman, S.M. Epidemiology of Parkinson’s disease. Neurol. Clin. 1996, 14, 317–335. [CrossRef]
30. Vance, J.M.; Ali, S.; Bradley, W.G.; Singer, C.; Di Monte, D.A. Gene-environment interactions in Parkinson’s disease and other

forms of parkinsonism. Neurotoxicology 2010, 31, 598–602. [CrossRef]
31. Kline, E.M.; Houser, M.C.; Herrick, M.K.; Seibler, P.; Klein, C.; West, A.; Tansey, M.G. Genetic and environmental factors in

parkinson’s disease converge on immune function and inflammation. Mov. Disord. 2021, 36, 25–36. [CrossRef]
32. Poewe, W. Non-motor symptoms in Parkinson’s disease. Eur. J. Neurol. 2008, 15 (Suppl. S1), 14–20. [CrossRef] [PubMed]
33. Noyce, A.J.; Bestwick, J.P.; Silveira-Moriyama, L.; Hawkes, C.H.; Giovannoni, G.; Lees, A.J.; Schrag, A. Meta-analysis of early

nonmotor features and risk factors for Parkinson disease. Ann. Neurol. 2012, 72, 893–901. [CrossRef] [PubMed]
34. Amara, A.W.; Memon, A.A. Effects of Exercise on Non-motor Symptoms in Parkinson’s Disease. Clin. Ther. 2018, 40, 8–15.

[CrossRef] [PubMed]
35. Postuma, R.B.; Aarsland, D.; Barone, P.; Burn, D.J.; Hawkes, C.H.; Oertel, W.; Ziemssen, T. Identifying prodromal Parkinson’s

disease: Pre-motor disorders in Parkinson’s disease. Mov. Disord. 2012, 27, 617–626. [CrossRef]

176



Biomedicines 2023, 11, 1560

36. Martinez-Martin, P.; Rodriguez-Blazquez, C.; Kurtis, M.M.; Chaudhuri, K.R. NMSS Validation Group The impact of non-motor
symptoms on health-related quality of life of patients with Parkinson’s disease. Mov. Disord. 2011, 26, 399–406. [CrossRef]
[PubMed]

37. Battaglia, S.; Nazzi, C.; Thayer, J.F. Fear-induced bradycardia in mental disorders: Foundations, current advances, future
perspectives. Neurosci. Biobehav. Rev. 2023, 149, 105163. [CrossRef] [PubMed]

38. Battaglia, S.; Di Fazio, C.; Vicario, C.M.; Avenanti, A. Neuropharmacological Modulation of N-methyl-D-aspartate, Noradrenaline
and Endocannabinoid Receptors in Fear Extinction Learning: Synaptic Transmission and Plasticity. Int. J. Mol. Sci. 2023, 24, 5926.
[CrossRef]

39. Tan, A.H.; Lim, S.Y.; Lang, A.E. The microbiome-gut-brain axis in Parkinson disease—From basic research to the clinic. Nat. Rev.
Neurol. 2022, 18, 476–495. [CrossRef]

40. Mukherjee, A.; Biswas, A.; Das, S.K. Gut dysfunction in Parkinson’s disease. World J. Gastroenterol. 2016, 22, 5742–5752. [CrossRef]
41. Zeng, J.; Wang, X.; Pan, F.; Mao, Z. The relationship between Parkinson’s disease and gastrointestinal diseases. Front. Aging

Neurosci. 2022, 14, 955919. [CrossRef]
42. Bhidayasiri, R.; Phuenpathom, W.; Tan, A.H.; Leta, V.; Phumphid, S.; Chaudhuri, K.R.; Pal, P.K. Management of dysphagia

and gastroparesis in Parkinson’s disease in real-world clinical practice—Balancing pharmacological and non-pharmacological
approaches. Front. Aging Neurosci. 2022, 14, 979826. [CrossRef]

43. Chen, Z.; Li, G.; Liu, J. Autonomic dysfunction in Parkinson’s disease: Implications for pathophysiology, diagnosis, and treatment.
Neurobiol. Dis. 2020, 134, 104700. [CrossRef]

44. Chiang, H.-L.; Lin, C.-H. Altered gut microbiome and intestinal pathology in parkinson’s disease. J. Mov. Disord. 2019, 12, 67–83.
[CrossRef]

45. Devos, D.; Lebouvier, T.; Lardeux, B.; Biraud, M.; Rouaud, T.; Pouclet, H.; Coron, E.; Bruley des Varannes, S.; Naveilhan, P.;
Nguyen, J.-M.; et al. Colonic inflammation in Parkinson’s disease. Neurobiol. Dis. 2013, 50, 42–48. [CrossRef]

46. Cersosimo, M.G.; Benarroch, E.E. Pathological correlates of gastrointestinal dysfunction in Parkinson’s disease. Neurobiol. Dis.
2012, 46, 559–564. [CrossRef]

47. Stocchi, F.; Torti, M. Constipation in parkinson’s disease. Int. Rev. Neurobiol. 2017, 134, 811–826. [CrossRef]
48. Singaram, C.; Ashraf, W.; Gaumnitz, E.A.; Torbey, C.; Sengupta, A.; Pfeiffer, R.; Quigley, E.M. Dopaminergic defect of enteric

nervous system in Parkinson’s disease patients with chronic constipation. Lancet 1995, 346, 861–864. [CrossRef]
49. Pfeiffer, R.F.; Isaacson, S.H.; Pahwa, R. Clinical implications of gastric complications on levodopa treatment in Parkinson’s disease.

Park. Relat. Disord. 2020, 76, 63–71. [CrossRef]
50. Lebouvier, T.; Neunlist, M.; Bruley des Varannes, S.; Coron, E.; Drouard, A.; N’Guyen, J.-M.; Chaumette, T.; Tasselli, M.; Paillusson,

S.; Flamand, M.; et al. Colonic biopsies to assess the neuropathology of Parkinson’s disease and its relationship with symptoms.
PLoS ONE 2010, 5, e12728. [CrossRef]

51. Zheng, H.; Shi, C.; Luo, H.; Fan, L.; Yang, Z.; Hu, X.; Zhang, Z.; Zhang, S.; Hu, Z.; Fan, Y.; et al. α-Synuclein in Parkinson’s
Disease: Does a Prion-like Mechanism of Propagation from Periphery to the Brain Play a Role? Neuroscientist 2021, 27, 367–387.
[CrossRef]

52. Braak, H.; Del Tredici, K.; Rüb, U.; de Vos, R.A.I.; Jansen Steur, E.N.H.; Braak, E. Staging of brain pathology related to sporadic
Parkinson’s disease. Neurobiol. Aging 2003, 24, 197–211. [CrossRef] [PubMed]

53. Arotcarena, M.-L.; Dovero, S.; Prigent, A.; Bourdenx, M.; Camus, S.; Porras, G.; Thiolat, M.-L.; Tasselli, M.; Aubert, P.; Kruse,
N.; et al. Bidirectional gut-to-brain and brain-to-gut propagation of synucleinopathy in non-human primates. Brain 2020, 143,
1462–1475. [CrossRef] [PubMed]

54. Natale, G.; Pasquali, L.; Ruggieri, S.; Paparelli, A.; Fornai, F. Parkinson’s disease and the gut: A well known clinical association in
need of an effective cure and explanation. Neurogastroenterol. Motil. 2008, 20, 741–749. [CrossRef]

55. Leclair-Visonneau, L.; Neunlist, M.; Derkinderen, P.; Lebouvier, T. The gut in Parkinson’s disease: Bottom-up, top-down, or
neither? Neurogastroenterol. Motil. 2020, 32, e13777. [CrossRef] [PubMed]

56. Chalazonitis, A.; Rao, M. Enteric nervous system manifestations of neurodegenerative disease. Brain Res. 2018, 1693, 207–213.
[CrossRef]

57. Menozzi, E.; Macnaughtan, J.; Schapira, A.H.V. The gut-brain axis and Parkinson disease: Clinical and pathogenetic relevance.
Ann. Med. 2021, 53, 611–625. [CrossRef]

58. Berg, D.; Borghammer, P.; Fereshtehnejad, S.-M.; Heinzel, S.; Horsager, J.; Schaeffer, E.; Postuma, R.B. Prodromal Parkinson
disease subtypes—Key to understanding heterogeneity. Nat. Rev. Neurol. 2021, 17, 349–361. [CrossRef]

59. Elfil, M.; Kamel, S.; Kandil, M.; Koo, B.B.; Schaefer, S.M. Implications of the gut microbiome in parkinson’s disease. Mov. Disord.
2020, 35, 921–933. [CrossRef]

60. Klann, E.M.; Dissanayake, U.; Gurrala, A.; Farrer, M.; Shukla, A.W.; Ramirez-Zamora, A.; Mai, V.; Vedam-Mai, V. The Gut-Brain
Axis and Its Relation to Parkinson’s Disease: A Review. Front. Aging Neurosci. 2021, 13, 782082. [CrossRef]

61. Ma, Z.S. Heterogeneity-disease relationship in the human microbiome-associated diseases. FEMS Microbiol. Ecol. 2020, 96, fiaa093.
[CrossRef]

62. Natale, G.; Ryskalin, L.; Morucci, G.; Lazzeri, G.; Frati, A.; Fornai, F. The baseline structure of the enteric nervous system and its
role in parkinson’s disease. Life 2021, 11, 732. [CrossRef]

63. Brodal, P. The Central Nervous System: Structure and Function; Oxford University Press: Oxford, UK, 2004; ISBN 9780195165609.

177



Biomedicines 2023, 11, 1560

64. Cussotto, S.; Strain, C.R.; Fouhy, F.; Strain, R.G.; Peterson, V.L.; Clarke, G.; Stanton, C.; Dinan, T.G.; Cryan, J.F. Differential
effects of psychotropic drugs on microbiome composition and gastrointestinal function. Psychopharmacology 2019, 236, 1671–1685.
[CrossRef]

65. The Enteric Nervous System and Regulation of Intestinal Motility—ProQuest. Available online: https://www.proquest.com/
docview/222539969?pq-origsite=gscholar&fromopenview=true (accessed on 10 August 2022).

66. Brehmer, A. Structure of Enteric Neurons; Springer Science & Business Media: Berlin/Heidelberg, Germany, 2006; ISBN 9783540328742.
67. Costa, M.; Furness, J.B.; Gibbins, I.L. Chapter 15 Chemical coding of enteric neurons. In Progress in Brain Research; Elsevier:

Amsterdam, The Netherlands, 1986; Volume 68, pp. 217–239. ISBN 9780444807625.
68. Furness, J.B.; Costa, M. Types of nerves in the enteric nervous system. In Commentaries in the Neurosciences; Elsevier: Amsterdam,

The Netherlands, 1980; pp. 235–252. ISBN 9780080255019.
69. Furness, J.B.; Callaghan, B.P.; Rivera, L.R.; Cho, H.-J. The enteric nervous system and gastrointestinal innervation: Integrated

local and central control. Adv. Exp. Med. Biol. 2014, 817, 39–71. [CrossRef]
70. Shirazi-Beechey, S.P.; Moran, A.W.; Batchelor, D.J.; Daly, K.; Al-Rammahi, M. Glucose sensing and signalling; regulation of

intestinal glucose transport. Proc. Nutr. Soc. 2011, 70, 185–193. [CrossRef]
71. Saffrey, M.J. Cellular changes in the enteric nervous system during ageing. Dev. Biol. 2013, 382, 344–355. [CrossRef]
72. McQuade, R.M.; Singleton, L.M.; Wu, H.; Lee, S.; Constable, R.; Di Natale, M.; Ringuet, M.T.; Berger, J.P.; Kauhausen, J.; Parish,

C.L.; et al. The association of enteric neuropathy with gut phenotypes in acute and progressive models of Parkinson’s disease. Sci.
Rep. 2021, 11, 7934. [CrossRef]

73. Lama, J.; Buhidma, Y.; Fletcher, E.J.R.; Duty, S. Animal models of Parkinson’s disease: A guide to selecting the optimal model for
your research. Neuronal Signal. 2021, 5, NS20210026. [CrossRef]

74. Tieu, K. A guide to neurotoxic animal models of Parkinson’s disease. Cold Spring Harb. Perspect. Med. 2011, 1, a009316. [CrossRef]
75. Zhang, X.; Li, Y.; Liu, C.; Fan, R.; Wang, P.; Zheng, L.; Hong, F.; Feng, X.; Zhang, Y.; Li, L.; et al. Alteration of enteric monoamines

with monoamine receptors and colonic dysmotility in 6-hydroxydopamine-induced Parkinson’s disease rats. Transl. Res. 2015,
166, 152–162. [CrossRef]

76. Anderson, G.; Noorian, A.R.; Taylor, G.; Anitha, M.; Bernhard, D.; Srinivasan, S.; Greene, J.G. Loss of enteric dopaminergic
neurons and associated changes in colon motility in an MPTP mouse model of Parkinson’s disease. Exp. Neurol. 2007, 207, 4–12.
[CrossRef]

77. Chaumette, T.; Lebouvier, T.; Aubert, P.; Lardeux, B.; Qin, C.; Li, Q.; Accary, D.; Bézard, E.; Bruley des Varannes, S.; Derkinderen,
P.; et al. Neurochemical plasticity in the enteric nervous system of a primate animal model of experimental Parkinsonism.
Neurogastroenterol. Motil. 2009, 21, 215–222. [CrossRef]

78. Zhu, H.C.; Zhao, J.; Luo, C.Y.; Li, Q.Q. Gastrointestinal dysfunction in a Parkinson’s disease rat model and the changes of
dopaminergic, nitric oxidergic, and cholinergic neurotransmitters in myenteric plexus. J. Mol. Neurosci. 2012, 47, 15–25. [CrossRef]

79. Tian, Y.M.; Chen, X.; Luo, D.Z.; Zhang, X.H.; Xue, H.; Zheng, L.F.; Yang, N.; Wang, X.M.; Zhu, J.X. Alteration of dopaminergic
markers in gastrointestinal tract of different rodent models of Parkinson’s disease. Neuroscience 2008, 153, 634–644. [CrossRef]

80. Li, Z.S.; Schmauss, C.; Cuenca, A.; Ratcliffe, E.; Gershon, M.D. Physiological modulation of intestinal motility by enteric
dopaminergic neurons and the D2 receptor: Analysis of dopamine receptor expression, location, development, and function in
wild-type and knock-out mice. J. Neurosci. 2006, 26, 2798–2807. [CrossRef]

81. Walker, J.K.; Gainetdinov, R.R.; Mangel, A.W.; Caron, M.G.; Shetzline, M.A. Mice lacking the dopamine transporter display
altered regulation of distal colonic motility. Am. J. Physiol. Gastrointest. Liver Physiol. 2000, 279, G311–G318. [CrossRef]

82. Bové, J.; Prou, D.; Perier, C.; Przedborski, S. Toxin-induced models of Parkinson’s disease. NeuroRx 2005, 2, 484–494. [CrossRef]
83. Jackson-Lewis, V.; Jakowec, M.; Burke, R.E.; Przedborski, S. Time course and morphology of dopaminergic neuronal death caused

by the neurotoxin 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine. Neurodegeneration 1995, 4, 257–269. [CrossRef]
84. Heikkila, R.E.; Hess, A.; Duvoisin, R.C. Dopaminergic neurotoxicity of 1-methyl-4-phenyl-1,2,5,6-tetrahydropyridine in mice.

Science 1984, 224, 1451–1453. [CrossRef]
85. Li, Z.S.; Pham, T.D.; Tamir, H.; Chen, J.J.; Gershon, M.D. Enteric dopaminergic neurons: Definition, developmental lineage, and

effects of extrinsic denervation. J. Neurosci. 2004, 24, 1330–1339. [CrossRef]
86. Wakabayashi, K.; Takahashi, H.; Ohama, E.; Ikuta, F. Parkinson’s disease: An immunohistochemical study of Lewy body-

containing neurons in the enteric nervous system. Acta Neuropathol. 1990, 79, 581–583. [CrossRef]
87. Colucci, M.; Cervio, M.; Faniglione, M.; De Angelis, S.; Pajoro, M.; Levandis, G.; Tassorelli, C.; Blandini, F.; Feletti, F.; De Giorgio,

R.; et al. Intestinal dysmotility and enteric neurochemical changes in a Parkinson’s disease rat model. Auton. Neurosci. 2012, 169,
77–86. [CrossRef]

88. Zheng, L.F.; Song, J.; Fan, R.F.; Chen, C.L.; Ren, Q.Z.; Zhang, X.L.; Feng, X.Y.; Zhang, Y.; Li, L.S.; De Giorgio, R.; et al. The role of
the vagal pathway and gastric dopamine in the gastroparesis of rats after a 6-hydroxydopamine microinjection in the substantia
nigra. Acta Physiol. 2014, 211, 434–446. [CrossRef]

89. Rota, L.; Pellegrini, C.; Benvenuti, L.; Antonioli, L.; Fornai, M.; Blandizzi, C.; Cattaneo, A.; Colla, E. Constipation, deficit in colon
contractions and alpha-synuclein inclusions within the colon precede motor abnormalities and neurodegeneration in the central
nervous system in a mouse model of alpha-synucleinopathy. Transl. Neurodegener. 2019, 8, 5. [CrossRef]

90. Qualman, S.J.; Haupt, H.M.; Yang, P.; Hamilton, S.R. Esophageal Lewy bodies associated with ganglion cell loss in achalasia.
Gastroenterology 1984, 87, 848–856. [CrossRef]

178



Biomedicines 2023, 11, 1560

91. Braak, H.; de Vos, R.A.I.; Bohl, J.; Del Tredici, K. Gastric alpha-synuclein immunoreactive inclusions in Meissner’s and Auerbach’s
plexuses in cases staged for Parkinson’s disease-related brain pathology. Neurosci. Lett. 2006, 396, 67–72. [CrossRef]

92. Kuo, Y.-M.; Li, Z.; Jiao, Y.; Gaborit, N.; Pani, A.K.; Orrison, B.M.; Bruneau, B.G.; Giasson, B.I.; Smeyne, R.J.; Gershon, M.D.; et al.
Extensive enteric nervous system abnormalities in mice transgenic for artificial chromosomes containing Parkinson disease-
associated alpha-synuclein gene mutations precede central nervous system changes. Hum. Mol. Genet. 2010, 19, 1633–1650.
[CrossRef]

93. Gispert, S.; Del Turco, D.; Garrett, L.; Chen, A.; Bernard, D.J.; Hamm-Clement, J.; Korf, H.-W.; Deller, T.; Braak, H.; Auburger, G.;
et al. Transgenic mice expressing mutant A53T human alpha-synuclein show neuronal dysfunction in the absence of aggregate
formation. Mol. Cell. Neurosci. 2003, 24, 419–429. [CrossRef]

94. Pfeiffer, R.F. Gastrointestinal dysfunction in Parkinson’s disease. Park. Relat. Disord. 2011, 17, 10–15. [CrossRef]
95. Noorian, A.R.; Rha, J.; Annerino, D.M.; Bernhard, D.; Taylor, G.M.; Greene, J.G. Alpha-synuclein transgenic mice display

age-related slowing of gastrointestinal motility associated with transgene expression in the vagal system. Neurobiol. Dis. 2012, 48,
9–19. [CrossRef]

96. Wang, L.; Fleming, S.M.; Chesselet, M.-F.; Taché, Y. Abnormal colonic motility in mice overexpressing human wild-type
alpha-synuclein. Neuroreport 2008, 19, 873–876. [CrossRef]

97. Lam, H.A.; Wu, N.; Cely, I.; Kelly, R.L.; Hean, S.; Richter, F.; Magen, I.; Cepeda, C.; Ackerson, L.C.; Walwyn, W.; et al. Elevated
tonic extracellular dopamine concentration and altered dopamine modulation of synaptic activity precede dopamine loss in the
striatum of mice overexpressing human α-synuclein. J. Neurosci. Res. 2011, 89, 1091–1102. [CrossRef]

98. Chesselet, M.-F.; Richter, F. Modelling of Parkinson’s disease in mice. Lancet Neurol. 2011, 10, 1108–1118. [CrossRef]
99. Schaffernicht, G.; Shang, Q.; Stievenard, A.; Bötzel, K.; Dening, Y.; Kempe, R.; Toussaint, M.; Gündel, D.; Kranz, M.; Reichmann,

H.; et al. Pathophysiological Changes in the Enteric Nervous System of Rotenone-Exposed Mice as Early Radiological Markers
for Parkinson’s Disease. Front. Neurol. 2021, 12, 642604. [CrossRef]

100. Pan-Montojo, F.; Schwarz, M.; Winkler, C.; Arnhold, M.; O’Sullivan, G.A.; Pal, A.; Said, J.; Marsico, G.; Verbavatz, J.-M.;
Rodrigo-Angulo, M.; et al. Environmental toxins trigger PD-like progression via increased alpha-synuclein release from enteric
neurons in mice. Sci. Rep. 2012, 2, 898. [CrossRef]

101. Klingelhoefer, L.; Reichmann, H. Pathogenesis of Parkinson disease–the gut-brain axis and environmental factors. Nat. Rev.
Neurol. 2015, 11, 625–636. [CrossRef]

102. Pan-Montojo, F.J.; Funk, R.H.W. Oral administration of rotenone using a gavage and image analysis of alpha-synuclein inclusions
in the enteric nervous system. J. Vis. Exp. 2010, 44, e2123. [CrossRef]

103. Arnhold, M.; Dening, Y.; Chopin, M.; Arévalo, E.; Schwarz, M.; Reichmann, H.; Gille, G.; Funk, R.H.W.; Pan-Montojo, F. Changes
in the sympathetic innervation of the gut in rotenone treated mice as possible early biomarker for Parkinson’s disease. Clin.
Auton. Res. 2016, 26, 211–222. [CrossRef]

104. Sharrad, D.F.; Chen, B.N.; Gai, W.P.; Vaikath, N.; El-Agnaf, O.M.; Brookes, S.J.H. Rotenone and elevated extracellular potassium
concentration induce cell-specific fibrillation of α-synuclein in axons of cholinergic enteric neurons in the guinea-pig ileum.
Neurogastroenterol. Motil. 2017, 29, e12985. [CrossRef]

105. Paillusson, S.; Tasselli, M.; Lebouvier, T.; Mahé, M.M.; Chevalier, J.; Biraud, M.; Cario-Toumaniantz, C.; Neunlist, M.; Derkinderen,
P. α-Synuclein expression is induced by depolarization and cyclic AMP in enteric neurons. J. Neurochem. 2010, 115, 694–706.
[CrossRef]

106. Camilleri, M.; Cowen, T.; Koch, T.R. Enteric neurodegeneration in ageing. Neurogastroenterol. Motil. 2008, 20, 185–196. [CrossRef]
107. Phillips, R.J.; Powley, T.L. Innervation of the gastrointestinal tract: Patterns of aging. Auton. Neurosci. 2007, 136, 1–19. [CrossRef]
108. Phillips, R.J.; Walter, G.C.; Ringer, B.E.; Higgs, K.M.; Powley, T.L. Alpha-synuclein immunopositive aggregates in the myenteric

plexus of the aging Fischer 344 rat. Exp. Neurol. 2009, 220, 109–119. [CrossRef]
109. Braak, H.; Ghebremedhin, E.; Rüb, U.; Bratzke, H.; Del Tredici, K. Stages in the development of Parkinson’s disease-related

pathology. Cell Tissue Res. 2004, 318, 121–134. [CrossRef]
110. Wolters, E.C.; Braak, H. Parkinson’s Disease: Premotor Clinico-Pathological Correlations. In Parkinson’s Disease and Related

Disorders; Journal of Neural Transmission. Supplementa; Springer: Vienna, Austria, 2006; pp. 309–319. [CrossRef]
111. Krogh, K.; Christensen, P. Neurogenic colorectal and pelvic floor dysfunction. Best Pract. Res. Clin. Gastroenterol. 2009, 23, 531–543.

[CrossRef]
112. Marrinan, S.; Emmanuel, A.V.; Burn, D.J. Delayed gastric emptying in Parkinson’s disease. Mov. Disord. 2014, 29, 23–32.

[CrossRef]
113. Pfeiffer, R.F. Gastrointestinal dysfunction in Parkinson’s disease. Lancet Neurol. 2003, 2, 107–116. [CrossRef]
114. Taguchi, T.; Ikuno, M.; Yamakado, H.; Takahashi, R. Animal model for prodromal parkinson’s disease. Int. J. Mol. Sci. 2020,

21, 1961. [CrossRef]
115. Liepelt-Scarfone, I.; Ophey, A.; Kalbe, E. Cognition in prodromal Parkinson’s disease. Prog. Brain Res. 2022, 269, 93–111.

[CrossRef]
116. Solla, P.; Wang, Q.; Frau, C.; Floris, V.; Loy, F.; Sechi, L.A.; Masala, C. Olfactory impairment is the main predictor of higher scores

at REM sleep behavior disorder (RBD) screening questionnaire in parkinson’s disease patients. Brain Sci. 2023, 13, 599. [CrossRef]
117. Erkkinen, M.G.; Kim, M.-O.; Geschwind, M.D. Clinical neurology and epidemiology of the major neurodegenerative diseases.

Cold Spring Harb. Perspect. Biol. 2018, 10, a033118. [CrossRef]

179



Biomedicines 2023, 11, 1560

118. Braak, H.; Del Tredici, K. Neuropathological Staging of Brain Pathology in Sporadic Parkinson’s disease: Separating the Wheat
from the Chaff. J. Park. Dis. 2017, 7, S71–S85. [CrossRef]

119. Yilmaz, R.; Hopfner, F.; van Eimeren, T.; Berg, D. Biomarkers of Parkinson’s disease: 20 years later. J. Neural Transm. 2019, 126,
803–813. [CrossRef]

120. Breit, S.; Kupferberg, A.; Rogler, G.; Hasler, G. Vagus Nerve as Modulator of the Brain-Gut Axis in Psychiatric and Inflammatory
Disorders. Front. Psychiatry 2018, 9, 44. [CrossRef]

121. Liu, B.; Fang, F.; Pedersen, N.L.; Tillander, A.; Ludvigsson, J.F.; Ekbom, A.; Svenningsson, P.; Chen, H.; Wirdefeldt, K. Vagotomy
and Parkinson disease: A Swedish register-based matched-cohort study. Neurology 2017, 88, 1996–2002. [CrossRef]

122. Kelly, M.J.; Breathnach, C.; Tracey, K.J.; Donnelly, S.C. Manipulation of the inflammatory reflex as a therapeutic strategy. Cell Rep.
Med. 2022, 3, 100696. [CrossRef]

123. Parkkinen, L.; Pirttilä, T.; Alafuzoff, I. Applicability of current staging/categorization of alpha-synuclein pathology and their
clinical relevance. Acta Neuropathol. 2008, 115, 399–407. [CrossRef]

124. Frigerio, R.; Fujishiro, H.; Ahn, T.-B.; Josephs, K.A.; Maraganore, D.M.; DelleDonne, A.; Parisi, J.E.; Klos, K.J.; Boeve, B.F.; Dickson,
D.W.; et al. Incidental Lewy body disease: Do some cases represent a preclinical stage of dementia with Lewy bodies? Neurobiol.
Aging 2011, 32, 857–863. [CrossRef]

125. Koga, S.; Sekiya, H.; Kondru, N.; Ross, O.A.; Dickson, D.W. Neuropathology and molecular diagnosis of Synucleinopathies. Mol.
Neurodegener. 2021, 16, 83. [CrossRef]

126. Macefield, V.G.; Henderson, L.A. Identification of the human sympathetic connectome involved in blood pressure regulation.
NeuroImage 2019, 202, 116119. [CrossRef]

127. Horsager, J.; Andersen, K.B.; Knudsen, K.; Skjærbæk, C.; Fedorova, T.D.; Okkels, N.; Schaeffer, E.; Bonkat, S.K.; Geday, J.; Otto, M.;
et al. Brain-first versus body-first Parkinson’s disease: A multimodal imaging case-control study. Brain 2020, 143, 3077–3088.
[CrossRef]

128. Socała, K.; Doboszewska, U.; Szopa, A.; Serefko, A.; Włodarczyk, M.; Zielińska, A.; Poleszak, E.; Fichna, J.; Wlaź, P. The role of
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Abstract: Ubiquitin-like 3 (UBL3) acts as a post-translational modification (PTM) factor and regulates
protein sorting into small extracellular vesicles (sEVs). sEVs have been reported as vectors for the
pathology propagation of neurodegenerative diseases, such as α-synucleinopathies. Alpha-synuclein
(α-syn) has been widely studied for its involvement in α-synucleinopathies. However, it is still
unknown whether UBL3 interacts with α-syn, and is influenced by drugs or compounds. In this study,
we investigated the interaction between UBL3 and α-syn, and any ensuing possible functional and
pathological implications. We found that UBL3 can interact with α-syn by the Gaussia princeps based
split luciferase complementation assay in cells and immunoprecipitation, while cysteine residues
at its C-terminal, which are considered important as PTM factors for UBL3, were not essential for
the interaction. The interaction was upregulated by 1-methyl-4-phenylpyridinium exposure. In
drug screen results, the interaction was significantly downregulated by the treatment of osimertinib.
These results suggest that UBL3 interacts with α-syn in cells and is significantly downregulated
by epidermal growth factor receptor (EGFR) pathway inhibitor osimertinib. Therefore, the UBL3
pathway may be a new therapeutic target for α-synucleinopathies in the future.

Keywords: UBL3; α-synuclein; interaction; drug screen; EGFR pathway inhibitor; osimertinib;
downregulate; α-synucleinopathies
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1. Introduction

Ubiquitin-like 3 (UBL3), a highly conserved ubiquitin-like protein first found in eu-
karyotes, is localized to the cell membrane by prenylation [1]. The UBL3 gene is widely
expressed in human tissues, with the strongest expression in the testis, ovary, and brain
tissues [2]. In our previous study, UBL3 was characterized as a post-translational modifica-
tion (PTM) factor that regulates protein sorting to small extracellular vesicles (sEVs) [3].
Another recent study found that UBL3 is involved in adaptive immunity by regulating the
transport of major histocompatibility complex II and CD86 through ubiquitination [4]. The
downregulated expression of UBL3 has been reported to be associated with human diseases,
such as cervical cancer [5], gastric cancer [6], esophageal cancer [7], and non-small-cell
lung cancer [8]. Moreover, UBL3 can interact with more than 22 disease-related proteins,
including neurodegenerative-disease-related molecules [3]. The previous proteomic anal-
yses, however, may be insufficient since the results were only from MDA-MB-231 cells.
Therefore, further exploration of the interactions between UBL3 and other proteins may
facilitate the exploration of the potential effects of UBL3 and diseases.

Alpha-synuclein (α-syn), a highly conserved neuronal protein, is highly enriched in
presynaptic nerve terminals. The physiological function of α-syn remains largely unclear;
several biochemical activities have been proposed, including regulation of dopamine neuro-
transmission and synaptic function/plasticity [9]. α-syn knockout mice do not exhibit
a distinct phenotype [10]. Misfolded α-syn is aggregated in α-synucleinopathies, such
as Parkinson’s disease (PD), dementia with Lewy bodies [11], and multiple system atro-
phy [12]. Various factors are involved in the transition of α-syn from a physiological state to
pathological aggregation, including genetic mutation [13], protein–protein interactions [14],
PTM [15], and oxidative stress [16]. The phosphorylation of α-syn at serine-129 may be
important for the formation of inclusions in PD and related α-synucleinopathies [17]. The
interactions between α-syn and its protein interactomes play key roles in the pathological
accumulation of α-syn. For example, α-syn interacts with synphilin-1 promoting the in-
clusion formation of α-syn [14]. α-syn interacts with molecular chaperone proteins [18]
and protein deglycase DJ-1 [19] preventing the formation of oligomerized α-syn. Exploring
potential proteins that can interact with α-syn is an essential direction to elucidate the
aggregation mechanism of α-syn and find new therapeutic targets for α-synucleinopathies.
The pathological α-syn can be packaged in sEVs for cell-to-cell transport [20]. Until now, it
is unknown whether α-syn interacts with UBL3.

Protein–protein interactions play essential roles in most biological processes [21] and
these interactions provide a wide spectrum of therapeutic targets for the treatment of human
diseases [22]. Many natural products and drugs have been reported to be excellent molecule
candidates for stabilizing or inhibiting protein–protein interactions [23]. The interaction
between α-syn and the target protein can be affected by different compounds or drugs. For
example, the interaction between prolyl oligopeptidase and α-syn was downregulated by
KYP-2047, a potent prolyl oligopeptidase inhibitor, reducing the accumulation of α-syn
inclusion [24]. Furthermore, the protein–protein interaction of α-syn was downregulated
by 03A10, a small molecule from the fruits of Vernicia fordii (Euphorbiaceae), inhibiting
α-syn aggregation [25]. However, it remains unknown whether the interaction between
UBL3 and α-syn will be affected by clinical drugs or chemical compounds.

We hypothesize that UBL3 may interact with α-syn in cells and mediate the loading of
α-syn into sEVs. In this study, we aim to investigate whether UBL3 can interact with α-syn
in cells, and explore whether the treatments of clinical drugs or chemical compounds affect
the interaction between UBL3 and α-syn.

2. Materials and Methods

2.1. Animals

Age is an important risk factor for neurodegenerative diseases. People usually develop
the disease around age 60 or older [26]. Therefore, we choose elder mice with an average
age of 22 months to investigate the level of phosphorylated serine-129 (p-S-129). All of
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the mice in this study were on a C57BL/6J background. Ubl3 knockout (Ubl3−/−) mice
were acquired from the previously established laboratory colony [3]. C57BL/6J strain
wild type (WT) mice (SLC Inc., Hamamatsu, Shizuoka, Japan) were used as a control in
this study. Three mice are included in each group. All mice were fed and bred at 12 h of
light/dark cycles. The genotypes of mice were confirmed by polymerase chain reaction
(PCR) according to our previous report [3].

2.2. Antibodies and Drugs

The antibodies used were: anti-p-S-129 α-syn antibody (Abcam, ab59264, 1:1000 dilu-
tion), anti-α-syn antibody (BioLegend, 834304, 1:1000 dilution), anti-UBL3 antibody (AB-
clonal, A4028, 1:1000 dilution), anti-MYC antibody (MBL, M1932, 1:1000 dilution), anti-Flag
antibody (MERCK, F7425-.2MG, 1:1000 dilution), horseradish peroxidase (HRP)-conjugated
anti-rabbit secondary antibody (Cell signaling, 7074, 1:5000 dilution), biotinylated anti-
rabbit immunoglobulin G (Vector Laboratories, BA-1000, 1:1000 dilution).

Some representative drugs related to neurodegenerative diseases, that are available
at our institution, were selected as our screening targets to explore whether they have the
potential to influence the interaction of UBL3 with α-syn. Furthermore, some chemical
compounds [27,28] and clinical drugs [29] that can affect the formation of α-syn aggregate
in vitro were also selected as screening targets to explore whether they affect the interaction.
Tyrosine kinase inhibition induces autophagy for neurodegenerative-disease-associated
amyloid clearance and epidermal growth factor receptor tyrosine kinase inhibitor (EGFR-
TKI) can reduce phosphorylated α-syn pathology [30]. Therefore, certain representative
EGFR-TKI drugs that are available at our institution were also selected as our screening
targets. All clinically approved drugs, natural products, and other bioactive components,
a total of 32, were ordered from the corresponding suppliers (Supplementary Table S1)
and used for drug screening. All drugs were dissolved in dimethyl sulfoxide (DMSO)
(FUJIFILM Wako Pure Chemical Corporation, Osaka, Japan) to 10 mM stock solution.

2.3. Immunohistochemistry

Immunohistochemistry was conducted according to a previously published proto-
col [31]. Briefly, sections were incubated in 3% hydrogen peroxide (FUJIFILM Wako Pure
Chemical Corporation, Osaka, Japan) in 1× phosphate-buffered saline (PBS, 0.1 mol/L,
pH 7.4) for 15 min after serial deparaffinization, washed with 1× PBS three times, and
treated with a solution containing 1% bovine serum albumin (Sigma-Aldrich, St. Louis, MI,
USA) in 1× PBS for 1 h at room temperature. Then samples were incubated with primary
antibody for 1 h at room temperature. After washing three times with 1× PBS, sections
were treated for 1 h with secondary antibody washed three times in 1× PBS, and processed
using the avidin–biotin complex (Vector Laboratories, Newark, NJ, USA) and prepared in
1× PBS for 30 min at room temperature. The reaction was visualized using DAB (FUJIFILM
Wako Pure Chemical Corporation, Osaka, Japan). Finally, the sections were subsequently
counterstained using hematoxylin (FUJIFILM Wako Pure Chemical Corporation, Osaka,
Japan), dehydrated in graded alcohols (FUJIFILM Wako Pure Chemical Corporation, Osaka,
Japan) (80%, 90%, 100%), transparentized with xylene (FUJIFILM Wako Pure Chemical
Corporation, Osaka, Japan), and coverslipped with PathoMount (FUJIFILM Wako Pure
Chemical Corporation, Osaka, Japan). Images of immunohistochemistry were acquired
using a NanoZoomer 2.0 HT system (Hamamatsu Photonics, Hamamatsu, Shizuoka, Japan).
To compare the differences in overall immunoreactive signal intensity between WT and
Ubl3−/− mice, we randomly intercepted five areas with the same square from the substantia
nigra of WT and Ubl3−/− mice, respectively. Quantification of the immunoreactivity signal
intensity of each intercepted area was determined using the analysis software ImageJ 2.0
(National Institutes of Health, Bethesda, MD, USA).
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2.4. Plasmids Construction

Following the previous paper [32], for the N-terminal region of Gaussia princeps lu-
ciferase (Gluc) sequence-tagged UBL3 (NGluc-UBL3) plasmid, the coding sequence of
UBL3 (NM_007106) was inserted in the frame after the NGluc sequence in the pCI vector
between the XhoI site and the MluI site. For the C-terminal region of Gluc sequence-tagged
α-syn (α-syn-CGluc), the coding sequence of α-syn (NM_001146055.2) was inserted in the
frame before the CGluc sequence in the pCI vector between the Xho I site and the Mlu
I site. For the 3xFlag-UBL3 plasmid, the coding sequence of UBL3 was inserted in the
frame after the 3xFlag sequence in the pcDNA3.1-3xFlag vector between the BamHI site
and the EcoRI site. For the 6xMYC-α-syn plasmid, we amplified it by in vitro PCR using
the corresponding primers. After digestion by XhoI and XbaI, the fragment of α-syn was
inserted in the pcDNA3-6xMYC vector after the 6xMYC sequence. For the constructions of
“CCVIL” amino acids in C-terminal region-deleted mutant of UBL3 (UBL3Δ5), including
NGluc-UBL3Δ5 and 3xFlag-UBL3Δ5, we deleted the last five amino acids (5′-CCVIL-3′) of
NGluc-UBL3 and 3xFlag-UBL3 by in vitro site-directed mutagenesis using the correspond-
ing primers (Table 1). The fragments of NGluc-UBL3, NGluc-UBL3Δ5, and α-syn-CGluc
were tagged with an immunoglobulin kappa secretory signal (IKSS) sequence after the
start codon. Sequences of all constructed plasmids were verified by Sanger sequencing. All
primers are listed in Table 1.

Table 1. Primer list.

Primer Sequence

NGluc-UBL3Δ5
For 5′-TAAACGCGTGGTACCTCTAGAGTCG-3′
Rev 5′-ATTACTCTCTCCAGTCTTCTCACGATTCC-3′

3xFlag-UBL3Δ5 For 5′-TAAGAATTCTGCAGATATCCATCACAC-3′
Rev 5′-ATTACTCTCTCCAGTCTTCTCACGATTCC-3′

XhoI-α-syn-XbaI For 5′-GCACTCGAGGCCACCATGGATG-3′
Rev 5′-GCCTCTAGATTA GGCTTCAGGTTCGTAGTC-3′

UBL3Δ5: CCVIL delete mutant of UBL3, For: Forward, Rev: Reverse.

2.5. Cell Culture and cDNA Transfection

Human embryonic kidney (HEK) 293 cells (RIKEN Cell Bank, Tsukuba, Ibaraki, Japan)
were cultured in Dulbecco’s modified Eagle’s medium (DMEM, Thermo Fisher Scientific,
Waltham, MA, USA) with 10% fetal bovine serum (FBS) (Sigma-Aldrich, St. Louis, MI, USA).
Cell cultures were incubated at 37 ◦C in a 5% CO2 humidified incubator. Cells were cultured
in culture plates to 80–90% confluence, and transiently transfected with cDNA plasmids
using Lipofectamine 2000 transfect reagent (Thermo Fisher Scientific, Waltham, MA, USA)
diluted in Opti-MEM reduced serum medium (Thermo Fisher Scientific, Waltham, MA,
USA) according to the reagent instructions.

2.6. Cell Treatment

For the detection of UBL3 and α-syn interaction, the cell culture medium (CM) of
transfected HEK293 cells was changed to FBS (− Opti-MEM after being transfected with
NGluc-UBL3, NGluc-UBL3Δ5, and α-syn-CGluc plasmids for 12 h. Then CM and cells
were collected after further incubation for 3 days.

For the drug screening, HEK293 cells, after being transfected using NGluc-UBL3 and
α-syn-CGluc plasmids for 18 h, were plated into 96-well cell culture plates in 100 μL/well
of DMEM (10% FBS) and incubated overnight at 37 ◦C, in 5% CO2 humidified incubator.
The next day, all solutions of candidate drugs were diluted in prewarmed DMEM (10%
FBS) to 1.5 μM and 15 μM, 1.5-fold of the final concentration. Then 50 μL/well of the old
culture medium was replaced with 100 μL of pre-warmed DMEM (10% FBS) containing
the different candidate drugs to the final concentrations of 1 μM and 10 μM. For the
treatment of MPP+, the solution of MPP+ (Cayman Chemical, Ann Arbor, MI, USA) was
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diluted in pre-warmed DMEM (10% FBS) to 1.5-fold of final concentrations and 50 μL/well
of the old culture medium was replaced with 100 μL of pre-warmed DMEM (10% FBS)
containing MPP+ to the final concentrations of 50 μM, 100 μM, 300 μM, 500 μM, and 600 μM,
separately. The treatment of equivalent volume DMSO as the drug solution was set as a
negative control. All cell culture plates were further incubated at 37 ◦C for another 48 h.
Then the CM was collected for luminescence intensity assay.

2.7. Sample Preparation and Luciferase Assay

All CM were centrifuged at 1200 rpm for 5 min to remove the cell debris. The collected
HEK293 cells were lysed using cell lysis buffer (1% [v/v] Triton X100 (Sigma-Aldrich, St.
Louis, MI, USA) in 1× PBS) and then centrifuged at 15,000 rpm for 5 min to get supernatant.
After adding 17 μg/mL coelenterazine (Cosmo Bio, Kyodo, Japan) diluted by Opti-MEM
into CM and cell lysate (CL) supernatant, luminescence intensity was measured using a
microplate reader (BioTek, Winooski, VT, USA) immediately. The luminescence intensity
of untreated DMEM (10% FBS) was set as a background. For the drug screening, all
luminescence intensities of CM were corrected by subtracting the luminescence intensity
of the background. The background-corrected data were used to compute a ratio to the
luminescence intensity compared to the background-corrected luminescence intensity
of DMSO.

2.8. 3-(4,5-Dimethylthiazol-2-yl)-2,5-diphenyl-2H-tetrazolium Bromide (MTT) Assay

In live cells, MTT is a pale-yellow substrate that is cleaved by living cells to yield a
dark blue formazan product. The quantity of formazan corresponds to the number of living
cells. For transfected HEK293 cells, following the collection of CM for the measurement
of luminescence intensity, we added fresh pre-warmed DMEM (10% FBS) medium to
100 μL/well, mixed with 10 μL of MTT reagent (Sigma-Aldrich, St. Louis, MI, USA) to
each well, and incubated in the incubator at 37 ◦C for 4 h. After adding 100 μL/well of
isopropanol (FUJIFILM Wako Pure Chemical Corporation, Osaka, Japan) with 0.04 N hydro-
gen chloride (KANTO Chemical Corporation, Tokyo, Japan) to dissolve the formazan, the
absorbance (OD) of each well at a wavelength of 450 nm was detected using the microplate
reader, cell viability (ODIntervention group – ODBlank group)/(ODControl group – ODBlank group).
The blank group had only medium without cells; the control group had medium and cells
without intervention.

2.9. Bicinchoninic Acid (BCA) Assay

According to the instructions of the BCA test kit (Thermo Fisher Scientific, Waltham,
MA, USA), we add 20 μL of each standard or 2 μL cell lysis sample diluted in 18 μL water
replicate into a microplate well. Add 200 μL of the working solution to each well and mix
the plate thoroughly on a plate shaker for 30 s. Incubate at 37 ◦C for 30 min. Then measure
the absorbance at 562 nm on a microplate reader after cooling the plate to room temperature.
Subtract the average absorbance measurement of the blank standard replicates from the
measurements of all other individual standard and cell lysis sample replicates. Then
calculate the protein concentration of each sample using the standard curve.

2.10. Co-Immunoprecipitation

For the validation of interaction between UBL3 and α-syn, HEK293 cells were trans-
fected with 3xFlag-UBL3, 3xFlag-UBL3Δ5, and 6xMYC-α-syn plasmids in various combina-
tions for 18 h. After replacing with new CM, the transfected HEK293 cells were continually
incubated for 36 h, then washed and collected with ice-cold 1× PBS, pelleted by centrifuga-
tion at 1200 rpm for 5 min at 4 ◦C. Cell pellets were resuspended and lysed using 1% Triton
lysate buffer (50 mM Tris-HCl [pH 7.4] (NAKALAI TESQUE, Kyoto, Japan), 100 mM NaCl
(FUJIFILM Wako Pure Chemical Corporation, Osaka, Japan), and 1% [v/v] Triton X-100) for
30 min on ice. Cell debris and unbroken cells were removed by centrifugation at 15,000 rpm
for 15 min at 4 ◦C. Protein content of the supernatant was measured using the BCA assay
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according to the manufacturer’s instructions. The supernatants containing 500 μg of total
protein were incubated with 50 μL of anti-Flag tag antibody magnetic beads (FUJIFILM
Wako Pure Chemical Corporation, Osaka, Japan) with rotation for 10 h at 4 ◦C. An amount
of 50 μL of 2-mercaptoethanol (−2× sodium dodecyl sulfate (SDS) sample loading buffer
(100 mM Tris-HCl [pH 6.8], 4% SDS (NAKALAI TESQUE, Kyoto, Japan), 20% glycerol
(FUJIFILM Wako Pure Chemical Corporation, Osaka, Japan), and 0.01% bromophenol blue
(FUJIFILM Wako Pure Chemical Corporation, Osaka, Japan)) was added to the beads after
the beads were washed three times using ice-cold wash buffer (50 mM Tris-HCl [pH 7.4],
100 mM NaCl), and boiled at 95 ◦C for 5 min. CL and precipitated proteins were separated
by SDS-PAGE for Western blotting analysis.

2.11. Immunoblot

All samples, including CM and CL from transfected HEK293 cells and precipitated
proteins, were loaded into 12% SDS-PAGE. Then the proteins were transferred to the
polyvinylidene difluoride membrane (Cytiva, Tokyo, Japan). Membranes were blocked
with shaking for 1 h at room temperature using 0.5% [w/v] skim milk (NAKALAI TESQUE,
Kyoto, Japan) in Tween-20 (+) (FUJIFILM Wako Pure Chemical Corporation, Osaka, Japan)
Tris Buffered Saline (TBS-T; 100 mM Tris-HCl [pH 8.0], 150 mM NaCl, 0.5% [v/v] Tween-
20) and then incubated with shaking overnight at 4 ◦C using the appropriate primary
antibodies. The membranes were incubated with HRP-conjugated anti-rabbit secondary
antibody with shaking at room temperature for 1 h after three washes in TBS-T. The
immunoreactive proteins were developed using the enhanced chemiluminescence kit
(Thermo Fisher Scientific, Waltham, MA, USA) and detected on the FUSION FX imaging
system (Vilber Lourmat, Collégien, Seine-et-Marne, France).

2.12. Statistical Analysis

Measurement data were analyzed using GraphPad Prism 7.0 (GraphPad Software,
LaJolla, CA, USA) statistical software, and expressed as mean ± SD (standard deviation).
The differences between groups of data were calculated using a Student’s t test for unpaired
data. Furthermore, the differences between groups of data were calculated using a one-way
analysis of variance (ANOVA) and Dunnett’s post hoc test for the comparison of multiple
groups. p < 0.05 was considered statistically significant. All cell culture experiments were
performed in triplicate.

3. Results

3.1. p-S-129 α-syn Was Upregulated in the Substantia Nigra of Ubl3−/− Mice

To explore whether UBL3 affects α-syn, the expression of p-S-129 α-syn was investi-
gated in the brain tissues of the WT and Ubl3−/− mice using anti-p-S-129 α-syn antibody
by immunohistochemistry. The immunoreactive signal intensity of p-S-129 α-syn was
significantly increased in the substantia nigra of Ubl3−/− mice compared to WT mice
(p = 0.0005) (Figure 1 and Figure S1A,B). The expression of p-S-129 α-syn was upregulated
in the substantia nigra of Ubl3−/− mice, which suggested that UBL3 affects α-syn.

3.2. UBL3 Interacted with α-syn in Cells

Further, we examined whether UBL3 interacts with α-syn using a Gaussia princeps
based split luciferase complementation assay (SLCA), a powerful approach taking advan-
tage of the reconstruction of the N-terminal and C-terminal fragments of Gluc to detect
protein–protein interactions in vitro (Figure 2A) [33]. In this study, we constructed the
NGluc-UBL3, NGluc-UBL3Δ5, and α-syn-CGluc plasmids. All constructions contain an
IKSS sequence after the start codon (Figure 2B), which allows successfully expressed
fragments and their interacting complexes in cells to be secreted into the CM.
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Figure 1. Expression of p-S-129 α-syn was upregulated in the substantia nigra of Ubl3−/− mice brain.
(A) Representative images of immunocytochemistry staining of p-S-129 α-syn in the substantia nigra
of WT and Ubl3−/− mice. Scale bars: 10 μm. The red boxes represent the selection zones of the
magnified pictures below. (B) Quantification comparison of the immunohistochemical expression
of p-S-129 α-syn in the substantia nigra between WT and Ubl3−/− mice. Histograms represent
the mean + SD (the number of mice in each group was three). A Student’s t test was performed.
*: p-value < 0.05; WT: wild type; Ubl3−/−: Ubl3 knock out.

Then we co-expressed SLCA constructs in HEK293 cells in various combinations.
Expressions of the SLCA constructs were confirmed by immunoblotting (Figure 2C). We
measured the luminescence intensities of CM and CL from transfected HEK293 cells and
found strong luminescence intensities from both fractions in the cells expressing NGluc-
UBL3 + α-syn-CGluc, and NGluc-UBL3Δ5 + α-syn-CGluc. As a control, the CM and CL
from Gluc over-expressing HEK293 cells showed markedly higher luminescence intensi-
ties compared to double-expression HEK293 cells. On the other hand, the luminescence
intensities of CM and CL from HEK293 cells, expressing NGluc-UBL3, NGluc-UBL3Δ5, or
α-syn-CGluc, were as low as the background level (Figure 2D).
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Figure 2. UBL3 interacted with α-syn in cells. (A) Schematic representation of the Gaussia prin-
ceps based split luciferase complementation assay system. Whether there is an interaction between
UBL3 and α-syn is still unknown (Red question mark). (B) Schematic of split Gluc-tagged pro-
teins, NGluc-UBL3, NGluc-UBL3Δ5, and α-syn-CGluc, both containing an IKSS sequence, which
allows successfully expressed fragments and their interacting complexes to be secreted into the
CM. (C) Immunoblotting of CM and CL from transfected HEK293 cells by anti-UBL3 polyclonal
antibody and anti-α-syn antibody. (D) Luminescence of the CM (left) and CL (right) from transfected
HEK293 cells. The luminescence ± SD in triplicate experiments is shown. (E) Schematic repre-
sentation of 3xFlag-UBL3, 3xFlag-UBL3Δ5, and 6xMYC-α-syn for co-immunoprecipitation (Co-IP).
(F) Co-immunoprecipitated 3xFlag-UBL3 and 3xFlag-UBL3Δ5 interact with 6xMYC-α-syn. The input
lanes are 1% of the sample prior to Co-IP and the Co-IP lanes are 20% of the Co-IP products. IKSS:
immunoglobulin kappa secretory signal; CM: cell culture medium; CL: cell lysate.

To validate the interaction between UBL3 and α-syn, we constructed and co-expressed
3xFlag-UBL3, 3xFlag-UBL3Δ5, and 6xMYC-α-syn in various combinations in HEK293 cells
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(Figure 2E). The signal of 6xMYC-α-syn was detected from the co-immunoprecipitate of
3xFlag-UBL3 and 3xFlag-UBL3Δ5, while the signal of 6xMYC-α-syn in the co-immunoprecipitate
of 3xFlag-UBL3Δ5 was less than that of 3xFlag-UBL3 (Figures 2F and S1C). These results
showed that UBL3 interacts with α-syn in HEK293 cells.

3.3. The Interaction between UBL3 and α-syn in Cells Was Upregulated by the
1-Methyl-4-Phenylpyridinium (MPP+) Exposure

MPP+, a bioactive derivative of 1-methyl-4-phenyl-1, 2, 3, 6-tetrahydropyridine (MPTP),
has been reported to induce toxic aggregation of α-syn in cell models [34] and part of mouse
models [35]. Furthermore MPTP has been reported to increase the α-syn immunoreactivity
in the neurons of non-human primates [36]. To investigate whether the treatment of MPP+

affects the interaction between UBL3 and α-syn, we treated HEK293 cells transfected by
NGluc-UBL3 and α-syn-CGluc cDNA with 50 μM, 100 μM, 300 μM, 500 μM, and 600 μM of
MPP+. We collected CM and assayed the luminescence intensities after being treated with
different concentrations of MPP+ for 48 h and also assessed the cell viability using an MTT
assay. Although the luminescence intensities of CM from transfected HEK293 cells treated
with different concentrations of MPP+ did not show significant differences (Figure 3A),
the treatment with MPP+ at concentrations between 100 μM and 600 μM significantly
inhibited cell viability in a concentration-dependent manner (Figure 3B). Therefore, to
exclude the effect of cell activity on the luminescence intensities of CM, we divided the
luminescence intensities by the cell viability to calculate the ratio of luminescence relative
to the cell number. The treatment of MPP+ at concentrations between 300 μM and 600 μM
significantly upregulated the interaction between UBL3 and α-syn in a dose-dependent
manner (Figure 3C).

 

Figure 3. The interaction level in cells was upregulated by the treatment of MPP+. (A) Luminescence
of CM from transfected HEK293 cells, which were treated with 50, 100, 300, 500, and 600 μM of MPP+

for 48 h. (B) The cell viability of transfected HEK293 cells was treated with different concentrations of
MPP+ for 48 h. (C) The ratios of luminescence divided by cell viability were calculated in triplicate.
The luminescence ± SD, cell viability ± SD, and ratio ± SD in triplicate are shown. One-way ANOVA
and Dunnett’s post hoc test were performed. ns (non-significant) p > 0.05, * p < 0.05. FC: fold change;
DMSO: dimethyl sulfoxide.
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3.4. Interaction between UBL3 and α-syn in Cells Was Significantly Downregulated
by Osimertinib

We used the HEK293 cells, transfected with NGluc-UBL3 and α-syn-CGluc cDNA, as
a drug screening model to screen for drugs or compounds that can regulate the interaction
between UBL3 and α-syn in cells. We assessed the luminescence intensities of CM from
transfected HEK293 cells in the presence of 32 drugs (1 μM and 10 μM) at 48 h in triplicate.
All luminescence intensities of CM under drug treatment were normalized to that of
vehicle treatment. Under the treatment with a concentration of 1 μM (Figure 4A), one
drug, sulfasalazine, upregulated the luminescence intensities of CM by more than 25%.
In contrast, one drug, docetaxel, downregulated the luminescence intensities of CM by
more than 25%. Under the treatment with a concentration of 10 μM (Figure 4B), three
drugs upregulated the luminescence intensities of CM by more than 25%, sulfasalazine,
pemetrexed, and gemcitabine. In contrast, four drugs downregulated the luminescence
intensities of CM by more than 25%, methylcobalamin, erlotinib, docetaxel, and osimertinib.

Figure 4. Drug screening results of 32 drugs at concentrations of 1 μM and 10 μM. (A) The screen result
under a concentration of 1 μM. (B) The screen result under a concentration of 10 μM. The volcano
plot showed the fold-change (x-axis) versus the significance (y-axis) of 32 drugs. The significance
(non-adjusted p-value) and the fold-change are converted to −Log10(p-value) and Log2(fold-change),
respectively. The vertical and horizontal dotted lines show the cut-off of fold-change ± 1.25, and
p-value = 0.05, respectively. The luminescence of CM from transfected HEK293 cells was upregulated
by >1.25-fold with a p-value < 0.05 (upper-right, dots colored red) and the luminescence of CM from
transfected HEK293 cells was downregulated by < −1.25-fold with p-value < 0.05 (upper-left, dots
colored blue). The luminescence ± SD in triplicate experiments is shown. One-way ANOVA and
Dunnett’s post hoc test were performed. p < 0.05 was considered statistically significant.
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To exclude the effect of drug cytotoxicity on the drug screening results, we treated
transfected HEK293 cells for 48 h using selected drugs that significantly affected the
interaction between UBL3 and α-syn at concentrations of 1 μM and 10 μM, and assessed the
cell viability with an MTT assay. As shown in Figure 5A, the cell viability was significantly
decreased by the treatment of docetaxel, gemcitabine, osimertinib, and pemetrexed at
concentrations of 10 μM. Thus, the ratios of luminescence intensities of CM to cell viability
were calculated (Figure 5B). At the concentration of 1 μM, the interaction between UBL3
and α-syn was upregulated by the treatment of gemcitabine (ratio = 1.37, p = 0.0008), while
it was significantly downregulated by the treatment of erlotinib (ratio = 0.73, p < 0.0001). At
the concentration of 10 μM, the interaction was significantly upregulated by the treatment
of gemcitabine (ratio = 1.53, p < 0.0001), while it was significantly downregulated by the
treatment of erlotinib (ratio = 0.72, p = 0.015) and osimertinib (ratio = 0.55, p < 0.0001).

Figure 5. The interaction between UBL3 and α-syn in cells was regulated by the treatment of clinical
drugs. (A) The cell viability of transfected HEK293 cells treated with selected drugs at concentrations
of 1 and 10 μM for 48 h, including docetaxel, erlotinib, gemcitabine, methylcobalamin, osimertinib,
pemetrexed, and sulfasalazine. (B) The ratio of luminescence divided by cell viability was calculated
in triplicate. The cell viability ± SD and the ratio ± SD in triplicate experiments are shown. One-way
ANOVA and Dunnett’s post hoc test were performed. ns (non-significant) p > 0.05; * p < 0.05.
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4. Discussion

This study first revealed that UBL3 could interact with α-syn in cells and was up-
regulated in response to the MPP+ exposure. Furthermore, the interaction could also be
regulated by the treatment of clinical drugs. These results provided the first evidence that
UBL3 may be involved in α-synucleinopathies with the possibility of being a potential
therapeutic target.

The expression level of p-S-129 α-syn was upregulated in the substantia nigra of
Ubl3−/− mice. The phosphorylation of α-syn at S-129 is important for the formation of
misfold α-syn in synucleinopathies [17]. Therefore, UBL3 may be related to the formation
of misfold α-syn. On the other hand, α-syn can be secreted via sEVs in neurons for self-
protection when they suffer cellular stress or pathological injury [37–39]. UBL3 plays a
role in the sorting of proteins to sEVs by acting as a PTM factor [3]. Thus, these results
suggested that the deletion of Ubl3 may upregulate the formation of misfold α-syn and the
UBL3 may play a role in the sorting of α-syn to sEVs.

Ageta et al. reported that UBL3 can modify its protein interactomes through disulfide
binding depending on the cysteine residues at its C-terminal [3]. It is interesting to note
that our results showed that the interaction between UBL3 and α-syn in HEK293 cells is
not completely erased after the deleting mutation of the cysteine residues at its C-terminus.
UBL3, as a member of the ubiquitin-like protein family, contains a ubiquitin-like domain.
Ubiquitin and ubiquitin-like proteins, such as NEDD8, SUMO, FAT10, and ISG15, are
covalently attached to lysine residues of their protein interactomes through the C-terminal
glycine residues [40]. Taken together, it is possible that UBL3 interacts with α-syn in cells in
another manner, rather than only dependent on cysteine residues at its C-terminal. In future
studies, it is important to discover the interaction mechanism between UBL3 and α-syn.

Our results showed that the interaction between UBL3 and α-syn in cells was upreg-
ulated by the MPP+ exposure. MPP+, a key environmental risk factor of PD, has been
widely used as a common neurotoxin for both in vivo and in vitro experiments [41]. MPP+

exposure is known to disturb mitochondrial respiration by inhibiting the mitochondrial
complex I, and this process plays a role in initiating mitochondrial dysfunction [42], which
can induce and promote α-syn accumulation [43]. PD-like symptoms and aggregation of
α-syn were observed in chronic MPP+-exposed rodent models [35]. α-syn was involved
in the process of induction of mitochondrial dysfunction by MPP+ exposure [44]. These
results suggested that the upregulation of interaction between UBL3 and α-syn induced by
MPP+ exposure might be a response to the mitochondrial dysfunction. However, MPP+

exposure can also upregulate the expression of α-syn in SH-SY5Y cells [45]. Furthermore,
in MPTP-induced non-human primates and partial rodent models it was reported that only
α-syn immunoactivity was observed to be upregulated, without significant Lewy body or
Lewy neurite formation [36]. Whether the upregulated interaction affects the accumulation
of α-syn will need to be investigated in future studies.

The treatment of osimertinib significantly downregulated the interaction between
UBL3 and α-syn in cells. Osimertinib, a third-generation EGFR-TKI, is widely used to
treat non-small-cell lung cancer [46]. In recent years, it has been suggested that the EGFR
signaling pathway and associated genes possibly play an essential role in dopamine neuron
cell death [47]. An exogenous neurotrophic supply of EGFR ligands rescues dopaminergic
neurons from cell death induced by neurotoxins, 6-hydroxydopamine, or MPTP [48]. An
epidemiological study about the polymorphisms of the human EGFR gene found that
rs730437 and rs11506105 polymorphisms of EGFR are possible in association with the
susceptibility to PD [49]. The treatment of EGFR inhibitors can significantly reduce the
p-S-129 α-syn pathology in mouse brain sections by reducing the level of seeding and prop-
agation of pathological α-syn [30]. In our drug screening results, another EGFR inhibitor,
erlotinib, also showed significant downregulation of interaction between UBL3 and α-syn.
It is convincing from the view of the propagation pathway of α-syn pathology. α-syn can
be secreted and transferred cell to cell via sEVs [20]. sEV-associated α-syn can facilitate
the propagation of α-syn pathology through cell-to-cell transfer [32]. Furthermore, UBL3
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interacts with its target proteins and regulates the sorting of them into sEVs [3]. There-
fore, these results indicated that interaction between UBL3 and α-syn may be associated
with the inhibition of the α-syn pathology propagation via sEVs by crosstalk with the
EGFR pathway.

In addition, we found that the treatment of gemcitabine significantly upregulated
the interaction between UBL3 and α-syn in cells. Gemcitabine, a nucleoside analog, has
been widely used as an anticancer drug to treat a variety of cancers [50]. The activated
gemcitabine triphosphate complex, formed by linking two phosphates, inhibits DNA
synthesis by inhibiting ribonucleotide reductase [51]. The treatment of gemcitabine can
induce the initiation of mitochondrial dysfunction [52]. This result is consistent with MPP+

exposure, suggesting that the upregulation of interaction between UBL3 and α-syn might
be a response to the mitochondrial dysfunction.

This study had some limitations. Firstly, the exact mechanisms by which drug treat-
ment affects the interaction between NGluc-UBL3 and α-syn-CGluc, altering protein expres-
sion, degradation, or directly influencing the process of interactions, was not investigated.
Secondly, whether the aggregation status of α-syn in HEK293 cells overexpressing α-syn
affects the interaction between UBL3 and α-syn remains unstudied. Furthermore, due to
technical constraints, it was not possible to determine whether the drug substance treat-
ment would affect the activity of the luciferase itself. On the other hand, the impact of
candidate drug treatments and UBL3 itself on the aggregation state of α-syn was also
not investigated. In the future, we will further explore these limitations according to the
methods summarized by the previous report [53]. In addition, the number and selection
range of drugs used for drug screening in this study is limited and more drugs will need to
be tested in future studies.

5. Conclusions

The results in this study showed that UBL3 interacts with α-syn in cells and the inter-
action between UBL3 and α-syn is upregulated in response to MPP+ exposure. Moreover, it
was downregulated by the treatment of EGFR inhibitor osimertinib. These findings provide
the first evidence identifying UBL3 as an interacting protein of α-syn and UBL3 may be
a new therapeutic option for α-synucleinopathies in the future. This study extends the
horizon for further etiological and therapeutic studies of α-synucleinopathies.
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Abstract: Increasingly prevalent acute and chronic human brain diseases are scourges for the elderly.
Besides the lack of therapies, these ailments share a neuroinflammation that is triggered/sustained by
different innate immunity-related protein oligomers called inflammasomes. Relevant neuroinflamma-
tion players such as microglia/monocytes typically exhibit a strong NLRP3 inflammasome activation.
Hence the idea that NLRP3 suppression might solve neurodegenerative ailments. Here we review the
recent Literature about this topic. First, we update conditions and mechanisms, including RNAs, ex-
tracellular vesicles/exosomes, endogenous compounds, and ethnic/pharmacological agents/extracts
regulating NLRP3 function. Second, we pinpoint NLRP3-activating mechanisms and known NLRP3
inhibition effects in acute (ischemia, stroke, hemorrhage), chronic (Alzheimer’s disease, Parkinson’s
disease, Huntington’s disease, MS, ALS), and virus-induced (Zika, SARS-CoV-2, and others) human
brain diseases. The available data show that (i) disease-specific divergent mechanisms activate the
(mainly animal) brains NLRP3; (ii) no evidence proves that NLRP3 inhibition modifies human brain
diseases (yet ad hoc trials are ongoing); and (iii) no findings exclude that concurrently activated
other-than-NLRP3 inflammasomes might functionally replace the inhibited NLRP3. Finally, we
highlight that among the causes of the persistent lack of therapies are the species difference problem
in disease models and a preference for symptomatic over etiologic therapeutic approaches. Therefore,
we posit that human neural cell-based disease models could drive etiological, pathogenetic, and
therapeutic advances, including NLRP3’s and other inflammasomes’ regulation, while minimizing
failure risks in candidate drug trials.

Keywords: neuroinflammation; inflammasomes; NLRP3; inhibitors; brain; neurodegenerative dis-
eases; virus encephalitis; innate immunity

1. Introduction

1.1. An Overall Picture

Acute and chronic human brain diseases have been attracting the increased attention
of scientists and the public. This has been due to the concurrence of several factors, i.e.,
brain illnesses’ mounting prevalence, the persistent lack of effective therapies, increasingly
huge healthcare and economic costs, hardships in assisting such patients particularly at
home, marked psychopathological impacts on patients and relatives, a greater sensitivity
to improper lifestyle consequences, and a common aspiration to long-lasting and healthy
aging. To this must be added the growing concern about the serious risk that severe acute
brain injuries surreptitiously evolve into chronic neuropathologies such as Alzheimer’s
disease (AD), Parkinson’s disease (PD), and amyotrophic lateral sclerosis (ALS). Worldwide
yearly estimates of acute brain injuries total about 42 million cases, while symptomatic AD
by itself affects more than 50 million people. It is predicted that such figures will double
or treble in twenty/thirty years unless effective therapies become available [1,2]. Yet, the
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latter quite understandable wish is hampered by ongoing controversies due to the still
unclarified underlying pathogenetic mechanisms. A common feature in all brain diseases
is ongoing neuroinflammation. From this observation, the hypothesis has been put forward
that this inflammation is a main causative factor, whose mitigation or suppression would
slow or stop the progression and/or improve the outcome [3,4].

“Inflammation” is a physiological defensive reaction of living tissues to harm, aiming
at ridding the causative factor(s), disposing of cell debris, and restoring tissue integrity
and homeostasis in the short term. In his treatise “De Medicina”, Roman physician Aulus
Cornelius Celsius (~14–37 AD; [5]) first described acute inflammation’s five cardinal symp-
toms, i.e., “rubor” (Lat. reddening) and “calor” (Lat. heat), due to local increases in blood
flow; “tumor” (Lat. swelling) caused by edema and leukocyte infiltration due to altered
vessel permeability; “dolor” (Lat. pain), elicited by local acidosis overstimulating the nerves;
and “laesa functio” (Lat. impaired function”), the injury’s downstream upshot. Conversely,
a persisting (chronic) inflammation is a pathological condition whose upshot can be severe.

Obviously, neuroinflammation has specific features, particularly in the various neu-
rodegenerative diseases. In the latter, its onset can be early (familial cases) or surreptitious
(sporadic cases). Its course is often quite slow, so that it can progress undetected for decades.
However, while unnoticed, chronic neuroinflammation spreads from the site of origin (e.g.,
frontotemporal cerebral cortex, hippocampus, locus coeruleus, spinal cord) to other regions
and in so doing progressively destroys the brain’s neuronal functional reserve. When the
reserve is depleted, the gray matter of the cerebral cortex, basal ganglia, thalamus, brain
stem, cerebellum, spinal cord, and the white matter connectome (axons) are remarkably
thinned. At this stage, the diseases become symptomatic. Progressive decreases in abilities,
such as memory, cognition, emotions, psychic, and motor activities, render the patients
unable to cope. Eventually, the neuropathology inexorably and more rapidly moves toward
the obitus [6,7]. The etiologic factors also trigger various collateral cellular processes, such
as the overproduction of hydroxyl radicals, superoxide anions (reactive oxygen species or
ROS), nitric oxide (NO), peroxynitrite, ionic dyshomeostasis, mitochondrial, lysosomal,
and autophagy disfunctions, and overproduction and accumulation of toxic protein species,
which sustain the neuroinflammation. Other events concur, such as leukocyte infiltration
and alterations in blood–brain barrier (BBB) function. Altogether, such noxae drive positive
feedback loops, aggravating the neuropathology [8–13].

Since Celsius’s time, and particularly in the last century, a huge amount of knowledge
has been accumulating about the crucial relation between inflammation’s drivers and
immunity. Nowadays, we know that the innate immune system secures the first protection
against harmful factors or “molecular patterns”. The endogenous damage-associated
molecular patterns (DAMPs) and homeostasis-altering molecular patterns (HAMPs) are
sterile compounds (e.g., ATP, mitochondrial DNA), dysfunctional metabolism products,
and cell debris. The exogenous pathogen-associated molecular patterns (PAMPs) are
infectious (bacteria, fungi, viruses, prions) or toxic agents (chemicals, organic molecules).
DAMPs/HAMPs/PAMPs form complexes with multiligand cellular “pattern recognition
receptors” (PRRs). In turn, such complexes nucleate the assembly of multicomponent
protein platforms, the “inflammasomes” [4,14], the activated signaling of which drives the
tissue inflammation at the injury’s site.

NLRs Assembly and Signaling Activation

The PRRs’ group names are based upon shared structural domains. The most noted
PRRs comprise the NLRs (NOD-like nucleotide-binding domain and leucine-rich-repeat
(LRR) family of receptors); ALRs (absent in melanoma 2 receptors); and MEFV gene-
encoded PYRIN receptors [15]. Currently, activated NLRs are the most intensely studied
PRRs. In humans, NLRs having a PYRIN N-terminal homology domain (PYD) include
14 members, namely, NLRP1–NLR14. Physiologically, NLRs (excepting brain NLRs) keep
an auto-inhibited conformation that winds up when they detect DAMPs/PAMPs/HAMPs.
This drives the assembly and signaling activation of inflammasomes. NLRs’ N-terminal
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PYDs bind and nucleate the oligomerizing adaptor protein ASC (apoptosis-associated
speck-like protein endowed with a caspase recruitment domain or CARD) [15,16]. Notably,
the ASC gene encodes both a CARD and a PYD domain. Therefore, via CARD•CARD or
PYD•PYD homotypic interactions, ASC proteins make complexes with the PYD or CARD
domains of NLRs. PYDs and CARDs are conserved domains of 80–90 amino acids arranged
in six anti-parallel α-helices forming an inner hydrophobic core with charged residues at
the surface. Via CARD•CARD interactions, ASCs of canonical inflammasomes nucleate
the inactive zymogens of caspase-1, a cysteine-type peptidase, causing their polymeriza-
tion and proximity-mediated auto-catalytic self-cleavage, resulting in active caspase-1
duplets [16,17]. The latter produce mature interleukin (IL)-1β and IL-18 from their respec-
tive precursors and N-termini fragments of the gasdermin D protein (human, GSDMD;
rodent, GsdmD), in addition to cleaving other proteins that share the YVHD/FESD con-
sensus sequence [18]. Next, the GSDMD/GsdmD’s N-fragments oligomerize, forming
transmembrane pores that extracellularly release (i) mature proinflammatory IL-1β and
IL-18; and (ii) K+, causing an intracellular ion dyshomeostasis. Persistent K+ losses lead to
inflammatory death or pyroptosis of the involved cells. In turn, products released from
pyroptotic cells (e.g., ATP, mitochondrial DNA) boost inflammation further [18]. NLRP
oligomerization, ASC recruitment, and caspase-1 nucleated polymerization/activation
are irreversible processes developing in a self-inducing prion-like fashion and promoting
canonical inflammasome signaling [19].

Moreover, via CARD, domain-assembled NLRP1, NLRP2, NLRP3, and AIM2 inflam-
masomes activate the NF-κB signaling pathway, which transcriptionally regulates the
genes encoding for the various inflammasomes’ structural proteins [20]. Conversely, other
NLRs, i.e., NLRC3, NLRP6, NLRP12, and NLRX1, impede the NF-κB pathway’s activation,
thereby mitigating or quelling inflammation [21]. Indeed, these “anti-inflammasomes” are
crucially necessary, as they stop the onset of chronic inflammatory diseases. Moreover,
CARD-only proteins (COPs) and PYD-only proteins (POPs) also regulate inflammasome
activity [22]. Furthermore, epigenetic mechanisms, e.g., noncoding RNA expression, CpG
island DNA methylation, and histone post-translational changes, modulate inflammasome
function [23].

We recently reviewed the multiple roles of the NLRP1, NLRP2, AIM-2, and NLRC4
inflammasomes in human and rodent brain diseases [24]. Our work showed that several in-
flammasomes can partake in brain neuroinflammatory processes. This enticed us to review
in this work the mounting literature specifically concerning the NLRP3 inflammasome, its
modulation by endogenous and exogenous and pharmacological and ethnopharmacologi-
cal agents/extracts, its pathogenetic implications in acute and chronic brain diseases, and
the therapeutic potential of its inhibition. Based on the results we highlight that disease-
specific divergent mechanisms activate the brain’s NLRP3 in microglia/monocytes and
other neural cell types. However, no proof is hitherto available that NLRP3 inhibition
would be a human brain disease-modifying approach. Furthermore, no data have so far
excluded the possible functional replacement of the inhibited NLRP3 by other concurrently
activated inflammasomes. These facts led us to highlight that one of the causes of the
persisting failures of human brain disease-related therapeutic attempts is the inadequate
regard for its morpho-functional uniqueness based on the assumption that animal brain
models are good enough. The consequent suggestion is to focus instead on human neural
cell-based preclinical brain diseases models, which could drive etiological, pathogenetic,
and therapeutic advances, including proper NLRP3 and other inflammasome regulation,
and minimize failure risks concerning lead candidate drug testing in clinical trials.

The following paragraphs will delve into the main advances concerning the NLRP3
inflammasome, followed by specific paragraphs about its role in most relevant brain
diseases, a discussion of the results, and a conclusion.
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1.2. Brain NLRP3 Inflammasome

The inactive NLRP3 inflammasome (i.e., NLRP3-ASC or NOD-like receptor protein
3 (N-terminal PYD, central ATP-hydrolyzing NACHT (NAIP+CIITA+HET-E+TP1), and
C-terminal LRR domains) molecules confine themselves to the endoplasmic reticulum (ER)
membranes [25]. Upon activation, they bind adaptor ASC proteins by interacting with
phosphatidylinositol-4-phosphate. ASC stabilizes the NLRP3•ASC complexes allowing
their activation. Next, NLRP3•ASC complexes migrate to the perinuclear ER membranes
and associated mitochondrial aggregates [9,26].

As monocytes/macrophages and microglia strongly express the NLRP3 inflamma-
some, the latter is involved in human brain diseases and is the most intensely studied
and popular inflammasome. NLRP3 might be the “golden” therapeutic target of inflam-
matory morbidities, including neurodegenerative disorders (e.g., Alzheimer’s disease
[AD]) [27–29]. In advanced age, the NLRP3 inflammasome also partakes in low-grade
sterile yet chronic inflammation called “inflammaging”, driven by cell debris accumulating
within tissues [30]. Moreover, NLRP3 gene mutations result in a spectrum of autoinflam-
matory diseases known as cryopyrin-associated periodic syndromes (CAPS) [31].

Table 1 lists the common brain NLRP3 inflammasome-activating diseases or agents.

Table 1. Main conditions and factors activating the brain NLRP3 inflammasome.

Condition/Factor Mechanisms References

Vascular ailments
Stroke

Intracerebral hemorrhage
Hemorrhagic stroke

Mitochondrial disfunction after hypoxic
ischemia/reperfusion (HI/R)

Chronic hypoxia

[32–40]

Seizures
Mesial lobe temporal epilepsy

Soman or A255 (nerve agent) exposure
Acetyl- and butyryl-cholinesterase inhibition [41,42]

Metal accumulation
Manganese (Mn),

Lead (Pb)
Copper (Cu)

Cadmium (Cd)
Aluminium/alum

Metal-induced neurotoxicity
↑§ ROS & NF-κB-p65 pathway
CaSR and GCP6RA signaling

[43–51]
See also

Box 1

Mechanical stresses and strains
Skull trauma

Optic nerve trauma
Elevated intracranial pressure

Glaucoma

Osteopontin
NIMA-related kinase 7 (or NEK7)

P2X7 receptor activation
HMGB1/caspase-8 pathway

[52–59]
See also

Box 2

Neurodegenerative diseases
Alzheimer’s disease (AD)

Tauopathies
Parkinson’s disease (PD)

Amyotrophic lateral sclerosis (ALS)
Huntington’s disease (HD)

Prion disease (PrPSc)

Aβs, autophagy block, NEK7
p-Taues paired helical filaments

ER stress, ↑ ROS
α-Synuclein aggregates
Mutated SOD1, TDP-43

Expanded CAG repeats in HTT/OT15 gene
Prion protein seeding

[60–71]

Environmental pollution
PM2.5 Increased ROS production by microglia [72,73]

Infectious diseases
Sepsis (bacteria, fungi)
West Nile Virus (WNV)

HIV-1
Herpes Virus 1

Japanese Encephalitis Virus (JEV)
Zika Virus (ZIKV)

SARS-CoV-2
Encephalomyocarditis Virus (EMCV)

Tuberculosis

Bacterial and fungal toxins
Intensified IL-1β signaling

Tat and gp120 proteins
Gasdermin D-dependent

pyroptosis
ROS-dependent activation of Src/Ras/Raf/ERK/NF-κB

signaling axis
NS5 protein and ↑ ROS

S1 spike glycoprotein, viroporin ORF3a/8
viroporin ORF2b

Early secreted antigenic target protein of 6 kDa (ESAT-6)

[74–90]
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Table 1. Cont.

Condition/Factor Mechanisms References

Metabolic disorders
Atherosclerosis

Gout
Obesity/high-fat diet

Nonalcoholic hepatic steatosis
Type-2 diabetes mellitus (T2DM)

Hypercholesterolemia
Urates→NEK7

Glucocorticoids and fatty acids surpluses→TNFR and Toll-like
receptors

ROS, NO, hydroperoxides, scavenger receptors, mTOR

[91–94]

Iatrogenic factors
Postoperative cognitive dysfunction

Cyclophosphamide cystitis
GdCl3, cinacalcet

Glucocorticoids (elevated levels)

Drugs, infection, electrolyte imbalance
TNF-α

Calcimimetic•CaSR/ERK1/2/CaMKII
NLRP1 and NLRP3 inflammasomes

[95–101]
See also Box 1

Psychotropic drugs
Cocaine

Methamphetamine
Scopolamine

Ethanol
Morphine
Fentanyl

σ-1 receptor
TLR-4

↑ Dhx58, S100a, Lrm4 genes
TLR-4

μ-3 and κ opioid receptors
μ-opioid receptor

[102–108]

Cellular stress and injury
ATP

Pore-inducing agents
Phagocytosed protein polymers

ROS
Cardiolipin

Raised IL-1β levels
Reduced cyclic AMP (cAMP) levels

Zn2+ deficiency
K+ efflux

Ca2+ and Cl− influx

Purinergic receptor signaling
DDX3X protein/NLRP3 complexes
Heat shock protein 60 (HSP60) and

TLR-4-p38 MAPKs axis
Oxidized mtDNA and proteins
Lysosome-released cathepsin B

Mitochondria-released hexokinase, ROS
NLRP3 activation
Ionic imbalances

[25,109–119]

Aging
Inflammaging

↑ Membrane attack complexes (MAC)
Reduced mitochondrial fission and fusion

Declined mitophagy
Mitochondrial damage

Selective autophagy-mediated mitochondrial
homeostasis (in microglia)

[33,112,120–122]

§ ↑ = increased.

1.2.1. NLRP3 Inflammasome Priming and Canonical Activation

Importantly, human, and rodent brain cells of all types preferentially express dis-
tinct inflammasomes, e.g., NLRP1 the neurons, NLRP2 the astrocytes, and NLRP3 the
microglia [123–129]. However, under both normal and pathological conditions, all the
neural cell types express the NLRP3 inflammasome, albeit with differing intensities and
regulatory mechanisms [27,64]. Young mice brains physiologically express basal levels of
NLRP3 inflammasome activity to upkeep conditioning-induced neuronal plasticity and
memory consolidation in the ventral hippocampus and basolateral amygdala [130]. Dis-
cordant opinions exist about inflammasomes’ roles in human brain diseases, as specific
molecular lines of evidence are scanty [24,131,132].

Most studies have shown that NLRP3′s canonical activation requires two initiating
signals. The “Signal 1” or “priming step” is an endocytosed PAMP or an endogenous
DAMP/HAMP evoking the signaling from Toll-like receptor 4 (TLR-4) or a NOD-like
receptor (NLR) or the tumor necrosis factor receptor (TNFR). Furthermore, signaling from
G-protein-coupled receptors (GPCRs) can affect NLRP3 activity (see Box 1 for further
details and references).
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Box 1. NLRP3 inflammasome regulation by G-protein coupled receptors (GPCRs).

The six GPCRs families (A–F) include eight hundred entities. The fact that 34% of FDA-approved
drugs target GPCRs proves their clinical importance. For space reasons here, we discuss only a few
GPCRs. For further information, see [133].

B1.1. Calcium-Sensing Receptor (CaSR)
The extracellular domain (i.e., venus flytrap) of the ubiquitously expressed CaSR of family C

GPCRs binds not only Ca2+, its orthosteric (type I) agonist, but also other mono-, bi-, and tri-valent
cations, and various positively charged organic molecules, including polyamines, aminoglycoside
antibiotics, and cationic peptides (e.g., amyloid-β [Aβ]) [134–136]. Moreover, CaSR’s 7TM (seven-
pass transmembrane domain) binds allosteric (type II) ligands (e.g., aromatic L-α-amino acids) and
positive allosteric modulators (PAMs i.e., calcimimetics) and negative allosteric modulators (NAMs
i.e., calcilytics). Ligand-activated CaSR signaling by its intracellular domains is mediated by various
G-proteins and scaffold proteins (e.g., β-arrestin, homer-1) and turns on or off several pathways in-
volving various enzymes, ion channels, and transcription factors [133]. Acting as a calciostat sensing
changes in [Ca2+]e, the CaSR regulates systemic [Ca2+]e homeostasis via parathormone secretion,
modulating gut Ca2+ absorption, bone Ca2+ storage/release, and renal Ca2+ excretion [137]. All
types of neural cells express the CaSR, and those in AD-relevant hippocampus very intensely [138].
Importantly, besides [Ca2+]e homeostasis, the CaSR physiologically regulates neural cell growth, dif-
ferentiation, migration, synaptic plasticity, and neurotransmission [133]. Moreover, the CaSR acts as
a DAMP/HAMP/PAMP sensor, as inflammatory diseases affecting various organs, brain included,
activate CaSR signaling [27]. In turn, CaSR signaling activates the NLRP3 inflammasome via a surge
in phospholipase C-mediated [Ca2+]i and a concurrent fall in the NLRP3-inhibiting cAMP [31], as
well as a proteolytic cleavage of crucial NLRP3 regulators [139]. Moreover, increasing cAMP levels
via an adenylate cyclase (AC) activator (e.g., PGE2) or a covalently changed (e.g., dibutyryl-) cAMP
or a phosphodiesterase (PDE) inhibitor blocking cAMP catabolism to 5′-AMP (e.g., theophylline or
milrinone) promotes cAMP binding to NLRP3, which hinders its activation [26,31,140]. CaSR PAM
cinacalcet activates NLRP3 inflammasome via ERK1/2 signaling [98]. Wang et al. [99] showed that
in subarachnoid hemorrhage-model mice, CaSR’s expression surged in all CNS cell types. The
CaSR agonist gadolinium trichloride (GdCI3) upregulated the levels of phosphorylated CaMKII,
NLRP3 inflammasome expression, active caspase-1, and mature IL-1β. Conversely, CaSR NAM
NPS-2143 and CAMKII inhibitor KN-93 mitigated all CaSR signaling detrimental effects. Hence,
CaSR signaling advanced the first stages of acute brain injury, and Aβ•CaSR signaling could drive
human AD onset/progression [141].

B1.2. G-Protein-Coupled Class C Group 6 Receptor A (GPC6RA)
Alum has been and still is in use as an adjuvant in human vaccines. Alum’s mechanism of

action remained obscure until Quandt et al. [50] proved that in vitro and in vivo alum induced
NLRP3 inflammasome activation via GPRC6A receptor signaling. GPC6RA, of the GPCR Family
C Group 6, senses cations (e.g., Ca2+), osteocalcin, L-α-amino acids, and testosterone. GPC6RA
signaling partakes via MAPK and mTORC1 in prostatic carcinoma progression [51,142–145] and
might contribute to the angiotensin II-driven hypertensive neuroinflammation promoted by 6β-
hydroxytestosterone in male mice [146].

B1.3. G protein-coupled estrogen receptors (GPERs)
GPER1 and GPER30 are seven-pass transmembrane orphan receptors that rapidly mediate

non-genomic estrogen-related kinase signaling. GPER signals prevented hippocampal neuron
death due to transient global cerebral ischemia via a remarkable elevation of the endogenous
interleukin-1 receptor antagonist (IL-1Ra), which suppresses the pro-inflammatory effects of IL-1β.
GPER activation heightened the hippocampal levels of phosphorylated CREB (i.e., cAMP response
element-binding) transcription factor, which promotes IL-1Ra expression. The G36 antagonist
reversed GPER’s neuroprotective effects, proving their specificity [147].

Clearly, CaSR, GPC6RA, and GPERs are PRRs whose roles in neuroinflammation are worthy
of further investigation.

Signal 1 involves both translational and post-translational pathways linked to IFNR,
PKA, MAPK, mTOR, complement proteins, AMPK/autophagy, IRAK1, TRIF (TIR[Toll/IL-1
receptor/resistance protein]-domain-containing adapter-inducing IFN-β), and NLRP3’s de-
ubiquination by BRCC3 (BRCA1/BRCA2-Containing Complex Subunit 3), a Lys63-specific
de-ubiquitinase. These pathways converge toward NF-κB pathway’s activation, which
mediates the genetic transcription of NLRP3, ASC, pro-caspase-1, pro-IL-1β, and pro-IL-
18 [148–152]. The contours of “Signal 2” or the “activation step” of the NLRP3 inflammasome
are less defined. A summary list of Signal 2 includes exogenous dead cell-released ATP,
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which is a ligand of purinergic receptors (see Box 2 for further details and references);
cathepsin B released from destabilized lysosomes; phagocytosed protein polymers; reactive
oxygen species (ROS); cardiolipin; oxidized mitochondrial DNA [112,114]; K+ efflux or Ca2+

influx, independently of each other [153]; and cyclic AMP (cAMP) downregulation [154].
Importantly, also contact sites between mitochondria and ER membranes favor NLRP3
activation. ER-stress signal-released mitochondrial proteins, ER-released Ca2+ surges, lipid
perturbations, and cholesterol trafficking critically partake in NLRP3 activation [155]. More-
over, a surge in extracellular Ca2+ ([Ca2+]e) triggers NLRP3 activation in monocytes [156].
Thus, [Ca2+]i increases might be the signal shared by all the stimuli [155] and/or the final
common NLRP3-activating pathway [157,158].

Box 2. Brain purinergic receptors.

CNS neural cells express diverse types of purinergic receptors, i.e., P1, for adenosine G protein-
coupled receptors; P2X, for ATP-gated ion channels; and P2Y, for G protein-coupled receptors.
Importantly, the intra-brain accumulation of Aβs induces the damaged neural cells to release
ATP into the extracellular matrix (ECM). Exogenous ATP and the agonist 4-benzoyl-ATP (BzATP)
activate the signaling from P2X7 purinergic receptors expressed by neural cells. The upshots are
an increased synthesis and release of pro-inflammatory cytokines and chemokines, and a decline
in the α-secretase activity, causing a plunge in the extracellular shedding of the neurotrophic and
neuroprotective soluble amyloid precursor protein (APP)-α. Yet, various (e.g., mechanical) stressing
factors awaken the signaling of P2X7 receptors, making the cells release their endogenous ATP
through connexin 43 and pannexin hemichannels (i.e., “pathological pores”) [159]. The results are
the activation of the NF-κB axis and of the NLRP3•ASC•caspase-1 and IL-1β pathways in both the
astrocytes and microglia, triggering the sterile neuroinflammation proper of AD within the brain
and of glaucoma within the retina [57,160].

Moreover, the P2X7 receptor agonist BzATP also elicits the release of various cytokines from
the retinal ganglion neurons, i.e., IL-3 (in the presence of extracellular Ca2+); IL-4; IL-10; IL-1Ra;
TNF-α; MIG/CXCL9 (or monokine induced by IFN-γ/chemokine [C–X–C motif] ligand 9); VEGF;
GM-CSF; MIP (macrophage inflammatory protein); CCL20 (or chemokine [C–C motif] ligand 20);
and L-selectin, which altogether exert neuroprotective effects [161]. P2X7 receptor stimulation also
upregulates IL-6 release from the retinal astrocytes and neurons [162]. In microglial cells, P2X7
receptors modulate the phagocytosis of exogenous debris in the absence of any ligand. However,
signals from ligand-bound P2X7 alter lysosome function, causing the cathepsin B-mediated NLRP3
inflammasome activation that a cathepsin B-blocker, CA-074, instead hinders [163].

P2X7
−/− (KO), P2X7 antagonists, such as Brilliant Blue G (BBG), A438079, A839977 and

A740003, and the NF-κB inhibitor Bay 11-7082 blocked the effects elicited by purinergic receptors
signaling. However, P2X7-specific antagonists blocked only the purinergic receptor-dependent
secretion of IL-6 and CCL2 but not TNF-α’s release from microglia. These results revealed the
differential regulation of the microglial secretion of such cytokines [164]. By contrast, the ATP-
activated signaling from the P2Y2 purinergic receptor exerted P2X7-opposite, i.e., anti-inflammatory,
and neuroprotective effects [165,166].

Nuclear receptors too control the NLRP3 inflammasome [167]. Thus, various positive
and negative signaling pathways strictly regulate NLRP3’s activation to prevent any harm
while preserving the host tissues’ homeostasis [168]. Various kinases, ubiquitin ligases, a
de-ubiquitinase, and other enzymes crucially control both NLRP3’s activation and function
termination via ad hoc post-translational modifications of its protein components [169]. As
an example, Bruton’s tyrosine kinase (BTK) directly and positively regulates the NLRP3
inflammasome, which might have therapeutic implications [170]. Usually, sterile, and slow-
acting DAMPs/HAMPs elicit weaker NLRP3 inflammasome responses than infectious
PAMPS do [171]. Finally, inflammasome-interested scientists should note that species-
related differences in animal models can crucially affect their results [172].
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1.2.2. Noncanonical NLRP3 Activation

Hitherto, we have discussed NLRP3’s “canonical activation”, a concept valid also for
NLRP1, NLRC4, and AIM2 inflammasomes. The more recently discovered “noncanonical
activation” of inflammasomes is worth mentioning too. Concerning microglia’s NLRP3,
the noncanonical process involves the activation of caspase-11 and caspase-8 in mice and of
caspase-4 and caspase-5 in humans [173–175]. These caspases behave as cytosolic sensors
that directly bind and are activated by the lipopolysaccharide (LPS) of Gram-negative
bacteria. This drives the secretion of mature IL-1β and IL-18. Additionally, the active
caspases detach N-terminal fragments from the GSDMD/GsdmD proteins, which form
transmembrane pores promoting K+ efflux and thus causing both NLRP3’s canonical
activation and neurons’ pyroptosis [176–179].

The HMGB1 (high mobility group box 1 protein)/caspase-8 pathway is an added
mechanism of noncanonical NLRP3 activation proper of eye glaucoma. An acutely el-
evated intraocular pressure intensifies HMGB1’s signaling, which activates the NLRP3
inflammasome by canonical and noncanonical (via caspase-8) mechanisms, producing
higher amounts of mature IL-1β within the ischemic retinal tissue and thereby advancing
neuroinflammation [59].

1.3. Brain NLRP3 Inflammasome’s Modulation by RNAs

Cells express manifold kinds (ribosomal, messenger, and noncoding) of RNAs, which
control most of their functions. Long noncoding (Lnc) RNAs have more than 200 base pairs
but encode no or few proteins. However, LncRNAs importantly affect body development,
cell differentiation, metabolism, autoimmunity, and immune function, and hence NLRP3
inflammasome activity [180,181]. MicroRNAs (or miRs) are ubiquitous 22-nucleotide-long
single-stranded RNAs that post-transcriptionally control gene expression by silencing
mRNAs via complementary base-pairing [182]. Notably, miRs abound (>2300 types)
inside mammalian cells and are released via extracellular vesicles (EVs) or exosomes
(Exos) into cerebrospinal fluid and blood. Circulating miRs are under investigation as
biomarkers in various diseases and in the distinct stages of each illness. According to
ongoing circumstances, distinct miRs promote or inhibit NLRP3 inflammasome activation.

Among noncoding RNAs, Alu-derived RNAs deserve a brief mention. They result
from the transcription of primate-specific transposable “Alu elements” by small inter-
spersed nuclear elements (SINEs). Alu-RNAs are plentiful, involving >10% of the human
genome, with 102 to 103 copies released into the cytosol of each cell. Alu-RNAs regulate
gene expression by binding and inhibiting RNA polymerase II (P2). Alu-RNAs accumulate
in the brains of patients with dementia or sporadic Creutzfeldt–Jacob’s disease (CJD), in
which they drive neuroinflammation and neuron demise [183]. P3-transcribed Alu-RNAs
(P3Alus) may advance NLRP3 inflammasome-driven neuroinflammation/neurodegeneration
disorders, AD included [184]. Hence P3Alus may be therapeutic targets for such ailments.
Later studies revealed that Alu-RNAs processing rates are elevated in mouse and human
AD brains, tightly correlating with the up-regulated expression of HSF1 (heat shock tran-
scription factor 1), a crucial stress response factor. The increased Alu-RNAs processing rates
would fix into active mode the HSF1/Alu-RNA/stress response/cell death-promoting
genes (e.g., p53) axis in AD patients [185,186].

This topic is bound to undergo further developments in regard not only to LncRNAs,
miRs, and Alu-RNAs, but also to the recently discovered circular RNAs [187].

Table 2 reports details about LncRNAs/miRs and NLRP3 interactions.
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Table 2. RNAs modulating brain NLRP3 inflammasome’s function.

(A) Activation.

RNAs Model Mechanisms References

LncRNA-Cox2 Murine microglia

↑ § Transcription of NLRP3 and ASC
TLR-mediated signaling

pathways
Autophagy block

Microglia activation

[180,181,
188]

LncRNA-Meg3 Murine microglia miR-7a-5 downregulation [189]

miR-141 Brain tissue of diabetic mice NF-κB-mediated
NLRP3 expression [190]

Exo-miR-124
Exo-miR-146a
Exo-miR-155

LPS-primed N9 microglia cells ↑ TLR4/TLR2/NF-κB axis [191]

miR-193 Murine brain cortex
Murine microglia

↑ Expression of NLRP3, ASC, cleaved
caspase-1 and mature

IL-1β
[192]

miR-590-3 In silico AD patients’ data Promoted neurons’ death via AMPK signaling [193]

P3Alu-RNAs Primary human retinal pigment cells ERK1/2 and NLRP3 activation, neurons’ death [184]

(B) Inhibition.

RNAs Model Mechanisms References

circRNA_003564 Spinal cord injury (rat model)
↓ § NLRP3, caspase-1,

mature IL-1β, Il-18, GsdmD
↓ Pyroptosis

[187]

LncRNA-Meg3 Rat hippocampal neuronal model of
temporal epilepsy

PI3K/AKT/mTOR
pathway activation [194]

miR-7 Murine neural stem cells NLRP3/caspase-1
suppressor [195,196]

Exo-miR-21 APP/PS1 2xTg AD-model mouse Improved memory [197]

miR-22, Exo-miR-22 APP/PS1 2xTg AD-model mouse
PC12 cells Downregulated NLRP3 [198,199]

Exo-miR-23b Rat model of intracerebral hemorrhage Antioxidant effects via PTEN/NRF2 inhibition [200]

miR-29c-3p
Exo-miR-29c-3p

PC12 cells
AD-model rat

Suppression of BACE1,
p-Tau, and pyroptosis via Wnt/β-catenin

pathway
[201,202]

miR-152
Microglial BV2 cell

Hippocampal neuronal HT22 cell line
Rat model of intracerebral hemorrhage

TXNIP-mediated block of NLRP3 activation [203]

Exo-miR-188-3p PD-model mouse
MN9D dopaminergic neuronal cells

Suppression of
NLR3/pyroptosis [204]

miR-194-5p Rat model of intra-
cerebral hemorrhage

Blocked NLRP3/TRAF6
interaction [205]

miR-223-3p Serum samples from PD, AD, and MCI
patients, and healthy controls

Negative NLRP3
regulation [206]

miR-374a-5p Rat model of hypoxic-ischemia
encephalopathy

Suppressor of SMAD6/NLRP3
in microglia [207]

§ ↑ = increased; ↓ = decreased.
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1.4. Brain NLRP3 Inflammasome’s Modulation by Extracellular Vesicles (EVs) and
Exosomes (Exos)

EVs partake in neuroinflammation-promoting intercellular signaling. Exos are a class
of EVs extruded by any cell type. Exos originate in multivesicular bodies, have sizes of
30–100 nm, and bear specific tetraspanin family markers on their membranes. Exos enclose
and convey high numbers of functional proteins, lipids, and regulatory RNAs, which
affect recipient cells’ metabolic activities, proliferation, or death. Hence, nerve cell-released
Exos can act as “either friends or foes” to neurons depending upon their cargoes (e.g.,
growth factors or Aβs or p-Taues) [60,208] (v. Table 2). In a model of microglial BV-2 cells,
pyroptosis induced by O2-glucose deprivation/reperfusion (OGD/R), human mesenchy-
mal stem cells (MSC)-released Exos (huMSC-Exos) increased FOXO3a gene expression,
thereby enhancing mitophagy while reducing the levels of NLRP3; cleaved caspase-1,
IL-1β, IL-18; GsdmD-N fragments; and pyroptosis. Hence, huMSC-Exos might mitigate hu-
man neurons’ OGD/R-induced pyroptosis [209]. Consistently, bone marrow MSC-derived
Exos (BMMSC-Exos) intravenously injected 2 h after middle cerebral artery occlusion
(MCAO) decreased brain infarct volume, NLRP3 protein expression, and neuron pyrop-
tosis. Moreover, BMMSC-Exos administration shifted the ischemia-induced microglial
proinflammatory M1 phenotype to the homeostatic M2 [210].

Cui et al. [197] reported that Exos released from hypoxia-preconditioned MSCs (MSC-
Exos) downregulated TNF-α and IL-1β, hindered NF-κB and STAT3 (signal transducer
and activator of transcription 3) activation, and decreased Aβ peptides levels and senile
Aβ plaques, while upregulating anti-inflammatory IL-4 and IL-10, and exo-miR-21, which
improved memory and learning in APP/PS1 AD-model mice. In another study, Cui
et al. [211] used the CNS-specific rabies viral glycoprotein (RVG) to target intravenously
infused Exos released from MSCs (MSC-RVG-Exos) to the cerebral cortex and hippocampi
of transgenic APP/PS1 AD-model mice. MSC-RVG-Exos downregulated IL-1β, TNF-α,
and IL-6, while upregulating anti-inflammatory IL-10, IL-4, and IL-13.

In summary, the available evidence about EVs’ and Exos’ beneficial or harmful roles
in NLRP3-mediated neuroinflammation is still scanty. A further limitation is that most
studies focused on the RNAs conveyed by EVs or Exos. However, EVs or Exos also trans-
port high numbers of different proteins that either promote or hinder neuroinflammation.
In fact, Exos from Aβ25–35-exposed human cortical astrocytes conveyed significantly in-
creased amounts of p-Taues [212], while Exos from human AD brains transported Aβ

oligomers [213].

1.5. Other Brain NLRP3 Inflammasome Regulators

Under any situation, complex sets of endogenous factors control or restrain NLRP3
inflammasome assembly and/or function, trying to reestablish and/or upkeep tissue
homeostasis. Zhang et al. [214] strengthened the relevance of the NLRP3 concept by
proving that NLRP3 gene knockout or pharmacological blockage improved the course of
various inflammatory diseases modeled in rodents. Hereafter we mention relevant NLRP3
regulators.

The zinc-finger protein A20, i.e., TNFAIP3 (TNF-α-induced protein 3), has two func-
tions: it blocks apoptosis and crucially controls microglia function by inhibiting NF-κB
activation in CNS physiological and pathological conditions. A20 knockout led to NLRP3
inflammasome’s hyperactivation, increasing mature IL-1β secretion and neuroinflamma-
tion intensity [215].

Additionally, CD40 (i.e., cluster of differentiation 40) protein, a member of the TNFR su-
perfamily, negatively affected the ATP•TLR4-signaling-mediated NLRP3 inflammasome’s
activation in microglia. Therefore, it regulated microglia’s inflammation-initiating Th17
response triggered by DAMP-induced brain injuries [216].

Mitsugumin-53 (i.e., TRIM-72 or tripartite motif 72) protein partook in damaged
plasma membranes repair and inhibited the NLRP3/caspase1/IL-1β pathway and TNF-α
expression, thus mitigating neuroinflammation [217]. Conversely, the TRIM-21 protein pro-
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moted microglia’s pro-inflammatory M1 phenotype polarization that TRIM-21’s knockout
reversed [218].

Osteopontin is a highly phosphorylated ECM sialoprotein expressed during the sub-
acute phase following cerebral infarction. It stimulated microglia’s chemotaxis while
preventing NLRP3’s activation and its sequels [52].

Worth mentioning here is PKR (i.e., protein kinase RNA-activated), a multirole serine–
threonine kinase controlling mRNA transcription/translation, protein synthesis, cell prolif-
eration, apoptosis, and brain function, in addition to shielding cells from viral infections. A
dysfunctional PKR partook in cancer and neuroinflammation [219]. Moreover, by using
wild-type and PKR−/− mouse macrophages, Lu et al. [220] showed that PKR needed to
physically interact with NLRP3, NLRC4, and AIM-2 inflammasomes to activate them.
However, using LPS-treated PKR−/− bone marrow-derived macrophages isolated from
different mouse strains, He et al. [221] reported that following stimuli activating NLRP3,
NLRC4, and AIM2 inflammasomes’ PKR activity was critical for nitric oxide synthase-2
(NOS-2) induction, yet dispensable for pro-IL-1β and pro-IL-18 cleavage by caspase-1 [172].
Altogether the divergent results of Lu et al. [220] and Healy et al. [172] show that the animal
species or strains investigated do significantly affect the kind of mechanisms activating or
inactivating the NLRP3 and other inflammasomes. This adds a remarkable degree of com-
plexity to the topic and stresses the importance of investigating corresponding mechanisms
in human neural cells models.

1.6. Brain NLRP3 Inflammasome Inhibitors

Inhibiting the NLRP3 inflammasomes has been a tantalizing enterprise given its
potential therapeutic applications in brain diseases. Table 3 lists the reported NLRP3
inhibitors, of which MCC950 is the most popular one in experimental works [222], although
it failed in a clinical trial due to off-target toxic effects.
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Biomedicines 2023, 11, 999

1.7. Brain NLRP3 Downregulation by Officinal Plant Agents/Herbal Extracts

Since time immemorial, plants were and still are the source of drugs helping human
ailments. Although extracts of plant body portions are still in use in Traditional Chinese
Medicine (TCM), the current more scientific attitude is to find the specific compound(s) of
potential therapeutic use. Table 4 reports the most relevant agents and herbal extracts of
interest regarding the brain NLRP3 inflammasome.

It is worth noting that save for ginsenoids, artemisinin, and artesunate, all the other
hitherto-reported therapeutically promising plant agents/herbal extracts still need in-depth
preclinical studies and well conducted clinical trials prior to becoming FDA-approved
drugs. On the other hand, altogether the above-listed agents/extracts represent a treasure
trove of future therapeutic assets.
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2. NLRP3 Inflammasome in Brain Acute Injuries

Glial NLRP3’s role is controversial in HI/OGD (oxygen–glucose deprivation)-model
animals. Denes et al. [336] reported that plasma IL-18 levels and brain infarction volume
were alike in both wild-type and NLRP3-shRNA-silenced mice. Therefore, NLRP3’s down-
regulation was not as neuroprotective as expected because other inflammasomes took over
and functioned in NLRP3’s stead. In fact, after shRNA-induced NLRP3 depletion, OGD
significantly increased AIM2 inflammasome’s expression while NLRC4’s expression did
not change in BV-2 microglial cells.

Conversely, Yang et al. [337] showed that in newborn mouse astrocytes HI and OGD
activated TRPV1 (transient receptor potential vanilloid 1), a non-selective cation channel
of the TRP family. Next, the TRPV1 signaling drove the JAK2-STAT3 pathway, which
mediated NLRP3 inflammasome’s activation and increased IL-1β levels. Notably, in HI-
and OGD-exposed TRPV1−/− mouse astrocytes, JAK2 and STAT3 activation and IL-1β
upregulation were less intense. Interestingly, this study revealed different cell type-related
timings of NLRP3 activation elicited by HI/OGD. In newborn mouse astrocytes of the
hippocampus, striatum, and thalamic habenula, NLRP3’s activity increased by 3 h, while
in microglia it was insignificant at 3 h but increased remarkably by 72 h. Then again,
Schölwer et al. [338] showed that OGD completely inactivated phagocytic activity in wild-
type BV-2 cells, while HI restored phagocytic activity in NLRP3-shRNA-depleted BV-2
cells. Therefore, the authors posited that NLRP3 plays a minor replaceable role in the
OGD-elicited neuroinflammation, at least in microglia. Conversely, an anti-inflammatory
pleiotropic cytokine, IL-10, hindered NLRP3 activation in microglia by increasing STAT-
3’s function, which stifled the transcription/translation of pro-IL-1β and mature IL-1β
production [339].

Relevant to this topic is IL-33, another IL-1 family member playing major pleiotropic
roles in normal and pathological conditions [340]. In neonatal mouse astrocytes, IL-33 ex-
pression markedly increased by 24 h after a cerebral HI episode. Exogenously administered
IL-33 did mitigate brain infarction volume by one week after the HI event. Astrocytes’
basal expression of ST2 (or suppressor of tumorigenesis 2), the IL-33 receptor, was intense
and after HI exposure increased further. Conversely, a ST2 shortfall worsened the HI-
elicited brain infarction. The IL-33•ST2 signaling-activated pathways mitigated astrocytes’
HI-elicited neuroinflammatory response and apoptosis. Moreover, in vitro IL-33-treated
murine astrocytes released neurotrophic factors, which protected HI- and OGD-exposed
neurons’ viability [341]. Besides, administering IL-33 plus MCC950 and antimalarial drugs
improved the outcome in a model of murine cerebral malaria [342] in which the Plasmodium
falciparum overgrew inside the cortical capillaries, diffusely obstructing blood flow.

Franke et al. [36] showed that following stroke’s onset, the early up-regulation of
the NLRP3 inflammasome occurred in neurons, glia, and vascular endothelia, leading to
blood–brain barrier (BBB) breakdown. Consistently, NLRP3 inhibition hindered endothelial
pyroptosis induced by the thrombolytic agent rt-PA (or tissue plasminogen activator), thus
preserving the BBB’s integrity [11]. Similarly, NLRP3-inhibitor MCC950 protected brain
endothelial cells from rt-PA’s toxic effects in an in vitro HI-exposed BBB model [343].
Additionally, NLRP3′s knockout alleviated the NF-κB pathway-mediated brain damage
in a middle cerebral artery occlusion (MCAO)-induced focal ischemia mouse model [344].
Moreover, lithium (Li+), the archetypal mood stabilizer, also impeded HI/R-induced
NLRP3 inflammasome activation, and by stimulating STAT3’s function improved motor
behavior, cognition, and depression [345].

Figure 1 sums up the main signaling pathways involving NLRP3 in acute brain injuries.
Finally, electroacupuncture (EA) exerted analgesic effects by suppressing NLRP3

inflammasome function in the spinal dorsal horn of mice [346]. Moreover, EA at the skull’s
Shenting (DU24) and Baihui (DU20) acupoints attenuated cognitive impairment in rats
with brain HI/R injury by regulating endogenous melatonin secretion through alkylamine
N-acetyltransferase synthesis in the epiphysis. Next, melatonin acted neuroprotectively by
blocking NLRP3 activation via upregulating mitophagy-associated proteins [347].
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Figure 1. Schematic illustration of stressors and factors inducing/modulating NLRP3 inflamma-
some’s activation and its sequels in astrocytes and microglia under acute injuries due to hypoxic
ischemia, stroke, and hemorrhage. Left: Astrocyte’s prompt response. Acute O2 tension fall activates
Ca2+ influx through TPRV1 channels, triggering the JAK2/STAT3 axis and NLRP3 inflammasome
activation. It also increases BACE1 and IL-33 gene expression. Over-released IL-33 binds its STD2
receptor, whose signaling mitigates NLRP3 activity. Later, BACE1 increased activity overproduces
Aβs. Extracellularly released excess Aβs bind and activate CaSR signaling, which contributes
to NLRP3 inflammasome activation by reducing cAMP levels and activating CaMKII. Aβ•CaSR
signaling also increases BACE1 and GSK-3β activities, driving the over production of Aβs from
APP and p-Taues, which are both intracellularly accumulated and extracellularly released. CaSR
NAM (Calcilytic) NPS2143 and CaMKII inhibitor KN93 suppress Aβs•CaSR signaling noxious
effects (see for more details Box 1). Top right: Late wild-type microglia response. The NLRP3
activation is blocked by various agents, which activate via Akt the expression of NRF2 transcrip-
tion factor. NRF2 activity reduces the M1 (proinflammatory) fraction of microglia. Bottom right:
In a model of NLRP3 full-knockout microglia Ca2+ influx activates in NLRP3 stead the AIM2 in-
flammasome’s signaling, the upshot being the same, i.e., the overproduction/release of IL-1β and
IL-18 [336]. A yellow frame encloses the assembled inflammasomes, while nuclear envelopes are
orange colored. Abbreviations: Aβs = amyloid-β peptides; AC = adenylyl cyclase; AIM2 = absent
in melanoma 2 inflammasome; Akt = protein kinase B; APP = amyloid precursor protein; ASC
= apoptosis-associated speck-like protein endowed with a caspase recruitment domain or CARD;
BACE1 = β-secretase; BBB = blood-brain barrier; cAMP = 3′,5′-cyclic adenosine monophosphate;
CASP1 = caspase-1; CaMKII = Ca2+/calmodulin-dependent protein kinase II; CaSR, calcium-sensing
receptor; GdCl3 = gadolinium chloride; GSK-3β = glycogen synthase kinase-3β; JAK2 = Janus
kinase 2; KN93 = N-[2-[[[(E)-3-(4-chlorophenyl)prop-2-enyl]-methylamino]methyl]phenyl]-N-(2-
hydroxyethyl)-4-methoxybenzenesulfon-amide; NPS-2143 = 2-chloro-6-[(2R)-2-hydroxy-3-[(2-methyl-
1-naphthalen-2-ylpropan-2-yl)amino]-propoxy]-benzonitrile; p-Taues = hyperphosphorylated Tau
proteins; STAT3 = signal transducer and activator of transcription 3); STD2 = suppression of tumori-
genicity 2 (receptor); TPRV1 = vanilloid type 1 receptor/channel; WT = wild-type. ↓O2 = decrease in
oxygen tension. The other arrows show the sequences of molecular events induced by stressors and
factors. ⊥ = inhibition.
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In conclusion, given the consistent risk that an acute brain injury triggers a chronic
neurodegenerative disease entailing a lethal outcome, the therapeutic mitigation or better
suppression of neuroinflammation within a brief time lag following the harmful event
constitutes a quite valid target to be pursued.

3. NLRP3 Inflammasome in Chronic Neurodegenerative Disease

3.1. Alzheimer’s Disease (AD)

AD is the most prevalent human dementia. Under healthy conditions, the NLRP3
inflammasome is inactive in microglia and astrocytes. Halle et al. [348] first showed that
Aβ fibrils—AD’s main drivers together with p-Taues and neuroinflammation—activate
microglia’s NLRP3 inflammasome in APP/PS1 AD-model mice. After phagocytosis by
primary mouse microglia, Aβ1–42 fibrils damaged the lysosomes, which released cathepsin
B, activating the NLRP3 (previously named NALP3) inflammasome and IL-1β, TNF-
α, and nitric oxide (NO) overproduction. In turn, the activated NLRP3 inflammasome
intensified AD neuropathology in vivo well before Aβs senile plaques appeared [348–350].
Heneka et al. [349] also showed that NLRP3 inflammasome’s downregulation shifted
microglia’s polarization toward the homeostatic M2 phenotype, concurrently depleting the
brain’s Aβs load. Hence, they posited that NLRP3 inflammasome activation remarkably
partook in the microglia-mediated persistent neuroinflammation observed in AD-model
mice. Consequently, NLRP3’s inhibition would be a novel anti-AD therapeutic approach.
Consistently, NLRP3-blocking dihydromyricetin [239] or MCC950 [222] promoted the
brain’s Aβs clearance, increased hippocampal and cortical M2 microglia fractions, and
improved memory and cognition in APP/PS1 mice.

Astrocytes are by far the most abundant cell type populating the brain. Hence,
any astrocytes’ contributions to neuroinflammation are quite relevant to the progres-
sion/outcomes of neurodegenerative diseases. ASC is an adaptor protein forming stable
NLRP3•ASC complexes acting as inflammasomal activation hubs. Studies using ASC+/−
or ASC−/− 5xFAD newborn mice proved that Aβs do activate astrocytes’ inflammasome(s).
In ASC+/− mice, NLRP3 inflammasome activity was downregulated; concurrently, an
upregulated MIP-1α/CCL3 release increased Aβs phagocytosis by lipopolysaccharide
(LPS)-primed primary newborn 5xFAD mouse astrocytes. Moreover, in 7–8-month-old
ASC+/− 5xFAD mice, Aβs’ brain load downfall correlated with upregulated CCL3 gene
expression and improved spatial reference memory [351,352]. Furthermore, ASC moieties
released from pyroptotic neurons bound extracellular Aβs and cross-seeded Aβs’ increase,
promoting NLRP3 inflammasome’s activation, neuronal pyroptosis, and neuroinflamma-
tion. In turn, these effects increased ASC’s available moieties, triggering a self-sustaining
feedforward vicious loop while undermining microglial Aβs clearance [353].

Murphy et al. [354] showed that exposure to Aβs increased cytosolic cathepsin B’s pro-
tease activity, which drove NLRP3 inflammasome’s activation and IL-1β over release from
wild-type rat primary glial cultures. Consistently, the endogenous protease inhibitor α1-
antitrypsin (A1AT) reduced Aβ1–42-elicited NLRP3’s activation and its sequels in primary
cortical astrocytes from BALB/c mice [128,222].

More recent investigations using rodent astrocytes confirmed that exposure to Aβ1–42 or
LPS inhibited the autophagy/lysosome function while activating the NLRP3/ASC/caspase-
1/IL-1β pathway. However, the administration of rapamycin or 17β-estradiol (E2) or
progesterone rescued autophagic activity while curbing the Aβ1–42- and LPS-activated
NLRP3/caspase-/IL-1β pathway in the astrocytes. By contrast, 3-methyladenine, a specific
autophagy inhibitor, blocked progesterone’s neuroprotective effects and drove astrocytes’
NLRP3 inflammasome activation and neuroinflammation [355,356].

Here, a mention is in order about the inducible thioredoxin-interacting protein (TXNIP),
which partakes in oxidative stress and regulates thioredoxin (TRX), another redox con-
troller. Both the unfolded protein response (UPR) and ER stress also activate TXNIP.
Concurrently, UPR activates the IRE-1α (or inositol requiring enzyme-1α) stress sensor
pathway, which in turn further increases TXNIP’s amounts susceptible of activation [357].
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Importantly, TXNIP’s function is essential for the increased expression and activation of
NLRP3’s inflammatory cascade, both in the aging-associated chronic inflammaging, which
goes along with senile cognitive decline, and in the hippocampal neurons and microglia
of AD brains [66,67,358]. In rodent models of AD, Aβ1–42 drove NLRP3 activation and
oxidative damage via the formation of TXNIP•Keap1 (Kelch-like ECH-associated protein-
1)•NRF2 (nuclear factor erythroid 2-related factor 2) complexes. Exposure to HJ105 or HJ22,
both piperine derivatives, or 9-(NXPZ-2) or maxacalcitol, an active vitamin D analogue,
directly inhibited the formation of Keap1•NRF2 complexes, upregulated NRF2’s nuclear
expression, hindered TXNIP-mediated NLRP3 inflammasome activation, and blocked
Aβ1–42 and oxidative stress noxious effects [359–362].

Figure 2 sums up the main signaling pathways involving NLRP3 in AD.
Notably, ER stress concurs with the depletion of the anti-aging and cognition-enhancing

Klotho, FOXO-1, and mTOR proteins. Moreover, proteins partaking in ER stress devel-
opment —such as BiP (binding immunoglobulin protein), eIF-2α (eukaryotic initiation
factor-2α), and CHOP (C/EBP homology protein)—showed heightened levels of expres-
sion in the hippocampi of AD brains. Therefore, altogether TXNIP could link the chronic
increases in glucocorticoids elicited by a persistent ER stress with AD’s enduring NLRP3
activation and neuroinflammation [67,363].

A newly identified gene associated with the risk of AD is TREML2 (triggering receptor
expressed on myeloid cell-like 2), a protein expressed by microglia [364,365]. TREML2
protein expression levels rise along with AD progression in vivo [366] and after LPS stimula-
tion in primary microglia in vitro, both proving TREML2 involvement in microglia-induced
neuroinflammation [367]. Then again, Wang et al. [368] showed that LPS stimulation or
lentivirus-mediated TREML2 overexpression remarkably upregulated NLRP3 inflamma-
some activation; IL-1β, IL-6, and TNF-α secretion; and proinflammatory M1-type polariza-
tion in microglia of APP/PS1 AD-model mice. Therefore, TREML2 inhibition would be a
novel anti-AD therapeutic approach.

Two studies showed that caspase-1-mediated overproduction of IL-1β occurred in
brain samples from mild cognitive impairment (MCI) and fully symptomatic AD pa-
tients. Hence, in both groups, microglial NLRP3 inflammasome activation advanced AD’s
persistent neuroinflammation [140,348]. Sokolowska et al. [140] also showed that phagocy-
tosed Aβ1–42 fibrils damaged human macrophages’ lysosomes, which released cathepsin B
into the cytosol, triggering the NLRP3•ASC•caspase-1 inflammasome’s oligomerization
and activation. Moreover, studies conducted on brain tissue samples from AD patients
that had died because of intercurrent systemic infections and APP/PS1 AD-model mice
revealed that any added proinflammatory insults intensified NLRP3 inflammasome’s
assembly/activation and IL-1β, IL-6, and various chemokines release from microglia, as-
trocytes, and neurons while increasing the brain’s Aβs and p-Taues load. Hence, any
concurring etiologic factor could worsen neuroinflammation and hasten AD progression in
humans [71,369,370].

Saresella et al. [371] reported the occurrence of a significantly upregulated expression
of mRNAs encoding for NLRP1; NLRP3; ASC/PYCARD; caspase-1, -5, and -8; pro-IL-1β;
and pro-IL-18 in monocytes isolated from MCI or late-stage AD patients. However, both
NLRP1 and NLRP3 inflammasomes functioned only in late-stage AD monocytes. Con-
versely, ASC/PYCARD and caspase-1 expression was normal in early MCI monocytes in
which assembled/functional inflammasomes were missing. Hence, concurrently activated
NLRP1 and NLRP3 inflammasomes aggravated neuroinflammation only in late AD.

Interestingly, in subjects with autistic spectrum disorders (ASD), Saresella et al. [131]
found that both AIM2 and NLRP3 inflammasomes were active, overproducing IL-1β and
IL-18. Simultaneously, there occurred an upregulation of the innate immunity suppressor
IL-37, a decline of anti-inflammatory IL-33, and a rise in IFABP (intestinal fatty acid-binding
protein—an altered gut permeability index). Therefore, multiple inflammasomes are active
in both AD and ASD.
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Figure 2. Schematic depiction of stressors and factors inducing/modulating glial cell NLRP3 in-
flammasome activation and its consequences in AD. Exogenous Aβs, p-Taues, ATP, ASC, IL-1β,
and IL-18 interact with cell surface receptors, including CaSR (see Box 1), TL-4, and P2X7 (see
Box 2), or are endocytosed to activate NF-κB and NLRP3 inflammasome signaling. They also
induce ER stress, release Cathepsin B from damaged lysosomes, and block autophagy, while over-
releasing further amounts of Aβs, p-Taues, and inflammatory cytokines. Altogether, they damage
myelin sheaths and cause M1 microglial phenotype polarization and neuron and oligodendrocyte
pyroptotic death. NLRP3 and receptor inhibitors mitigate the just-mentioned noxious effects. Ad-
ditionally, the CaSR NAM NPS-2143 blocks Aβs, p-Taues, and IL-6 over production and release
and reactivates autophagy (not shown; [181,199,354]). Regarding the roles of other-than-NLRP3
inflammasomes, see [24]. A yellow frame encloses the assembled NLRP3 inflammasomes, while
nuclear envelopes are orange-colored. Abbreviations: A438079 = 3-[[5-(2,3-dichlorophenyl)tetrazol-
1-yl]methyl]pyridine; Aβs = amyloid-β peptides; ASC = apoptosis-associated speck-like protein
endowed with a CARD; Bay117082 = (E)-3-(4-methylphenyl)sulfonylprop-2-enenitrile; BBB = blood-
brain barrier; BBG = brilliant blue G; cAMP, 3′,5′-cyclic adenosine monophosphate; CA074 = CAS
134448-10-5; CASP1 = caspase-1; CaSR = calcium-sensing receptor; CCL3 = gene encoding MIP-1α
chemokine; DHM = dihydromyricetin; E2 = estradiol; FOXO1 = forkhead box protein O1; GMF,
glia maturation factor; JAK2 = Janus kinase 2; Keap1 = Kelch-like ECH-associated protein 1; KN93
= N-[2-[[[(E)-3-(4-chlorophenyl)prop-2-enyl]-methylamino]methyl]-phenyl]-N-(2-hydroxyethyl)-4-
methoxybenzenesulfon-amide; LPS = bacterial lipopolysaccharide; MCC950, CAS 210826-40-
7; MIP-1α = monocyte chemoattractant protein-1α; mTOR = mammalian target of rapamycin;
MyD88 = myeloid differentiation primary response 88; NF-κB = nuclear factor κB; P2X7 = purinergic
receptor; p-Taues = hyperphosphorylated Tau proteins; STAT3 = signal transducer and activa-
tor of transcription 3; TLR-4 = Toll-like receptor 4; TPRV1, vanilloid type 1 receptor/channel;
TXNIP = thioredoxin interacting protein. The small arrows close to a name indicate (↓) decrease,
or (↑) increase in levels. ⊥ = inhibition. The other arrows show the sequences of molecular events
induced by stressors and factors.
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Immunohistochemical studies conducted on samples of temporal cerebral cortex of
AD brains showed that the increased expression of NLRP3 inflammasome’s constituents,
including pro-caspase-1, and of IL-1β and IL-18, co-localized with glia maturation factor
(GMF), APOE-ε4, sequestosome 1 (SQSTM1)/p62, LC3-positive autophagic vesicles, and
LAMP1, a lysosomal marker. Notably, clusters of GMF overexpressing reactive astrocytes
surrounded the amyloid senile plaques. GMF is a highly conserved proinflammatory pro-
tein that activates glial cells advancing human neurodegenerative processes. Conversely, in
AD-model animals, GMF suppression mitigated the neurodegeneration. Altogether, these
results showed that in humans, GMF could intensify NLRP3-driven neuroinflammation
while concurrently hampering the autophagosomal pathway clearing Aβs aggregates [349].
Of note, Ahmed et al. [372] and Ramaswamy et al. [352] posited that GMF may advance
neuroinflammation in all neurodegenerative diseases.

By sharp contrast, the results of another human postmortem study negated NLRP3
inflammasome function in the brains of advanced AD cases in which astrocyte activation
was instead prominent [132].

In addition to Aβs and neuroinflammation, p-Taues are among AD’s main drivers.
Stancu et al. [373] and Ising et al. [71] proved that a causal link existed between p-Taues and
inflammasomes’ activation. They showed that following microglial endocytosis and lysoso-
mal sorting, prion-like Tau seeds activated NLRP3 inflammasome signaling in the THY-
Tau22 transgenic mouse line, a tauopathy-model animal. Moreover, the chronic intraventric-
ular administration of NLRP3 inhibitor MCC950 significantly thwarted the neuropathology
driven by the exogenous p-Tau seeds. Concurrently, NLRP3 suppression decreased the
p-Taues levels and hindered their aggregation into neurofibrillary tangles by restraining
Tau kinases’ activity while increasing that of p-Tau phosphatases [71]. Then again, Jiang
et al. [60] showed that p-Tau paired-helical filaments and p-Taues from human tauopathy
brains primed and activated IL-1β production via MyD88 and NLRP3•ASC•caspase-1
pathways in primary human microglia. The authors also showed that p-Taues accumulation
concurred with elevated ASC and IL-1β levels in postmortem brains of tauopathies patients.

Autophagy is a conserved process by which lysosomes remove dysfunctional cellular
components and relevantly regulate NLRP3’s role in inflammatory CNS diseases [10,374].
A reduced biogenesis and function of lysosomes/autophagosomes promotes the NLRP3’s
inflammasome activation driving the neuroinflammatory response in AD-model animals
and cultured neural cells. In keeping with this, Zhou et al. [375] showed that overexpressing
the transcription factor EB (TFEB), the primary regulator of lysosomal biogenesis, both
improved the autophagosomes/lysosomes function and mitigated the neuroinflammation
in AD-model cells.

Summing up, NLRP3 inflammasome targeting might hinder AD’s etiopathogenetic
tripod, i.e., Aβs, p-Taues, and neuroinflammation, and beneficially affect tauopathies too.
This is indeed a sensible proposal, but hitherto its real effectiveness in stopping human
AD’s progression is unproven. Moreover, it does not consider inflammasomes’ plurality,
potential functional interchangeability, and their different expression levels in the distinct
neural cell types.

3.2. Parkinson’s Disease (PD)

PD is the second-most-common age-related human neurodegenerative disorder. The
progressive spread of PD neuropathology causes motor disturbances and neuropsychiatric
disorders (e.g., depression). PD’s hallmarks are inclusions rich in misfolded α-synuclein
(α-Syn) protein localized at the presynaptic terminals of melanin-rich dopaminergic neu-
rons within the mesencephalic substantia nigra and subcortical corpus striatum. Zhang
et al. [376] found the overexpression of IL-1β and IL-18 in cerebrospinal fluid samples from
PD patients. Consistently, α-Syn mediated NLRP3 inflammasome activation in cultured
human microglia [64]. In PD-model animals, β-hydroxybutyrate, a ketone body, did not
inhibit NLRP3 [377] while blocking it in AD [378]. Therefore, α-Syn aggregates trigger
chronic neuroinflammation sustained by mitochondrial dysfunction causing ROS over-
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production and by unrestrained microglia activation advancing dopaminergic neurons’
pyroptosis [379–381].

Figure 3 sums up the main signaling pathways involving NLRP3 in PD.

Figure 3. Summary illustration of stressors and factors inducing/modulating dopaminergic neu-
rons’ and microglia’s NLRP3 inflammasome activation and its consequences in PD. Overproduced
α-synuclein (α-Syn) forms cytosolic aggregates (named when massive Lewis bodies) that damage
lysosomes releasing cathepsin B, a cysteine protease. The latter interferes with mitochondrial activi-
ties causing in sequence dysfunctional mitophagy, ROS surpluses, oxidative stress, NF-κB pathway
signaling, and overexpression of NLRP3 inflammasome components, the latter’s activation, and its
downstream consequences. Exogenous ATP from pyroptotic cells helps activate NLRP3 inflamma-
some via the P2X7 purinergic receptor signaling (see Box 2 for more details). The upshots are the
release of IL-1β and IL-18 and K+ efflux through pores made of GSDMD-N terminal fragments. α-Syn
is also released extracellularly within exosomes that spread and are taken up by neighboring neural
cells, expanding the neuropathology, or they circulate in the body fluids thus affecting peripheral
tissues. Accumulated Cu2+ ions also harm mitochondria contributing to NLRP3 inflammasome’s
activation. The toxic α-Syn effects are similar in microglia, in which they are mediated by TLR-2
and TLR-4 receptors too. α-Syn also blocks the chaperone-mediated autophagy (CMA) pathway
regulated by the p38 MAPK/TEFB axis. Eventually, both nigrostriatal dopaminergic neurons and
microglia undergo pyroptotic death. A yellow frame encloses the assembled inflammasomes, while
nuclear envelopes are orange-colored. Abbreviations: ASC = apoptosis-associated speck-like protein
endowed with a CARD domain; 5-BDBD = 5-(3-Bromophenyl)-1,3-dihydro-2H-benzofuro[3,2-e]-
1,4-diazepin-2-one; CASP1 = caspase-1; Exos = exosomes; GSDMD-N = gasdermin D N-terminal
fragments; NF-κB = nuclear factor κB; P2X7 = purinergic receptor; p38 MAPK = p38 mitogen activated
protein kinase; ROS = reactive oxygen species; TFEB = transcription factor EB; TLR=Toll-like receptor.
↑ROS = increase in ROS levels. ⊥ = inhibition. The other arrows show the sequences of molecular
events induced by stressors and factors.
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Moreover, Scheiblich et al. [382] reported that the signaling triggered by the binding
of α-Syn monomers or, to a lesser extent, α-Syn oligomers to TLR-2 and TLR-5 recep-
tors activated the NLRP3 inflammasome in microglia with no priming needed. Using
immunohistochemical and genetic approaches, von Herrmann et al. [383] supplied evi-
dence that dopaminergic neurons are sites of NLRP3 activity in PD. Moreover, increases in
NLRP3 inflammasome and NLRP3-dependent pro-inflammatory cytokines were detectable
in the peripheral plasma of PD patients, proving NLRP3 inflammasome involvement in
PD’s pathogenesis [196,384]. The latter authors also showed that miR-7 inhibited NLRP3
gene expression in microglia, thereby reducing microglia activation, neuroinflammation,
and nigrostriatal dopaminergic neuron pyroptosis. A patient-based study characterized
NLRP3 in the first stages of midbrain nigral neurodegeneration and in the biofluids drawn
from PD patients, suggesting that NLRP3 may be both a key inflammation mediator
in the degenerating midbrain and a tractable therapeutic target [385]. Moreover, Wang
et al. [386] showed that NLRP3 activation and IL-1β and IL-18 maturation occurred in the
6-OHDA (6-hydroxydopamine) neurotoxin-induced PD-model rat. The purinergic P2X4-R
siRNA-knockdown or block by the specific antagonist 5-BDBD (5-(3-bromophenyl)-1,3-
dihydro-2H-benzofuro[3,2-e]-1,4-diazepin-2-one) counteracted NLRP3’s effects, alleviated
neuroinflammation, and reduced dopaminergic neuron pyroptosis. Therefore, the authors
posited that the ATP•P2X4-R signaling drives NLRP3 inflammasome’s activation, which
next regulates glial cell activation, nigrostriatal dopaminergic neurodegeneration, and
dopamine levels (Figure 3; see also more details and the literature in Box 2) However, here
one should be wary of extrapolating these data to PD patients. In PD-model rat brains,
NLRP3 inflammasome’s activation is not in fact equivalent to that proper of human PD
brains. The present understanding of any beneficial effects of antagonizing ATP•P2X4-R’s
signaling is too limited. Therefore, we need more studies to assess the pathophysiological
relevance of nigrostriatal ATP•P2X4R signaling in humans.

Consistently, inhibiting NLRP3 function with MCC950 evoked substantial neuro-
protection in the 6-OHDA PD-model rats [387] and in MPTP (1-methyl-4-phenyl-1,2,3,6-
tetrahydropyridine)-induced PD-model mice [384]. Moreover, NLRP3 inflammasome’s
activation in microglia promoted the extracellular release of α-Syn-conveying Exos, which
could advance α-Syn spreading in PD brains [388]. Interestingly, copper (Cu2+) accumu-
lation also advanced PD’s pathogenic mechanisms by inducing ROS-mediated oxidative
stress, activating the NF-κB-p65 pathway in BV2 microglial cells [49]. A persistent in-
tracellular Cu2+ buildup upregulated the NLRP3 pathway-related proteins, advancing
proinflammatory cytokine secretion and a disordered mitochondrial autophagy (or mi-
tophagy), altogether resulting in dopaminergic neuron pyroptosis. Of note, Cu2+ may drive
AD neuropathology as well [48].

Finally, despite extensive investigations into the NLRP3 inflammasome-activating
mechanisms in the diverse inflammatory brain diseases, their regulatory networks are still
unclear in microglia and other neural cell types. Chen et al. [389] showed that NLRP3
is a substrate of chaperone-mediated autophagy (CMA). The p38/TFEB (transcription
factor EB) axis regulated NLRP3 inflammasome degradation via CMA, inhibiting the
overproduction of proinflammatory cytokines in microglial cells. Furthermore, both p38
and NLRP3 inhibitors could mitigate α-Syn aggregate-induced microglia activation and
nigrostriatal dopaminergic neuron pyroptosis. Moreover, Panicker et al. [390] showed
that the functional loss of Parkin, an E3 ubiquitin ligase, resulted in the priming and
spontaneous activation of the NLRP3 inflammasome in mouse and human dopaminergic
neurons, leading to their pyroptosis.

From a clinical standpoint, human PD is quite complex. Therefore, one may conclude
that the roles of NLRP3 and other-than-NLRP3 inflammasomes in human PD require
further investigations to be fully clarified and integrated to lead to effective therapeutic
interventions.

230



Biomedicines 2023, 11, 999

3.3. Multiple Sclerosis (MS) and Experimental Autoimmune (or Allergic) Encephalomyelitis (EAE)

MS is a chronic autoimmune disease of unclear etiology affecting both the brain
and spinal cord whose hallmarks include focal (plaque) demyelination and chronic neu-
roinflammation/neurodegeneration. One accredited theory posits that patients’ T cells
attack myelin sheath antigens, causing MS. The suggested relationship between MS and
the NLRP3 inflammasome has linked autoimmunity with innate immunity and neuroin-
flammation [391–395]. Moreover, as gain-of-function genetic variants of the NLRP3 (e.g.,
Q705K) and NLRC4 inflammasomes associate with a more severe MS course, a constitutive
NLRP3 inflammasome activation could be a risk factor for clinical MS presentation [396].
Moreover, Vidmar et al. [397] highlighted as pathogenetically important for MS patients
the increased burden of rare variants in (i) NLRP1 and NLRP3 genes; (ii) genes partaking
in inflammasome downregulation via autophagy and IFN-β; and (iii) genes involved in
responses to type-1 IFNs (e.g., PTPRC, TYK2) and to DNA virus infections (e.g., DHX58,
POLR3A, IFIH1).

Keane et al. [398] and Voet et al. [215] showed that following NLRP3 inflammasome
activation, there occurred an increased IL-1β gene expression within MS demyelination
plaques coupled with elevated levels of ASC, caspase-1, and IL-18 in the brains and
cerebrospinal fluids of MS patients. Moreover, NLRP3 inflammasome pathway-related
components were overexpressed in the blood monocytes isolated from the minor fraction
of patients suffering from primary progressive (i.e., with no alternation of pauses and
relapses) MS (PPMS), so entailing increased IL-1β production [393,394,399]. These results
showed IL-1β as a prognostic factor in PPMS patients and the NLRP3 inflammasome
as a prospective therapeutic target. Thus, a specific NLRP3 inhibitor may improve MS
histopathology and reduce myelin sheath damage.

According to Farooqi et al. [400], EAE is a proper mouse model for pathogenetic
and pharmacotherapeutic studies into human MS molecular mechanisms. In EAE-model
mice, NLRP3 inflammasome’s activation critically induced T-helper cell migration into the
CNS. Next, the activated NLRP3 inflammasome of primed T cells (and microglia) drove the
release of proinflammatory cytokines, thus partaking in MS pathogenesis [394,401]. In EAE-
model mice the NLRP3 inhibitor MCC950 prevented the conversion of CNS astrocytes to the
A1 neurotoxic reactive phenotype otherwise induced via the NF-κB pathway-mediated IL-
18 production. Consistently, after the systemic delivery of NLRP3 inhibitor MCC950 axonal
injury was mitigated within lysolecithin-induced demyelinated lesions in mice [402,403].
MCC950 also hindered complement C3 protein release from the astrocytes, which would
have otherwise impaired hippocampal neuron viability [404]. IFN-β administration did
improve this NLRP3-dependent EAE form. Conversely, when ad hoc experimental regi-
mens brought about a NLRP3-independent, more aggressive EAE, the IFN-β treatment
was ineffective. A similar NLRP3-independent mechanism might be at work in human MS
cases not profiting from IFN-β therapy [405].

In conclusion, there is an intensely felt need to expand the study of NLRP3 and
other-than-NLRP3 inflammasomes’ role(s) in MS, using human neural cell-based experi-
mental models to achieve a more detailed molecular picture and identify disease-modifying
therapeutic targets.

3.4. Amyotrophic Lateral Sclerosis (ALS)

ALS is a devastatingly progressive multifactorial disorder characterized by the pri-
mary degeneration of the cerebral motor cortex, brain stem, and spinal cord motoneurons
leading to skeletal muscle atrophy and paralysis. ALS patients may also develop cog-
nitive and behavioral changes due to neurodegeneration-affected subcortical areas, e.g.,
diencephalon’s dorsal thalamus. Typically, 90% of cases occur sporadically, and their etio-
logical factors are poorly defined (smoking, violent sports, military service, exposure to
insecticides and pesticides). About 10% of ALS cases are familiar due to heritable mutated
genes. SOD1 (superoxide dismutase 1) gene mutations occur in 20% of familiar cases [406].
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The current belief is that SOD1 mutations only trigger ALS onset within motoneurons but
elicit only delayed and minor harm [407]. However, in astrocytes and/or microglia, SOD1
mutations advance ALS progression [408]. TDP-43 (transactive response DNA binding
43 kDa) protein could be another ALS etiological agent as it accumulates in both sporadic
and familial cases [409]. TDP-43 forms toxic ubiquitinated aggregates in the cytoplasm of
neural cells of both ALS and frontotemporal lobar degeneration (FTLD) patients [410,411].
Neurons and astrocytes can secrete mutated or oxidized SOD1 and TDP-43 as misfolded
proteins, which activate microglia by interacting with CD14, TLR-2, TLR-4, and scavenger
receptors [412,413]. Thus, exogenous whole or fragmented, wild-type or mutated TDP-43
bound microglia’s CD14 cell surface receptor activating AP1 and NF-κB pathways and
upregulating NOX2 (SOD-generating NADPH oxidase 2), TNF-α, NLRP3•ASC•caspase-1,
and IL-1β release. Importantly, TDP-43 was toxic to motoneurons only in the presence of
microglia presence [414]. Using in situ hybridization and immunocytochemistry, Banerjee
et al. [415] showed that an upregulated NLRP3 inflammasome occurred in neurons and glia
of cognitively impaired ALS patients. Conversely, no differences were detectable between
cognitively resilient ALS and healthy subjects.

Figure 4 sums up the main signaling pathways involving NLRP3 in ALS.
Johann et al. [127] showed that an activated NLRP3 inflammasome concurred with

elevated levels of caspase-1, IL-1β, and IL-18, particularly in the spinal cord astrocytes
of the SOD1G93A ALS-model mice and in the serum and spinal cord tissue of sporadic
ALS patients—altogether findings confirming NLRP3 inflammasome’s involvement in ALS.
Moreover, Kadhim et al. [416] found that IL-18 was upregulated in the cerebral tissue of
sporadic ALS patients vs. age-matched controls. Furthermore, Gugliandolo et al. [417]
strengthened the concept that neuroinflammation plays a crucial role in ALS by confirming
NLRP3 inflammasome activation and its sequels in SOD1G93A ALS-model rats. Im-
munofluorescent studies conducted on symptomatic SOD1G93A ALS-model mice revealed
that NLRP3 and ASC expression intensity increased along with ALS progression, proving
NLRP3’s involvement in neuron death [418]. Moreover, Michaelson et al. [419] suggested
a novel ALS pathogenetic mechanism mediated by the amino acid β-N-methylamino-
l-alanine (BMAA), a Cyanobacteria product. BMAA is not a protein constituent, but a
powerful neurotoxin inducing protein misfolding, NLRP3 inflammasome activation, and
proinflammatory cytokine overexpression in spinal motoneurons.

In their work, Van Schoor et al. [420] observed increases in the NLRP3 inflammasome,
GSDMD-N fragments, and IL-18 in the motor cortex and spinal cord microglia of human
ALS patients, which suggested that an activated NLRP3 inflammasome had triggered the
cells’ pyroptosis. As compared to controls, in human ALS samples, a reduced array of
neurons matched with an increased throng of cleaved-GSDMD-positive microglial cells in
the underlying white matter of the premotor cortex. No alike findings were obtained in the
human spinal cord. Similar findings were made in the cortex of TDP-43A315T transgenic
mice in model ALS and FTLD [421]. In addition, these results stressed the relevance of ROS
and ATP generation, both potential therapeutic targets, for microglial NLRP3 inflamma-
some activation and neuronal pyroptosis, which was confirmed in SOD1G93A-induced
ALS-model mice. Importantly, both wild-type and mutant TDP-43 proteins activated the
overexpressed NLRP3 and its downstream effects in the microglia of SOD1G93A mice. This
proved that NLRP3 is the crucial microglial inflammasome mediating SOD1G93A-induced
pyroptosis [65].

Lacking a suitable human microglia model, Quek et al. [422] characterized peripheral
blood monocyte-derived microglia-like cells (ALS-MDMi) isolated from ALS patients at
various stages. Importantly, ALS-MDMi recapitulated ALS neuropathology hallmarks,
i.e., abnormal phosphorylated and non-phosphorylated TDP-43 cytoplasmic accumulation
and phagocytosis impairment that paralleled ALS progression; altered neuroinflammatory
cytology; DNA damage; NLRP3 inflammasome’s activation; and microglia pyroptosis.
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Figure 4. Summary depiction of stressors and factors inducing/modulating motoneurons’ and
microglia’s NLRP3 inflammasome’s activation and its consequences in ALS. Mutated/misfolded
SOD1 and TDP-43 proteins as variously sized aggregates damage mitochondria, causing in sequence
ROS surpluses release, oxidative stress, and NF-κB pathway signaling. These lead to NLRP3 in-
flammasome’s component overexpression, NLRP3 inflammasome activation, over-release of IL-1β,
IL-18, K+ efflux, and eventually motoneurons’ and microglia’s pyroptosis. Exposure to the toxic
BMMA amino-acid released by Cyanobacteria worsens the toxic effects of misfolded/mutated SOD1
and TDP-43. Toll-like receptors and CD-14 bind misfolded/mutated SOD1 and TDP-43 activating
the AP1/NF-κB axis, and the expression and activation of NLRP3 inflammasome’s components.
ATP from pyroptotic cells partakes in NLRP3 activation via P2X7 receptor signaling (see Box 2 for
details). Astrocytes also release misfolded/mutated SOD1 and TDP3 that are engulfed by other
neural cells, thus spreading the neuropathology. Besides ATP, pyroptotic cells also release NLRP3,
SOD1, TDP-43, and ASC proteins that contribute to the neuroinflammation. A yellow frame en-
closes the assembled inflammasomes, while nuclear envelopes are orange-colored. Abbreviations:
AP1 = activator protein 1; ASC = apoptosis-associated speck-like protein endowed with a CARD
domain; BMAA = β-methylamino-L-alanine; CASP1 = caspase-1; CD14 = cluster of differentiation
14; GSDMD-N = gasdermin D N-terminal fragments; NF-κB = nuclear factor κB; NOX2 = NADPH
oxidase 2; P2X7R = purinergic receptor; ROS = reactive oxygen species; SOD1 = superoxide dismutase
1; TDP-43 = TAR DNA-binding protein 43; TLR− =Toll-like receptor−; TNF-α = tumor necrosis
factor-α; WT = wild-type. The arrows show the sequences of molecular events induced by stressors
and factors.
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It is seemly to consider the studies about NLRP3 and other-than-NLRP3 inflamma-
somes in human ALS are still in a preliminary phase even in the light of the groundbreaking
results reported by Van Schoor et al. [420]. The latter should encourage scientists to delve
deeper into the pathogenetic mechanisms of this devastating disease to find novel effective
therapeutic approaches.

3.5. Huntington’s Disease (HD)

HD is a rare autosomal dominant neurodegenerative disease caused by the unstable
CAG repeat expansion in the Huntington (HTT/IT15) gene and presenting with motor,
cognitive, and psychiatric symptoms [423] When the HTT/IT15 gene holds 39 to 180 CAG
repeats, the translated polyglutamine-containing mutant HTT protein (mHTT) complexes
with and disrupts the normal function of several transcription factors, thereby altering
the activities of neurons, astrocytes, and microglia. HD’s harming mechanisms include
mitochondrial dysfunction, excitotoxicity, CREB and BDNF downregulation, and microglia
activation, altogether advancing neuronal death by apoptosis, necroptosis, ferroptosis, and
NLRP3-linked pyroptosis [424,425].

Various HD-model animals were set up to clarify its molecular mechanisms and
to try novel therapeutics for it. The transgenic R6/2 (B6CBA-Tg[HDexon1]62Gpb/1J)
mouse line expressing the human HTT gene exon 1 carrying 120 ± 5 CAG repeats is
the most popular HD animal model [426]. An upregulated NLRP3 inflammasome and
caspase-1 expression already occurred in 13-week-old R6/2 HD-model mice, particularly
in striatal parvalbumin interneurons and spiny GABAergic neurons, which preferentially
undergo pyroptosis in HD [427]. Poly(ADP-ribose) polymerase-1 (PARP-1) is a nuclear
enzyme whose activity is crucial for DNA repair in humans. Olaparib, a PARP-1 inhibitor
presently sold as an anti-tumor drug, could also regulate NLRP3 inflammasome activation
in the R6/2 HD-model mice. When given from the pre-symptomatic stage onwards,
Olaparib mitigated neuronal pyroptosis, neurological symptoms, and neurobehavioral
tests results, lengthening the survival of HD-model mice. Therefore, Olaparib could help
human HD too [428]. Moreover, Chen et al. [429] showed that NLRP3 inhibitor MCC950
given to R6/2 HD-model mice suppressed IL-1β and ROS overproduction, mitigating
neuroinflammation, motor dysfunction, and neuronal pyroptosis, while upregulating PSD-
95 and NeuN proteins, and lengthening animals’ lifespans. Therefore, inhibition of NLRP3’s
signaling, and its downstream effects would be therapeutically helpful in HD.

Interestingly, a role in HD etiopathogenesis may be played by galectins (i.e., “S-type
lectins”)—soluble proteins specifically binding β-galactoside carbohydrates and playing
multiple roles in autophagy, immune responses, and inflammation. Siew et al. [430]
reported that galectin-3 (Gal-3) plasma levels increased well over healthy controls in HD
patients and HD-model mice. In HD-mice, microglia Gal-3 levels increased prior to motor
symptom presentation and stayed high while HD progressed. Gal-3 co-localized with
microglial lysosomes, blocked the autophagic elimination of damaged endolysosomes,
and partook in neuroinflammation via the NF-κB/NLRP3 axis. Gal-3 knockout improved
HD-related neuropathology and survival in HD-model mice, showing Gal-3 as a potential
therapeutic target. Conversely, Gal-1 and Gal-8 hindered neuroinflammation, promoting
neuroprotective effects [431].

HD’s rare occurrence is an adjunct hurdle to studies about the roles played in it by
NLRP3 and other inflammasomes. However, this circumstance should not discourage
attempts to increase our insights in this ailment, both in patients and animal models.

4. Brain NLRP3 and Neurotropic Viruses Infections

Both DNA and RNA neurotropic viruses activate the brain’s NLRP3 inflammasome,
causing neuroinflammation and sometimes triggering chronic neurodegenerative dis-
eases [75]. Here, we review a few neurotropic viruses playing NLRP3-linked roles in
human neuropathology.

234



Biomedicines 2023, 11, 999

4.1. Zika Virus (ZIKV) Encephalitis

The Zika Virus (ZIKV) is a single-stranded positive-sense RNA arbovirus of the Fla-
viviridae family (Flavivirus genus that also includes Dengue, West Nile, Yellow Fever, and
Japanese Encephalitis viruses). ZIKV associates with congenital microcephaly in newborns
and Guillain–Barré syndrome, myelopathy, and encephalitis in adults. Tricarico et al. [432]
showed that ZIKV infected the U87-MG glioma cell line causing NLRP3 inflammasome
activation and IL-1β oversecretion. Consistently, He et al. [82] made the same observations
in the brains and sera of ZIKV-infected mice. ZIKV’s NS5 protein drove ROS overpro-
duction and NLRP3 inflammasome assembly, both needed for its activation. Conversely,
in vitro and in vivo NLRP3 deficiency upregulated type-I IFN and strengthened the host’s
resistance to ZIKV, confirming NLRP3’s role in ZIKV infection [433,434].

4.2. West Nile Virus (WNV) Encephalitis

Another Flavivirus, the West Nile Virus (WNV), causes an encephalitis entailing neu-
rons’ death and elevated IL-1β plasma levels. In a mouse model, WNV infection briskly
induced IL-1β synthesis in cortical neurons. However, by cooperating with type-I IFN,
the intensified IL-1β•IL-1β-R (receptor) signaling suppressed neuronal WNV replication,
reducing the WNV brain load. Therefore, the NLRP3/IL-1β•IL-1β-R pathway regulated
neuronal WNV infection and revealed a novel IL-1β antiviral action [435].

4.3. Japanese Encephalitis Virus (JEV)

By breaking the BBB, the Japanese Encephalitis Virus (JEV) enters the CNS where it
induces a diffuse neuroinflammation. Thus, JEV infection activated (i) a ROS-dependent
Src/Ras/Raf/ERK/NF-κB signaling axis in neurons/glia co-cultures [81]; (ii) a ROS/Src/
PDGFR/PI3K/Akt/MAPK/AP-1 axis [436] and a PAK4/MAPK/NF-κB/AP-1 axis [437]
in rat brain astrocytes; and (iii) via TLR-3 and RIG-I the ERK/MAPKp38/AP-1/NF-κB
axis, ROS overproduction, and K+ efflux in cultured mouse microglia. These effects both
triggered NLRP3 inflammasome signaling and polarized microglia toward the proinflam-
matory/neurotoxic M1 phenotype. In all instances, JEV advanced cytokine overproduction
and neural cell pyroptosis [438].

4.4. Human Immunodeficiency Virus-1 (HIV-1) Encephalitis

The immunosuppressive Lentiviruses efficiently infect macrophages and lymphoid
cells. Human Immunodeficiency Virus-1 (HIV-1) belongs to the Retroviridae family
(Lentivirus genus). Burdo et al. [439] showed that during the primary infection, HIV-1
productively infects brain macrophages and microglia. Studies using primary human mi-
croglia showed that IL-1β was released after HIV-1 infection. Walsh et al. [440] proved that
HIV-1 infection induced an NLRP3 inflammasome-dependent ASC translocation, caspase-1
activation, and mature IL-1β release from cultured microglia. The authors highlighted
the need to analyze the inflammasome inhibitors’ effectiveness as novel therapeutics for
HIV-1/AIDS.

4.5. Viroporin Proteins

Various RNA viruses, including Coronaviridae, express the viral-replication-indispensable
small viroporin proteins. Being liposoluble, viroporins assemble hydrophilic transmem-
brane pores, allowing ions and/or small solutes to bidirectionally migrate along their
electrochemical gradients. Viroporin activity could act as the “second signal” by increas-
ing [Ca2+]i or lowering the cytosolic pH due to H+-releasing ion channel activity in the
lysosomal acidic compartment [441].

4.6. Encephalomyocarditis Virus (EMCV)

The Encephalomyocarditis Virus (EMCV) of the Cardiovirus genus (Picornaviridae
family) is a non-enveloped, positive single-stranded RNA virus. Via an unclear sens-
ing mechanism, the NLRP3 inflammasome detects EMCVs [442,443]. In this regard, Ito
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et al. [89] reported that by releasing Ca2+ from intracellular stores into the cytosol, ECMV’s
viroporin ORF2b (or open reading frame 2b) triggered NLRP3 inflammasome activation.

4.7. SARS-CoV-2 Encephalitis

SARS-CoV-2 belongs to the β-Coronavirus genus (Coronaviridae family, also including
2003 SARS-CoV and 2012 MERS (Middle East Respiratory Syndrome)-CoV). SARS-CoV-2
is an enveloped single-stranded positive-sense RNA virus causing the COVID-19 (Coro-
navirus Disease 2019). The virus infects a wide spectrum of cell types. In the presence
of Ca2+, SARS-CoV-2’s spike S1 glycoprotein binds ACE2 (angiotensin converting en-
zyme 2) and CD147 (cluster of differentiation 147) proteins, promoting virus endocytosis.
Moreover, SARS-CoV-2’s envelope (E) protein binds TLR-2, which also helps promote
AD and PD [444]. Earlier epidemics proved Coronaviruses’ neuroinvasive capability
in humans [445,446]. SARS-CoV-2 infects neurons, astrocytes, microglia, and the BBB’s
endothelial cells [447,448]. Notably, microglia and astrocytes are major sources of proin-
flammatory cytokines. Moreover, Sepehrinezhad et al. [449] found SARS-CoV-2 virions in
the cerebrospinal fluid of COVID-19 patients presenting severe neurological symptoms
previously affected or unaffected by neuropathologies and in “long COVID” patients [450].
However, in the healthy CNS, ACE2 expression is weak, prevailing in the brainstem’s res-
piratory centers—which explains the high prevalence of respiratory distress in COVID-19
patients [451]. However, uninfected AD patients showed upregulated ACE2 expression in
the temporal and occipital neocortex and hippocampal CA1 subfield archicortex [452]. This
ACE2 overexpression could advance SARS-CoV-2 infection in the same AD-hit inflamed
areas, thus contributing to the high COVID19 mortality rates in aged AD patients [451].

Hitherto, SARS-CoV-2’s priming triggers are uncertain. Theobald et al. [453] showed
that S1 spike glycoprotein initiated NLRP3 inflammasome activation. Other SARS-CoV-2
proteins—i.e., S, N, E, and the pore-forming viroporins ORF3a and ORF8—are also NLRP3
activators by causing K+ efflux and mitochondrial ROS over-release [83–88]. Moreover, Xu
et al. [454] proved that viroporin ORF3a primed and activated the NLRP3 inflammasome
through both ASC-dependent (canonical) and ASC-independent (noncanonical) pathways.

Notably, COVID-19 infection triggers a severe innate immune response producing
elevated levels of multiple cytokines (“cytokines storm”) and inflammatory mediators
(e.g., IL-1β, IL-2, IL-2-R, IL-4, IL-10, IL-18, IFN-γ, C-reactive protein, GCSF (granulocyte
colony-stimulating factor), IP10, MCP-1, MIP-1α, and TNF-α). BV2 microglial cells exposed
to SARS-CoV-2’s S1 spike glycoprotein expressed elevated levels of IL-1β, TNF-α, IL-
6, NO, NLRP3, NF-κB signaling, and caspase-1 activity [88,455]. These cytokines cross
the BBB inducing leukocyte infiltration, mitochondrial dysfunction, neuroinflammation,
and neurons’ pyroptosis [442]. Interestingly, a mix of melatonin, vitamin C, and Zn2+

inhibited SARS-CoV-2-driven inflammasome activation, hindering the cytokine storm in
animals [456].

Additionally, Ding et al. [457] proved that hypercapnia enhanced NLRP3 inflamma-
some activation and IL-1β expression only in hypoxic BV-2 microglia cells. Therefore, the
hypercapnia resulting from lung-protective ventilatory strategies used in acute respira-
tory distress syndrome (ARDS) patients may lead to neuroinflammation and cognitive
impairment via a microglial NLRP3/IL-1β-dependent mechanism.

Based upon the above findings, Heneka et al. [458] posited that NLRP3 inflammasome
activation during COVID-19 heightens the risk for the later development of chronic neu-
rodegenerative diseases. Independent clinical and epidemiological investigations indicated
that SARS-CoV-2 infection and the ensuing “long COVID” tightly relate to the onset of
AD, PD, prion disease (PrD), and other ailments, particularly in patients in advanced age
or suffering from intercurrent illnesses (CVD, T2DM, hypertension, other neurological
disorders) or severe/fatal COVID-19 [459–461]. Even more alarming, the receptor-binding
domain of SARS-CoV-2’s S1 spike glycoprotein presents prion-like sequences. The latter
diverge among viral variants, show a different affinity for ACE2, and promote immune-
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evasion, protein clustering, and protein aggregates’ “seeding”. The upshots would include
prion-like proteins spreading, progressive dementia, or fast-evolving CJD [462–464].

Obviously, here we have considered only some of the known neurotropic viruses. The
field of human brain-infecting viruses is more variegated and might also further expand
in the future. Our knowledge about viral neuropathology is, we must admit, limited,
particularly because viruses can target all stages of human life, from the uterus onward, with
different age-related upshots. There is also a field that for the sake of brevity we omitted
considering, i.e., the interactive relations between oncogenic viruses and inflammasomes,
which deserves attention because of its potentially significant reflections on therapeutic
outcomes.

5. Comments and Future Perspectives

An old dictum states that every disease starts with an inflammation. The prevalence of
neuroinflammatory disease has been epidemically rising because of a lengthened lifespan
and of little-appreciated toxic, environmental, and lifestyle-linked factors. To worsen this
bleak situation, acute brain illnesses (e.g., stroke, hemorrhage, infection) too can trigger
chronic neuroinflammation/neurodegeneration in a significant fraction of patients [465]. A
steadily growing literature attests that NLRP3 inflammasome activation in CNS microglia
and circulating monocytes plays a pivotal role in promoting the neuroinflammation driven
by a host of etiologic factors (q.v. Table 1), potentially advancing the progression of neu-
rodegenerative diseases [27,466,467]. Conversely, NLRP3’s roles in the other neural cell
types (i.e., neurons, astrocytes, and oligodendrocytes) [3,468–470] and in CNS pericytes
and endothelial cells [126,471] have received less attention, probably because such cells
preferentially express other types of inflammasomes. In fact, NLRP3 activity in such cells is
modest and/or is the object of controversy, particularly in astrocytes, although NLRP3’s
inhibition still gives some therapeutic advantage. Moreover, these same neural cell types
more intensely express various other-than-NLRP3 inflammasomes. The latter can also
exert significant neuroinflammation-sustaining effects, as specific NLRP3 inhibitors do
not hinder other-than-NLRP3 inflammasomes’ activities [24]. We previously reviewed the
known roles of various other-than-NLRP3 inflammasomes in human brain disease [24].
That work inspired us to delve deeply also into the role(s) of the brain’s NLRP3 inflam-
masome. Indeed, the NLRP3-related extensive research works herein reviewed shows the
high complexity of both the regulatory mechanisms involved and of the physiological,
pathological, and ethnic/pharmacological factors that promote or hinder its activation.
Particularly the abundance of blocking or preventative factors, many of them identified
over millennia by TCM, bodes well for future therapeutic modulations of NLRP3 activ-
ity in various pathological settings. Various reports showed that particularly inhibiting
microglial NLRP3 function exerted beneficial effects in rodent experimental models of
human neurodegenerative illnesses. These favorable outcomes inspired and still inspire the
opinion that therapeutically targeting the NLRP3 inflammasome will mitigate or stop both
acute and progressive human neuroinflammatory diseases [472–474]. As just mentioned,
despite or thanks to the intricacies of NLRP3 inflammasome’s activating mechanisms,
there are plenty of agents modulating its activity (Tables 2–4). At present, many small
molecules are undergoing pharmaceutical research/development as novel candidate drugs
targeting the NLRP3 inflammasome in various diseases [274]. At least five companies have
started ad hoc clinical trials, of which Inflazome and NodThera have reported Phase I
positive results of their brain-penetrating NLRP3 inflammasome inhibitors (Inzomelid [251]
and NT-0796 [274], respectively), expecting to use them to treat central and peripheral
nervous inflammatory diseases. These discoveries have even raised the possibility of a
common cure for all or at least some human brain diseases. Moreover, Lupfer and Kan-
neganti [21] reported the existence of inflammasomes, such as NLRC3, NLRP6, NLRP12,
and NLRX1, which hinder NF-κB pathway activation, thereby mitigating or switching off
the incumbent or ongoing neuroinflammation. Such “anti-inflammasomes” deserve more
consideration because in a hopefully not too far future, their pharmacological activation by
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proper means (yet to be established) could be a valuable therapeutic asset that will switch
off neuroinflammation through physiological mechanisms.

Therefore, the intuitive conclusion is that reality is more intricate than it might appear
at first sight. Furthermore, uncertainties and controversies about the etiological mechanisms
driving human neurodegenerative diseases help confound the picture, as do other problems
that we will briefly discuss below.

(i) Are inflammasomes functionally interchangeable? Hitherto the interplays that might
occur between or among the distinct inflammasomes expressed by each human neural
cell type remain mostly undefined. Yet, it is necessary to clarify them to better assess
the therapeutic impact of NLRP3 inflammasome inhibitors. Denes et al.’s [336] study
results in mice called for caution, as they showed that inflammasomes (e.g., AIM2) can
functionally overtake a blocked NLRP3 (Figure 1). A (partial) solution to this problem
might entail targeting the ASC protein, which would hinder the activation of all canonical
inflammasomes instead of those of NLRP3s only [475]. The inflammasomes’ noncanonical
activation problem will persist but might be a minor one.

(ii) The species difference problem. Significant genomic differences apart, not all organs of
humans and mammals are morpho-functionally alike. Acceptable similarities exist with
liver, kidneys, and lungs. Yet, considering the CNS, while the human cerebral cortex con-
sists mostly of a non-olfactory six-layered neocortex, the widely used rodent models have a
less developed, structurally simpler, and mostly olfactory cortex. Moreover, fundamental
cytological divergences in size, shape, connections, and functions distinguish the diverse
types of neural cells of the human cortex from their rodent counterparts [476]. Human
brain’s molecular regulatory mechanisms, e.g., those involved in receptor signal transduc-
tion [133] and inflammasome regulation [24,27,477] (see also Boxes 1 and 2), also remarkably
diverge from those of rodents. Moreover, human neurodegenerative diseases do not plague
rodents in nature. Importantly, in rodent models of human neurodegenerative diseases, the
astrocytes undergo an early death—which justifies the often-little attention paid to them—
while neurons keep surviving. Conversely, human neurodegenerative diseases kill neurons
first, while astrocytes survive and help advance the neuropathologies. Hence, a tight
genomic, proteomic, and bio-pathological conformity between animal and human brains is
lacking [478,479]. Although brilliant and highly praiseworthy, the manifold animal models
of human neurodegenerative diseases in existence cannot surmount such inter-species
differences [480]. A quite low animal-to-human translation rate of brain disease-targeting
drugs has been persisting for decades, being ascribed to preclinical studies’ faults in “in-
ternal consistency” (e.g., design flaws, uncontrolled bias) and/or “external consistency
(i.e., animal models pre-testing). As a long trail of clinical trial failures shows, it is difficult
to safely predict the effectiveness in humans of drugs pre-tested with favorable results
in transgenic animal models [481]. Procedures involving animal models were necessary
when nothing or truly little was known about human brain diseases. Now we know much
more, albeit not yet enough. Moreover, in recent decades, the legislative/bureaucratic
requirements to evaluate novel drugs have become increasingly burdensome to hinder
the use of inadequately tested therapeutics. This trend has become stronger after rare
events in which properly approved drugs unexpectedly elicited adverse reactions in the
patients [482]. Moreover, the repurposing for neurodegenerative diseases of drugs previ-
ously evaluated for other ailments in clinical trials is not so easy to do, which precludes
the faster testing of potentially useful drugs [483]. Hence, it would be wise to introduce
some procedural changes. Animal and/or in silico studies should still help preselect lead
drugs. Next, preclinical human untransformed neural cell models in vitro would allow for
the assessment of the latter [24,141,212,484] prior to any clinical trial assessment. On rare
occasions, animal studies might even be skipped in favor of preclinical human model stud-
ies [24,141,212,484]. Human neural cells models will help clarify specific etiopathogenetic
mechanisms while supplying safer predicting information about effective drug benefits in
clinical settings.
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(iii) Symptomatic and/or etiologic therapies? Hitherto, no causal “brain disease modifying”
therapies are available for human neurodegenerative diseases. An exception may be the
just reported promising effects of Lecanemab, a humanized IgG1 monoclonal antibody
binding soluble Aβ protofibrils. After 18 months, Lecanemab reduced brain amyloidosis
and slowed cognition decline in early-stage AD patients vs. the placebo-given group.
However, Lecanemab also caused collateral brain swelling and/or hemorrhage in some
patients, particularly in case of APOE-ε4 homozygotes or anticoagulant therapy [485].
Hence, while Lecanemab’s results confirm that Aβs play a key pathogenetic role in human
AD, further studies will prove its etiologic or symptomatic value regarding Aβs/p-Taues’
overproduction and accumulation and inflammasomes’ activity.

6. Conclusions

In recent years, neuroinflammation has been attracting a lot of attention, particularly
concerning one of its mediators, i.e., the NLRP3 inflammasome. In the present work,
we systematically review the huge and still mounting evidence related to both NLRP3’s
involvement in human and animal models of acute and chronic brain diseases, and its
many functional activators and inhibitors so far known. Unquestionably, no field expert
should disregard the NLRP3 inflammasome, as it is intensely expressed by microglia and
circulating monocytes. However, here we wish to stress the indisputable fact that hu-
man and animal neural cells of all types, whose morphologies and functions significantly
diverge, also express many other inflammasomes and various "anti-inflammasomes"—the
latter being tasked with mitigating neuroinflammation. Moreover, the so-called primary
drivers of the distinct brain diseases should also be taken into due account because they
can simultaneously trigger neurotoxicity and neuroinflammation. Hence, a more com-
prehensive view of the underlying molecular mechanisms of each brain disease would
be beneficial. Importantly, the yet available data on the several inflammasomes’ roles in
human brain diseases are limited and controversial. Therefore, this is a field widely open
to groundbreaking investigations. We are confident that choosing human untransformed
neural cells as models for pathogenetic and pharmacological studies will advance our
knowledge about each neuropathology and hasten the achievement of effective etiological
therapies.

Author Contributions: Conceptualization, A.C. and U.A.; data curation and investigation, A.C.,
L.G., C.V., U.A. and I.D.P.; writing—original draft preparation, A.C., L.G., C.V., U.A. and I.D.P.;
writing—review and editing, A.C., L.G., C.V., U.A. and I.D.P.; supervision, A.C., L.G., C.V., U.A. and
I.D.P. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the FUR 2020 allotment from the Italian MUR (Ministry of
University & Research) to A.C. and I.D.P. No funds were provided by private or commercial sources.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: The authors want to thank Saqib Waheed for his expert help with the graphic
materials.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. World Health Organization endorses global action plan on rising incidence of dementia. Nurs. Older People 2017, 29, 7. [CrossRef]
2. Brett, B.L.; Gardner, R.C.; Godbout, J.; Dams-O′Connor, K.; Keene, C.D. Traumatic Brain Injury and Risk of Neurodegenerative

Disorder. Biol. Psychiatry 2022, 91, 498–507. [CrossRef] [PubMed]
3. Walsh, J.G.; Muruve, D.A.; Power, C. Inflammasomes in the CNS. Nat. Rev. Neurosci. 2014, 15, 84–97. [CrossRef] [PubMed]
4. Guo, H.; Callaway, J.B.; Ting, J.P.Y. Inflammasomes: Mechanism of action, role in disease, and therapeutics. Nat. Med. 2015, 21,

677–687. [CrossRef] [PubMed]

239



Biomedicines 2023, 11, 999

5. Celsius, A.C. De Medicina, Volume 3, Passim; Spencer WG Loeb Classical Library, Translator; Harvard University Press: Cambridge,
MA, USA, 1935; ISBN 978-067-499-370-9.

6. Dugger, B.N.; Dickson, D.W. Pathology of Neurodegenerative Diseases. Cold Spring Harb. Perspect. Biol. 2017, 9, a028035.
[CrossRef]

7. Wilson, D.M., 3rd; Cookson, M.R.; Van Den Bosch, L.; Zetterberg, H.; Holtzman, D.M.; Dewachter, I. Hallmarks of neurodegenera-
tive diseases. Cell 2023, 186, 693–714. [CrossRef]

8. Tanaka, M.; Toldi, J.; Vécsei, L. Exploring the Etiological Links behind Neurodegenerative Diseases: Inflammatory Cytokines and
Bioactive Kynurenines. Int. J. Mol. Sci. 2020, 21, 2431. [CrossRef]

9. Zhou, R.; Yazdi, A.S.; Menu, P.; Tschopp, J. A role for mitochondria in NLRP3 inflammasome activation. Nature 2011, 469, 221–225.
[CrossRef]

10. Cao, Z.; Wang, Y.; Long, Z.; He, G. Interaction between autophagy and the NLRP3 inflammasome. Acta Biochim. Biophys. Sin.
2019, 51, 1087–1095. [CrossRef]

11. Bellut, M.; Papp, L.; Bieber, M.; Kraft, P.; Stoll, G.; Schuhmann, M.K. NLPR3 Inflammasome Inhibition Alleviates Hypoxic
Endothelial Cell Death in Vitro and Protects Blood–Brain Barrier Integrity in Murine Stroke. Cell Death Dis. 2021, 13, 20. [CrossRef]

12. Kreher, C.; Favret, J.; Maulik, M.; Shin, D. Lysosomal Functions in Glia Associated with Neurodegeneration. Biomolecules 2021, 11,
400. [CrossRef]

13. Chiarini, A.; Dal Pra, I.; Gottardo, R.; Bortolotti, F.; Whitfield, J.F.; Armato, U. BH(4) (tetrahydrobiopterin)-dependent activation,
but not the expression, of inducible NOS (nitric oxide synthase)-2 in proinflammatory cytokine-stimulated, cultured normal
human astrocytes is mediated by MEK-ERK kinases. J. Cell. Biochem. 2005, 94, 731–743. [CrossRef]

14. Martinon, F.; Burns, K.; Tschopp, J. The inflammasome: A molecular platform triggering activation of inflammatory caspases and
processing of proIL-beta. Mol. Cell 2002, 10, 417–426. [CrossRef]

15. de Alba, E. Structure, interactions and self-assembly of ASC-dependent inflammasomes. Arch. Biochem. Biophys. 2019, 670, 15–31.
[CrossRef]

16. Stehlik, C.; Lee, S.H.; Dorfleutner, A.; Stassinopoulos, A.; Sagara, J.; Reed, J.C. Apoptosis-associated speck-like protein containing
a caspase recruitment domain is a regulator of procaspase-1 activation. J. Immunol. 2003, 171, 6154–6163. [CrossRef]

17. Julien, O.; Wells, J.A. Caspases and their substrates. Cell Death Differ. 2017, 24, 1380–1389. [CrossRef]
18. Ding, J.; Wang, K.; Liu, W.; She, Y.; Sun, Q.; Shi, J.; Sun, H.; Wang, D.C.; Shao, F. Pore-forming activity and structural autoinhibition

of the gasdermin family. Nature 2016, 535, 111–116. [CrossRef]
19. Gambin, Y.; Giles, N.; O′Carroll, A.; Polinkovsky, M.; Hunter, D.; Sierecki, E. Single-molecule fluorescence reveals the oligomer-

ization and folding steps driving the prion-like behavior of ASC. J. Mol. Biol. 2018, 430, 491–508. [CrossRef]
20. Kesavardhana, S.; Kanneganti, T.D. Mechanisms governing inflammasome activation, assembly and pyroptosis induction. Int.

Immunol. 2017, 29, 201–210. [CrossRef]
21. Lupfer, C.; Kanneganti, T.D. Unsolved mysteries in NLR biology. Front. Immunol. 2013, 4, 285. [CrossRef]
22. Devi, S.; Stehlik, C.; Dorfleutner, A. An update on CARD only proteins (COPs) and PYD only proteins (POPs) as inflammasome

regulators. Int. J. Mol. Sci. 2020, 21, 6901. [CrossRef] [PubMed]
23. Poli, G.; Fabi, C.; Bellet, M.M.; Costantini, C.; Nunziangeli, L.; Romani, L.; Brancorsini, S. Epigenetic mechanisms of inflammasome

regulation. Int. J. Mol. Sci. 2020, 21, 5758. [CrossRef] [PubMed]
24. Chiarini, A.; Armato, U.; Gui, L.; Dal Prà, I. “Other Than NLRP3” Inflammasomes: Multiple Roles in Brain Disease. Neuroscientist

2022, 11, 10738584221106114. [CrossRef] [PubMed]
25. Mangan, M.S.J.; Olhava, E.J.; Roush, W.R.; Seidel, H.M.; Glick, G.D.; Latz, E. Targeting the NLRP3 inflammasome in inflammatory

diseases. Nat. Rev. Drug Discov. 2018, 17, 588–606. [CrossRef]
26. Chen, J.; Chen, Z.J. PtdIns4P on dispersed trans-Golgi network mediates NLRP3 inflammasome activation. Nature 2018, 564,

71–76. [CrossRef]
27. Chiarini, A.; Armato, U.; Hu, P.; Dal Prà, I. Danger-sensing/pattern recognition receptors and neuroinflammation in Alzheimer′s

disease. Int. J. Mol. Sci. 2020, 21, 9036. [CrossRef]
28. Zhang, Y.; Zhao, Y.; Zhang, J.; Yang, G. Mechanisms of NLRP3 Inflammasome Activation: Its Role in the Treatment of Alzheimer′s

Disease. Neurochem. Res. 2020, 45, 2560–2572. [CrossRef]
29. Holbrook, J.A.; Jarosz-Griffiths, H.H.; Caseley, E.; Lara-Reyna, S.; Poulter, J.A.; Williams-Gray, C.H.; Peckham, D.; McDermott,

M.F. Neurodegenerative Disease and the NLRP3 Inflammasome. Front. Pharmacol. 2021, 12, 643254. [CrossRef]
30. Mészáros, Á.; Molnár, K.; Nógrádi, B.; Hernádi, Z.; Nyúl-Tóth, Á.; Wilhelm, I.; Krizbai, I.A. Neurovascular Inflammaging in

Health and Disease. Cells 2020, 9, 1614. [CrossRef]
31. Lee, G.S.; Subramanian, N.; Kim, A.I.; Aksentijevich, I.; Goldbach-Mansky, R.; Sacks, D.B.; Germain, R.N.; Kastner, D.L.; Chae, J.J.

The calcium-sensing receptor regulates the NLRP3 inflammasome through Ca2+ and cAMP. Nature 2012, 492, 123–127. [CrossRef]
32. Gong, Z.; Pan, J.; Shen, Q.; Li, M.; Peng, Y. Mitochondrial dysfunction induces NLRP3 inflammasome activation during cerebral

ischemia/reperfusion injury. J. Neuroinflamm. 2018, 15, 242. [CrossRef]
33. Su, S.H.; Wu, Y.F.; Wang, D.P.; Hai, J. Inhibition of excessive autophagy and mitophagy mediates neuroprotective effects of

URB597 against chronic cerebral hypoperfusion. Cell Death Dis. 2018, 9, 733. [CrossRef]
34. Su, S.H.; Wu, Y.F.; Lin, Q.; Wang, D.P.; Hai, J. URB597 protects against NLRP3 inflammasome activation by inhibiting autophagy

dysfunction in a rat model of chronic cerebral hypoperfusion. J. Neuroinflamm. 2019, 16, 260. [CrossRef]

240



Biomedicines 2023, 11, 999

35. Zhu, J.J.; Yu, B.Y.; Huang, X.K.; He, M.Z.; Chen, B.W.; Chen, T.T.; Fang, H.Y.; Chen, S.Q.; Fu, X.Q.; Li, P.J.; et al. Neferine Protects
against Hypoxic-Ischemic Brain Damage in Neonatal Rats by Suppressing NLRP3-Mediated Inflammasome Activation. Oxid.
Med. Cell. Longev. 2021, 2021, 6654954. [CrossRef]

36. Franke, M.; Bieber, M.; Kraft, P.; Weber, A.N.R.; Stoll, G.; Schuhmann, M.K. The NLRP3 inflammasome drives inflammation
in ischemia/reperfusion injury after transient middle cerebral artery occlusion in mice. Brain Behav. Immun. 2021, 92, 223–233.
[CrossRef]

37. Xu, Q.; Zhao, B.; Ye, Y.; Li, Y.; Zhang, Y.; Xiong, X.; Gu, L. Relevant mediators involved in and therapies targeting the inflammatory
response induced by activation of the NLRP3 inflammasome in ischemic stroke. J. Neuroinflamm. 2021, 18, 123. [CrossRef]

38. Chen, S.H.; Scott, X.O.; Ferrer Marcelo, Y.; Almeida, V.W.; Blackwelder, P.L.; Yavagal, D.R.; Peterson, E.C.; Starke, R.M.; Dietrich,
W.D.; Keane, R.W.; et al. Netosis and Inflammasomes in Large Vessel Occlusion Thrombi. Front. Pharmacol. 2021, 11, 607287.
[CrossRef]

39. Xiao, L.; Zheng, H.; Li, J.; Wang, Q.; Sun, H. Neuroinflammation Mediated by NLRP3 Inflammasome after Intracerebral
Hemorrhage and Potential Therapeutic Targets. Mol. Neurobiol. 2020, 57, 5130–5149. [CrossRef]

40. Yang, S.J.; Shao, G.F.; Chen, J.L.; Gong, J. The NLRP3 Inflammasome: An Important Driver of Neuroinflammation in Hemorrhagic
Stroke. Cell. Mol. Neurobiol. 2018, 38, 595–603. [CrossRef]

41. Cristina de Brito Toscano, E.; Leandro Marciano Vieira, É.; Boni Rocha Dias, B.; Vidigal Caliari, M.; Paula Gonçalves, A.;
Varela Giannetti, A.; Maurício Siqueira, J.; Kimie Suemoto, C.; Elaine Paraizo Leite, R.; Nitrini, R.; et al. NLRP3 and NLRP1
inflammasomes are up-regulated in patients with mesial temporal lobe epilepsy and may contribute to overexpression of
caspase-1 and IL-β in sclerotic hippocampi. Brain Res. 2021, 1752, 147230. [CrossRef]

42. Wang, S.; He, H.; Long, J.; Sui, X.; Yang, J.; Lin, G.; Wang, Q.; Wang, Y.; Luo, Y. TRPV4 Regulates Soman-Induced Status Epilepticus
and Secondary Brain Injury via NMDA Receptor and NLRP3 Inflammasome. Neurosci. Bull. 2021, 37, 905–920. [CrossRef]
[PubMed]

43. Wang, D.; Zhang, J.; Jiang, W.; Cao, Z.; Zhao, F.; Cai, T.; Aschner, M.; Luo, W. The role of NLRP3-CASP1 in inflammasome-
mediated neuroinflammation and autophagy dysfunction in manganese-induced, hippocampal-dependent impairment of
learning and memory ability. Autophagy 2017, 13, 914–927. [CrossRef] [PubMed]

44. Sarkar, S.; Rokad, D.; Malovic, E.; Luo, J.; Harischandra, D.S.; Jin, H.; Anantharam, V.; Huang, X.; Lewis, M.; Kanthasamy, A.; et al.
Manganese activates NLRP3 inflammasome signaling and propagates exosomal release of ASC in microglial cells. Sci. Signal.
2019, 12, eaat9900. [CrossRef] [PubMed]

45. Su, P.; Wang, D.; Cao, Z.; Chen, J.; Zhang, J. The role of NLRP3 in lead-induced neuroinflammation and possible underlying
mechanism. Environ. Pollut. 2021, 287, 117520. [CrossRef] [PubMed]

46. Dong, J.; Wang, X.; Xu, C.; Gao, M.; Wang, S.; Zhang, J.; Tong, H.; Wang, L.; Han, Y.; Cheng, N.; et al. Inhibiting NLRP3
inflammasome activation prevents copper-induced neuropathology in a murine model of Wilson′s disease. Cell Death Dis. 2021,
12, 87. [CrossRef]

47. Cai, J.; Guan, H.; Jiao, X.; Yang, J.; Chen, X.; Zhang, H.; Zheng, Y.; Zhu, Y.; Liu, Q.; Zhang, Z. NLRP3 inflammasome mediated
pyroptosis is involved in cadmium exposure-induced neuroinflammation through the IL-1β/IkB-α-NF-κB-NLRP3 feedback loop
in swine. Toxicology 2021, 453, 152720. [CrossRef]

48. Brewer, G.J. Divalent Copper as a Major Triggering Agent in Alzheimer′s Disease. J. Alzheimer’s Dis. 2015, 46, 593–604. [CrossRef]
49. Zhou, Q.; Zhang, Y.; Lu, L.; Zhang, H.; Zhao, C.; Pu, Y.; Yin, L. Copper induces microglia-mediated neuroinflammation through

ROS/NF-κB pathway and mitophagy disorder. Food Chem. Toxicol. 2022, 16, 113369. [CrossRef]
50. Quandt, D.; Rothe, K.; Baerwald, C.; Rossol, M. GPRC6A mediates Alum-induced Nlrp3 inflammasome activation but limits Th2

type antibody responses. Sci. Rep. 2015, 5, 16719. [CrossRef]
51. Ye, R.; Pi, M.; Nooh, M.M.; Bahout, S.W.; Quarles, L.D. Human GPRC6A Mediates Testosterone-Induced Mitogen-Activated

Protein Kinases and mTORC1 Signaling in Prostate Cancer Cells. Mol. Pharmacol. 2019, 95, 563–572. [CrossRef]
52. Zhang, X.; Shu, Q.; Liu, Z.; Gao, C.; Wang, Z.; Xing, Z.; Song, J. Recombinant osteopontin provides protection for cerebral

infarction by inhibiting the NLRP3 inflammasome in microglia. Brain Res. 2021, 1751, 147170. [CrossRef]
53. Chen, Y.; Meng, J.; Bi, F.; Li, H.; Chang, C.; Ji, C.; Liu, W. NEK7 Regulates NLRP3 Inflammasome Activation and Neuroin-

flammation Post-traumatic Brain Injury. Front. Mol. Neurosci. 2019, 12, 202, Erratum in Front. Mol. Neurosci. 2019, 12, 247.
[CrossRef]

54. Ji, X.; Song, Z.; He, J.; Guo, S.; Chen, Y.; Wang, H.; Zhang, J.; Xu, X.; Liu, J. NIMA-related kinase 7 amplifies NLRP3 inflammasome
pro-inflammatory signaling in microglia/macrophages and mice models of spinal cord injury. Exp. Cell Res. 2021, 398, 112418.
[CrossRef]

55. O′Brien, W.T.; Pham, L.; Symons, G.F.; Monif, M.; Shultz, S.R.; McDonald, S.J. The NLRP3 inflammasome in traumatic brain
injury: Potential as a biomarker and therapeutic target. J. Neuroinflamm. 2020, 17, 104. [CrossRef]

56. Irrera, N.; Russo, M.; Pallio, G.; Bitto, A.; Mannino, F.; Minutoli, L.; Altavilla, D.; Squadrito, F. The Role of NLRP3 Inflammasome
in the Pathogenesis of Traumatic Brain Injury. Int. J. Mol. Sci. 2020, 21, 6204. [CrossRef]

57. Albalawi, F.; Lu, W.; Beckel, J.M.; Lim, J.C.; McCaughey, S.A.; Mitchell, C.H. The P2X7 Receptor Primes IL-1β and the NLRP3
Inflammasome in Astrocytes Exposed to Mechanical Strain. Front. Cell. Neurosci. 2017, 11, 227. [CrossRef]

58. Ding, H.; Li, Y.; Wen, M.; Liu, X.; Han, Y.; Zeng, H. Elevated intracranial pressure induces IL1β and IL18 overproduction via
activation of the NLRP3 inflammasome in microglia of ischemic adult rats. Int. J. Mol. Med. 2021, 47, 183–194. [CrossRef]

241



Biomedicines 2023, 11, 999

59. Chi, W.; Chen, H.; Li, F.; Zhu, Y.; Yin, W.; Zhuo, Y. HMGB1 promotes the activation of NLRP3 and caspase-8 inflammasomes via
NF-κB pathway in acute glaucoma. J. Neuroinflamm. 2015, 12, 137. [CrossRef]

60. Jiang, S.; Maphis, N.M.; Binder, J.; Chisholm, D.; Weston, L.; Duran, W.; Peterson, C.; Zimmerman, A.; Mandell, M.A.; Jett, S.D.;
et al. Proteopathic tau primes and activates interleukin-1β via myeloid-cell-specific MyD88- and NLRP3-ASC-inflammasome
pathway. Cell Rep. 2021, 36, 109720. [CrossRef]

61. Shi, F.; Yang, L.; Kouadir, M.; Yang, Y.; Wang, J.; Zhou, X.; Yin, X.; Zhao, D. The NALP3 inflammasome engages in neurotoxic
prion peptide-induced microglial activation. J. Neuroinflamm. 2012, 9, 73. [CrossRef]

62. Lai, M.; Yao, H.; Shah, S.Z.A.; Wu, W.; Wang, D.; Zhao, Y.; Wang, L.; Zhou, X.; Zhao, D.; Yang, L. The NLRP3-Caspase 1
Inflammasome Negatively Regulates Autophagy via TLR4-TRIF in Prion Peptide-Infected Microglia. Front. Aging Neurosci. 2018,
10, 116. [CrossRef] [PubMed]

63. Milner, M.T.; Maddugoda, M.; Götz, J.; Burgener, S.S.; Schroder, K. The NLRP3 inflammasome triggers sterile neuroinflammation
and Alzheimer′s disease. Curr. Opin. Immunol. 2021, 68, 116–124. [CrossRef] [PubMed]

64. Pike, A.F.; Varanita, T.; Herrebout, M.A.C.; Plug, B.C.; Kole, J.; Musters, R.J.P.; Teunissen, C.E.; Hoozemans, J.J.M.; Bubacco, L.;
Veerhuis, R. α-Synuclein evokes NLRP3 inflammasome-mediated IL-1β secretion from primary human microglia. Glia 2021, 69,
1413–1428. [CrossRef] [PubMed]

65. Deora, V.; Lee, J.D.; Albornoz, E.A.; McAlary, L.; Jagaraj, C.J.; Robertson, A.A.B.; Atkin, J.D.; Cooper, M.A.; Schroder, K.; Yerbury,
J.J.; et al. The microglial NLRP3 inflammasome is activated by amyotrophic lateral sclerosis proteins. Glia 2020, 68, 407–421,
Erratum in Glia 2020, 68, 2167–2168. [CrossRef] [PubMed]

66. Ismael, S.; Nasoohi, S.; Li, L.; Aslam, K.S.; Khan, M.M.; El-Remessy, A.B.; McDonald, M.P.; Liao, F.F.; Ishrat, T. Thioredoxin
interacting protein regulates age-associated neuroinflammation. Neurobiol. Dis. 2021, 156, 105399. [CrossRef]

67. Ismael, S.; Wajidunnisa; Sakata, K.; McDonald, M.P.; Liao, F.F.; Ishrat, T. ER stress associated TXNIP-NLRP3 inflammasome
activation in hippocampus of human Alzheimer′s disease. Neurochem. Int. 2021, 148, 105104. [CrossRef]

68. Shen, H.; Guan, Q.; Zhang, X.; Yuan, C.; Tan, Z.; Zhai, L.; Hao, Y.; Gu, Y.; Han, C. New mechanism of neuroinflammation in
Alzheimer′s disease: The activation of NLRP3 inflammasome mediated by gut microbiota. Prog. Neuropsychopharmacol. Biol.
Psychiatry 2020, 100, 109884. [CrossRef]

69. Shukla, P.K.; Delotterie, D.F.; Xiao, J.; Pierre, J.F.; Rao, R.; McDonald, M.P.; Khan, M.M. Alterations in the Gut-Microbial-
Inflammasome-Brain Axis in a Mouse Model of Alzheimer′s Disease. Cells 2021, 10, 779. [CrossRef]

70. Yi, W.; Cheng, J.; Wei, Q.; Pan, R.; Song, S.; He, Y.; Tang, C.; Liu, X.; Zhou, Y.; Su, H. Effect of temperature stress on gut-brain axis
in mice: Regulation of intestinal microbiome and central NLRP3 inflammasomes. Sci. Total Environ. 2021, 772, 144568. [CrossRef]

71. Ising, C.; Venegas, C.; Zhang, S.; Scheiblich, H.; Schmidt, S.V.; Vieira-Saecker, A.; Schwartz, S.; Albasset, S.; McManus, R.M.;
Tejera, D.; et al. NLRP3 inflammasome activation drives tau pathology. Nature 2019, 575, 669–673. [CrossRef]

72. Wang, B.R.; Shi, J.Q.; Ge, N.N.; Ou, Z.; Tian, Y.Y.; Jiang, T.; Zhou, J.S.; Xu, J.; Zhang, Y.D. PM2.5 exposure aggravates oligomeric
amyloid beta-induced neuronal injury and promotes NLRP3 inflammasome activation in an in vitro model of Alzheimer′s disease.
J. Neuroinflamm. 2018, 15, 132. [CrossRef]

73. Shi, J.Q.; Wang, B.R.; Jiang, T.; Gao, L.; Zhang, Y.D.; Xu, J. NLRP3 Inflammasome: A Potential Therapeutic Target in Fine
Particulate Matter-Induced Neuroinflammation in Alzheimer′s Disease. J. Alzheimers Dis. 2020, 77, 923–934. [CrossRef]

74. Yuan, L.; Zhu, Y.; Huang, S.; Lin, L.; Jiang, X.; Chen, S. NF-κB/ROS and ERK pathways regulate NLRP3 inflammasome activation
in Listeria monocytogenes infected BV2 microglia cells. J. Microbiol. 2021, 59, 771–781. [CrossRef]

75. Zhao, Z.; Wang, Y.; Zhou, R.; Li, Y.; Gao, Y.; Tu, D.; Wilson, B.; Song, S.; Feng, J.; Hong, J.S.; et al. A novel role of NLRP3-
generated IL-1β in the acute-chronic transition of peripheral lipopolysaccharide-elicited neuroinflammation: Implications for
sepsis-associated neurodegeneration. J. Neuroinflamm. 2020, 17, 64. [CrossRef]

76. Danielski, L.G.; Giustina, A.D.; Bonfante, S.; de Souza Goldim, M.P.; Joaquim, L.; Metzker, K.L.; Biehl, E.B.; Vieira, T.; de
Medeiros, F.D.; da Rosa, N.; et al. NLRP3 Activation Contributes to Acute Brain Damage Leading to Memory Impairment in
Sepsis-Surviving Rats. Mol. Neurobiol. 2020, 57, 5247–5262. [CrossRef]

77. Chivero, E.T.; Guo, M.L.; Periyasamy, P.; Liao, K.; Callen, S.E.; Buch, S. HIV-1 Tat Primes and Activates Microglial NLRP3
Inflammasome-Mediated Neuroinflammation. J. Neurosci. 2017, 37, 3599–3609. [CrossRef]

78. Katuri, A.; Bryant, J.; Heredia, A.; Makar, T.K. Role of the inflammasomes in HIV-associated neuroinflammation and neurocogni-
tive disorders. Exp. Mol. Pathol. 2019, 108, 64–72. [CrossRef]

79. He, X.; Yang, W.; Zeng, Z.; Wei, Y.; Gao, J.; Zhang, B.; Li, L.; Liu, L.; Wan, Y.; Zeng, Q.; et al. NLRP3-dependent pyroptosis is
required for HIV-1 gp120-induced neuropathology. Cell. Mol. Immunol. 2020, 17, 283–299. [CrossRef]

80. Hu, X.; Zeng, Q.; Xiao, J.; Qin, S.; Wang, Y.; Shan, T.; Hu, D.; Zhu, Y.; Liu, K.; Zheng, K.; et al. Herpes Simplex Virus 1 Induces
Microglia Gasdermin D-Dependent Pyroptosis through Activating the NLR Family Pyrin Domain Containing 3 Inflammasome.
Front. Microbiol. 2022, 13, 838808. [CrossRef]

81. Chen, C.J.; Ou, Y.C.; Chang, C.Y.; Pan, H.C.; Lin, S.Y.; Liao, S.L.; Raung, S.L.; Chen, S.Y.; Chang, C.J. Src signaling involvement in
Japanese encephalitis virus-induced cytokine production in microglia. Neurochem. Int. 2011, 58, 924–933. [CrossRef]

82. He, Z.; Chen, J.; Zhu, X.; An, S.; Dong, X.; Yu, J.; Zhang, S.; Wu, Y.; Li, G.; Zhang, Y.; et al. NLRP3 Inflammasome Activation
Mediates Zika Virus-Associated Inflammation. J. Infect. Dis. 2018, 217, 1942–1951. [CrossRef] [PubMed]

83. Chen, I.Y.; Moriyama, M.; Chang, M.F.; Ichinohe, T. Severe Acute Respiratory Syndrome Coronavirus Viroporin 3a Activates the
NLRP3 Inflammasome. Front. Microbiol. 2019, 10, 50. [CrossRef] [PubMed]

242



Biomedicines 2023, 11, 999

84. Siu, K.L.; Yuen, K.S.; Castano-Rodriguez, C.; Ye, Z.W.; Yeung, M.L.; Fung, S.Y.; Yuan, S.; Chan, C.P.; Yuen, K.Y.; Enjuanes,
L.; et al. Severe acute respiratory syndrome coronavirus ORF3a protein activates the NLRP3 inflammasome by promoting
TRAF3-dependent ubiquitination of ASC. FASEB J. 2019, 33, 8865–8877. [CrossRef] [PubMed]

85. de Rivero Vaccari, J.C.; Dietrich, W.D.; Keane, R.W.; de Rivero Vaccari, J.P. The inflammasome in times of COVID-19. Front.
Immunol. 2020, 11, 583373. [CrossRef]

86. Pan, P.; Shen, M.; Yu, Z.; Ge, W.; Chen, K.; Tian, M.; Xiao, F.; Wang, Z.; Wang, J.; Jia, Y.; et al. SARS-CoV-2 N protein promotes
NLRP3 inflammasome activation to induce hyperinflammation. Nat. Commun. 2021, 12, 4664, Erratum in Nat. Commun. 2021, 12,
5306. [CrossRef]

87. Yalcinkaya, M.; Liu, W.; Islam, M.N.; Kotini, A.G.; Gusarova, G.A.; Fidler, T.P.; Papapetrou, E.P.; Bhattacharya, J.; Wang, N.; Tall,
A.R. Modulation of the NLRP3 inflammasome by SARS-CoV-2 Envelope protein. Sci. Rep. 2021, 11, 24432. [CrossRef]

88. Olajide, O.A.; Iwuanyanwu, V.U.; Adegbola, O.D.; Al-Hindawi, A.A. SARS-CoV-2 Spike Glycoprotein S1 Induces Neuroinflam-
mation in BV-2 Microglia. Mol. Neurobiol. 2022, 59, 445–458. [CrossRef]

89. Ito, M.; Yanagi, Y.; Ichinohe, T. Encephalomyocarditis virus viroporin 2B activates NLRP3 inflammasome. PLoS Pathog. 2012, 8,
e1002857. [CrossRef]

90. Moreira, J.D.; Iakhiaev, A.; Vankayalapati, R.; Jung, B.G.; Samten, B. Histone deacetylase-2 controls IL-1β production through the
regulation of NLRP3 expression and activation in tuberculosis infection. iScience 2022, 25, 104799. [CrossRef]

91. Butterfield, D.A.; Halliwell, B. Oxidative stress, dysfunctional glucose metabolism and Alzheimer disease. Nat. Rev. Neurosci.
2019, 20, 148–160. [CrossRef]

92. Litwiniuk, A.; Bik, W.; Kalisz, M.; Baranowska-Bik, A. Inflammasome NLRP3 Potentially Links Obesity-Associated Low-Grade
Systemic Inflammation and Insulin Resistance with Alzheimer′s Disease. Int. J. Mol. Sci. 2021, 22, 5603. [CrossRef]

93. Sobesky, J.L.; D′Angelo, H.M.; Weber, M.D.; Anderson, N.D.; Frank, M.G.; Watkins, L.R.; Maier, S.F.; Barrientos, R.M. Glucocorti-
coids Mediate Short-Term High-Fat Diet Induction of Neuroinflammatory Priming, the NLRP3 Inflammasome, and the Danger
Signal HMGB1. eNeuro 2016, 3, ENEURO.0113-16.2016. [CrossRef]

94. Keshk, W.A.; Ibrahim, M.A.; Shalaby, S.M.; Zalat, Z.A.; Elseady, W.S. Redox status, inflammation, necroptosis and inflammasome
as indispensable contributors to high fat diet (HFD)-induced neurodegeneration; Effect of N-acetylcysteine (NAC). Arch. Biochem.
Biophys. 2020, 680, 108227. [CrossRef]

95. Wei, P.; Yang, F.; Zheng, Q.; Tang, W.; Li, J. The Potential Role of the NLRP3 Inflammasome Activation as a Link between
Mitochondria ROS Generation and Neuroinflammation in Postoperative Cognitive Dysfunction. Front. Cell. Neurosci. 2019, 13, 73.
[CrossRef]

96. Zhang, L.; Xiao, F.; Zhang, J.; Wang, X.; Ying, J.; Wei, G.; Chen, S.; Huang, X.; Yu, W.; Liu, X.; et al. Dexmedetomidine Mitigated
NLRP3-Mediated Neuroinflammation via the Ubiquitin-Autophagy Pathway to Improve Perioperative Neurocognitive Disorder
in Mice. Front. Pharmacol. 2021, 12, 646265. [CrossRef]

97. Hirshman, N.A.; Hughes, F.M., Jr.; Jin, H.; Harrison, W.T.; White, S.W.; Doan, I.; Harper, S.N.; Leidig, P.D.; Purves, J.T.
Cyclophosphamide-induced cystitis results in NLRP3-mediated inflammation in the hippocampus and symptoms of depression
in rats. Am. J. Physiol. Renal Physiol. 2020, 318, F354–F362. [CrossRef]

98. D′Espessailles, A.; Mora, Y.A.; Fuentes, C.; Cifuentes, M. Calcium-sensing receptor activates the NLRP3 inflammasome in LS14
preadipocytes mediated by ERK1/2 signaling. J. Cell. Physiol. 2018, 233, 6232–6240. [CrossRef]

99. Wang, C.; Jia, Q.; Sun, C.; Jing, C. Calcium sensing receptor contribute to early brain injury through the CaMKII/NLRP3 pathway
after subarachnoid hemorrhage in mice. Biochem. Biophys. Res. Commun. 2020, 530, 651–657. [CrossRef]

100. Hu, W.; Zhang, Y.; Wu, W.; Yin, Y.; Huang, D.; Wang, Y.; Li, W.; Li, W. Chronic glucocorticoids exposure enhances neurodegenera-
tion in the frontal cortex and hippocampus via NLRP-1 inflammasome activation in male mice. Brain Behav. Immun. 2016, 52,
58–70. [CrossRef]

101. Maturana, C.J.; Aguirre, A.; Sáez, J.C. High glucocorticoid levels during gestation activate the inflammasome in hippocampal
oligodendrocytes of the offspring. Dev. Neurobiol. 2017, 77, 625–642. [CrossRef]

102. Chivero, E.T.; Thangaraj, A.; Tripathi, A.; Periyasamy, P.; Guo, M.L.; Buch, S. NLRP3 Inflammasome Blockade Reduces Cocaine-
Induced Microglial Activation and Neuroinflammation. Mol. Neurobiol. 2021, 58, 2215–2230. [CrossRef] [PubMed]

103. Du, S.H.; Qiao, D.F.; Chen, C.X.; Chen, S.; Liu, C.; Lin, Z.; Wang, H.; Xie, W.B. Toll-Like Receptor 4 Mediates Methamphetamine-
Induced Neuroinflammation through Caspase-11 Signaling Pathway in Astrocytes. Front. Mol. Neurosci. 2017, 10, 409. [CrossRef]
[PubMed]

104. Xu, E.; Liu, J.; Liu, H.; Wang, X.; Xiong, H. Inflammasome Activation by Methamphetamine Potentiates Lipopolysaccharide
Stimulation of IL-1β Production in Microglia. J. Neuroimmune Pharmacol. 2018, 13, 237–253. [CrossRef] [PubMed]

105. Cheon, S.Y.; Koo, B.N.; Kim, S.Y.; Kam, E.H.; Nam, J.; Kim, E.J. Scopolamine promotes neuroinflammation and delirium-like
neuropsychiatric disorder in mice. Sci. Rep. 2021, 11, 8376. [CrossRef]

106. Lippai, D.; Bala, S.; Petrasek, J.; Csak, T.; Levin, I.; Kurt-Jones, E.A.; Szabo, G. Alcohol-induced IL-1β in the brain is mediated by
NLRP3/ASC inflammasome activation that amplifies neuroinflammation. J. Leukoc. Biol. 2013, 94, 171–182. [CrossRef]

107. Alfonso-Loeches, S.; Ureña-Peralta, J.; Morillo-Bargues, M.J.; Gómez-Pinedo, U.; Guerri, C. Ethanol-Induced TLR4/NLRP3
Neuroinflammatory Response in Microglial Cells Promotes Leukocyte Infiltration Across the BBB. Neurochem. Res. 2016, 41,
193–209. [CrossRef]

243



Biomedicines 2023, 11, 999

108. Carranza-Aguilar, C.J.; Hernández-Mendoza, A.; Mejias-Aponte, C.; Rice, K.C.; Morales, M.; González-Espinosa, C.; Cruz,
S.L. Morphine and Fentanyl Repeated Administration Induces Different Levels of NLRP3-Dependent Pyroptosis in the Dorsal
Raphe Nucleus of Male Rats via Cell-Specific Activation of TLR4 and Opioid Receptors. Cell. Mol. Neurobiol. 2020, 42, 677–694.
[CrossRef]

109. Samir, P.; Kesavardhana, S.; Patmore, D.M.; Gingras, S.; Malireddi, R.K.S.; Karki, R.; Guy, C.S.; Briard, B.; Place, D.E.; Bhattacharya,
A.; et al. DDX3X acts as a live-or-die checkpoint in stressed cells by regulating NLRP3 inflammasome. Nature 2019, 573, 590–594.
[CrossRef]

110. Swaroop, S.; Mahadevan, A.; Shankar, S.K.; Adlakha, Y.K.; Basu, A. HSP60 critically regulates endogenous IL-1β production in
activated microglia by stimulating NLRP3 inflammasome pathway. J. Neuroinflamm. 2018, 15, 177, Erratum in J. Neuroinflamm.
2018, 15, 317. [CrossRef]

111. Kim, M.J.; Yoon, J.H.; Ryu, J.H. Mitophagy: A balance regulator of NLRP3 inflammasome activation. BMB Rep. 2016, 49, 529–535.
[CrossRef]

112. Mishra, S.R.; Mahapatra, K.K.; Behera, B.P.; Patra, S.; Bhol, C.S.; Panigrahi, D.P.; Praharaj, P.P.; Singh, A.; Patil, S.; Dhiman, R.; et al.
Mitochondrial dysfunction as a driver of NLRP3 inflammasome activation and its modulation through mitophagy for potential
therapeutics. Int. J. Biochem. Cell Biol. 2021, 136, 106013. [CrossRef]

113. Leemans, J.C.; Cassel, S.L.; Sutterwala, F.S. Sensing damage by the NLRP3 inflammasome. Immunol. Rev. 2011, 243, 152–162.
[CrossRef]

114. Iyer, S.S.; He, Q.; Janczy, J.R.; Elliott, E.I.; Zhong, Z.; Olivier, A.K.; Sadler, J.J.; Knepper-Adrian, V.; Han, R.; Qiao, L.; et al.
Mitochondrial cardiolipin is required for Nlrp3 inflammasome activation. Immunity 2013, 39, 311–323. [CrossRef]

115. Han, S.; He, Z.; Jacob, C.; Hu, X.; Liang, X.; Xiao, W.; Wan, L.; Xiao, P.; D′Ascenzo, N.; Ni, J.; et al. Effect of Increased IL-1β on
Expression of HK in Alzheimer′s Disease. Int. J. Mol. Sci. 2021, 22, 1306. [CrossRef]

116. Rivers-Auty, J.; Tapia, V.S.; White, C.S.; Daniels, M.J.D.; Drinkall, S.; Kennedy, P.T.; Spence, H.G.; Yu, S.; Green, J.P.; Hoyle, C.; et al.
Zinc Status Alters Alzheimer′s Disease Progression through NLRP3-Dependent Inflammation. J. Neurosci. 2021, 41, 3025–3038.
[CrossRef]

117. Xu, Z.; Chen, Z.M.; Wu, X.; Zhang, L.; Cao, Y.; Zhou, P. Distinct Molecular Mechanisms Underlying Potassium Efflux for NLRP3
Inflammasome Activation. Front. Immunol. 2020, 11, 609441. [CrossRef]

118. Zhong, Z.; Liang, S.; Sanchez-Lopez, E.; He, F.; Shalapour, S.; Lin, X.J.; Wong, J.; Ding, S.; Seki, E.; Schnabl, B.; et al. New
mitochondrial DNA synthesis enables NLRP3 inflammasome activation. Nature 2018, 560, 198–203. [CrossRef]

119. Zhou, X.G.; Qiu, W.Q.; Yu, L.; Pan, R.; Teng, J.F.; Sang, Z.P.; Law, B.Y.; Zhao, Y.; Zhang, L.; Yan, L.; et al. Targeting microglial
autophagic degradation of the NLRP3 inflammasome for identification of thonningianin A in Alzheimer′s disease. Inflamm.
Regen. 2022, 42, 25. [CrossRef]

120. Zhao, T.; Gao, J.; Van, J.; To, E.; Wang, A.; Cao, S.; Cui, J.Z.; Guo, J.P.; Lee, M.; McGeer, P.L.; et al. Age-related increases in amyloid
beta and membrane attack complex: Evidence of inflammasome activation in the rodent eye. J. Neuroinflamm. 2015, 12, 121.
[CrossRef]

121. Reddy, P.H.; Oliver, D.M. Amyloid Beta and Phosphorylated Tau-Induced Defective Autophagy and Mitophagy in Alzheimer′s
Disease. Cells 2019, 8, 488. [CrossRef]

122. Eshraghi, M.; Adlimoghaddam, A.; Mahmoodzadeh, A.; Sharifzad, F.; Yasavoli-Sharahi, H.; Lorzadeh, S.; Albensi, B.C.; Ghavami,
S. Alzheimer′s Disease Pathogenesis: Role of Autophagy and Mitophagy Focusing in Microglia. Int. J. Mol. Sci. 2021, 22, 3330.
[CrossRef] [PubMed]

123. Lech, M.; Avila-Ferrufino, A.; Skuginna, V.; Susanti, H.E.; Anders, H.J. Quantitative expression of RIG-like helicase, NOD-like
receptor and inflammasome-related mRNAs in humans and mice. Int. Immunol. 2010, 22, 717–728. [CrossRef] [PubMed]

124. Minkiewicz, J.; de Rivero Vaccari, J.P.; Keane, R.W. Human astrocytes express a novel NLRP2 inflammasome. Glia 2013, 61,
1113–1121. [CrossRef]

125. de Rivero Vaccari, J.P.; Dietrich, W.D.; Keane, R.W. Activation and regulation of cellular inflammasomes: Gaps in our knowledge
for central nervous system injury. J. Cereb. Blood Flow Metab. 2014, 34, 369–375. [CrossRef]
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Abstract: Progressive multiple sclerosis (MS) is a chronic disease with a unique pattern, which is
histologically classified into the subpial type 3 lesions in the autopsy. The lesion is also homologous to
that of cuprizone (CPZ) toxin-induced animal models of demyelination. Aberration of the tryptophan
(TRP)-kynurenine (KYN) metabolic system has been observed in patients with MS; nevertheless,
the KYN metabolite profile of progressive MS remains inconclusive. In this study, C57Bl/6J male
mice were treated with 0.2% CPZ toxin for 5 weeks and then underwent 4 weeks of recovery. We
measured the levels of serotonin, TRP, and KYN metabolites in the plasma and the brain samples
of mice at weeks 1, 3, and 5 of demyelination, and at weeks 7 and 9 of remyelination periods by
ultra-high-performance liquid chromatography with tandem mass spectrometry (UHPLC-MS/MS)
after body weight measurement and immunohistochemical analysis to confirm the development
of demyelination. The UHPLC-MS/MS measurements demonstrated a significant reduction of
kynurenic acid, 3-hydoxykynurenine (3-HK), and xanthurenic acid in the plasma and a significant
reduction of 3-HK, and anthranilic acid in the brain samples at week 5. Here, we show the profile
of KYN metabolites in the CPZ-induced mouse model of demyelination. Thus, the KYN metabolite
profile potentially serves as a biomarker of progressive MS and thus opens a new path toward
planning personalized treatment, which is frequently obscured with immunologic components in
MS deterioration.

Keywords: multiple sclerosis; PPMS; SPMS; tryptophan; kynurenine; cuprizone; demyelination;
remyelination; animal model; translational

1. Introduction

Multiple sclerosis (MS) is an inflammatory, neurodegenerative, and immune-mediated
disorder of the central nervous system (CNS), which is characterized by the appearance
of inflammatory lesions of the white matter, axonal damage, loss of oligodendrocyte and
axons, gliosis, demyelination, as well as neurodegeneration [1–5]. MS is still an incurable
disease and is estimated to affect 2.8 million people worldwide [6]. It occurs most often in
one of the most productive stages of life, i.e., in young adulthood, which makes the disease
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to be responsible for worsening the quality of the life not only for those affected but for
society too [6,7]. The development of the disorder is the result of an interrelationship of
various immune, genetic, epigenetic, and environmental factors [5]. The pathophysiology
of the disease and the molecular and metabolic mechanisms underlying neuroaxonal
damage are not yet fully elucidated, although oxidative stress greatly contributes to the
progression of MS by inducing axonal and neuronal damage [5,8]. Furthermore, a growing
body of research suggests that in addition to immune-mediated inflammatory responses,
certain neurodegenerative processes, including glutamate excitotoxicity, mitochondrial
dysfunction, and aforementioned oxidative stress also play a role in the pathogenesis
and progression of the disease [8]. In most cases, MS starts with a relapsing–remitting
(RRMS) course, often followed over the years by a relapse-independent deterioration in
neurological function, known as the progressive phase of MS (SPMS) [9,10]. Progressive
MS relates to gradual exacerbation in neurologic as well as psychiatric signs and symptoms.
Cortical demyelinated lesions may be the pathological course leading to neural dysfunction,
progression, and particularly cognitive impairments [11–17], which are clinical findings
in patients with progressive MS. Extensive cortical demyelination has been observed
in the frontal, temporal, insular, and cerebellar cortices, the cingulate gyrus, and the
hippocampus [18,19].

Preclinical research makes a major contribution to prevention, diagnosis, and thera-
peutic management in clinical medicine, employing in vitro systems and animal models of
diseases [20–24]. Experimental research collecting the data from animal studies and animal
models of neurodegenerative and neuropsychiatric diseases has provided valuable clues to
understanding the roles of endogenous peptides, hormones, and metabolites, searching for
useful biomarkers and exploring novel targets for the treatment of diseases [25–29]. Thus,
extensive preclinical, clinical, and computational studies are under extended research for
their potential translationability and synthesizability in the search for novel preventive,
diagnostic, and interventional measures for neurodegenerative diseases [30–34].

Various animal models, such as the experimental autoimmune encephalomyelitis,
Theiler’s murine encephalomyelitis virus, and cuprizone (CPZ) toxin model, have been ap-
plied for the investigation of the pathomechanism of MS [35,36]. The CPZ-induced model
is an ideal tool to study the demyelination phase, concomitant pathological changes and
processes, as well as remyelination, in the absence of a peripheral immune response and
blood–brain barrier (BBB) disruption [35,36]. CPZ is a copper chelating agent that induces
apoptosis in mature oligodendrocytes [4]. The chelating function may have a negative
effect on copper cofactor-dependent mitochondrial enzymes in the respiratory chain [3].
Although the exact mechanism of the intoxication is not yet fully explained, it appears
that mitochondrial dysfunction causes oxidative stress, which contributes to the apopto-
sis of oligodendrocytes and axonal damage, ultimately leading to demyelination [3,4,37].
During the early weeks of toxin treatment (acute phase), the activation of oligodendro-
cytosis, microglia, and astrocyte starts, and demyelination becomes apparent [36,38,39].
Glial activation facilities the removal of accumulating myelin debris and gliosis further
exacerbates demyelination and oligodendrocytosis [36,38,40,41]. Significant demyelination
and oligodendroglial cell death can be observed in the corpus callosum, the striatum, the
cortex, the hippocampus, and the cerebellum, among others [36]. Based on the literature,
the weight of the brain decreases after CPZ treatment, which reduction can be explained by
the thinning of the corpus callosum and cortex [35]. Furthermore, the discontinuation of
CPZ treatment leads to rapid regeneration, exemplified by remyelination [35,42,43].

The CPZ intoxication contributes to axonal and synaptic damage, leading to the de-
velopment of functional impairment of the nervous system [36,44]. Furthermore, CPZ
intoxication causes glutamate excitotoxicity and synaptotoxicity through the glutamate re-
ceptor subunits [36,45,46]. The ionotropic amino-3-hydroxy-5-methyl-4-isoxazolepropionic
acid (AMPA) and kainate types of glutamate receptors, and N-methyl-D-aspartate (NMDA)
receptors in the myelin sheaths expressed in the oligodendrocytes, contribute to the cell and
myelin sheath swelling, vacuolation, and subsequent excitotoxic cell death [35,47]. CPZ
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treatment also causes decreased expression of AMPA receptors in hippocampal neurons
and cortex [46], upregulation of the NR2A subunit of the NMDA receptor in the corpus
callosum [45], and downregulation of the mGluR2 subunit of the metabotropic glutamate
receptors [36,45].

More than 95% of the essential amino acid tryptophan (TRP) is degraded via the
kynurenine (KYN) metabolic pathway (Figure 1) [48,49]. The first rate-determining step
of the TRP-KYN metabolism is the conversion of TRP to L-KYN, catalyzed by TRP-2,3-
dioxygenase (TDO) and indoleamine-2,3-dioxygenases (IDOs) [50,51]. TDO can be found
in liver cells and, to a lesser extent in the brain, while the IDOs are expressed in the
neurons, the astrocytes, and the microglia [51]. The KYN metabolites are formed via
different subbranches. Kynurenine aminotransferases (KATs) catalyze the transamina-
tion of KYN to form KYNA, whereas kynureninase catalyzes KYN to form ANA. Those
metabolites are further degraded to form 3-hydroxy-L-kynurenine (3-HK), xanthurenic
acid (XA), 3-hydroxyanthranilic acid (3-HANA), picolinic acid (PICA), and quinolinic acid
(QUIN) [8,50,52,53]. During TRP degradation, many KYN metabolites were shown to
possess neuroactive properties, such as KYNA and PICA, whereas QUIN and 3-HANA
were considered to have neurotoxic properties [52,54]. KYNA affects glutamatergic trans-
mission at various glutamate receptor subunits, including NMDA, AMPA, or kainate
receptors [55–57]. A certain concentration of KYNA has been considered neuroprotective,
scavenging the insult of reactive oxygen species [48,58]. On the other hand, QUIN is a
competitive agonist of the NMDA receptors, and it may cause glutamatergic excitotoxicity
by Ca2+ influx, which produces neuronal cell death [52,59,60].

Figure 1. The kynurenine metabolic pathway of tryptophan degradation. 3-HAO: 3-hydroxyan-
thranilate oxidase; ACMSD: α-amino-β-carboxymuconate-semialdehyde-decarboxylase; IDOs: in-
doleamine 2,3-dioxygenases; TDO:/tryptophan 2,3-dioxygenase; KATs: kynurenine aminotrans-
ferases; KMO: kynurenine 3-monooxygenase; NAD+: nicotinamide adenine dinucleotide: QPRT:
quinolinate phosphoribosyltransferase.

Moreover, several studies have reported the alteration of TRP-KYN metabolites in
neurodegenerative diseases and psychiatric disorders, including MS [48,52,61–64]. It
was reported that KYNA levels were elevated in the relapse phase while decreased in
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the remission phase [65,66]. Meanwhile, reduced KYNA and PICA and elevated QUIN
concentrations were reported in the cerebrospinal fluid of MS patients [48]. In addition,
decreased KYNA levels were observed in the progressive phase of the disease [67]. A recent
study has reported a decreased 3-HK level in the serum samples of MS patients [68].

Recently, we reported a significant decrease in KYNA levels in the cortex and the
hippocampus, and the plasma during the demyelination period, which is normalized after
remyelination in the CPZ-induced model of demyelination [69]. In this study, we measure
the levels of serotonin, TRP, and eight TRP-KYN metabolites of the plasma and the brain
samples of CPZ-intoxicated mice in the demyelination and remyelination periods in search
of a TRP metabolite profile of progressive and recovery phases.

2. Materials and Methods

2.1. Animal Experiments and Sample Collection

In the experiment, eight-week-old C57BL/6J male mice were used (n = 160). The
animals were bred and maintained under standard laboratory conditions with 12 h–12 h
light/dark cycle at 24 ± 1 ◦C and 45–55% relative humidity in the Animal House of the
Department of Neurology, University of Szeged. The investigations were in accordance
with the Ethical Codex of Animal Experiments and were approved by the Ethics Committee
of the Faculty of Medicine, University of Szeged, and the National Food Chain Safety
Office with a permission number of XI/1101/2018. The experiment was performed as
previously described in our study [69]. Briefly, the animals were housed in polycarbonate
cages (530 cm3 floor space) in groups of 5. Prior to the start of the experiment, all animals
were acclimated to grounded standard rodent chow for 2 weeks, and animal’s weight was
monitored every other day.

The CPZ toxin was administered to half of the experimental animals (n = 80) for
5 weeks by a diet containing 0.2% CPZ (bis-cyclohexanone-oxaldihydrazone; Sigma-Aldrich)
mixed into a grounded standard rodent chow with free access to water. For control group
(CO), age and weight-matched animals were used (n = 80), which had rodent chow and free
access to water. At the end of the first, third, and fifth weeks, 16 animals were randomly
chosen from both CO and CPZ groups and terminated for further analysis. Thus, at the
end of the demyelination phase, 96 animals were terminated (n = 96, 48 CPZ-treated, and
48 control animals). The surviving animals (n = 64, 32 CPZ treated, and 32 control animals)
underwent the remyelination phase for 4 weeks and they were sacrificed at the end of the
second and fourth weeks of the recovery phase (Figure 2).

Figure 2. Timeline of the experimental procedure used. CO: control group; CPZ: cuprizone
group; IHC: immunohistochemical studies; n: the number of animals; UHPLC-MS/MS: Ultra-high-
performance liquid chromatography with tandem mass spectrometry; *: random sample selection
was applied for both measurements in the CPZ-treated and the CO groups.

The animals were terminated according to our previous investigation [69]. The mice
were anesthetized with intraperitoneal 4% chloral hydrate (10 mL/kg body weight). For
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the histological and immunohistochemical studies, mice (CPZ: n = 30, CO: n = 30) were
perfused transcardially with artificial cerebrospinal fluid followed by 4% paraformaldehyde
in 0.1 M phosphate buffer. Brain samples were dissected and postfixed in the same fixative
overnight at 4 ◦C. Brains were embedded in paraffin, coronally sectioned in 8 μm thickness
obtained from different regions (0.14, −0.22, −1.06, and −1.94 mm) according to the mouse
brain atlas of Paxinos and Franklin (2001) and placed on gelatin-coated slides [70]. For
bioanalytical measurements, the animals (CPZ: n = 50, CO: n = 50) were anesthetized
and perfused as described above. Blood samples were taken from the left heart ventricle
into Eppendorf tubes containing 5% disodium ethylenediaminetetraacetate dihydrate and
plasma was separated by centrifugation (3500 rpm for 10 min at 4 ◦C). The brains were
dissected into five different brain regions: the cerebellum, the brainstem, the striatum, the
somatosensory cortex, and the hippocampus. All samples were placed on ice and stored at
−80 ◦C. The samples were marked as groups of DEM, REM, or CO.

2.2. Luxol Fast Blue Crystal Violet Staining and Myelin Status Determination by Densitometric Analysis

Myelin damage was examined by luxol fast blue crystal violet staining. The brain
slides were deparaffinized, rehydrated with 95% alcohol, and incubated in a 0.01% luxol
fast blue solution overnight at 60 ◦C, after that the sections were differentiated in 0.05%
lithium carbonate solution and counterstained with crystal violet. For measurements of
the stained sections were taken using a Zeiss AxioImager M2 microscope, supplied with
an AxioCam MRc Rev. 3 camera (Carl Zeiss Microscopy). Zeiss Zen 2.6 (blue edition)®

image analysis software program was applied, which measured the mean intensity of
different color channels on a scale from 0 to 65,536. In our case, the low-intensity value
characterizes the higher myelin content in the control (CO) group as there was a higher
tissue staining. On the other hand, the higher intensity measured in the CPZ-treated (DEM)
group shows a lower rate of tissue staining resulting in a decreased myelin content. To
determine the myelin content, we performed luxol fast blue crystal violet staining, then the
corpus callosum was marked on each section based on the mouse brain atlas of Paxinos
and Franklin (2001), and intensity measurement was used on this designated area in order
to determine myelin content in the corpus callosum.

2.3. Ultra-High-Performance Liquid Chromatography with Tandem Mass Spectrometry Measurement

All reagents and chemicals were of analytical or liquid chromatography–mass spec-
trometry grade. TRP and its metabolites, and their deuterated forms: d4-SERO, d5-TRP,
d4-KYN, d5-KYNA, d4-XA, d5-5-HIAA, d3-3-HANA, d4-PICA, and d3-QUIN were pur-
chased from Toronto Research Chemicals (Toronto, ON, Canada). d3-3-HK was obtained
from Buchem B. V. (Apeldoorn, The Netherlands). Acetonitrile (ACN) was provided
by Molar Chemicals (Halásztelek, Hungary). Methanol (MeOH) was purchased from
LGC Standards (Wesel, Germany). Formic acid (FA) and water were obtained from VWR
Chemicals (Monroeville, PA, USA).

The preparation of the standards, internal standards (IS), and quality control (QC)
solutions were necessary for the measurement, as well as the preparation of the animal
plasma sample for analysis, which was based on the description published by Tömösi
et al. [71]. As for the brain samples, after measuring the weight of the five different brain
regions, we homogenized them (UP100H, Hielscher Ultrasound Technology, Germany;
amplitude: 100%, cycle: 0.5) in 3× amount of ice-cooled LC-MS water (for example, 90 μL
water was pipetted to 30.0 mg sample). After that, the same steps as for the plasma
samples were performed, with the difference that the precipitation was carried out with
100% acetonitrile. Then, plasma samples and brain regions were measured according
to the previously published methodology using UHPLC-MS/MS [72]. Multiple reaction
monitoring (MRM) transition of picolinic acid was 124.0/106.0 using 75 V as declustering
potential and 13 V as collision energy, retention time: 1.21 min.
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2.4. Statistical Analysis

For the statistical analysis of body weight, two-way repeated-measures ANOVA was
used. For the densitometric analysis of LFB statistical differences were determined by
one-way analysis of variance (ANOVA), then depending on the variances of data, Sidak or
Tamhane’s T2 post hoc test was applied. Pairwise comparisons of group means were based
on the estimated marginal means with Sidak or Tamhane’s T2 post hoc test with adjustment
for multiple comparisons. Group values were given as means ± SEM, analyses were
performed in SPSS Statistics software (version 20.0 for Windows, SPSS Inc. IBM, Armork,
NY, USA). Regarding the UHPLC-MS/MS measurements, all statistical analyses were
performed with the help of the R software (R Development Core Team). After checking for
its assumptions (checking for outliers, Shapiro and Levene tests), we performed two-way
ANOVA with estimated marginal means post hoc tests to determine significance between
treatment groups, measurement times, and their interaction. In case of the assumptions
were not met, we applied the Sheirer–Ray–Hare test with Dunn test as post hoc. Type I
errors from multiple comparisons were controlled with the Bonferroni method. We rejected
null hypotheses when the corrected p level was < 0.05, and in such cases, the differences
were considered significant.

3. Results

3.1. Investigation of Body Weight

The results of body weight measurement during the CPZ treatment and the recovery
phase can be seen in the supplementary material (Figure S1).

3.2. Evaluation of Cuprizone Damage in the Demyelination and Remyelination Phases

The extent of myelin damage was examined by luxol fast blue crystal violet staining.
A detailed description and figures of the immunohistochemical analyses and subsequent
intensity measurements can be found in the supplementary material (Figures S2 and S3).

3.3. Ultra-High-Performance Liquid Chromatography with Tandem Mass Spectrometry
Measurement of Kynurenine Metabolites

During our experiment, UHPLC-MS/MS bioanalytical measurements were performed
to detect TRP and different KYN metabolites from both plasma and different brain region
samples, including the striatum, cortex, hippocampus, cerebellum, and brainstem. These
samples were collected on the 1st, 3rd, and 5th week of treatment, as well as on the 2nd
and 4th week of the recovery phase. Due to the large amount of data obtained, only the
significant changes were shown and published. Namely, in the case of plasma, we observed
a significant difference in the levels of KYNA, 3-HK, and XA in terms of the CPZ treatment
time and the degree of damage. Already, at the beginning of the CPZ treatment, a significant
decrease in the level of these metabolites was observed, and differences persisted until the
end of treatment. In the first half of the recovery phase, these concentration differences
disappeared while the level of KYNA, 3-HK, and XA metabolites was in the same range
in both groups until the end of remyelination (detailed in Figure 3). In addition to the
mentioned metabolites, at the 5th week of treatment, there was also a difference in plasma
TRP and ANA levels between CO and CPZ groups (Figure 4).

In the analysis of the brain regions, a significant difference was detected in the concen-
tration of 3-HK, already in the first week of the CPZ treatment in the striatum. However, in
the 3rd week of the CPZ intoxication, in addition to the striatum, a significant reduction
in 3-HK concentration was also noticed in the cortex, the hippocampus, and the brain-
stem, which was still maintained in the 5th week of CPZ treatment and was even more
pronounced in the cortex and the hippocampus (Figure 5).
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Figure 3. Changes in kynurenine metabolites during weeks of cuprizone treatment in the plasma of
cuprizone-treated and control groups. In the first week of the CPZ treatment, a significant decrease in
KYNA, 3-HK, and XA levels was observed in the CPZ group compared to the control, and differences
remained until the end of the CPZ intoxication. In the first half of the recovery phase, these differences
disappeared during remyelination between groups. 3-HK: 3-hydroxy-L-kynurenine; CO: control
group; CPZ: cuprizone group; KYNA: kynurenic acid; XA: xanthurenic acid; w: week; *: p < 0.05:
**: p < 0.01; ***: p < 0.001: ##: p < 0.01; ###: p < 0.001 compared to week 1; $$: p < 0.01; $$$: p < 0.001
compared to week 3; ¤: p < 0.05; ¤¤¤: p < 0.001 compared to week 5.
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Figure 4. Alteration in plasma metabolite levels at week 5 of CPZ treatment. In addition to the KYNA,
3-HK, and XA (nM), we also observed a significant difference in the concentration of ANA (nM) (A)
and TRP (μM) metabolites (B) by the 5th week of CPZ treatment between CO and CPZ groups. CO:
control group; CPZ: cuprizone group: 3-HK: 3-hydroxy-L-kynurenine; ANA: anthranilic acid; KYNA:
kynurenic acid; TRP: tryptophan; XA: xanthurenic acid; w: week; **: p < 0.01; ***: p < 0.001.

Figure 5. Cont.
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Figure 5. Decreased 3-hydroxy-L-kynurenine concentrations in certain brain regions in time pro-
gression in the cuprizone-treated group. A significant difference in 3-HK levels emerged between
the groups as the damage caused by the CPZ treatment worsened. 3-HK: 3-hydroxy-L-kynurenine;
CO: control group; cer: cerebellum: CPZ: cuprizone group: ctx: cortex; hip: hippocampus; stem:
brainstem; str: striatum; ww: wet weight; *: p < 0.05; **: p < 0.01; ***: p < 0.001.

In addition, in the 3rd week of treatment, an increase in TRP concentration was
observed in the cortex and hippocampus in the CPZ group. The elevated TRP level became
even more apparent by the 5th week of CPZ intoxication, and it was also increased in the
striatum and likewise in the cortex and the hippocampus (Figure 6).

Figure 6. Cont.
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Figure 6. Elevated tryptophan concentrations in some brain regions in the cuprizone-treated group.
In the 3rd week of CPZ treatment, the TRP levels were significantly increased in the cortex and the
hippocampus. By the 5th week, the TRP concentration was also significantly increased in the striatum
during the CPZ treatment. cer: cerebellum; CO: control group; CPZ: cuprizone group; ctx: cortex:
hip: hippocampus; stem: brainstem: str: striatum; ww: wet weight; TRP tryptophan; *: p < 0.05;
**: p < 0.01; ***: p < 0.001.

Moreover, in addition to the differences in 3-HK and TRP levels, there was also a
significant decrease in ANA concentration by the 5th week of CPZ intoxication in the
striatum, the cortex, the hippocampus, and the brainstem of the CPZ group compared to
the CO (Figure 7).

Figure 7. Cont.
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Figure 7. Change in concentration of ANA during cuprizone treatment. In the 5th week of CPZ treat-
ment, a marked decrease in ANA concentrations in the striatum, the cortex, the hippocampus, and
the brainstem in CPZ-treated group was observed, compared to the control group. ANA: anthranilic
acid; cer: cerebellum; CO: control group; CPZ: cuprizone group; ctx: cortex; hip: hippocampus; stem:
brainstem; str: striatum; ww: wet weight; **: p < 0.01; ***: p < 0.001.

4. Discussion

In this study, we examined the TRP-KYN metabolites in the CPZ-induced animal
model of demyelination. The CPZ-treated model is a widely used model of MS, which is
considered to be spared the participation of immunological components. Histologically, the
model is characterized by oligodendrocyte apoptosis, demyelination, as well as microglia
and macrophage activation in the absence of inflammatory processes, which provides an
opportunity to investigate the progressive phase of MS in the preclinical model. To ensure
the reliability of the CPZ-induced model, we monitored the changes in the body weight
of the animals, and then we performed immunohistochemical analyses to determine the
degree of demyelination in the corpus callosum.

Bioanalytical measurements were applied to investigate serotonin (5-HT), TRP, and
KYN metabolites in the plasma and various brain regions, including areas affected by
demyelination and oligodendrocytosis-induced damage [35,36]. This complex bioanalytical
study was made to expand our knowledge obtained in the previous study regarding the
measurement of four KP metabolites in the CPZ-induced model of MS [69].

In a series of our studies, we noticed a significant body weight decrease in the CPZ-
treated animals a few days after the CPZ treatment. Upon the withdrawal of the CPZ toxin,
the difference in the body weight starts decreasing and the CPZ-treated mice gained as
much weight as that of the CO group by the end of the remyelination phase. Histologically,
we observed myelin damage at the beginning of the CPZ treatment, which becomes more
significant over time and progressed to extensive severe demyelination. These changes are
in line with the previous data [35,36].

Collecting samples at a different time frames made it possible to monitor the progress
and extent of the damage, as well as to analyze changes in the concentrations of various
metabolites. At the end of the first week of CPZ treatment, immunohistochemical ana-
lyzes did not show any difference in myelin sheath between the CPZ and CO groups, as
presumably, demyelination damage was not detectable [35,36,73]. By the end of the third
week, significant myelin damages were observed in the CPZ toxin-treated group, including
oligodendrocyte degeneration, and significant microglia and astrocyte activation processes
were observed in this phase [36,73]. By the fifth week, we observed large and severe
demyelination in the corpus callosum of the CZP group. The significant demyelination,
the phagocytosis of the myelin sheath by microglia, extensive and severe axon damage,
astrocytosis, and microgliosis are also supported by the literature data [35,36,73].

These observations have encouraged us to explore a metabolic change in TRP metabolism
in response to CPZ treatment, particularly during the demyelination and remyelination
phases. Thus, UHPLC-MS/MS analysis was applied to measure the concentrations of 5-HT,
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TRP, and KYN metabolites. In the plasma samples, reduced levels of KYNA, XA, and
3-HK were measured as early as in the first week in the CPZ-treated group. The difference
persisted toward the third and fifth weeks of CPZ treatment. Furthermore, by the fifth
week, the differences in both TRP and ANA levels were observed in the CPZ-treated group.
During the remyelination phase, the differences in those metabolites decrease to become
insignificant and become none eventually.

In this study, by performing immunohistochemical analyses and plasma metabolite
concentration measurements performed at different times of CPZ treatment and recovery
phase, we wanted to investigate whether the concentration of KYN metabolites shows the
differences already at the beginning of the intoxication and how the levels change during
the CPZ treatment, whether they are consistent with the demyelination and remyelination
processes in the periphery and the central nervous system. At the beginning of CPZ poison-
ing, oligodendrocytosis starts already, resulting in demyelination, and later micro-glia and
macrophage activation occurs (for more details, see [36]). During the plasma examination,
already in the first week of the CPZ treatment, we observed significant concentration
differences for certain metabolites between the groups, which became even more evident
by the 5th week, but by the 2nd week of recovery, the differences has disappeared, and it
seems that the levels of KYN metabolites had normalized by remyelination process.

However, CPZ treatment alters normal liver function due to the megamitochodrium
formation, and as a result, plasma amino acid levels also change during treatment [74].
In addition to our immunohistochemical analyses, we found differences in both weight
and TRP-KYN metabolite levels as a result of CPZ treatment in the demyelination phase.
However, in the recovery phase, these differences between the groups disappeared and it
seems that parallel to body weights, metabolite concentrations also normalized relatively
quickly in the remyelination process.

Similarly, we observed a significant decrease in 3-HK levels in the brain samples
including the striatum, the cortex, the hippocampus, and the brainstem, and by the end
of the fifth week, a marked decrease in both 3-HK and ANA levels was observed in the
same brain regions. Interestingly, the TRP levels were elevated during CPZ treatment in
the cortex and the hippocampus and by the fifth week in the striatum. The differences
likewise disappeared in the remyelination phase upon CPZ withdrawal, suggesting the
remedy of demyelination. Moreover, in the present study, we observed a significant 3-HK
reduction both in the periphery and the brain tissues. Saraste and colleagues reported a
reduced level of 3-HK in patients with MS, which is considered to be related to microglial
activity [68]. Similarly, a significant microglia/macrophage activation has been described
already in the first few weeks of treatment, which persists up to five weeks during the
demyelination period in the CPZ animal model [35,36]. The dysregulation of TRP-KYN
metabolism is significantly associated with neurodegenerative processes, especially via
microglia activation [75–77]. Furthermore, the correlation between microglial activation
and low 3-HK levels may be ascribed to the genetic variability of the enzymes, the locational
difference in enzyme activity in the body, and the resultant difference in metabolite levels,
employed in TRP-KYN metabolism [68,78]. The BBB also plays an important role in a loca-
tional difference in the metabolite concentrations: 3-HK and TRP cross the BBB efficiently,
while KYNA and QUIN hardly cross it, while the BBB remains relatively intact during
CPZ treatment [68,79,80]. Additionally, a reduced 3-HK plasma level was also observed in
patients with major depressive disorder compared to the healthy controls [81]. A significant
decrease in 3-HK levels was observed in the serum of schizophrenic patients [82]. Thus,
these diseases may be associated with microglial activation [83–85].

Some KYN metabolites are neuroactive. Furthermore, the changes in the level of KYN
metabolites can affect the activity of enzymes. CPZ intoxication may affect the enzyme
functions in KYN metabolism. Indeed, it was shown that elevated copper concentration
affects the function of the KAT enzymes in the periphery [86] and presumably thereby the
level of KYNA. Probably, this may explain the decrease in KYNA levels in the periphery, as
a result of CPZ treatment.

271



Biomedicines 2023, 11, 945

Based on studies, the copper–zinc superoxide dismutase cuproenzyme also shows
reduced activity when treated with CPZ [87–89]. Copper, as a cofactor of various cop-
per enzymes, among others superoxide dismutase [90], dopamine-β-hydroxylase [91],
monoamine oxidase [92], the cytochrome c oxidase family [93], cytochrome c oxidase
assembly protein [94,95]; plays a significant role in several cellular processes, and neurode-
generation may develop in the event of a disturbance in its homeostasis [35].

In contrast, 3-HK and QUIN are considered neurotoxic metabolites at least in
certain concentrations and environments, inducing cell death by various excitotoxic
processes [75,96,97]. Recently, an increasing amount of evidence highlighted that 3-HK is
not always toxic, because 3-HK together with 3-HANA may contribute to the regulation of
the redox balance of brain tissue and prevent further damage [75,98,99]. Therefore, 3-HK is
a controversial metabolite, as it can function as a scavenger but promote oxidative damage,
depending on the redox environment, pH, or cell type, among others [99]. As for XA,
studies suggest that XA has antioxidant properties, as it can inhibit lipid peroxidation and
prevent iron-induced NADP-isocitrate dehydrogenase inactivation [99–101]; furthermore,
it can scavenge free radicals [99,102], bind the superoxide anion, and inhibit hematoxylin
autoxidation (see the review [99]).

ANA has been attracting increasing attention as a neuroprotective agent. ANA has
proven to be a strong radical scavenger by effectively binding the largest subset of free
radicals [99,102]. Moreover, ANA affects respiratory parameters [103] and is a precursor
of the synthesis of nonsteroidal anti-inflammatory drugs, [63,104]. Considering this, XA
and ANA may play a major role as antioxidants in CPZ intoxication. Presumably, the
elevated TRP levels of the CNS can be explained by the reduction of enzyme activities of
downward KYN enzymes and/or a compensatory mechanism to ensure TRP availability
due to CPZ intoxication. In a recent study, a significantly higher TRP level was observed
among patients with MS compared to the control group [105].

The metabolite concentration differences observed in individual brain regions may be
related to changes in the volume of certain regions.

CPZ-induced oligodendrocytosis is unequally distributed in the CNS. CPZ poisoning
causes extensive oligodendrocytosis and severe demyelination, among others in the corpus
callosum, cerebral cortex, hippocampus, and to a lesser extent in the cerebellum and
brainstem. The reasons for the regional variability are not known, but it may be influenced
by the uneven distribution of different oligodendrocyte subtypes in the CNS. Thus, it may
happen that CPZ is much more toxic to some subtypes, while less to others. In addition,
altered gene expression can affect the sensitivity of certain areas to injuries (for more details,
see [36]).

Furthermore, based on studies, the dry mass of the brain irreversibly reduced after
CPZ intoxication [106,107], which was also indicated by the thinning of the corpus cal-
losum and cortex after CPZ treatment [35,108–110]. In our study, we found a significant
difference in metabolite concentration in the brain regions, that were mentioned in the
literature as severely demyelinated areas, including the cortex and hippocampus as well as
the brainstem.

Moreover, based on the literature data, CPZ also causes damage to neurotransmitter
homeostasis. CPZ exerts an inhibitory effect on glutamic acid decarboxylase, an increase
in glutamate (GLU) level, and a decrease in the gamma-aminobutyric acid (GABA) [111].
Another study, on the other hand, described an increased GABA level during 3 weeks of
CPZ treatment, in contrast to the reduced GABA level seen during 8 weeks of treatment,
which may point to changes in neurotransmitter concentration over time during CPZ
intoxication [35,112]. Furthermore, based on research, dopaminergic and noradrenergic
synapses are also affected during CPZ treatment. Specifically, CPZ poisoning has an
inhibitory effect on the functioning of dopamine hydroxylase and monoamine oxidase
enzymes, which affect dopamine and norepinephrine concentrations (for more details,
see [35]).
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The authors acknowledge the limitations of this study and different outcomes de-
pending on analytical methods. In the present study, UHPLC-MS/MS analysis did not
re-produce the TRP and KYNA concentrations in the brain regions, which were measured
by the HPLC method. The discrepancy may be ascribed to the difference in sample prepara-
tion (precipitation with perchloric acid vs. acetonitrile) and in detection methods (UV–VIS
vs. UHPLC-MS/MS). Interestingly, the UHPLC-MS/MS method measures KYNA in a
much narrower concentration range from brain samples, compared to measurements with
fluorescent detectors [113]. Recently, more bioanalytical measurements were carried out
by mass spectrometry analysis in the advantage of its outstanding selectivity, sensitivity,
detection specificity, and reproducibility, compared to HPLC methods.

Many factors play a role in the examination and analysis of brain regions, such as the
complexity of the regions, sample preparation and its limitations, and many additional
different metabolites present in the CNS. Nevertheless, it is important to mention a problem
that affects many and is becoming increasingly common, namely the reproducibility crisis
including using different analytical methods. The scientists have drawn attention to, and
focus on the dilemma that the repetition of studies is not necessarily reproducible in animal
as well as in human studies [114].

Nonetheless, this is the first study comprehensively showing the concentrations of
5-HT, TRP, and KYN metabolites at different time points during CPZ treatment and the
recovery phase, in the plasma and five different brain regions. The study has confirmed
metabolic changes on both sides of the BBB during demyelination. In accordance with
our previous study, here we showed the involvement of KYN metabolites in the CPZ-
induced animal model of demyelination, which is analog to progressive MS in terms of
some markers. In addition to complementing the previous data, this study has revealed the
profile of KYN metabolites during progressive demyelination. Further studies might shed
light on the mechanism behind the alteration of KYN metabolites and possible changes in
enzyme activities of TRP-KYN metabolism.
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demyelination by CPZ treatment in the CO and CPZ group.
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Abbreviations

ANA anthranilic acid
AMPA amino-3-hydroxy-5methyl-4 isoxazole propionic acid
BBB blood–brain barrier
CO control
CNS central nervous system
CPZ cuprizone
DEM demyelination
3-HANA 3-hydroxyanthranilic acid
3-HK 3-hydroxy-L-kynurenine
HPLC high-performance liquid chromatography
IDO indoleamine 2,3- dioxygenase
KAT kynurenine aminotransferase
KMO kynurenine 3-monooxygenase
KP kynurenine pathway
KYN kynurenine
KYNA kynurenic acid
UHPLC-MS/MS Ultra-high-performance liquid chromatography with tandem mass spectrometry
LFB luxol fast blue
MRM multiple reaction monitoring
MS multiple sclerosis
NAD+ nicotinamide adenine dinucleotide
NMDA N-methyl-D-aspartate
ROS reactive oxygen species
PICA picolinic acid
REM remyelination
RRMS relapsing–remitting multiple sclerosis
5-HT serotonin
TDO tryptophan 2,3-dioxygenase
TRP tryptophan
XA xanthurenic acid
QUIN quinolinic acid
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Abstract: Mutations in SCN1A gene, encoding the voltage-gated sodium channel (VGSC) NaV1.1, are
widely recognized as a leading cause of genetic febrile seizures (FS), due to the decrease in the Na+

current density, mainly affecting the inhibitory neuronal transmission. Here, we generated induced
pluripotent stem cells (iPSCs)-derived neurons (idNs) from a patient belonging to a genetically well-
characterized Italian family, carrying the c.434T > C mutation in SCN1A gene (hereafter SCN1AM145T).
A side-by-side comparison of diseased and healthy idNs revealed an overall maturation delay of
SCN1AM145T cells. Membranes isolated from both diseased and control idNs were injected into
Xenopus oocytes and both GABA and AMPA currents were successfully recorded. Patch-clamp
measurements on idNs revealed depolarized action potential for SCN1AM145T, suggesting a reduced
excitability. Expression analyses of VGSCs and chloride co-transporters NKCC1 and KCC2 showed
a cellular “dysmaturity” of mutated idNs, strengthened by the high expression of SCN3A, a more
fetal-like VGSC isoform, and a high NKCC1/KCC2 ratio, in mutated cells. Overall, we provide
strong evidence for an intrinsic cellular immaturity, underscoring the role of mutant NaV1.1 in
the development of FS. Furthermore, our data are strengthening previous findings obtained using
transfected cells and recordings on human slices, demonstrating that diseased idNs represent a
powerful tool for personalized therapy and ex vivo drug screening for human epileptic disorders.

Keywords: febrile seizure; induced pluripotent stem cells; mesial temporal lobe epilepsy; voltage
gated sodium channel NaV1.1; disease model

1. Introduction

Febrile seizures (FS), i.e., seizures occurring during fever not due to a central nervous
system (CNS) infection, are convulsive events commonly affecting children [1]. Retrospec-
tive studies have linked childhood FS to the development of hippocampal sclerosis (HS)
and mesial temporal lobe epilepsy (MTLE) later in life, especially when in the presence
of a family history of febrile convulsions [2]. MTLE with HS is a drug-resistant form of
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epilepsy and often requires patients to undergo temporal lobotomy to achieve seizure
freedom [3]. Missense and nonsense mutations in the SCN1A gene, encoding the α-subunit
of the NaV1.1 VGSC, are associated in a wide range of epileptic disorders in which FS are
involved, such as Dravet syndrome [4], generalized epilepsy with febrile seizures plus
(GEFS+) [5], simple FS [6] and MTLE with HS [7]. Additionally, SCN1A mouse mutants ex-
posed to recurrent early-life FS developed an increased risk of seizures susceptibility during
adult life [8]. Although very useful, animal models fail in trying to faithfully recapitulate
the mechanisms underlying human disease, since the patient-specific genetic background
is not taken into account. For instance, remarkable differences between GEFS+ [9] and
simple FS [6] clinical phenotypes do exist among patients carrying the same mutation.
Limitations associated with animal models can be overcome by the generation of iPSCs
from a patient’s own cells [10–13]. In this study, we generated iPSCs from a patient carrying
a missense mutation in the SCN1A gene. This mutation causes the substitution of a highly
conserved methionine with a threonine in position 145 of the NaV1.1 protein (M145T). This
patient belongs to an Italian family of 13 individuals carrying the mutation and affected by
FS [6]. In addition, this patient developed MTLE with HS during adolescence, showing
severe recurrent drug-resistant seizures [14,15]. Then, neurosurgery became necessary
at the age of 27 years to remove hippocampal sclerotic tissue and achieve a control of
seizures [15]. Patch-clamp recordings in human cell lines, transfected with a plasmid
carrying the SCN1A-M145T mutant gene, revealed a loss-of-function mutation leading
to a 60% reduction in the Na+ current density and a positive shift of about 15 mV in
the voltage-dependent activation of the channel [6]. Furthermore, electrophysiological
experiments conducted on fresh hippocampal slices obtained from the same patient from
which iPSCs were generated, showed a more depolarized action potential (AP) threshold
and an impairment of GABAergic neurotransmission in interneurons [15], a hallmark of
SCN1A mutations in epileptic phenotypes [16,17]. Notably, the latter was coupled to an
increase in GABA current use-dependent desensitization in oocytes micro-transplanted
with the same hippocampal tissue [15,18].

The pivotal involvement of inhibitory interneurons in epilepsy was also shown in
studies based on iPSCs models of pathogenic SCN1A mutations [19,20]; others have instead
demonstrated the involvement of both glutamatergic and GABAergic populations in the
epileptic brain hyperexcitability [21]. In this study, we used patient-specific iPSCs-derived
neurons (idNs) to investigate the molecular and electrophysiological mechanisms underly-
ing the SCN1AM145T disease phenotype. Our results show a significant alteration in the
development and maturation processes of SCN1AM145T idNs compared to their healthy
control counterpart. Electrophysiological measurements conducted on single neurons
during their development add further knowledge to this scenario, with findings that suc-
cessfully recapitulate those previously recorded on hippocampal sclerotic tissue from the
same patient. Taken together, our results strengthen the potential of iPSCs technology for a
more comprehensive understanding of the complexity of epileptic-like human phenotypes.

2. Materials and Methods

2.1. Clinical Features and iPSCs Generation from a Patient with Missense Mutation in the
SCN1A Gene

In this study, we generated iPSCs from a male subject who carried a missense mutation
(c.434T > C in exon 3) in the SCN1A gene encoding for the α-subunit of the NaV1.1 VGSC.
The patient (referred as subject IV-3 in the pedigree described in [6,14]) belongs to a family
in which thirteen members were affected by FS during childhood, all carrying the same
c.434T > C missense mutation, which causes the substitution of a highly conserved methio-
nine residue with a threonine within the S1 segment of the domain 1 in the NaV1.1 channel
(Figure 1A). The patient of this study experienced FS lasting up to 15 min, suggesting a
clinical phenotype of complex FS, until the age of six. Seven years later, he started suffering
from focal complex seizures, compatible with MTLE. The disease progressed, and the
patient became refractory to antiepileptic drugs (AEDs). Neurological evaluation reported
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bilateral mesial temporal epileptiform spikes mostly localized (>70%) on the right side,
while brain MRI evidenced significant sclerosis in the right hippocampus, requiring right
temporal lobectomy to achieve seizure freedom (Colosimo et al., 2007). iPSCs were also gen-
erated from skin fibroblasts isolated from a healthy thirty-year-old male and were used as
a control line in our experiments. The generation and characterization of SCN1AM145T and
healthy control iPSCs is described in [22] (line identified as UNIMGi001-A) and [23] (see
line hiPSCs-3), respectively. iPSCs were cultured on Matrigel-coated dishes with mTeSR1
medium (StemCell Technologies, Vancouver, BC, Canada), in a humidified incubator at
37 ◦C at 5% CO2. Cells were split every 4–5 days (80% confluence) with the use of Gentle
Cell Dissociation Reagent (StemCell Technologies). Both cell lines were routinely tested
for Mycoplasma with the Mycoplasma PCR Detection Kit (Applied Biological Materials,
Richmond, BC, Canada).

2.2. Generation of iPSCs-Derived Neurons (idNs)

We coaxed iPSCs from both control and SCN1AM145T to differentiate into neural
stem cells (NSCs) using Gibco® PSC Neural Induction Medium (Thermo Fisher Scientific,
Waltham, MA, USA), following the manufacturer’s instructions. To obtain neurons, NSCs
were then plated at a density of 5 × 104 cells/cm2 on dishes coated with Poly-D-Lysine
(molecular weight 30,000–70,000) plus Laminin (both from Merck, Darmstadt, Germany)
and cultured in Neuronal Differentiation Medium (NDMC), composed of Neurobasal
Medium, 1× B27 supplement, 1× Glutamax, 1× CultureOne™ Supplement, 200 μM
ascorbic acid and 0.2% Penicillin/Streptomycin (all from Thermo Fisher Scientific). NDMC
was supplemented with GDNF at 10 ng/mL and BDNF at 20 ng/mL (both from PeproTech,
London, UK) at NSCs plating; the concentration of GDNF and BDNF was lowered to
5 ng/m and 10 ng/m, respectively, at the first medium change. Subsequently, NDMC
medium was supplemented with BDNF only, used at 5 ng/mL during the second medium
change and at 2.5 ng/mL during the whole culture period. Neurons were kept in culture
28–35 days until they reached full maturation for subsequent analysis.

2.3. RNA Extraction and qRT-PCR Analysis

Total RNA was obtained by phenol/chloroform extraction using TRIzol reagent
(Thermo Fisher Scientific) and 1 μg RNA was retro-transcribed in cDNA using the High-
Capacity cDNA Reverse Transcription Kit (Thermo Fisher Scientific). cDNA was used for
relative quantitation of gene expression by qRT-PCR, using the SensiFAST SYBR Hi-ROX
kit (Meridian Bioscience, Cincinnati, OH, USA). Gene expression levels were normalized to
Glyceraldehyde 3-phosphate dehydrogenase (GAPDH) as a housekeeping gene. qRT-PCR
was performed by QuantStudio™ 7 Pro Real-Time PCR System (Thermo Fisher Scientific).
A list of primers used in this study is provided in Supplementary Table S1.

2.4. cDNA Sequencing

Primers based on the cDNA sequence of the SCN1A gene were designed to amplify the
exon 3 in which the c.434T > C mutation is found. The amplification of the target region was
obtained with the use of specific primer pairs (FW: 5′-ATTGAAAGACGCATTGCAGA-3′
and RV: 5′-TGTTCCTCCAAGGAAGCATT-3) and the following PCR program: 3 min at
95 ◦C, 30 cycles of 30 s at 95 ◦C, 30 s at 52 ◦C and 45 s at 72 ◦C, with a final extension
at 72 ◦C for 5 min. Following gel electrophoresis to confirm the amplicon size (797 bp),
PCR products were extracted from gel using the EZ-10 Spin Column DNA Gel Extraction
Kit (Bio Basic Inc., Markham, ON, Canada ) and Sanger sequenced (Eurofins Genomics,
Ebersberg, Germany).

2.5. Western Blot Analysis

For total protein extraction, cells were harvested in ice-cold phosphate-buffered saline
(PBS) and lysed in RIPA buffer (Merck) containing Halt™ Protease Inhibitor and Halt™
Phosphatase Inhibitor Cocktails (Thermo Fisher Scientific). Protein concentration was
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measured by Bradford assay. After denaturation for 10 min at 70 ◦C in Laemmli Sample
Buffer, 70 μg of proteins were resolved in acrylamide/bisacrylamide precast gels Mini-
PROTEAN TGX (Bio-Rad, Hercules, CA, USA) and transferred to nitrocellulose membrane.
The membrane was incubated overnight at 4 ◦C with the following primary antibodies:
anti-NaV1.1 (rabbit polyclonal, 0.5 μg/mL, ab24820, Abcam, Cambridge, UK) and anti-
TUBB3 (mouse monoclonal, 1:10,000, 480,011, Thermo Fisher Scientific). After washing,
horseradish peroxidase conjugated secondary antibody anti-rabbit IgG and anti-mouse IgG
(Jackson ImmunoResearch, Cambridge, UK) were added to the membrane and incubated
for 1 h at room temperature. The protein bands on the membranes were detected by
Clarity™ Western ECL Blotting Substrates (Bio-Rad) using the Alliance™ Q9-Atom (Uvitec,
Cambridge, UK). Western blot bands were quantified using the Analyze Gels tool of Fiji
Software [24].

2.6. Immunofluorescence

Immunofluorescence analysis was performed on poly-D-Lysine plus laminin-coated
permanox chamber slides (Thermo Fisher Scientific). Cells were fixed in 4% (vol/vol)
paraformaldehyde (PFA) and subjected to immunostaining with the following primary
antibodies: anti-TUBB3 (mouse monoclonal, 1:250, 480011, Thermo Fisher Scientific), anti-
MAP2 (mouse monoclonal, 1:1000, MA5-12826, and chicken polyclonal, 1:5000, PA1-10005,
both from Thermo Fisher Scientific), anti-NEFH (rabbit polyclonal, 1:1000, ab8135, Abcam),
anti-GAD1 (chicken polyclonal, 1:1000, AP31805PU-N, Origene, Rockville, MD, USA),
anti-SST (mouse monoclonal, 1:200, Ma5-17182, Thermo Fisher Scientific), anti-CALB2
(rabbit polyclonal, 1:100, PA5-16681, Thermo Fisher Scientific) and anti-CALB1 (Rabbit
monoclonal, 1:100, NB120-11427, Abcam), anti-NaV1.1 (rabbit polyclonal, 1:100, ab24820
Abcam) and anti-vGLUT1 (mouse monoclonal, 1:100, sc-377425, Santa Cruz Biotechnology,
Dallas, TX, USA). Incubation with primary antibodies was carried overnight at 4 ◦C. After
washing with PBS, cells were incubated with AlexaFluor-594, or -488 conjugated secondary
antibodies (all from Thermo Fisher Scientific) for 1 h at room temperature. Nuclei were
stained with DAPI (4′,6-diamidino-2-phenylindole, Thermo Fisher Scientific) and mounted
with Dako Fluorescent Mounting Medium (Agilent, Santa Clara, CA, USA). Images were
acquired with a Leica microscopy system (DMi8), using LAS X (v.3.7.4.23463) software.
For quantification of double positive cells (Figures 2D and 3D,E,F), neurons from two
different differentiation experiments were manually counted using the multipoint tool in
Fiji software in a blinded manner.

2.7. Patch-Clamp Recordings on idNs

Whole-cell patch clamp recordings were performed on idNs of WT and SCN1AM145T

mutant at day of differentiation 35 in 35 mm Petri-dishes. The measures were performed at
25 ◦C. The identification of neurons followed morphological criteria: highly birefringent
cells with small diameter processes were selected, and 100% of the WT cells exhibited
action potentials (APs). APs were recorded from neurons applying depolarizing current
steps (4–50 pA, 1 s) using glass electrodes (3–4 MΩ) filled with (in mM): 140 KCl, 10 Hepes,
5 BAPTA, 2 Mg-ATP (pH 7.3, adjusted with KOH). Membrane potentials were acquired at
50 kHz and filtered at 3 kHz with an amplifier HEKA EPC 800 (HEKA Elektronik, Reutlin-
gen, Germany) and analyzed off-line. During recordings, cells were continuously perfused
using a gravity-driven perfusion system with the following external solution: 140 mM
NaCl, 10 mM HEPES, 2.8 mM KCl, 2 mM CaCl2, 2 mM MgCl2, 10 mM glucose, (pH 7.3
adjusted with NaOH). Membrane potentials have been corrected for junction potential.

2.8. Membrane Preparation from idNs

We isolated cellular membranes from approximately 7 × 107 idNs of WT and SCN1AM145T.
The procedure was similar to that already described in [18] for human tissues. The cells
were scraped at day of differentiation 35, spun down and subsequently homogenized
in membrane buffer (200 mM glycine, 150 mM NaCl, 50 mM EGTA, 50 mM EDTA, and
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300 mM sucrose; plus 10 μL/mL of protease inhibitors, P2714 (Sigma)—pH 9 adjusted
with NaOH). Then, the vials were centrifuged for 15 min at 9500× g. Afterwards, the
supernatant was centrifuged for 2 h at 100,000× g with an ultracentrifuge. Finally, the
pellet was resuspended in glycine 5 mM and used directly or aliquoted and kept at −80 ◦C
for later usage.

2.9. Xenopus Laevis Oocytes Injection and Voltage-Clamp Recordings

Xenopus oocytes were collected and injected as previously described in [18]. The animal
protocols were approved by the Italian Ministry of Health (authorization no. 427/2020-
PR). The electrophysiology experiments were carried out from 12 to 48 h after injection,
with the technique of two-electrode voltage-clamp. The two microelectrodes were filled
with 3M KCl. The oocytes were placed in a recording chamber (0.1 mL volume) and
perfused continuously with oocyte Ringer solution (OR: NaCl 82.5 mM; KCl 2.5 mM;
CaCl2 2.5 mM; MgCl2 1 mM; Hepes 5 mM, adjusted to pH 7.4 with NaOH) at room
temperature (20–22 ◦C). The neurotransmitters (GABA or AMPA) were administered
through a gravity driven multi-valve perfusion system (9–10 mL/min) controlled by
a computer (Biologique RSC-200; Claix, France) to ensure the exact duration of each
application. AMPA currents were recorded in presence of cyclothiazide (CTZ, 20 μM) in
order to avoid receptor desensitization [18]. GABA, AMPA, CTZ, Bicuculline methochloride
and NBQX were purchased from Tocris Bioscience (Bristol, UK) and dissolved in sterile
water (GABA, AMPA and Bicuculline methochloride) or DMSO (CTZ, NBQX) before final
dilution to the desired concentration in OR. The solutions containing DMSO were always
used with a final DMSO concentration lower than 1:1000. GABA current rundown was
defined as the decrease in the current peak amplitude after six 10 s applications of GABA
at 40 s intervals, expressed as percentage of the first response [25].

2.10. Statistical Analysis

For molecular biology data, the number of biological replicates used in each ex-
periment was indicated in the figure legends. Statistical analysis was performed using
two-tailed t-test or multiple unpaired t-test with Welch correction in GraphPad Prism
software, version 9.3.1. Data are represented as means of biological replicates ± SEM and
p-values ≤ 0.05 were considered significant. For patch-clamp experiments, data sampling
and analysis were performed using pClamp 10 software (Molecular devices, Sunnyvale,
CA, USA). Statistical significance was assessed with ANOVA, unless otherwise stated.

The figures of this work were created with BioRender.com.

3. Results

3.1. Generation of SCN1AM145T and Control idNs

SCN1A loss-of-function mutations are reported to affect both GABAergic and gluta-
matergic neurons [21]. Therefore, we directed WT and SCN1AM145T iPSCs differentiation
toward forebrain neurons. idNs presented a well-defined neuronal morphology (Figure 1B)
and a high expression of neuronal marker genes MAP2, NEFL, NEFM, SYP, and PSD95
with respect to their undifferentiated counterpart (iPSCs) (Figure 1C), while ALDH1L1
and OLIG2, astrocytes- and oligodendrocytes-specific markers, respectively, are expressed
at lower level compared to MAP2 expression (Supplementary Figure S1). Moreover, im-
munofluorescence analysis showed that idNs co-express the pan-neuronal marker protein
TUBB3, dendrite marker MAP2, and axonal marker NEFH (Figure 1D).
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Figure 1. Characterization of idNs. (A) Representation of NaV1.1 channel. The star in segment 1
of domain I shows the localization of the mutated aminoacid (Met145Thr). The relative missense
mutation c.434T > C is found in the exon 3 of the translated sequence. (B) Bright-field images of
idNs from WT and SCN1AM145T-iPSCs (20× magnification). (C) Differentiated idNs show high
expression levels of neuronal specific genes such as MAP2, NEFM, NEFL, SYP and PSD95 compared
to their undifferentiated counterparts (iPSCs). GAPDH was used as a housekeeping control. Data are
presented as mean ± SEM of three biological replicates (black dots), * p < 0.05, ** p < 0.01, *** p < 0.001,
t-test has been calculated vs. expression in iPSCs. (D) Immunostaining of neuronal markers TUBB3
(neurites marker), MAP2 (cell body and dendrites marker), and NEFH (axonal marker) in WT and
SCN1AM145T idNs. DAPI nuclear counterstain is shown in all images in blue (63× magnification).

Morphological analysis of cultured idNs revealed the presence of both bipolar (in-
hibitory) and pyramidal (excitatory) populations (Figure 2A). The expression of glutamate
decarboxylase (GAD2, GABAergic marker) and vesicular glutamate transporter (vGLUT2,
glutamatergic marker) by qRT-PCR analysis revealed a slightly higher expression of the
GABAergic marker in idNs from WT and SCN1AM145T (Figure 2B). In addition, by im-
munofluorescence analysis, we found that about 90% of MAP2+ neurons indeed co-express
the GABAergic marker GAD1 (Figure 2C,D). On the other hand, the glutamatergic marker
vGLUT1 could be slightly detected in few cells only (Supplementary Figure S2).
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Figure 2. Expression of GABAergic and glutamatergic markers in idNs. (A) Generated idNs are
composed of a mixed neuronal population containing neurons with both bipolar (upper panel, white
arrow) and pyramidal (lower panel, white arrow) morphology. (B) Expression analysis of mRNAs
relative to GABAergic (inhibitory) marker glutamate decarboxylase 2 (GAD2) and glutamatergic
(excitatory) marker vesicular glutamate transporter 2 (vGLUT2) in idNs relative to undifferentiated
iPSCs. GAPDH was used as a housekeeping gene. qRT-PCR analysis did not reveal significant
differences in the expression of GAD2 and vGLUT2 between diseased and control idNs relatively to
their undifferentiated iPSCs (p-value = non-significant (ns), t-test), even though a higher prevalence
of GABAergic marker GAD2 was detected, as shown by its higher fold change relative to iPSCs. Data
are presented as mean ± SEM of three biological replicates (dots). (C) Representative immunoflu-
orescence images of GABA synthesis enzyme GAD1 compared to neuronal marker MAP2 in idNs
of WT (upper line images) and SCN1AM145T (lower line images) cells (63× magnification). (D) The
diagram shows that about 90% of MAP2+ cells co-express the GAD1 marker. For each cell line, at least
300 neurons were counted, and data are presented as mean ± SEM of two independent experiments.

Mature GABAergic interneurons express specific neuropeptides and calcium binding
protein, thus we performed immunostaining of idNs at day 35 of differentiation using anti-
bodies against somatostatin (SST) (Figure 3A), Calretinin (CALB2) (Figure 3B), Calbindin
(CALB1) (Figure 3C), and parvalbumin (PV). Results of immunofluorescence analysis
indicate that 10% of MAP2+ neurons expressed SST (Figures 3D and S3A), about 9% ex-
pressed CALB2 (Figures 3D and S3B), while CALB1 is slightly present (less than 1% of
MAP2+, Figures 3D and S3C). We could not detect PV positive neurons in idNs from WT
and SCN1AM145T in line with the observation that this protein is expressed later during
neuronal differentiation of iPSCs [26].
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Figure 3. Types of interneurons generated from iPSCs. Immunofluorescence analysis of idNs
stained with antibodies against interneuronal subtypes markers (A) somatostatin (SST), (B) calretinin
(CALB2), and (C) calbindin (CALB1). In each group of images, WT cells are shown in the upper panel,
while SCN1AM145T idNs are shown in the lower panel. White arrows in the merged images indicate
neurons expressing the interneuronal makers indicated (63× magnification). (D–F) Quantification of
percentage of MAP2+ neurons co-expressing interneuronal markers immunostained in panels (A–C).
About 9–1% of idNs express SST and CALB2, while CALB1 is present in less than 1% percent of
neurons. At least 200 cells were counted for each bar, and data are presented as mean ± SEM of two
independent experiments.

3.2. Expression of SCN1A Gene and NaV1.1 Protein in idNs

Given that the SCN1AM145T patient is heterozygous for the mutation, we inquired
whether both SCN1A alleles are transcribed in idNs. To this purpose, we used Sanger
sequencing to analyze cDNA obtained by reverse transcription of SCN1A mRNA derived
from idNs of both WT and the SCN1AM145T. Interestingly, the results confirmed the
heterozygous status in SCN1AM145T-idNs, as demonstrated by the presence of a double
peak at the mutation site (Figure 4A). Subsequently, we performed a side-by-side analysis of
the expression of SCN1A mRNA together with others VGSCs known to be predominantly
expressed in CNS, such as SCN2A, SCN3A and SCN8A, in idNs at different time points
during differentiation (d0, which corresponds to the NSCs stage, d14, d21, and d28).
Interestingly, we found that, although the expression of SCN1A increased in both WT- and
SCN1AM145T idNs over time in culture, the expression of SCN1A channel results lower, in
all time-points tested, in patient idNs compared to control idNs (Figure 4B). We observed
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a similar trend of expression also for the SCN2A, which has the higher expression level
among all the sodium channels analyzed (Supplementary Figure S4A). On the other hand,
SCN3A, which is considered an embryonic isoform [27], progressively decreases during the
differentiation period in WT idNs, while mutated idNs show an opposite expression trend
of SCN3A, which results up-regulated over time in culture (Figure 4C). Lastly, the expression
of SCN8A channel was low in both control and mutated idNs (Supplementary Figure S4B),
in accordance with the notion that SCN8A is poorly expressed in developing neurons [27].
Based on the difference found in the expression of SCN1A at the mRNA level, we analyzed
the expression levels of NaV1.1 protein in total lysates from control and mutated idNs.
Intriguingly, immunoblot analysis showed that SCN1AM145T neurons express significantly
lower levels of NaV1.1 protein compared to healthy neurons (Figure 4D,E). Moreover, our
immunofluorescence data revealed a high expression of NaV1.1 within the soma of GAD1+

neuronal cells (Figure 4F), in line with the in vivo data showing that NaV1.1 is primarily
expressed in GABAergic neurons [17].

Figure 4. Expression of SCN1A gene and NaV1.1 protein in idNs. (A) Sequencing of cDNA obtained
by reverse transcription of SCN1A mRNA from WT- and SCN1AM145T-idNs. In the SCN1AM145T

cells, the double peak in the mutation site (indicated by the orange arrow) demonstrates that both
alleles (one with the original nucleotide T and the other with the mutated one C) were transcribed.
(B) qRT-PCR analysis of SCN1A gene in idNs at day of differentiation 0 (NSCs), d14, d21 and d28.
SCN1AM145T cells showed a lower expression of SCN1A during differentiation compared to WT,
although in both cell lines the expression increases following idNs maturation. (C) The expression
of the embryonic isoform of sodium channel SCN3A increases with the progress of cell maturation
in SCN1AM145T idNs, while it decreases in WT idNs as the cells become more differentiated. For
both graphs, GAPDH was used as a housekeeping gene; data are mean ± SEM of three biological

288



Biomedicines 2022, 10, 1075

replicates (black dots), * p < 0.05, ** p < 0.01, t-test has been calculated vs. WT at the same day
of differentiation. (D) Western blot analysis of NaV1.1 protein in lysates obtained from WT- and
SCN1AM145T idNs at day 35 of differentiation. Tubulin Beta 3 Class III (TUBB3) was used as load-
ing control. (E) Quantification of NaV1.1 Western blot bands in four biological replicates (n = 4,
OD = relative optical density calculated as (NaV1.1 optical density)/(TUBB3 optical density), p-value
calculated using t-test). (F) Immunofluorescence of idNs showing that GABAergic neurons (GAD1
positive) express NaV1.1, mainly in the cell body. Immunofluorescence data show a lower expression
of the channel in the neurons differentiated from SCN1AM145T patient in respect to those of WT
(63× magnification).

3.3. Expression of Chloride Cotransporters in idNs

The functionality of GABA neurons during development is intimately correlated
with the expression of the chloride co-transporters, the Na-K-2Cl cotransporter isoform 1
(NKCC1) and the K-Cl cotransporter isoform 2 (KCC2) [28] and a high NKCC1/KCC2 ratio
indicates neuronal immaturity [29,30]. We analyzed the expression of the two chloride
co-transporters transcripts in idNs from WT and SCN1AM145T at day 0 of differentiation
(neural stem cells), d14, d21, d28, and d60. In accordance with data reported in the human
brain transcriptome database [31], we observed that KCC2 undergoes strong physiological
increase in idNs from WT during development, while its expression remained at low levels
in idNs from SCN1AM145T during the whole experimental culture period (Figure 5A). The
expression of NKCC1 was instead similar between the two groups during the first phases of
neuronal development (from d0 to d28) but became significantly over-expressed at day 60
of differentiation in SCN1AM145T idNs only (Figure 5B). Additionally, the NKCC1/KCC2
mRNA expression ratio was higher in mutated neurons at all differentiation time points
tested (Figure 5C). Altogether, these findings provide strong evidence that an imbalanced
NKCC1/KCC2 expression shift occurs in idNs derived from the patient carrying the M145T
mutation in the SCN1A gene, suggesting that this mutation may promote the persistence of
an immature phenotype.

Figure 5. Expression of chloride co-transporters in idNs. (A,B) qRT-PCR analysis of chloride
co-transporters KCC2 and NKCC1 in neurons from WT and SCN1AM145T tested at day of dif-
ferentiation 0 (NSCs), d14, d21, d28 and d60. (C) NKCC1/KCC2 mRNA ratio in idNs at dif-
ferent days of differentiation. The ratio was calculated as the inverse of ΔCtNKCC1/ΔCtKCC2:
(ΔCt = CtGene_Of_Interest − CtGAPDH). For all graphs, the mean ± SEM of three biological replicates is
shown; ** p < 0.01, *** p < 0.001, t-test has been calculated vs. WT at the same day of differentiation.

3.4. Recording of GABA and AMPA Currents by Injection of idNs Membranes in Xenopus Oocytes

Here, we recorded for the first time neurotransmitter-evoked currents from Xenopus
oocytes injected with membranes obtained from idNs (Figure 6). First, we successfully
evoked GABA and AMPA responses both from SCN1AM145T-injected oocytes and control
(WT)-injected oocytes. We obtained responses that ranged from to 3.1 nA to 75.0 nA for
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GABA (500 μM, 4 s, mean = 18.2 ± 2.5 nA; N = 44) and from 6.3 to 43.2 nA to for AMPA
(20 μM, 10 s with a short 20 s pretreatment with CTZ 20 μM, mean = 16.4 ± 1.6; n = 27). In
order to verify that currents we recorded were genuine, we blocked the evoked current with
the respective specific blockers (Figure 6A,B). As expected, GABA currents (500 μM) were
totally blocked by co-application of bicuculline, a competitive antagonist of GABAARs,
(100 μM; n = 6) and AMPA currents (20 μM) were totally blocked by the specific AMPA
receptor blocker NBQX, a competitive antagonist of AMPARs (50 μM; n = 6). Both GABA
(Figure 6A) and AMPA (Figure 6B) currents recovered their original amplitude after the
washout of the blocker. In another set of experiments, we measured the GABA current run-
down, a GABAergic dysfunction associated with drug-resistant epilepsy [25,32,33], from
SCN1AM145T-injected oocytes and WT-injected oocytes. Not surprisingly, we measured
a value of current rundown in WT-injected oocytes that was similar to that recorded in
previous studies [34] using cortical tissue samples from individuals without any neuro-
logical disorder (71.0 ± 2.7%; n = 8; Figure 6C). On the other hand, interestingly, we did
not measure a significant increase in current rundown in SCN1AM145T-injected oocytes
(65.7 ± 3.2%; n = 10; Figure 6C).

Figure 6. Xenopus oocytes injected with membranes from idNs incorporated functional neurotrans-
mitter receptors. (A) Sample currents evoked by 500 μM GABA or (B) 20 μM AMPA on oocytes
microinjected with membranes extracted from cultured idNs obtained from a patient carrying the
M145T mutation of the SCN1A gene. (A) GABA currents were completely inhibited by a brief pre-
incubation (30 s) with bicuculline (100 μM) and subsequently recovered following the washout of
the inhibitor. (B) AMPA currents were completely inhibited by co-administration of NBQX (50 μM),
and they recovered to the original amplitude once NBQX administration was interrupted. AMPA
currents were recorded in presence of CTZ (20 μM). Black bars = GABA; gray bars = AMPA; white
bars in (A) bicuculline; in (B) NBQX. (C) Time course of the GABA current rundown evoked by six
consecutive GABA applications (500 μM, 10 s) interspaced by a 40 s washout, in oocytes injected with
membranes from control (black dots; •) and M145T idNs (magenta; •; p > 0.05). The dots represent
GABA currents expressed as a percentage of the first evoked response (• = 16.6 ± 1.0 nA, n = 8;
• = 23.7 ± 1.1 nA, n = 10).

3.5. Patch-clamp recordings of WT and SCN1AM145T idNs

WT- and SCN1AM145T idNs at day of differentiation 35 were analyzed to compare
their functional properties. Resting membrane potential and cell capacitance values were
similar in WT and SCN1AM145T: −48 ± 2 mV vs. −44 ± 2 mV, and 28 ± 3 pF vs. 35 ± 2 pF,
respectively. All WT neurons tested fired APs upon current injection (Figure 7A, 15 out
15 cells), while responsive SCN1AM145T idNs were the 62% of the total (Figure 7A inset,
20 out 34 cells; p = 0.004, Fisher Exact test). Although at this stage AP threshold is not
expected to be at the full maturation level, WT neurons exhibited a more hyperpolarized
mean AP threshold value than SCN1AM145T (−37 ± 1 mV vs. −31 ± 1 mV, p = 0.003;
Figure 7A–C, [35]). Furthermore, AP amplitudes were larger in WT than in SCN1AM145T
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idNs (57 ± 3 mV vs. 45 ± 2 mV, p = 0.006; Figure 7D), while no differences were observed
in AP kinetics.

Figure 7. SCN1AM145T idNs exhibit depolarized action potential (AP) threshold. (A) superimposed
typical AP traces recorded from one WT and one M145T neuron (black and magenta traces, respec-
tively). Inset: bar graphs representing the frequency of AP-firing cells (a, p = 0.004, Fisher Exact test).
(B) superimposed phase-plane plot obtained from the two APs shown in (A). (C) bar graphs repre-
senting the mean AP threshold values averaged from 13 WT- and 19 SCN1AM145T idNs, as indicated.
Circles indicate the AP threshold of individual cells (b, p = 0.003). (D) bar graphs representing the
mean AP amplitude values. Same cells as in (C) (c, p = 0.006).

4. Discussion

NaV1.1 sodium channel, encoded by SCN1A gene, belongs to the family of VGSCs and
allows the sodium influx from extracellular space into the cytosol during depolarization.
NaV1.1 is highly expressed in the CNS and peripheral nervous system (PNS) and mainly
localizes in the cell bodies and proximal processes of neurons, where it is involved in the
generation of action potential [36,37]. Mutations in the SCN1A gene are responsible for a
plethora of diseases, collectively known as channelopathies affecting the entire nervous
system [38,39]. In particular, pathogenic variants in SCN1A/NaV1.1 are responsible for
several epilepsy syndromes including Dravet Syndrome (DS), a severe childhood form of
epilepsy characterized by beginning with complex FS. Genetically caused FS are associated
with missense loss-of-function mutations in SCN1A. These mutations are often function-
ally linked to hypoexcitability of at least some type of γ-aminobutyric acid (GABA)ergic
neurons, due to decrease in Na+ current density [16,40–43], even if the exact mechanisms re-
sponsible for the disease are still unknown. Given that, additional approaches are necessary
to unravel further physiopathological features that can be targeted by novel therapeutic
strategies. In this study, we took advantage of the iPSCs technology to investigate the
function underlying the clinical phenotype of a patient belonging to a well characterized
Italian family with FS due to genetic defect in SCN1A gene [6]. Particularly, the patient
described here harbors a c.434T > C missense mutation in the SCN1A gene (SCN1AM145T),
responsible for the substitution of a highly conserved methionine residue with a threonine
within the S1 segment of the domain 1 in the NaV1.1. Clinically, the patient was character-
ized by a complex pathophysiology with FS lasting up to 15 min [14] and developed MTLE
with HS which in the end required neurosurgery. A similar condition affects a significant
number of people suffering from drug-resistant epileptic seizures and, notwithstanding the
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recent advances that constantly improve the outcomes of surgical interventions [44], this
invasive procedure is not yet completely free from complications [45]. This is mostly due
to the failure of the available ASM which may effectively decrease frequency and severity
of seizures without tackling the pathophysiological mechanisms, still partly unknown,
that underlie their generation and recurrence [46]. It is for this reason that the search for
new models and research approaches is currently one of the main topics in the field of
drug-resistant epilepsy [47,48], since it may open new perspectives towards alternative
therapeutic strategies.

Here, our main purpose was to build a comprehensive model of the disease by per-
forming a side-by-side comparison of neurons differentiated from diseased (SCN1AM145T

idNs) and healthy control iPSCs (WT idNs). Our study allowed us to draw the follow-
ing major conclusions: (i) SCN1AM145T idNs show an overall immature phenotype, as
demonstrated by the altered expression of the chloride co-transporters, NKCC1 and KCC2,
and VGSC isoforms; (ii) SCN1AM145T idNs show a depolarized action potential thresh-
old compared to the WT counterpart measured by patch-clamp, suggesting a reduced
excitability; (iii) we were able, for the first time to our knowledge, to record AMPA and
GABA currents from both SCN1AM145T- and control-idNs membranes micro-transplanted
into Xenopus oocytes. Concerning chloride co-transporters, we could detect an increase
in NKCC1/KCC2 ratio for SCN1AM145T idNs, that well fits with an overall immaturity of
diseased neurons [49]. Furthermore, this observation is in line with our previous study of
a patient affected by Dravet syndrome [50]. Indeed, previous studies have reported that
GABAA receptors (Rs) function is strongly dependent on chloride homeostasis ensured
by the chloride co-transporters NKCC1 and KCC2 both in physiological and pathological
conditions [49]. The action of NKCC1 was shown to prevail during the first phases of
neuronal development, where it is involved in the depolarizing, or “less hyperpolariz-
ing”, current through GABAARs [29] and later during development this equilibrium is
shifted in favor of KCC2 [51]. Interestingly, our findings indicate that SCN1AM145T shows
a persistent increase in NKCC1/KCC2 mRNA ratio, which supports the hypothesis that
other physiopathological mechanisms, beyond the complexity of sodium channel muta-
tions, deserve further investigation for a comprehensive understanding of channelopathies
complexity [52].

Additionally, we observed a high expression of SCN3A, the fetal isoform of VGSCs
slightly detectable in mature cells [53], and a lower expression of SCN1A and SCN2A
in SCN1AM145T idNs over time in culture, while WT idNs display a VGSCs expression
pattern that mirrors the changes observed during normal developmental and maturation
processes [27]. The progressive up-regulation of SCN3A in diseased neurons may reflect a
sort of compensatory effect, as previously reported in mice carrying loss-of-function muta-
tions in SCN1A and where the increased NaV1.3 expression was observed [16]. Overall,
our findings, using the most common glial and neuronal markers, are in accordance with
those by other authors providing evidence that differentiation of pluripotent stem cells
mainly produce interneurons [21,54]. In addition, we found that SCN1AM145T neurons
express significantly lower levels of NaV1.1 protein compared to healthy neurons, even
if this protein co-localizes with GAD1. Therefore, we may hypothesize that the loss of
function of the mutated protein expressed on interneurons is contributing to their decreased
excitability, leading to a reduced GABA release on synaptic targets. This “interneurons hy-
pothesis” [55] contributes, at least in part, to defining a pathophysiological substrate for the
generation and recurrence of seizures in these patients [15,50]. Indeed, to further support
this hypothesis, here we found a depolarized action potential threshold in SCN1AM145T

neurons compared to WT, although in both situations we could not record a fully developed
AP threshold value as expected in these experimental conditions [35]. Interestingly, the
patient from which we differentiated idNs was also suffering from drug-resistant MTLE,
which prompted us to measure GABA current rundown, a GABAergic dysfunction which
is a hallmark of this condition [25,32,56,57], in idNs membranes-injected oocytes. Indeed,
we could not measure a significant increase in current rundown in SCN1AM145T-injected
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oocytes, in contrast to what was observed measuring this electrophysiological parameter
from surgically resected brain tissue of patients with drug-resistant MTLE, including the
patient of this study [15,34]. This is an important point since functional impairment of
GABAergic neurons and GABA current-rundown tightly correlate with MTLE phenotype.
A reasonable explanation for this discrepancy could lie in the fact that GABA rundown
might arise as a part of the cascade of pathological events eventually leading to gener-
ation and recurrence of seizures [58,59]. As such, it is unlikely to detect a high GABA
rundown in iPSCs-derived neurons, since these cells have never undergone continuous
insults such as seizures or hippocampal sclerosis occurrence. This result offers an additional
and intriguing perspective for the analysis of our results. Indeed, previous studies support
the idea that GABA current rundown emerges in the “chronic” stages of the epileptic
disorder, after the first spontaneous seizure [56,58]. Unfortunately, this means that there
would be scarce therapeutic opportunity to prevent the consolidation of this aberration of
GABAergic synaptic transmission since patients usually require medical attention after the
appearance of spontaneous seizures [60]. On the other hand, there are patients that clearly
carry additional “risk factors” for developing epilepsy, such as genetic mutations. Here and
in previous studies [61], we clearly hypothesize that the aforementioned channelopathies
can induce other synaptic dysfunctions [50,62], thus an early therapeutic intervention may
be possible in conditions where a definite risk factor can be identified. Moreover, we can
hypothesize that preventing the appearance of synaptic dysfunctions may have an impact
on the evolution of the disease [63,64]. Clearly, additional experiments will be designed
to further develop this hypothesis. For instance, future studies using the methodologies
described here will allow the evaluation of the effect of candidate pharmacological agents
on key pathophysiological alterations, such as those reported above. Moreover, an inter-
esting outlook would be the implementation of our methodology with innovative and
dynamic techniques of cell culture [65–68]. Additional future investigations will focus
on transcriptomic and proteomic profiling for a comprehensive understanding of how
genes and proteins are expressed and interconnected in the complex disease phenotype.
Overall, our results, albeit limited by the fact that the data are obtained from cells generated
from a single patient, are characterized by a high robustness and contribute by shedding
light on the molecular mechanisms responsible for this particular form of FS, opening new
stimulating perspectives on the ex vivo precision medicine approaches for a better manage-
ment of patients with FS and MTLE, and for the prevention of potential development of
drug resistance.

5. Conclusions

We report the generation and characterization of idNs from a patient belonging to a
genetically well-characterized Italian family, carrying the c.434T > C mutation in SCN1A
gene, responsible for FS and MTLE. Notably, electrophysiological experiments mirror the
profile recorded from hippocampal tissue resected from the same patient, strengthening the
validity of iPSCs technology for disease modeling. Moreover, our functional data clearly
show that this channelopathy induces additional synaptic dysfunctions that may be a conse-
quence of seizures or hippocampal sclerosis which may be prevented by early and targeted
interventions. Using a multidisciplinary approach, our results reveal an aberrant matura-
tion and altered electrophysiological features in neurons derived from the SCN1AM145T

patient and set the ground for future use of this approach for personalized medicine.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/biomedicines10051075/s1, Figure S1: expression of astrocyte and
oligodendrocyte markers in idNs culture; Figure S2: expression of vGLUT1 in idNs; Figure S3:
expression of interneuronal subtype markers in idNs; Figure S4: expression of SCN2A and SCN8A in
idNs. Table S1: List of primers.
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Abstract: Amyotrophic lateral sclerosis (ALS) is a fatal and incurable paralytic disorder caused by
the progressive death of upper and lower motoneurons. Although numerous strategies have been
developed to slow disease progression and improve life quality, to date only a few therapeutic
treatments are available with still unsatisfactory therapeutic benefits. The secretome of dental pulp
stem cells (DPSCs) contains numerous neurotrophic factors that could promote motoneuron survival.
Accordingly, DPSCs confer neuroprotective benefits to the SOD1G93A mouse model of ALS. However,
the mode of action of DPSC secretome on motoneurons remains largely unknown. Here, we used
conditioned medium of human DPSCs (DPSCs-CM) and assessed its effect on survival, axonal length,
and electrical activity of cultured wildtype and SOD1G93A motoneurons. To further understand
the role of individual factors secreted by DPSCs and to circumvent the secretome variability bias,
we focused on GDF15 and HB-EGF whose neuroprotective properties remain elusive in the ALS
pathogenic context. DPSCs-CM rescues motoneurons from trophic factor deprivation-induced death,
promotes axon outgrowth of wildtype but not SOD1G93A mutant motoneurons, and has no impact on
the spontaneous electrical activity of wildtype or mutant motoneurons. Both GDF15 and HB-EGF
protect SOD1G93A motoneurons against nitric oxide-induced death, but not against death induced by
trophic factor deprivation. GDF15 and HB-EGF receptors were found to be expressed in the spinal
cord, with a two-fold increase in expression for the GDF15 low-affinity receptor in SOD1G93A mice.
Therefore, the secretome of DPSCs appears as a new potential therapeutic candidate for ALS.

Keywords: amyotrophic lateral sclerosis; neuropathology; death; axon outgrowth; electrical activity;
dental pulp stem cell; conditioned medium; neurotrophic factors; motoneuron; cell therapy

1. Introduction

Amyotrophic lateral sclerosis (ALS) is an incurable neurodegenerative disease that
leads to the selective loss of upper and lower motoneurons resulting in progressive paralysis
and death from respiratory failure usually within 3 years of diagnosis. It remains one of the
most devastating neurodegenerative diseases to date, due to the lack of effective treatment.

Approximately 90% of cases are sporadic, with no known family history of the disease.
Sporadic and inherited forms, referred to as familial, are mostly indistinguishable by clinical
and pathological markers. ALS is primarily characterized by degeneration of motoneurons
in the brain and spinal cord [1]. Numerous studies have established that cellular and molec-
ular pathophysiological mechanisms act concomitantly or sequentially to lead to neuronal
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dysfunction and, ultimately, death [2]. These include abnormal aggregates of misfolded
proteins, defects in axonal transport and RNA metabolism, mitochondrial dysfunction,
oxidative stress, glutamate excitotoxicity, and neuroinflammation [3–7]. These different
molecular pathways, as well as the different cell types, represent different therapeutic
targets, thus underlining the complexity of developing effective therapeutic strategies.

More recently, echoing clinical findings, neuroimaging and neuropathological studies
in humans have revealed a decrease in the volume of several subcortical gray nuclei, includ-
ing the thalamus, hippocampus, amygdala, caudate nucleus, and nucleus accumbens [8].
Cerebellar dysfunction has also been reported [9]. The thalamus is affected, not only in its
motor part but also in areas associated with learning and memory encoding, emotional,
cognitive, and sensory processes [10]. As a result, this disease is now often regarded as
part of the frontotemporal dementia spectrum, which is in line with the clinical picture,
since a significant proportion of patients exhibit, in addition to motor pyramidal symptoms,
extrapyramidal, cognitive, and sensory symptoms [10]. For the moment, the cellular and
molecular mechanisms affecting these structures in ALS are not yet known. Studies in ALS
mouse models also show that at presymptomatic stages of the disease, changes in the motor
thalamus are already present, with neuronal death in motor nuclei and mild gliosis [11]. A
cerebellar pathology is also present [9].

The identification of new areas and specific brain circuits affected by ALS can eventu-
ally help us to develop new, more complex preclinical models that better reflect the hetero-
geneity of the disease and thus improve clinical transfer, to develop new treatments [12,13].
Meanwhile, it may also help us to continue dissecting the various pathophysiological
mechanisms leading to motoneuron death in known mouse models of the disease, and to
decipher new molecular pathways to discover other potential therapeutic targets.

Despite our better pathophysiological identification of the disease, to date only two
approved drugs, riluzole and edaravone, are used to treat ALS patients [7]. Riluzole has
mainly an anti-glutamatergic effect [14,15] and edaravone is a free-radical scavenger that
protects against oxidative stress [16–18]. Unfortunately, the clinical outcomes of these two
treatments are still unsatisfactory for patients. These two approved drugs only modestly
slow disease progression and extend the patient’s life by few months. A phase III clinical
trial has evaluated antisense oligonucleotides (ASOs) targeting SOD1. The administration
of ASOs in patients led to a decrease in SOD1 levels in the cerebrospinal fluid and the
neurofilament light chain biomarker in the plasma [19]. However, ASO delivery did
not significantly change the revised ALS functional rating scale score, the main clinical
endpoint.

Another strategy for developing new therapies is to focus on neurotrophic factors
(NTFs). Indeed, NTFs are essential for the maintenance, survival, neurite outgrowth, and
axonal regeneration of motoneurons during development and adulthood [20,21]. The
pleiotropic characteristics of NTFs have made them attractive therapeutic candidates for
ALS to restore neuromuscular synapses and promote motoneuron survival. Unfortunately,
after thirty years of clinical trials based on the administration of recombinant NTFs, the
clinical outcomes remain largely disappointing [22]. The choice of route of administration,
passage through the blood–brain barrier, and the limited half-life of NTFs in the blood are
parameters that obviously need to be considered for these recombinant proteins. The NTFs
to be evaluated, which when delivered to the periphery can lead to undesirable effects,
also raise questions about methods for targeting the central nervous system, such as that
based on viral gene transfer [23]. Another consideration is that of using a combinatorial
approach to NTFs to optimize therapeutic effects by targeting different cell populations.
Therapies based on complex protein solutions remain interesting to explore, either directly
as biomaterial mixtures of therapeutic factors or as a means of identifying new pro-survival
factors.

Dental pulp stem cells (DPSCs) secrete numerous NTFs that give them potent neuro-
protective properties [24–26]. Moreover, several studies have shown the potential of these
cells or their secretome in the treatment of neurodegenerative diseases [27–30].
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Growing evidence has demonstrated the potential of DPSCs for the treatment of vari-
ous diseases and dysfunctions, including neurodegenerative diseases. DPSCs can be used
either directly as differentiated neurons or via their secretome. A major interest in the use
of DPSCs lies in their isolation from the human third molar (wisdom tooth), since human
molars are easy to extract and are considered medical waste. DPSCs proliferate rapidly and
have the ability to differentiate into various cell types. Moreover, their secretome contains
growth and neurotrophic factors. This secretome or conditioned medium (CM) can replace
cells which, due to their ability to multiply, in some cases can be a source of cancer [31,32].
The potential therapeutic value of DPSCs has been demonstrated in spinal cord injury [33],
traumatic brain injury [34], stroke [35], cerebral ischemia [36], Alzheimer’s disease [30],
Parkinson’s disease [27], aneurysmal subarachnoid hemorrhage [37], retinal lesions [38],
and ALS [29].

For ALS, the pioneering study by Wang et al. showed that intraperitoneal injection
of DPSC secretome in an ALS mouse model expressing the ALS-causing mutation G93A
in superoxide dismutase 1 (SOD1G93A) increased lifespan and the number of surviving
motoneurons [29]. However, the mechanism of action of DPSC secretome on motoneurons
remains largely unknown. Moreover, DPSC secretome is a complex medium containing
many factors [39]. Its composition is difficult to control and largely depends on manu-
facturing methods and protocols [40]. Identifying individual components is therefore an
important approach to reducing constraints on the use of this complex media.

In this study, we first studied the effects of DPSC secretome on the survival, axon
outgrowth, and synaptically driven electrical activity of mouse primary motoneurons from
wildtype and SOD1G93A mice. We then evaluated the neuroprotective potential of two
candidate molecules that we selected from our previous work [39], growth differentiation
factor 15 (GDF15) and heparin-binding EGF-like growth factor (HB-EGF).

We show that the secretome of DPSCs promotes the survival of wildtype and SOD1G93A

motoneurons without altering their electrical activity. DPSC secretome also enhances axon
outgrowth of wildtype but not SOD1G93A motoneurons. Interestingly, both GDF15 and
HB-EGF confer neuroprotection to SOD1G93A-expressing motoneurons against nitric oxide
(NO)-induced cytotoxicity. Altogether, our results propose new therapeutic perspectives to
explore based on DPSC secretome content, GDF15, and HB-EGF.

2. Materials and Methods

2.1. Preparation of Conditioned Media
2.1.1. DPSC-Conditioned Media

DPSCs were obtained from the wisdom teeth of a 15-year-old patient. Informed
consent was obtained from the patient after receiving approval by the local ethics committee.
DPSCs were recovered as previously described [41,42]. Briefly, after being disinfected, the
teeth were cut along the cementum–enamel junction using a diamond disc and were split
in two parts. Pulps were then collected and incubated with 3 mg/mL of type I collagenase
and 4 mg/mL dispase for 1 h. Digested pulps were filtered, centrifuged, and the pellet
was resuspended and cultured in α-MEM (ThermoFisher Scientific, Waltham, MA, USA)
with 1% penicillin–streptomycin, 10% fetal bovine serum, and 1 μg/mL of recombinant
human basic fibroblast growth factor (R&D System, Minneapolis, MN, USA). The culture
medium was changed after 24 h and then changed twice a week [39]. DPSCs were allowed
to multiply until they reached 80–90% confluency and then split with 0.05% trypsin-EDTA
(ThermoFisher Scientific, Waltham, MA, USA) for 3 min at 37 ◦C to enhance the colony.
After the 3rd or 4th passage, when DPSCs reached 90% confluency, cells were washed
twice with phosphate buffered saline (PBS) and culture medium was replaced with serum-
free Neurobasal medium containing 50 μM L-glutamine, 2% B-27 supplement, and 1%
penicillin–streptomycin (ThermoFisher Scientific, Waltham, MA, USA). After 48 h of culture,
the medium was collected, centrifuged once at 450× g for 5 min and then centrifuged at
1800× g for 3 min to remove cell debris. Unless used fresh, the conditioned medium was
stored at −80 ◦C [39].
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2.1.2. Adipose Derived Stems Cells (ASCs) and Fibroblast-Conditioned Media

Human adipose tissue was provided by the Institute for Regenerative Medicine and
Biotherapy (IRMB, Montpellier, France) and human skin fibrobasts were given by Dr. Vasi-
liki Kalatzis (INM, Inserm UMR1298, Montpellier, France). The conditioned medium for
these two cell types was produced in the same way as for DPSCs and used at passage 4 for
ASCs and passage 6 for fibroblasts.

2.2. Animals

All animal experiments were approved by the national ethics committee on animal
experimentation, and were conducted in compliance with the European Community and na-
tional directives for the care and use of laboratory animals. B6.Cg-Tg(SOD1*G93A)1Gur/J
(SOD1G93A) mice and B6.Cg-Tg(Hlxb9-GFP)1Tmj/J (Hb9::GFP) mice were purchased from
the Jackson laboratory and maintained on a C57BL/6J background under specific-pathogen-
free conditions. They were housed in cages with a 12 h light/12 h dark cycle with food
and water supplied ad libitum in our animal facility accredited by the French Ministry
of Food, Agriculture and Fisheries (B-34 172 36-11 March 2010). Experiments were con-
ducted in accordance with the Directives of the Council of the European Communities of
November 24, 1986 (86/609/EEC) and the French Ethics Committee (approval A34-506).
Thirty-seven wildtype mice and twenty-three SOD1G93A mice were used for embryonic
motoneuron primary cultures. Five wildtype and five SOD1G93A 3-month-old mice were
used for quantitative RT-PCR.

2.3. Motoneurons Immunopurification and Culture

Motoneurons were purified from the spinal cords of wildtype and SOD1G93A embryos
using 5.2% iodixanol density gradient centrifugation combined with anti-p75-based mag-
netic cell isolation (Miltenyi Biotec, Bergisch Gladbach, Germany, clone REA648) as we pre-
viously described [43,44]. Motoneurons were plated on poly-ornithine (3 μg/mL)/laminin
(2 μg/mL)-coated 4-well plates in supplemented Neurobasal medium containing 2% (v/v)
horse serum, 25 μM L-glutamate, 25 μM β-mercaptoethanol, 50 μM mM L-glutamine, 2%
(vol/vol) B-27 supplement, and 0.5% penicillin–streptomycin (ThermoFisher Scientific,
Waltham, MA, USA). When indicated, a cocktail of neurotrophic factors (0.1 ng/mL GDNF
(Sigma-Aldrich, Saint-Louis, MO, USA, G1401), 1 ng/mL brain-derived neurotrophic factor
(BDNF) (ImmunoTools, MGC34632), and 10 ng/mL CNTF (R&D Systems, Minneapolis,
MN, USA, 557-NT/CF)) was added to the supplemented Neurobasal medium. Recombi-
nant mouse GDF15 (R&D Systems, Minneapolis, MN, USA, 8944-GD) and HB-EGF (E4643,
Sigma-Aldrich, Saint-Louis, MO, USA) were added at the time of seeding in basal supple-
mented Neurobasal medium. DETANONOate (Enzo Life Sciences, Farmingdale, NY, USA,
ALX-430-014) was added after 24 h of culture.

For the electrophysiological recordings, motoneurons were isolated from the ventral
spinal cord of Hb9::GFP and SOD1G93A E12.5 embryos using iodixanol density gradient
centrifugation [45].

2.4. Motoneurons Survival

Motoneurons were seeded at a density of 1250 cells/cm2. Wildtype and SOD1G93A

immunopurified motoneurons were counted using a phase contrast microscope using
morphological criteria. Motoneurons are considered as living cells if their axons are more
than three times the length of the cell body, if those axons are not completely degraded,
and if the cell body does not contain vacuoles [44,46]. Counting was performed on three or
four separate samples, and the number of surviving motoneurons was determined after
24 h of culture. To allow comparison of values from different experiments, survival values
were normalized relative to the value in the absence of neurotrophic factors.
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2.5. Axon Length Measurements

For the quantification of axon length, motoneurons were seeded at a density of
750 cells/cm2. At one day in vitro, motoneurons were processed for immunostaining
with β-tubulin III antibodies. Images were acquired with a ZEISS AXIO Imager Z2 Apo-
tome and axon length was determined using ImageJ software v1.53 and the NeuronJ plugin
(National Institutes of Health, Bethesda, MD, USA) [47]. Total axon length was deter-
mined by measuring the length of the longest neurite with connected branches of β-tubulin
III-positive motoneurons [46].

2.6. Electrophysiology

For electrophysiological analysis, motoneurons were seeded at a density of 1250 cells/cm2.
Spontaneous electrical activity was recorded at room temperature using the loose-patch
electrophysiological technique with an Axopatch 200B amplifier (Molecular Devices, San
José, CA, USA). The bathing solution contained 145 mM NaCl, 5 mM KCl, 10 mM D-glucose,
10 mM HEPES, 2 mM CaCl2, and 1.5 mM MgCl2, adjusted to pH 7.4 and 310 mosm. The
electrode was filled with the same extracellular solution and to obtain a good resolution of
extracellular recordings of the spontaneous activity, the contact with the cell membrane
had a resistance in the range of 30–100 MΩ. Cultures were maintained at 37 ◦C, 7.5% CO2.
All recordings were conducted between 7 and 9 days of culture [45,48]. Motoneurons were
identified according to morphological criteria (large size, multipolar with high dendritic
complexity) or GFP expression [44].

2.7. Immunocytochemistry

Motoneurons were first fixed with 4% paraformaldehyde (PFA) in PBS that was
directly added to the culture medium (1:1) for 10 min, and then fixed with 4% PFA in PBS
for 15 min on ice. Cells were then washed with PBS and incubated for 1 h in blocking
solution containing 4% bovine serum albumin, 4% donkey serum, and 0.1% Triton-X100 in
PBS. Coverslips were then incubated overnight at +4 ◦C with rabbit anti-βIII tubulin (Sigma-
Aldrich, Saint-Louis, MO, USA, T2200). Cells were washed 3 times for 10 min each with PBS,
incubated with the appropriate fluorescent-conjugated secondary antibody (ThermoFisher
Scientific, Waltham, MA, USA), washed, and mounted in Moviol solution [45]. Image
acquisition was carried out on a Zeiss (Car Zeiss AG, Oberkochen, Germany) Axio Imager
Z2-module Apotome 2.0. ImageJ (National Institutes of Health, Bethesda, MD, USA) was
used for axon tracing.

2.8. Immunohistochemistry

As previously described [43] for the spinal cord, mice were anaesthetized and tran-
scardially perfused with 4% PFA in PBS. The lumbar spinal cord was removed, post-fixed
in 4% PFA for 2 h, incubated in 30% sucrose in PBS, embedded in OCT, flash-frozen, and
cut at 18 μm thickness. The sections were then rinsed for 5 min with PBS and incubated
for 2 h at room temperature in blocking solution (PBS, 5% donkey serum, 0.3% Triton-
X100, 0.05% Tween-20). This was followed by overnight incubation at +4 ◦C with the
following primary antibodies: rabbit anti-TGFβ-R1 (Sigma-Aldrich, Saint-Louis, MO, USA,
SAB4502958, 1:200) and goat anti-choline acetyl transferase (ChAT) (Merck, Darmstadt,
Germany, AB144P, 1:100). Sections were washed and incubated for 1 h at room temperature
with appropriate AlexaFluor-conjugated secondary antibodies (ThermoFisher Scientifc,
Waltham, MA, USA). Slides were mounted in Mowiol solution. Image acquisition was
carried out on a Zeiss Axio imager Z2-module Apotome 2.0 (Car Zeiss AG, Oberkochen,
Germany).

2.9. Quantitative Reverse Transcription Polymerase Chain Reaction

For the lumbar spinal cord, 90-day-old mice were deeply anaesthetized, perfused tran-
scardially with PBS, and tissue was harvested in RNAprotect tissue reagent (Qiagen, Hilden,
Germany). Lysis buffer was used to homogenize the tissue that was then passed through needles.
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The lysates were mixed with an equal volume of 70% ethanol, and total mRNA was separated
from other cellular components on RNeasy minispin columns. The eluted mRNA was quantified
spectrophotometrically (Nanodrop). After removal of genomic DNA, reverse transcription was
performed with 1 μg of mRNA using the Quantitect RT kit (Qiagen, Hilden, Germany). The col-
lected cDNA was diluted to 100 ng in H20 and stored at −20 ◦C until use. Quantitative PCR was
performed on 10 ng of cDNA with SYBR green dye (Qiagen, Hilden, Germany) using the Light-
Cycler 480 system (Roche Diagnostics, Basel, Switzerland). The primers used were as follows:
Egfr, 5′-ATTAATCCCGGAGAGCCAGA-3′ and 5′-TGTGCCTTGGCAGACTTTCT-3′; ErbB4,
5′-TCCACTTTACCACAACACGCT-3′ and 5′-TCAAAGCCATGATCACCAGGA-3′; Tgfbr1, 5′-
ATGTGGAAATGGAAGCCCAGA-3′ and 5′-ATGACAGTGCGGTTATGGCA-3′; Tgfbr2 variant
1, 5′-TGTTGAGATTGCAGGATCTGG-3′ and 5′-TGGACAGTCTCACATCGCAA-3′; Tgfbr2
variant 2, 5′-TTCCCAAGTCGGTTAACAGTGA-3′ and 5′-TTCTGGTTGTCGCAAGTGGA-
3′; Polymerase (RNA) II polypeptide J (Polr2j), 5′-ACCACACTCTGGGGAACATC-3′ and 5′-
CTCGCTGATGAGGTCTGTGA-3′. The PCR conditions were 15 s at 94 ◦C, 20 s at 60 ◦C,
35 s at 72 ◦C for a total of 45 cycles. After PCR amplification, melting curve analysis was per-
formed to verify PCR specificity. The level of the domestic gene polymerase (RNA) II polypeptide J
(Polr2J) was used to normalize cDNA amounts. Ct was calculated as the difference between Ct
values, determined with Equation (2)-Ct [48].

2.10. Statistical Analysis

Data are presented as means ± standard error of the mean (SEM) (Table S1 Supple-
mental Data). Statistical analysis was performed using Prism 8 (GraphPad, San Diego, CA,
USA). One-way ANOVA was used for multiple comparisons followed by Tukey’s post hoc
test. For qRT-PCR experiments, the Mann–Whitney test was used. Statistical significance
was accepted at the level of p < 0.05 (Supplementary Materials Table S2).

3. Results

3.1. DPSCs-CM Promotes the Survival of Motoneurons

We first aimed to determine whether DPSCs-CM can have an effect on motoneuron
survival under deprivation of NTFs. For this purpose, we studied the effect of increasing
concentrations of DPSCs-CM in the culture medium without the standard cocktail of GNDF,
BDNF, and CNTF. These NTFs are known to promote optimal survival of embryonic mo-
toneurons [44]. The efficacy of the different concentrations of DPSCs-CM was assessed
24 h after seeding and motoneuron survival was expressed relative to the control condi-
tion where motoneurons were cultured in the absence of NTFs. We did not observe any
neurotrophic effect for 5 and 10% DPSCS-CM concentrations (Figure 1A). However, the sur-
vival rate was 2 to 2.5 times higher when motoneurons were cultured in the presence of 25,
50, and 75% DPSCs-CM. We did not find any significant difference in motoneuron survival
between the conditions with 25, 50, and 75% concentrations or with the NTFs. However,
when motoneurons were cultured only in the presence of DPSCs-CM (100%), a detrimental
effect on survival was observed (Figure 1A). Our results indicate that DPSCs-CM rescue
motoneurons from death induced by trophic deprivation.

The DPSCs are neural crest-derived mesenchymal stem cells originating from the
ectoderm [49]. To determine whether the neurotrophic effect we observed was specific to
DPSCs-CM, we analyzed the neurotrophic properties of CMs derived from human ASCs
(ASCs-CM), which are mesenchymal stem cells originating from the mesoderm, and human
fibroblasts (Fibro-CM). Following 24 h of culture, we did not observe any neurotrophic
effect of ASCs-CM at 50 or 100% on motoneuron survival compared with the NTF-free
medium (Figure 1B). Similarly, 50 and 100% Fibro-CM did not improve the survival of
motoneurons compared with the NTF-free medium (Figure 1C). These results demonstrate
that DPSCs-CM has selective neurotrophic properties for embryonic motoneurons.
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Figure 1. DPSCs-CM increases the survival of wildtype and SOD1G93A motoneurons.the number
of independent experiments (each conducted in triplicate or quadruplicate) is indicated in brackets.
(A) Motoneurons were immunopurified from the spinal cord of E12.5 mouse embryos and cultured in
the absence (-) of a cocktail of NTFs and with increasing concentration of DPSCs-CM. Motoneurons
were also cultured in the presence of NTFs (+) only. The percentage of surviving motoneurons,
expressed relative to the condition without any trophic support, was calculated after 24 h. Data
are means ± SEM and the number of independent experiments (each conducted in triplicate or
quadruplicate) is indicated in brackets. Note that for the low concentrations of DPSCs-CM (5%
and 10%), which are not relevant for motoneuron survival, the experiments were repeated twice
independently, each time in triplicate. One-way ANOVA followed by Tukey’s post hoc test, * p < 0.05,
** p < 0.01, *** p < 0.001, **** p < 0.0001, n.s, non-significant. (B,C) Motoneurons were isolated and
seeded in the absence of NTFs and with the same optimal dose previously described (50%), or only
(100%) with ASCs-CM (B) or Fibro-CM (C). The number of surviving motoneurons was determined
24 h later and expressed relative to the survival in the absence of NTFs. All values are expressed as the
means ± SEM of three (B) or four (C) independent experiments (triplicate or quadruplicate). One-way
ANOVA followed by Tukey’s test, ** p < 0.01, n.s, non-significant. (D) Mutant SOD1G93A motoneurons
were cultured with DPSCs-CM (at 50%) or NTFs. Motoneuron survival was determined 24 h later
and expressed relative to the basal condition (without NTFs). Data represent the mean ± SEM of
triplicates or quadruplicates of four independent experiments.

We next investigated whether DPSCs-CM could also improve the survival of mo-
toneurons purified from the SOD1G93A ALS mouse model. The survival of SOD1G93A

motoneurons in the absence of NTFs after 24 h of culture was similar to that of wildtype
motoneurons (not shown), as already described [44]. We then analyzed the survival of
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SOD1G93A motoneurons in the optimal concentration of DPSCs-CM that we previously
determined (Figure 1A). In the presence of 50% DPSCs-CM, we observed a significant in-
crease in the percentage of surviving ALS motoneurons compared with the negative control
(Figure 1D). There were no significant differences between the survival of motoneurons
cultured in the presence of 50% DPSCs-CM and those cultured in the presence of NTFs.

Therefore, our results indicate that DPSCs-CM can provide a robust neurotrophic
support to motoneurons expressing ALS-causing SOD1 mutation.

3.2. DPSCs-CM Promotes Axon Outgrowth of Wildtype, but Not SOD1G93A Motoneurons

We next investigated whether DPSCs-CM could also influence neurite growth of
wildtype and SOD1G93A motoneurons. Motoneurons were immunopurified from wildtype
and SOD1G93A mouse embryos and immunostained with anti-βIII tubulin to trace the
total length of the axon (including branchings) using the NeuronJ ImageJ plugin, as we
previously described [47] (Figure 2A). We found that DPSCs-CM significantly increased
the axon length of wildtype motoneurons cultured in the absence of NTFs (Figure 2B).
Addition of DPSCs-CM to motoneuron culture elicited axon outgrowth as efficiently as the
addition of the cocktail of NTFs. Interestingly, we observed that neither DPSCs-CM nor the
cocktail of NTFs increased the total axon length of motoneurons (Figure 2C).

 

Figure 2. DPSCs-CM induces axon outgrowth of wildtype but not SOD1G93A motoneurons. The
number in brackets indicating the total number of motoneurons measured. (A) Representative
immunostaining of a wildtype motoneuron with anti-βIII-tubulin antibody. The total axon length
that also included collaterals of motoneurons (violet trace) was measured with ImageJ using the
NeuronJ plugin. Scale bar = 20 μm. (B,C) Freshly purified motoneurons from E12.5 wildtype (B) or
SOD1G93A (C) embryos were treated (or not) with DPSCs-CM at the optimal concentration of 50%
and NTFs. Measurement of the total axon length was performed after 24 h of culture and values are
expressed relative to the basal condition (in the absence of NTFs). Graphs represent the mean value
± SEM of three independent experiments, the number in brackets indicating the total number of
motoneurons measured. Data were analyzed by one-way ANOVA followed by Tukey’s post hoc test.
** p < 0.01, **** p < 0.0001, and n.s, non-significant.

Our results highlight that an uncoupling between axonal outgrowth and survival
promoted by the neurotrophic support of DPSCs-CM or recombinant NTFs occurs when
an ALS causal gene is expressed in motoneurons.
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3.3. DPSCs-CM Does Not Modify the Synaptically Driven Activity of Wildtype and
SOD1G93A Motoneurons

To complete the range of functional properties of DPSCs-CM on motoneurons, we then
focused on the spontaneous electrical activity that results from the synaptic network activity.
We performed extracellular recordings of the spontaneous firing rate of both wildtype and
SOD1G93A neurons using the loose-patch technique. As we have previously shown, after
7 days in vitro (DIV), primary motoneurons exhibit adult-like intrinsic electrical activity and
are spontaneously active due to a synaptic excitatory network [45,48] (Figure 3A). We did
not observe any difference in the frequency of the spontaneous electrical activity of wildtype
and SOD1G93A neurons cultured in the presence or the absence of NTFs (Figure 3B,C).
When we then cultured neurons in the presence of DPSCs-CM (50%), we did not find any
significant change in the spontaneous spike frequency (approximately 2 Hz in average) of
either wildtype or SOD1G93A-expressing neurons (Figure 3B,C). Therefore, DPSC-CM does
not modify the synaptically driven electrical activity of wildtype or SOD1G93A neurons.

 

Figure 3. DPSCs-CM does not modify the spontaneous electrical activity of motoneurons. (A) Repre-
sentative trace of recordings of spontaneous electrical activity of wildtype and SOD1G93A neurons
after 7 DIV in the presence of NTFs. (B,C) Motoneuron-enriched cultures were prepared from
Hb9::GFP wildtype (B) and SOD1mutant mice (C) and cultured for 7 DIV in the absence of NTFs, with
50% DPSCs-CM or in the presence of trophic support. Spontaneous electrical activity was measured
using the loose-patch technique and spike frequency calculated. The total number of recorded cells
is indicated in brackets. Values are means ± SEM of three and four independent experiments for
wildtype and SOD1G93A conditions, respectively. Data were analyzed by one-way ANOVA followed
by Tukey’s post hoc test, n.s, non-significant.

3.4. GDF15 and HB-EGF Do Not Provide Any Neutrotrophic Support to Motoneurons

Among the wide palette of secreted proteins that we identified previously [39] we
sought to focus on two proteins, GDF15 and HB-EGF, that have been described for their
activity on neuronal survival, but whose trophic benefits for ALS motoneurons have not
been evaluated [50,51]. Using a human growth factor antibody array we previously found
that GDF15 and HB-EGF concentration amounted to 12 ± 12.8 pg/mL and 2 ± 4 pg/mL,
respectively, in DPSCs-CM [39].

We first evaluated whether addition of recombinant GDF15 could promote the survival
of wildtype motoneurons when cultured in the absence of NTFs. Motoneurons were treated
with increasing concentrations of GDF15, based on what was previously described [51],
and the percentage of surviving motoneurons determined after 24 h of culture. We found
that GDF15 does not affect the survival of wildtype motoneurons (Figure 4A). When
HB-EGF was evaluated for its prosurvival properties in motoneurons, using the optimal
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concentration previously described [50], we did not observe any neuroprotective benefits
against NTF deprivation (Figure 4B).

 

Figure 4. Recombinant GDF15 and HB-EGF do not provide trophic support to either wildtype or
SOD1 mutant motoneurons. (A) Motoneurons were plated in basal conditions (without NTFs) and
treated with indicated concentrations of recombinant GDF15 (or cultured with NTFs only). The
survival of motoneurons was determined after 24 h. (B) Mouse motoneurons were treated with
increasing concentrations (5, 20, and 100 ng/mL) of HB-EGF at the time of seeding. Twenty-four
hours later, motoneuron survival was assessed. (C) Motoneurons immunopurified from SOD1G93A

E12.5 embryos were incubated in the absence of NTFs with either GDF15 (10 ng/mL) or HB-EGF
(20 ng/mL). The percentage of surviving SOD1G93A motoneurons was determined after 24h of treat-
ment. Data represent the mean values ± SEM of triplicates of three (A,C) and four(B) independent
experiments (number in brackets). Data were analyzed by one-way ANOVA followed by Tukey’s
post hoc test, *** p < 0.001, **** p < 0.0001, n.s, non-significant.

We then asked whether GDF15 or HB-EGF might promote the survival of SOD1G93A

motoneurons placed in basal conditions. We observed that neither GDF15 (10 ng/mL)
nor HB-EGF (20 ng/mL) saved motoneurons from death induced by the absence of NTFs
(Figure 4C).

From our data, neither GDF15 nor HB-EGF are able to rescue motoneurons from death
induced by neurotrophic factor deprivation.
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3.5. GDF15 and HB-EGF Prevent Motoneuron Death from Oxidative Insult

We also investigated whether these two candidates could rescue motoneuron death
from oxidative stress. It was shown that motoneurons expressing SOD1 mutants have
an exacerbated susceptibility to NO exposure [44]. Motoneurons purified from wildtype
and SOD1G93A mice were then cultured in the presence of NTFs, with GDF15 or HB-
EGF, and exposed to the NO donor DETANONOate for 48 h. As previously described,
DETANONOate induces death of mutant but not wildtype motoneurons (Figure 5A,B).
Interestingly, we found that both GDF15 and HB-EGF rescued ALS motoneuron from death
induced by NO (Figure 5B).

 
Figure 5. GDF15 and HB-EGF protect SOD1G93A motoneurons from NO-induced death. the number
of independent experiments (each performed in triplicate or quadruplicate) is indicated in brackets.
(A) Wildtype motoneurons were cultured for 24 h in the presence of NTFs and incubated with the NO
donor DETANONOate (20 μM) in combination with GDF15 (10 ng/mL) and HB-EGF (20 ng/mL).
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The percentage of surviving motoneurons was determined 48 h later. (B) SOD1G93A-expressing
motoneurons were maintained in culture for 24 h and treated (or not) with DETANONOate (20 μM),
GDF15 (10 ng/mL), or HB-EGF (20 ng/mL) for 48 h. The number of surviving motoneurons is
expressed as a percentage of the number of motoneurons in the control condition (in the presence of
NTFs only). Histograms show mean values ± SEM; the number of independent experiments (each
performed in triplicate or quadruplicate) is indicated in brackets. One-way ANOVA followed by
Tukey’s post hoc test, * p < 0.05, ** p < 0.01, *** p < 0.001.

These data reveal a clear therapeutic potential of GDF15 and HB-EGF by rescuing
motoneurons from death under pathological conditions.

3.6. Expression of GDF15 and HB-EGF in Adult Spinal Cord

To uncover the potential implication of HB-EGF and GDF15 signaling in ALS patho-
genesis, we first analyzed the mRNA expression levels of their cognate receptors in the
spinal cords of 3-month-old wildtype and SOD1G93A mice using quantitative RT-PCR. At
this presymptomatic stage, there is no substantial loss of motoneurons, but a stress response
already takes place in the vulnerable population of motoneurons [52]. The transcript levels
of the two HB-EGF receptors, Erbb4 and Egfr, were detected in the spinal cords of wildtype
mice. The levels of Egfr remained unchanged in presymptomatic SOD1G93A mice, while
there was a significant two-fold decrease in Erbb4 expression levels (Figure 6A). We found
that the cognate high-affinity receptor of GDF15, Gfral, was not expressed in either the
wildtype or SOD1G93A spinal cord (n = 3), while the transcripts of the GDF15 low-affinity
receptors, Tgfbr1 and Tgfbr2 (variants 1 and 2) were detected. Moreover, we evidenced that
Tgfbr1 levels were increased in the SOD1G93A spinal cord (Figure 6A). Our results suggest
that GDF15-TGFβ-R1 axis in motoneurons could be a therapeutic target for ALS. Therefore,
we analyzed the expression profile in the spinal cords of wildtype and SOD1G93A mice
at 3 months of age. TGFβ-R1 was found to be expressed in nearly all ChAT-positive mo-
toneurons in the spinal cords of both wildtype and SOD1G93A mice (Figure 6B). In addition,
we detected TGFβ-R1-expressing cells in the white matter that had the morphology of
radial glia (not shown). Of note, TGFβ-R1 was also observed in glial cells reminiscent of
microglia, consistent with the role of TGF-β1 signalling in microglial cells [53,54].

 

Figure 6. GDF15 and HB-EGF receptors are differentially expressed in the spinal cords of presymp-
tomatic mice. (A) Quantitative RT-PCR was performed on total RNA isolated from the spinal cords of
3-month-old wildtype and SOD1G93A mice. Transcript levels of Egfr, Erbb4, Gfral, Tgfbr1, and Tgfbr2
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were expressed relative to polymerase (RNA) II polypeptide J (Polr2J) transcript. The expression
levels of each transcript in the spinal cords of SOD1G93A mice were normalized to those obtained
in the spinal cords of wildtype mice (represented by the dashed line). Values are means ± SEM,
the number of mice is indicated in brackets. Data were analyzed by Mann–Whitney test. * p < 0.05,
** p < 0.01 vs. wildtype spinal cord. (B) Lumbar spinal cord sections of wildtype and SOD1G93A mice
at 3 months of age were immunostained with antibodies against TGFβ-R1 (in green) and ChAT (in
red). Scale bar, 50 μm.

These results demonstrate expression of GDF15 and HB-EGF receptors and their
differential regulation in the spinal cord of ALS mice. This finding further supports a
potential role of these factors in the pathophysiology of the peripheral motor system.

In summary, using primary culture of motoneurons, our study revealed the regenera-
tive and death-protective effect of human dental pulp cell secretome under ALS conditions.
Furthermore, GDF-15 and HB-EGF present in the secretome protect ALS motoneurons
exclusively under oxidative stress conditions which confer disease-specific effects on these
factors.

4. Discussion

Despite extensive research in both fundamental and clinical fields, ALS remains a
disease with no effective treatment. The ongoing research on ALS disease mechanisms is
therefore of high importance for discovering new therapies to enhance a patient’s quality
of life and substantially prolong their life expectancy. Since the pioneering work of Wang
et al. on the ALS mouse model, the therapeutic benefits of the DPSC secretome appear as
promising therapeutic means for ALS [29]. These cells are capable of secreting neurotrophic
factors that are essential for neuronal survival and neurite growth, which make them
promising for use in therapeutic procedures [24,25].

Our in vitro study has clarified to some extent the mechanism of the survival effect of
DPSC secretome on ALS SOD1G93A mice by directly influencing the survival of motoneu-
rons. DPSCs-CM has a differential effect on axon outgrowth depending on the expression of
SOD1 mutation, but does not change the synaptically driven electrical activity of wildtype
or SOD1G93A neurons. Moreover, GDF15 and HB-EGF, which we have previously found to
be secreted by DPSCs-CM, have a neuroprotective effect on SOD1G93A motoneurons only
after exposure to oxidative stress.

DPSCs-CM is composed of many proteins including trophic factors [39,55,56].
Consistent with the effects on motoneuron survival that we have described here, the
DPSCs-CM contains factors that are well known to promote neuronal survival and
neurite growth during development and adulthood, such as NT-3 or VEGF [57,58].
Additional studies have also shown the expression of BDNF, CNTF, and GDNF by
DPSCs, mainly at the transcriptional levels. Our CM preparation does not show a
high representability of BDNF and GDNF, although CNTF was not evaluated in our
previous study. It is therefore reasonable to propose that the additional effect of several
factors allows an optimal survival of motoneurons, finally at a similar extent as that
obtained with the combination of the NTFs we used. In addition to the survival effect,
DPSCs-CM has no detrimental effect on the synaptic network, which was an important
point to verify as hyperexcitability or hypoexcitability are hallmarks of ALS [59]. By
rescuing motoneurons from injury, DPSCs could also preserve their functional role
which further renders them suitable for in vivo applications.

The beneficial effect of the CM on the survival of wildtype motoneurons seems to be
specific to DPSCs, as the CM from ASCs or skin fibroblasts did not promote motoneuron
survival, as also observed with fibroblasts on trigeminal motoneurons [3]. Concerning
ASCs, their secretome contains various growth and neurotrophic factors that were shown
to confer neuroprotective benefits when administrated in SOD1 mutant mice [60,61]. This
protective effect of ASCs in a mouse model of ALS is corroborated with their ability to
rescue motoneurons from the neurotoxicity of astrocytes derived from ALS patients [62].
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While DPSCs-CM promotes the survival of both wildtype and SOD1G93A motoneu-
ron, our work reveals that DPSCs-CM specifically induces axon outgrowth in wildtype
motoneurons but not in SOD1G93A motoneurons. This intriguing observation parallels
recent work on early axonal transport defects, which are observed well before the onset of
symptoms in ALS mice [63]. They show that BDNF is able to stimulate the anterograde
transport of signaling endosomes in wildtype embryonic motoneurons, but not those ex-
pressing SOD1G93A, due to increased expression of the truncated kinase-deficient form of
TrkB and p75NTR at the muscle, sciatic nerve, and Schwann cell levels [63]. Here, our study
identified SOD1G93A-associated cell-autonomous signaling defects in axonal growth that
may involve, as suggested by the previous study [63], differential expression of receptors
or their signaling components of the NTFs secreted by DPSCs.

As mentioned above, the DPSC secretome is a complex medium composed of a
plethora of soluble factors [40]. Among them, we identified two candidates, GDF15 and
HB-EGF, we thought would be of interest, based on the following considerations. Both
proteins were shown to confer neuroprotection [50,51,64,65], they have not been studied
in the context of ALS, and they were not detected in the secretome of ASCs [66]. We
showed that GDF15 or HB-EGF do not increase the survival of wildtype or SOD1G93A-
expressing motoneurons. While the effect of HB-EGF on motoneuron survival has not
been documented to our knowledge, HB-EGF has been reported to confer neuroprotection
following ischemic injury [50,67]. This suggests that HB-EGF does not have an effect
on naturally occurring developmental death but is more associated with degenerative
processes in the adult as shown in an experimental model of Alzheimer’s disease [68].
We previously demonstrated that only motoneurons that express ALS-linked mutant
forms of SOD1 have increased susceptibility to NO, while the response to excitotoxicity
or trophic factor deprivation is comparable to that of the wild type [44]. We found that
exogenous HB-EGF can rescue SOD1G93A-expressing motoneurons from NO-induced
death, supporting the proposition that HB-EGF is a promising neuroprotective factor for
adult-onset neurodegenerative disorders including AD and ALS.

Contrary to our results, GDF15 has been shown to contribute to neuronal survival,
including in spinal motoneurons [51]. The different culture conditions, age of embryos
(E12.5 vs. E13.5), and the isolation of motoneurons from the lumbar or whole spinal
cord [51,69] might explain this discrepancy. However, it is worth noting that gdf15-deficient
mice display a 19% loss of trigeminal and facial motoneurons, and 21% loss of lumbar
motoneurons [51]. The discrepancy between our study performed on motoneurons purified
from the whole spinal cord and the one carried out on motoneurons from the lumbar part
of the spinal cord [51] suggests that GDF15 may indeed be beneficial for some motoneuron
subpopulations, as already observed for hepatocyte growth factor [70].

Interestingly, while GDF15 and HB-EGF do not affect spinal motoneurons under
conditions of NTF deprivation, they are able to protect SOD1G93A motoneurons from
NO-induced death. This suggests a protective effect under pathological conditions. In a
model of spinal cord injury, GDF15 was found to inhibit the oxidative-stress-dependent
ferroptotic death of neurons, and RNA-interference-mediated silencing of GDF15 reduced
the locomotor recovery of mice [71]. In a mouse model of spinal muscular atrophy (SMA),
a longitudinal transcriptomic study of vulnerable and resistant motoneuron pools showed
that in SMA-resistant ocular motoneurons, gdf15 was highly upregulated [72]. In addition,
GDF15 was able to rescue human motoneurons derived from induced pluripotent stem
cells, IPSCs, from degeneration. Jennings et al. recently reported an elevation of GDF15
in the serum of patients with Charcot–Marie–Tooth disease and a mouse model of this
disorder, proposing that the induction of GDF15 is an adaptive response to stress to promote
peripheral neuron regeneration [73].

To complete our study, we conducted a quantitative transcriptomic analysis of the
receptors for HB-EGF, Egfr and ErbB4, and GDF15, Gfral, Tgfbr1, and Tgfbr2 in the lum-
bar spinal cords of wildtype and SOD1G93A mice. Transcripts of both HB-EGF receptors
were expressed in the spinal cord. Consistent with a previous study [74], we observed
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down-regulation of ErbB4 in the spinal cords of SOD1G93A mice. ErbB4 is highly expressed
at the membrane of motoneurons and at the time of disease onset, ErbB4 immunoreac-
tivity is reduced in some type of motoneurons, followed by greater loss of ErbB4 in the
remaining SOD1G93A motoneurons at symptomatic stages [74]. Of note, a decreased ErbB4
immunoreactivity was also observed in motoneurons of patients with sporadic ALS and
was associated with cytoplasmic aggregation of TDP-43 [75]. Therefore, strategies aimed to
increase ErB4 receptor or related signaling pathways could have neuroprotective effects in
ALS, as has been previously shown with the HGF receptor MET [76].

Transcripts of GFRAL, the high-affinity receptor of GDF15, were not detected in
the spinal cord, which is consistent with expression exclusively in the hindbrain [77].
However, GDF15 can bind to its low-affinity receptor, TGFβ-R. TGFβ-R signaling has been
well-studied as its ligand TGFβ plays significant role under inflammatory conditions, as
observed in ALS [78]. Notably, microglial activation is a hallmark of ALS and therefore it
was not surprising that TGFβ-R1 expression reveals the presence of microglia specifically
in the SOD1G93A spinal cord, which could explain the increase in its transcript expression.
Interestingly, we also observed TGFβ-R1 expression in the soma of motoneurons, whose
activation could protect them from oxidative stress as we demonstrated in vitro. Overall,
these results indicate that GDF15 signaling by TGFβ-R1 may be a novel therapeutic strategy
for the treatment of ALS at an early stage of the disease.

Our findings have important clinical implications for improving spinal motoneuron
survival and in particular under oxidative stress, a condition encountered during the
neurodegenerative process of ALS. Moreover, our previous work demonstrated the regen-
erative properties of DPSCs on sensory neurons [39] which are also affected during ALS
progression in humans [79]. Altogether, these results should encourage continued devel-
opment of therapeutic strategies. However, the effects of these factors on other neuronal
structures that are also affected in ALS need also to be addressed.

Our study also has some limitations as it underestimates the properties of DPSCs-CM
when considering the non-cell-autonomous components of motoneuron degeneration in
ALS. The regenerative effects of DPSCs in ALS mice could indeed also be mediated by other
cell types including glial cells, as shown with ASCs [62]. It would therefore be interesting
to evaluate the neuroprotective effects of DPSCs-CM, GDF15, and HB-EGF on human
motoneurons challenged with astrocytes, oligodendrocytes, or microglia derived from
ALS patient IPSCs. Moreover, GDF15 and HB-EGF act on many other cell types which
necessitates development of therapeutic strategies that specifically target the spinal cord or
the motoneurons.

5. Conclusions

In conclusion, our study reveals the therapeutic potential of DPSC secretome in
promoting motoneuron survival and also provides a first step in understanding the key
components responsible for this therapeutic effect. The main areas of interest for future
studies should include focus on other factors that have never been explored, to rescue
motoneurons from death as well to assess new combinations of complementary molecules.
We believe that such discoveries will drive the development of new strategies for specifically
delivering active and cell-state-dependent cocktails of secretome-derived molecules for the
treatment of ALS.
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Abstract: Osteoporosis is a common skeletal disorder which can severely limit one’s ability to com-
plete daily tasks due to the increased risk of bone fractures, reducing quality of life. Spinal cord
injury (SCI) can also result in osteoporosis and sarcopenia. Most individuals experience sarcopenia
and osteoporosis due to advancing age; however, individuals with SCI experience more rapid and
debilitating levels of muscle and bone loss due to neurogenic factors, musculoskeletal disuse, and
cellular/molecular events. Thus, preserving and maintaining bone mass after SCI is crucial to decreas-
ing the risk of fragility and fracture in vulnerable SCI populations. Recent studies have provided an
improved understanding of the pathophysiology and risk factors related to musculoskeletal loss after
SCI. Pharmacological and non-pharmacological therapies have also provided for the reduction in or
elimination of neurogenic bone loss after SCI. This review article will discuss the pathophysiology
and risk factors of muscle and bone loss after SCI, including the mechanisms that may lead to muscle
and bone loss after SCI. This review will also focus on current and future pharmacological and
non-pharmacological therapies for reducing or eliminating neurogenic bone loss following SCI.

Keywords: neurodegeneration; osteopenia; osteoporosis; sarcopenia; spinal cord injury

1. Introduction

Spinal cord injury (SCI) is a severe neurological disorder that results from sudden
and damaging impact to the spine and vertebrae [1,2]. SCI is one of the most commonly
caused damages in vehicle injuries [3], but can also be caused by falls, athletic injuries, and
various other reasons [4]. SCI impacts more than 10,000 individuals each year and poses a
significant economic burden to the U.S [5]. SCI can be detrimental and life threatening, and
while there are therapeutic modalities being studied, more research on how to mitigate the
short- and long-term effects of SCI is still needed. The immediate impacts of SCI can vary
and depend largely on the specific location and magnitude of the injury [1,6]. In general, the
higher up the level of injury is to the spinal cord, the more severe the symptoms. Injuries to
the spinal cord of any magnitude and location can have both localized and global effects on
bone composition. The local effects include paralysis, reduced function in the lower body,
and bone loss, most commonly in the femurs, tibias, fibulas, and pelvic bones. The global
effects of SCI (i.e., neurogenic bone loss) include changes in neural signaling over time,
which can lead to a disruption in bone remodeling throughout the body, not just in regions
directly impacted by the SCI. The global effects of SCI may also include disruptions to bone
vascularity, as there is a synergistic relationship between the skeletal and vascular systems.
A decrease in bone vascularity and reduced neoangiogenesis can limit the healing capacity
and progress of SCI rehabilitation modalities, and thus limit bone remodeling and repair [7].
People with a SCI are two to five times more likely to die prematurely than people without
an SCI, and this carries substantial individual and societal costs. Short-term impacts often
include gliosis, axonal damage, neuronal death, immobilization, and a loss of sensory and
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motor function, while long-term impacts include organ dysfunction, sarcopenia, osteopenia,
bone fractures, and osteoporosis [1,4,8].

Demyelination and axonal degeneration are short-term but chronic outcomes of SCI,
because they last for prolonged periods of time after the injury and are often irreversible [2,6].
Axonal degeneration occurs when the axons are lesioned, causing severe neuronal trans-
mission deficits distal to the lesion site. This damage is furthered if the axon is lesioned in
the central nervous system (CNS). Although there are potential therapeutic approaches to
slowing axonal degeneration, this damage is usually permanent if the axonal lesion site is in
the CNS [1,4]. Demyelination and a buildup of myelin debris are other immediate outcomes
of SCI, which then lead to excessive levels of gliosis and glial scar formation [9,10]. These are
just some of the immediate, short-term effects of SCI that come along with a multitude of
long-term effects.

Many of the long-term outcomes of SCI are related to muscle and bone loss due to
immobilization. Due to lack of physical activity and increased immobilization after one
suffers from severe SCI, muscle and bone tissue severely decrease [11,12]. Osteoporosis
is a common issue experienced after SCI and is defined as a skeletal disorder in which
bone strength is compromised, leaving a person with a greater risk of fracture [13,14]. Indi-
viduals with osteoporosis experience large levels of osteopenia and are prone to fractures,
which severely decrease quality of life and require substantial medical resources. Due to
osteopenia after SCI, bone fractures are extremely common in individuals with SCI, because
of their lower osteogenic load and increased bone demineralization [15–17]. The absolute
causes of bone loss after SCI are not yet known; however, some of the possible causes are
neurogenic factors, hormonal factors, and sarcopenia [15,18]. Immobility and disuse are
other causes of osteopenia and sarcopenia in SCI patients due to the decrease in mechanical
loading in the bone while one recovers from SCI. Sarcopenia, also known as muscle loss,
has been linked to being a possible cause of osteopenia; however, more research is needed
to evaluate the relationship between osteopenia and sarcopenia in SCI [11,19]. Diagnosis,
prevention, and treatment for decreasing osteopenia and osteoporosis after SCI are critical
to helping the thousands of individuals who suffer from SCI each year [15,17].

Therapies for reducing the negative outcomes of SCI are urgently needed. Although
there has been promising research on therapies such as blocking 4-1BB and RANKL signal-
ing [20,21], increasing Wnt signaling and calcium-regulated hormones [22,23], and loading
of the bones and muscles [24], further research is still needed and there is research being
conducted now on prospects for SCI treatments. The purpose of this review article is to
discuss the pathophysiology of osteoporosis and determine the known treatments for bone
loss and osteoporosis after SCI to reveal where more research needs to be conducted, as
well as to cover the promising treatment options that are currently being studied.

2. Pathophysiology of Bone Loss after SCI

Individuals with complete paralysis after SCI show the most extensive bone loss and
fracture risk [25,26]. Understanding the mechanisms that lead to bone loss and osteoporosis
after SCI is important to determining how to slow bone loss after SCI. Common causes of
bone loss after severe SCI are immobility and de-loading, which result in increased bone
resorption and a decrease in osteoblast activity [4,27]. When one is immobile due to an
injury, less stress is placed on the bones, leading to a direct response from other systems in
the body, including the neurogenic and musculoskeletal systems [27]. Immobility has a
direct effect on the musculoskeletal system, since it causes an increase in bone resorption
and a decrease in osteoblast activity, resulting in osteopenia [4,27]. However, bone loss
following SCI is believed to be distinct, as compared to the response to other disuse
conditions in terms of both severity and mechanism. Although our focus is SCI, other
factors secondary to SCI may also promote bone loss, including systemic hormonal changes,
altered bone innervation, and impaired bone perfusion [26,28]. In an SCI study conducted
on rats, significant bone loss was observed during a bone compartment analysis on the SCI
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animals compared to controls [11,29]. Overall, decreases in bone mineral content, trabecular
structure, and bone mineral density were observed in all the SCI groups.

The next systems that immobilization and bone loss impact are the CNS, peripheral
nervous system (PNS), and endocrine system. Bone cells have many nerve endings close
to them, which greatly impact the CNS and PNS. Bone cells also connect the skeleton to
the endocrine system through various receptors and neuromediators [27]. Skeletal loss
may also promote sarcopenia and endocrine system dysfunction via multiple receptors and
neuromediators, thus influencing the adipose tissue production of leptin and anorexigenics,
which both affect bone remodeling [27,30]. Moreover, immobilization impacts skeletal
vascularization, which is required for bone remodeling and osteoblast function. The
resulting vasoconstriction further contributes to the muscular, endocrine, and nervous
system impairments associated with osteoporosis in SCI patients.

The vascular system is a necessary contributor to osteogenesis after SCI.
Neo-angiogenesis (i.e., the formation of new blood vessels) plays a crucial role in bone de-
velopment after SCI, because it ensures that bone tissues are obtaining the necessary blood
and oxygen supply to stimulate bone formation, maintenance, and repair [7]. Following
SCI, individuals often experience disruptions to the circulatory system from mechanical
trauma. Ischemia, hypoxia, and localized edema are potential secondary effects of SCI im-
pacting the vascular system, thus impeding healing and rehabilitation [31]. The secondary
effects of SCI on the vascular network not only potentially cause secondary injury and can
further deteriorate bone and spinal cord tissue, but a reduced vascularity can also mitigate
healing from SCI treatment [7,31]. Various SCI treatments, including cell transplantation,
are ineffective if the local blood vessels are damaged, leading to a lack of oxygen and
nutrients that the transplanted cells need for survival [31]. Pericytes and endothelial cells
are important structures of the vascular system that play essential roles in angiogenesis;
however, they cannot sustain and mediate angiogenesis to osteogenesis when there is dam-
age to the blood vessels in the affected area [7,31]. Physical rehabilitation and therapeutic
strategies, such as surgical anastomosis and exogenous pericyte cell transplantation, are
available to help to stimulate angiogenesis after SCI [7]. Research is still limited on the
effectiveness of therapy and rehabilitation for stimulating angiogenesis after SCI.

3. Disuse and Bone Loss after SCI

The disuse of physical activity and loading is a main cause of osteopenia, which can
cause localized bone loss and bone fractures, which are most commonly fractures of the
distal femur and proximal tibia [32]. Bone loss after disuse is caused mainly by skeletal and
mechanical unloading, meaning there is no pressure put on the skeleton, so it gradually
and continually weakens [33]. The loss of bone appears to primarily be a consequence of
decreased osteoblastic activity and number, although an increase in osteoclastic activity
cannot be excluded (Figure 1). In studies performed on animals, de-loading has been found
to be a direct cause of osteoblast activity and bone resorption [34]. After SCI, there are also
multiple factors that can contribute to a decrease in mechanical loading on the skeletal
tissue. Physical exertion stimulates osteoblast activity, which increases bone tissue via the
mineralization of the skeleton. A lack of physical activity and skeletal loading (in many SCI
patients due to paresis) is related to osteopenia and resulting fractures, most commonly of
the distal femur and proximal tibia [32–34].

A lack of physical activity can also cause a decrease in the body mass (musculature
and adipose tissues) load on the musculoskeletal system, thus creating less stimulation
for osteoblast activity. Abdelrahman et al. examined the changes in total bone mineral
content (BMC) and bone mineral density (BMD) in ten concentric sectors at the 4% site
using tomography scans. They also analyzed the regional changes in BMC and cortical
BMD in thirty-six polar sectors at the 66% site using linear mixed-effects models. They
showed that the total BMC (p = 0.001) significantly decreased with time at the 4% site.
Interestingly, the absolute losses of BMC and cortical BMD were similar at the 66% site.
In a rat model, the SCI-induced bone changes observed were not solely attributable to
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bone loss [35], but also to suppress bone growth, suggesting that decreased whole-bone
mechanical properties could be the result of changes in the spatial distribution of bone.

Figure 1. The pathophysiology of RANKL in bone resorption and osteoporosis after SCI. In healthy
individuals, osteoblast/osteoclast activity provides for a healthy balance of bone formation and
resorption. After SCI, RANKL increases osteoclastic activity, leading to increased bone resorption
and osteoporosis. Figure created on Biorender.com.

4. Risk Factors in SCI Individuals

The incidence and prevalence of SCI and its related complications have been increasing,
with the incidence rate being estimated at from 15 to 40 cases per million worldwide [36–38].
The specific risk factors associated with SCI include age, gender, lifestyle, body mass index,
and physical health conditions. SCIs are most common in males, who make up 78% of new SCI
injuries in the U.S. [4,39]. Certain age ranges are more highly associated with SCI prevalence,
including post-menopausal women and males aged 18–21 [32,40]. Post-menopausal women
are likely at a higher risk of SCI due to the combination of having a higher risk for falls and
a decreasing bone density. Males aged 18–21 commonly suffer from SCI due to lifestyles
and behaviors that are common causes of SCI, such as contact sports and high falls [41,42].
Studies have suggested that the mean age of the SCI patient in developed countries is higher
compared to that in developing countries over the same time period. Possible reasons for this
are the aging of the populations in developed countries and/or the larger male-to-female ratio
in developing countries in relation to developed countries [38,43]. Thus, it is likely that the
elderly SCI populations in developed countries are suffering from additional complications
such as bone fracture.

In recent years, epidemiological studies from countries worldwide have focused on
traumatic SCIs, since the information about non-traumatic SCIs is limited and their risk
factors are variable [41,42]. Traumatic incidents that are common risks of SCIs include
sporting accidents, traffic accidents, and high falls [41,42]. Overall, there has been no
obvious breakthrough in the determination of risk factors and clinical treatment of SCI
and its associated complications; therefore, the emphasis has been on the prevention of
traumatic SCIs.
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Beyond structural loading, multiple factors, including an increased age, increased
time since SCI, and lower body mass index, may be contributory risk factors to SCI [44,45].
Likewise, post-menopausal bone loss may exacerbate the skeletal effects following an
SCI. Moreover, bone mineral density measurements shortly after an SCI are informative
predictors of osteoporosis in the 12-month period following an SCI [32,40]. The type of
SCI is also an important indicator of who will be at a greater risk of bone fractures. Recent
findings have suggested that individuals who suffer from motor-complete SCIs have a
higher risk of skeletal fractures; moreover, those who consume alcohol post-SCI are at a
greater risk for fractures [46,47].

5. Cellular and Molecular Events following SCI

5.1. 4-1BB Signaling after Acute SCI

The receptor 4-1BB (also known as CD137) is a costimulatory and inflammatory re-
ceptor that is expressed on activated T cells [48] and some nonimmune cells, such as
endothelial cells, glial cells, and neurons [49,50]. 4-1BB ligand (4-1BBL, also known as
CD137L) is highly expressed on macrophages and antigen-presenting cells and can receive
and transmit reverse signals into cells by binding to its receptor, 4-1BB [49,51,52]. The
expressions of 4-1BB and 4-1BBL are upregulated on neuronal and immune cells following
injury, and 4-1BB/4-1BBL signaling contributes to the progression of inflammation by
controlling the communication of peripheral nerve fibers with cutaneous immune cells.
Thus, 4-1BB/4-1BBL signaling might be involved in the regulation of glial and neuronal
interaction, controlling neuroinflammation in the CNS. However, the underlying mecha-
nisms and precise role of 4-1BB/4-1BBL signaling in the interplay of peripheral sensory
neurons with immune cells are still not clear. Studies have shown the role of 4-1BB in
the skeletal system in terms of osteoclast and function [53,54]. Increased bone resorption
and decreased bone formation have also been found in aged mice compared to young
mice. However, very little information is available on whether high-level 4-1BB/4-1BBL
expression in bone marrow is associated with bone loss.

Increasing evidence has suggested that bone loss following an SCI may be affected by
tumor necrosis factor receptor 4-1BB signaling. Animal studies have demonstrated that
older mice have higher levels of 4-1BB in their bone marrow and have also been found to
have a significantly greater bone loss than younger mice with less 4-1BB [21,55]. Targeted
anti-4-1BB signaling may prevent bone loss in individuals who have just experienced an
SCI. Likewise, anti-4-1BB-directed therapies are effective in treating various neoplasms;
however, the treatment must be targeted directly to the tumor to limit the toxicity to bone
marrow [56].

5.2. RANKL Signaling after SCI

Bone resorption and osteoclast function are also related to the release of the receptor
activator of nuclear factor kappa-B ligand (RANKL) after SCI [57,58]. When individuals
experience immobilization due to SCI, RANKL can cause much of the bone loss they
experience [57]. The binding of RANKL to its receptor RANK can trigger osteoclast
precursors to differentiate into osteoclasts (Figure 1). This process mainly depends on
RANKL–RANK signaling, which is temporally regulated by various adaptor proteins and
kinases. RANK is expressed in bone marrow mesenchymal stem cells (BMSCs) and is
decreased during osteogenic differentiation [59]. RANKL expression can be reduced by the
increased secretion of lipid-modified signaling glycoprotein, Wnt, which also stimulates
osteoblast function and new bone cell production. Unfortunately, after SCI, Wnt is typically
reduced, while RANKL is increased [57]. In addition to Wnt, ellagic acid (EA) has been
found to block the interaction between RANK and RANKL, which inhibits the RANKL
pathways and suppresses osteoclast activity [60].
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5.3. Wnt Signaling after SCI

The Wnt/Beta-catenin pathway has been implicated in neuronal development and
regeneration [61]. The central nervous system also utilizes this pathway after SCI for the
regeneration of bone and CNS tissue via DNA replication, mitotic recombination, colla-
gen/fibrin organization, and cell development [61–63]. Wnt-3a demonstrates a neuropro-
tective effect, contributing to neuropathic pain remission and neuronal survival. In animal
studies, SCI subjects whose Wnt signals were blocked recovered three weeks after the
animals without Wnt signal inhibition [62,64]. Moreover, SCI-related bone loss is reduced
in rodents with increased Wnt signaling, related, in part, to reduced osteoclastogenesis
and osteoclast activation. Furthermore, the Wnt pathway causes the secretion of glycopro-
teins from myofibers and satellite cells, with resulting increased levels of beta catenin, a
multifunctional protein that promotes cell proliferation and muscle regeneration [63,65,66].

6. Calcium-Regulated Hormones in Bone Loss after SCI

Calcium and vitamin D play roles in bone health and regeneration. Immobilization, aging,
and musculoskeletal disuse impede the metabolisms of vitamin D and calcium [33,67,68]. Al-
though some controversy remains, there are reasonable data showing evidence that individuals
who are either on a low calcium intake and/or have a vitamin D deficiency suffer from limited
gastrointestinal calcium absorption, and may have an increased risk of fracture [68–70]. Individu-
als with SCI are also known to have a higher prevalence of vitamin D deficiency than the healthy
population [70,71]. Studies have suggested that a significant depression in the ionized serum
calcium concentration may trigger a secondary increase in the parathyroid hormone (PTH) con-
centration, which may result in an increased bone turnover in SCI individuals [72–74]. Vitamin
D deficiency and abnormal PTH levels are also common in both acute and chronic SCI. The PTH
levels are significantly reduced in SCI due to the hypercalcemia that accompanies increased bone
resorption [70]. Thus, low PTH may contribute to SCI-induced bone loss. Insulin-like growth
factor 1 can also play a role in blood calcium level regulation and changes in PTH in SCI [67,72].
The suppression of these hormonal factors, along with low estrogen/testosterone levels, are asso-
ciated with bone and muscle atrophy [67]. Of note, PTH is not reduced significantly immediately
after SCI, but instead slowly decreases over time. Thus, osteopenia secondary to SCI may play a
decisive role in PTH reduction [67].

Individuals with SCI often show bone loss below the level of injury, and sometimes, it
can happen throughout the body [75]. A recent study showed the progression of bone loss
in SCI mice, which can begin as early as one week following injury in the hind limbs [72].
The total bone mineral density (BMD) and the BMD in areas above the level of injury are not
significantly affected until the chronic stages of the injury. This study suggests that chronic
SCI may induce a global dysregulation of bone homeostasis. Another study tested and
compared the time course of bone loss following SCI in rats with different severities [76].
In severe SCI, rapid bone loss was observed as early as 2–3 weeks, and this bone loss was
significant by 8 weeks. Thus, investigating how a loss of PTH following SCI affects the
bones may help to develop effective therapies.

7. Bone Density and Fractures after SCI

Bone loss after SCI leads to an increased risk of low-impact fractures and significantly
increases the morbidity and mortality of SCI individuals. Even though many severe SCI
individuals employ wheelchairs for mobilization, they are still at risk for low-impact frac-
tures [17,32,77]. Osteoporotic fractures are associated with chronic and disabling pain and
can markedly increase the chances of death, especially in individuals over the age of 70 [78].
Common distal femur/proximal tibia fractures further limit mobility and impede rehabilita-
tion [27,57]. Fractures after SCI are less common in the first year after injury, but as osteopenia
and osteoporosis worsen over time, fractures become increasingly common [40,79]. Therefore,
patients who experience SCI can benefit from bone density measurements and preventative
treatments soon after injury to prevent future skeletal fracture. Adipocytes also secrete a
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protein, adiponectin, which may be a predictor of osteopenia in SCI patients. Adiponectin
appears to induce osteoclast activity and osteoclastogenesis [80,81].

Studies evaluating SCI patients have found an inverse relationship between adiponectin
levels and bone mineral density following SCI [34,80]. Adiponectin has also been identified
as a marker for elevated fracture risks. A recent study characterized the time courses of
cancellous and cortical bone deficits in a clinically relevant rodent SCI contusion model
to determine the mechanisms of skeletal deterioration after SCI [82]. The findings from
this study are very important from a clinical perspective, given that fracture incidence is
associated with mortality in this population [83]. Overall, the authors found that severe
cancellous bone loss occurred at the distal femur and proximal tibia within 2 weeks of SCI
and thereafter temporally delayed cortical bone deficits similar to biphasic bone loss in
human SCI.

Hormonal imbalance can also contribute to bone fracture and osteoporosis [84,85].
Estrogen plays a protective role in bone health. When estrogen levels decrease, such as after
menopause, the risk of osteoporosis and bone loss rises. While post-menopausal women
are more prone to osteoporosis and an increased risk of fracture, older men are not immune
to a weakening of their bones due to hormonal changes. As men age, their bone density
decreases, making fractures more likely [86,87]. In men, the aromatase enzyme converts
testosterone into estrogen, and a loss of testosterone can impact this process and lead to
bone density loss. Thus, the risk factors of age, duration of SCI, and neurological deficit
negatively influence BMD, leading to fracture and bone loss.

8. Therapeutic Strategies for Neurogenic Bone Loss after SCI

8.1. Pharmacological Therapy

Pharmacological therapies for the bone loss in SCI individuals have been relatively
ineffective. While vitamin D supplementation is commonly used to restore the vitamin D
levels in SCI individuals with a vitamin D deficiency, it has not been effective in preventing
and restoring bone loss [88]. Thus, multiple pharmacological strategies may provide
benefits for neurogenic bone loss after SCI. For example, ellagic acid (EA) has been found to
bind to RANKL and downregulate osteoclast activity, although this endogenous compound
may produce negative side effects at elevated concentrations [60,89,90]. Bisphosphonates
and Denosumab have also been evaluated for their prevention of the loss of bone mass after
SCI (Figure 2). Bisphosphonates act to slow bone loss by inhibiting bone resorption; these
include Etidronate, Clodronate, Pamidronate, Tiludronate, and Alendronate [44,91,92].
Bisphosphonates used in SCI patients have been shown to reduce the risk of hip fractures
(but not knee fractures) [29,93].

Despite some success, the effects of bisphosphonates have been inconsistent. Clo-
dronate, Etidronate, and Tiludronate have been shown to yield increased bone mass in
less than one year post injury (Figure 2), whereas Alendronate improved bone mass in
more than one year after injury [44]. However, Pamidronate was not shown to improve
bone mass in this study. In addition, the prolonged use of bisphosphonate therapy may
produce adverse effects such as osteonecrosis of the jaw; thus, judicial administration is
advised [94]. These therapies are currently available in oral or intravenous administrations,
and single annualendroal bisphosphonate injections may be available for SCI patients in the
future [29,94,95]. In a recent larger clinical trial on patients with chronic SCI, Teriparatide
treatment was used, which resulted in a significant increase in spine BMD at 1 year and
further improvements in the hip at 2 years [96,97]. Furthermore, Denosumab, a monoclonal
antibody to RANKL, is FDA approved for osteoporosis treatment [98,99]. Denosumab
prevents bone loss in SCI patients via the inhibition of osteoclast activity via the RANKL
pathway, however, it must be frequently administered [93,100–102]. Denosumab thus
reduces bone resorption and increases bone mineral density, reducing the risk of fractures.
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Figure 2. Rehabilitation Methods for Neurogenic Bone Loss After SCI. Figure created on
https://www.biorender.com/.

8.2. Nonpharmacological Therapy

Pharmacological therapies to date are limited, as they do not provide a significant
restoration of damaged spinal cord parenchyma. Therefore, non-pharmacological ap-
proaches, such as mesenchymal stem cell (MSC) therapy, physiotherapy, immunotherapy,
injectable hydrogels, and stem cell secretome therapy, are under consideration [103,104].
MSCs from the bone marrow, umbilical cord, and/or adipose tissue may reduce inflam-
mation and provide neuroprotective effects to prevent further injury to the spinal cord
near the impact site. Injectable hydrogels, which facilitate MSC targeting, are also being
studied [105].

These therapies, in conjunction with weight-bearing rehabilitation, may be increas-
ingly employed to decrease osteopenia in patients with SCI [106,107]. Following SCI, a
primary catalyst behind bone loss is the decrease in mechanical loading. When individuals
with SCI cease weight-bearing activities, they face a heightened susceptibility to rapid
bone resorption and osteocyte apoptosis, frequently leading to the development of osteo-
porosis. Engaging in any form of mechanical loading on the skeletal system, including
compression, tension, torsion, or bending, will uphold bone density and promote bone
mass recovery [108]. Therapies aimed at this axial loading encompass activities such as
walking, jogging, and jumping. Rehabilitations that stimulate mechanical loading are
practical, non-invasive, and economical methods for stimulating bone regeneration [109].
Rehabilitation improves mechanical loading by exposing tissues to a range of strains and
forces, prompting osteocytes to sense stress and begin to stimulate regeneration [110].
Reciprocally, the subjection of mechanical loading on tissues from rehabilitation has been
shown to be an effective therapy for tissue regeneration, which ultimately improves the
bone’s capacity for mechanical loading [109]. Rehabilitation also enhances mechanical
loading by modifying and improving vascularization, thereby facilitating bone growth.
Therapies with an increased musculoskeletal load have proven effective; however, this
approach is limited in patients who are wheelchair-bound after SCI. Stand-up wheelchairs,
standing frames, and suspended treadmills can provide useful alternatives [11,111,112].
Physical activity, which inherently stimulates the axial loading of the tibia, femur, and axial
skeleton, may also promote bone density after SCI by improving bone vascularization and
osteoblast activity [4,112].
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Static loading and prone position muscle stimulation appear to be less effective tech-
niques for the attenuation of bone loss after SCI [4,113]. Thus, functional electrical stimula-
tion (FES) rowing following SCI has been evaluated. FES rowing employs cyclical exercise
patterns coupled with electrical stimulation to simulate the functional motor patterns
otherwise impaired by SCI. Rowing allows for paraparetic SCI patients to exercise in a
sitting position (in some cases with a cycle ergometer), coordinating their upper body
movements with the electrical stimulation of the lower body muscle groups to recreate
the effects of full-body exercise [44,113,114]. In one trial, the bone loss in the distal femur
and tibia appeared to be reduced in the majority of participants after 30 sessions; however,
other results have suggested that bone loss is ameliorated with muscle electrical stimu-
lation alone. Non-mechanical load-bearing exercises such as swimming and cycling are
weaker therapies in terms of reducing bone loss; however, they have still been shown to be
effective at maintaining muscle mass, which can indirectly reduce fracture risk. Further
studies are therefore needed to determine how these therapies can be best implemented
for SCI individuals who are wheelchair-bound. It is important to note that the extent of
improvement in mechanical loading after SCI is highly dependent on individual aspects
such as the severity of the injury. To yield the best results, rehabilitation should be started
early, be consistent, and be tailored to individual needs and goals.

9. Conclusions

While SCI can lead to an irreversible loss of motor control and sensations below the
level of trauma, the secondary consequences and complications associated with chronic
SCI may be subjected to a devised repair strategy. SCI individuals experience a significant
number of complications, including muscle wasting, osteopenia or osteoporosis, hormone
dysregulation, cardiovascular problems, reduced angiogenesis, and immune deficiency.
Although many of these complications appear soon after the injury, very little is known
about the exact mechanism(s) underlying their development and progression overtime.

In general, SCI severely limits one’s physical and functional capacity due to the many
limitations caused after an injury. A significant comorbidity related to SCI is neurogenic
bone loss, which predisposes these individuals to osteoporosis and fractures. To reduce the
risks of long bone fractures after SCI, pharmacological approaches, including the adminis-
tration of ellagic acid, Adiponectin, Denosumab, and bisphosphonates, are being evaluated.
Non-pharmacological treatments further augment bone density; these include exercise
therapies such as FES rowing, bone loading, physiotherapy, and mesenchymal stem cell
therapy. The application of both types of therapeutic approaches must be appropriately
tailored for individual SCI patients in relation to the time after injury, side-effects, and other
patient-specific comorbidities. In addition, studies are needed to develop novel combina-
tion approaches and determine the most effective therapies and prevention methods for
osteoporosis in people with SCI.
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Abstract: Intentional forgetting (IF) is an important adaptive mechanism necessary for correct
memory functioning, optimal psychological wellbeing, and appropriate daily performance. Due to
its complexity, the neuropsychological processes that give birth to successful intentional forgetting
are not yet clearly known. In this study, we used two different meta-analytic algorithms, Activation
Likelihood Estimation (ALE) & Latent Dirichlet Allocation (LDA) to quantitatively assess the neural
correlates of IF and to evaluate the degree of compatibility between the proposed neurobiological
models and the existing brain imaging data. We found that IF involves the interaction of two
networks, the main “core regions” consisting of a primarily right-lateralized frontal-parietal circuit
that is activated irrespective of the paradigm used and sample characteristics and a second less
constrained “supportive network” that involves frontal-hippocampal interactions when IF takes place.
Additionally, our results support the validity of the inhibitory or thought suppression hypothesis.
The presence of a neural signature of IF that is stable regardless of experimental paradigms is a
promising finding that may open new venues for the development of effective clinical interventions.

Keywords: intentional forgetting; directed forgetting; fMRI; neuroimaging; meta-analysis; Activation
Likelihood Estimation (ALE); Latent Dirichlet Allocation (LDA)

1. Introduction

Forgetting is an important adaptive mechanism essential for correct memory function.
It helps regulate the content of memory storage in a way that only appropriate, relevant, and
up-to-date information is kept [1,2]. The study of forgetting in animals has taken different
forms, from behavioral measures like extinction of conditioned responses, pharmacological
manipulations to block memory consolidations, to optogenetic manipulations of engram,
or a mixture of all these techniques [3–6]. In human studies, memory extinction has been
extensively studied in the domain of fear memory processes [5,7–11]. In parallel, a good
amount of work has been devoted to study the failure of memory retention, i.e., incidental
forgetting, and its neural correlates on declarative memory [12,13]. Both arms of study have
revealed an overlapping brain network consisting of elevated activities in the ventromedial
prefrontal cortex, anterior cingulate cortex, precuneus, coupled with the down regulation
of the hippocampus, to support forgetting processes [7,8,12,13].

Incidental forgetting or extinction are both considered automatic processes. Inten-
tional forgetting (IF), by contrast, represents an individual’s active, volitional pursue to
get rid of unwanted information [14]. It has its historical root in Freudian theory, known
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as suppression, and subsequently re-examined in a neurocognitive framework using neu-
roimaging techniques [15–17]. The relevance of intentional or motivated forgetting goes
beyond mnemonic processes, as it is key for preserving good psychological health, support-
ing emotion regulation, structuring cognition, and facilitating behavioural flexibility [2].
Understanding the processes underlying intentional forgetting is of great value not only for
cognitive scientists but for the medical community trying to develop optimized treatments
directed to population suffering from disorders related to the inability to regulate intrusive
thoughts. This understanding is even more important in face of the replication crisis of
other memory manipulation techniques (e.g., memory extinction by reactivation, [18]). As
such, we will solely focus on discussing IF in the current review.

1.1. Experimental Paradigms

Several experimental paradigms have been developed to study IF. They all follow the
same principle: participants first learn some information, that later they will be instructed
to either forget or remember [16,19,20]. The main difference between these paradigms lies
in whether forgetting occurs at the encoding or retrieval phase.

In the think/no-think (TNT) paradigm, participants first go through a learning phase,
studying cue-target pairs of items. In the critical phase (think/no-think task) only cue items
are presented followed by an instruction to remember (think condition) or to suppress
(no-think condition) the associated target. For the no-think condition, participants are
instructed to fully avoid allowing the target to enter conscious awareness. Item pairs
that are only shown in the learning phase but not the critical phase serve as the baseline
condition. In the test phase, the cues from all three conditions (think, no-think and baseline)
are shown and participants are asked to recall the correct target items [16,21]. Items in
the no-think condition are recalled worse than in the other two conditions, while items
in the think condition are recalled better than the ones in the baseline condition [16].
Essentially, the frequency of no-think operations and successful forgetting follows a dose-
response relationship. Behavioural outcomes are explained via two theoretical accounts,
the inhibitory hypothesis in which brain mechanisms related to inhibitory control are
recruited by the no-think items [16] and the interference/substitution hypothesis suggesting
that interference coming from information other than the no-think items, further aids
forgetting [22,23].

The list–method directed forgetting paradigm, on the other hand, has a simpler
experimental design. In the initial phase, participants are instructed to learn a list of items
(list 1) to be tested later. Half of the participants are told to forget list 1 (forget condition),
and then a second list of items (list 2) to be learned is presented to all participants. During
the test phase, participants in both conditions are asked to recall both lists [24]. Participants
in the forget condition perform worse at recalling list one, but recall list 2 better than
participants in the remember condition [24]. Behavioural results have been explained
through the retrieval inhibition hypothesis, in which the list to be remembered (list 2)
interferes with the previously learned list (list 1) impairing its recall [20,25].

Finally, a variation of the list–method paradigm, is the item–method directed forgetting
paradigm. Words are presented one by one to the participants, immediately followed
by an instruction to either remember (R) or forget (F). In the test phase, participants
are asked to recall all words regardless of the given instruction [26], displaying a better
capacity to recall items to be remembered than items instructed to be forgotten [26,27]. In
light of neuroimaging findings that show intentional forgetting as an active and complex
mechanism [28–32], behavioural outcomes can be explained via the attentional inhibition-
executive control hypothesis. Here, items to be forgotten experience an active inhibition
that will remove them from working memory, limit their access to attentional resources and
avoid future activations [33]. Meanwhile, the executive system actively regains processing
resources boosting the rehearsal of items to be remembered [34–36].
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1.2. Hypotheses of Brain Mechanisms: Thought Suppression and/or Substitution

Although the experimental paradigms mentioned above can successfully induce for-
getting, there is not a clear understanding of the exact neuropsychological processes used
to achieve IF. Researchers have also not yet reconciled to a cognitive framework explaining
the underlying mechanisms supporting IF, therefore we see conceptually overlapping
hypotheses are constantly being proposed. In our previous work we have qualitatively
analyzed subjects’ reported strategies employed during an item-method paradigm and
found evidence of both active suppression and self-induced interference as predominant
strategies to forget intentionally [29]. Similar hypotheses have been put forward by other re-
search groups to explain how intentional forgetting occurs in the brain. First, the inhibitory
or thought suppression hypothesis, which refers to a direct suppression of the unwanted
memories, and second, the substitution or thought replacement hypothesis, a mechanism
in which to-be-forgotten material is replaced by irrelevant content [29,37]. Experimental
findings suggest that these two hypothesized processes are subserved by discrete neural
circuitries: a fronto-hippocampal circuit that supports thought suppression/inhibition, and
the ventral lateral prefrontal cortex (VLPFC) and the inferior frontal gyrus (IFG, labelled
as caudal prefrontal cortex cPFC in the original paper) that supports thought substitu-
tion/replacement [38]. Attempts to test these two hypotheses have so far produced mixed
results, as it has not been possible to replicate the differential patterns of neural activation
comparing inhibition and thought substitution/replacement [39]. Therefore, it would be
interesting to see if the two hypothesized patterns of neural activation can be observed in a
meta-analysis of neuroimaging studies using the different IF paradigms.

1.3. Current Meta-Analysis

We have two main goals performing this meta-analysis: (1) to summarize and examine
in a quantitative manner the neural correlates of intentional forgetting, (2) to establish to
what extent the proposed neurobiological models (thought suppression and/or substitu-
tion) are supported by the reported data. We used two different meta-analytic algorithms,
Activation Likelihood Estimation (ALE) & Latent Dirichlet Allocation (LDA) to provide
complementary analyses on the convergence and divergence of brain activations reported
in the literature [40]. The ALE algorithm is conventionally used for coordinate-based
meta-analysis of neuroimaging results [41,42]. It identifies areas that exhibit a convergence
of reported coordinates across experiments that is higher than expected under a random
spatial association. While ALE analysis focuses on the convergence of activities across
studies, complementary analysis using the Latent Dirichlet Allocation (LDA) algorithm can
look into the divergence of neural circuitry underlying intentional forgetting. LDA is a data-
driven Bayesian framework originally designed to perform automatic semantic extraction
from a corpus of text. In recent years LDA and its variant, Author Topic Modelling (ATM),
have been utilized to analyze neuroimaging data in order to reveal the latent cognitive
network across experimental tasks or clinical conditions [40,43–46]. A combination of ALE
and LDA is a novel approach that will strengthen our understanding of the mechanisms
underlying intentional forgetting and may yield valuable information that can be very use-
ful during the development of effective treatments for neuropsychiatric disorders related
to intrusive thoughts and the inability to detach from unwanted memories.

2. Materials and Methods

2.1. Literature Search and Article Selection

Following the PRISMA 2009 flow diagram [47], we reported the literature search and
the articles selection process as below (see Figure 1A). First, we performed an online-search
to identify studies matching our scope in PubMed (date: May 2022), using the following
syntax: intentional forgetting [Title/Abstract] OR motivated forgetting [Title/Abstract] OR
instructed forgetting [Title/Abstract]) AND ((Magnetic Resonance Imaging) OR Directed
forgetting [Title/Abstract]) AND ((Magnetic Resonance Imaging) OR (functional Magnetic
Resonance Imaging) OR (Positron emission tomography)) filter English.
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Figure 1. (A) PRISMA flow diagram; (B) results of ALE analysis; (C) Schematic diagram of LDA, (D)
model selection of LDA results by BIC, and (E) LDA results (right hand side sagittal slides showing
hippocampal & subcortical activations). Color bars at bottom of panel (B,E) represents the display
threshold of the blobs presented.

2.2. Activation Likelihood Estimation (ALE) Analysis

Additional studies were identified through additional database (Google scholar) and
the reference list obtained from the screened articles by the author (OLG, KY). After
deleting the duplicated items, our search resulted in 147 studies for further screening.
All studies were then screened according to our eligibility criteria: below): (1) studies
that investigated intentional forgetting using fMRI and PET; (2) studies with healthy
participants that were young to mid-aged adults, i.e., aged 18–45 years old. Studies focused
on patients but reporting results from a healthy control group were included; (3) studies
reporting whole-brain analysis (articles with results derived from only ROI analyses were
excluded); (4) studies reporting standard reference frames such as MNI or Talairach; (5) if
multiple papers used the same dataset, only one of these papers was included. Details
of article selection is presented in Figure 1A. Conceptualization of this meta-analytoc
review was pre-registered at the Open Science Foundation (https://osf.io/xaq5k, DOI:
10.17605/OSF.IO/XAQ5K, 2 June 2022).

We used the revised ALE algorithm for the coordinate-based meta-analysis of neu-
roimaging results [48,49]. This algorithm identifies areas that exhibit a convergence of
reported coordinates across experiments that is higher than expected under a random
spatial association. To account for the uncertainty associated with each activation cluster,
ALE algorithm constructs 3D Gaussian probability distributions of activation likelihood
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based on each peak voxel. The Full-Width Half-Maximum (FWHM) of these Gaussian
functions were determined based on the between-subject variance by the number of exam-
ined subjects per study so that foci with larger sample sizes can be modeled by “smaller”
Gaussian distributions because they provide more reliable approximations of the “true”
activation effect [48].

The probabilities of all foci reported in a given experiment were then combined for
each voxel, resulting in a modeled activation (MA) map [41]. Taking the union across these
MA maps yielded voxel-wise ALE scores that described the convergence of the results
across experiments at each location of the brain. To distinguish “true” convergence among
studies from random convergence (i.e., noise), we compared ALE scores to an empirical
null distribution reflecting a random spatial association among experiments. Here, a
random-effects inference was invoked, focusing on the inference on the above-chance
convergence among studies rather than the clustering of foci within a particular study.
Computationally, deriving this null-hypothesis involved sampling a voxel at random
from each of the MA maps and taking the union of these values in the same manner
as performed for the (spatially contingent) voxels in the true analysis, a process that
can be solved analytically [41]. The p-value of the “true” ALE was then given by the
proportion of equal or higher values obtained under the null-distribution. The resulting
non-parametric p-values were then thresholded at the p < 0.05 (cluster-level corrected for
multiple-comparison; cluster-forming threshold p < 0.001 at voxel level) [41]. All significant
clusters were reported, and the volume, weighted center and locations, and Z-scores at the
peaks within the regions are given.

2.3. Latent Dirichlet Allocation (LDA) Analysis

While ALE analysis focuses on the convergence of activities across studies, complemen-
tary analysis using the Latent Dirichlet Allocation (LDA) algorithm can look into the diver-
gence of neural circuitry underlying intentional forgetting. LDA is a data-driven Bayesian
framework originally designed to perform automatic semantic extraction from a corpus
of text. In recent years LDA and its variant, Author Topic Modelling (ATM), have been
utilized to analyze neuroimaging data in order to reveal the latent cognitive network across
experimental tasks or clinical conditions [40,43–46,50]. In brief, LDA/ATM is data-driven
Bayesian framework that estimates the latent cognitive component across observed voxel-
wise activations (Figure 1C). As there are only two experimental paradigms available for
neuroimaging studies of IF, applying ATM will tend to overfit the data with an extra layer of
constrain. As such, LDA, i.e., equivalent to an ATM treating each individual study as having
their own author, is more appropriate to model the data. Scripts for running LDA/ATM are
based on the following Github despository (https://github.com/ThomasYeoLab/CBIG/
tree/master/stable_projects/meta-analysis/Ngo2019_AuthorTopic, accessed on 27 March
2020). Conditional probabilities Pr(Voxel|Factor) and Pr(Factor|Study) are being esti-
mated by the Collapsed Variational Bayesian (CVB) inference algorithm (with alpha = 100,
eta = 0.01, 100 random seeds for each K), and model selection determining the number of
optimal factors (K) is done by the Bayesian Information Criterion (BIC) (Figure 1D).

3. Results

Following standardized procedures, we performed keyword-based literature search,
screening, for study inclusion into our meta-analysis (see Methods for details). In brief, we
searched for functional neuroimaging studies with healthy participants that performs an
IF task up to May 2022. As the study on the neural correlates of IF is relatively new, the
majority of studies are conducted on young healthy adults so we focus on samples aged
between 18–45 years old. The article selection resulted in 23 studies, with 466 subjects,
159 foci. While it is almost impossible to estimate the number of unpublished null findings
that exist, a recent simulation study suggested that a minimum of 20 experiments, in
combination with cluster-level correction, should provide adequate power and sensitivity
to reveal a robust effect [51]. Our article selection should thus be considered representative
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of the subject matter. Figure 1A. presents the PRISMA flowchart on study selection (see also
Table 1 for a list of the studies included). The ALE results revealed that four brain regions
were convergently activated by directed forgetting > remembering contrast: right superior
frontal gyrus (rSFG), right inferior parietal lobe (rIPL, including both supramarginal and an-
gular gyri), bilateral middle frontal gyrus (MFG) (see Table 2, Figure 1B). The LDA analysis
revealed a one-factor solution as the most optimal model (Figure 1D). The latent cognitive
component revealed by this solution is highly similar to the ALE analysis, showing the
involvement of bilateral middle frontal gyri, bilateral IPL, plus additional brain networks
not revealed by ALE, involving bilateral hippocampal complex, precuneus, bilateral middle
cingulum, primary visual cortex and cerebellum (Table 2, Figure 1E).

Table 1. List of fMRI studies included in the current meta-analysis.

Studies n Age Software 1 Paradigm 2 Stimuli Contrast

Anderson et al.,
2004 [17] 24 (10F) 29–31 SPM99 T/NT word pairs suppression > recall

Bastin et al.,
2012 [52] 17 (8F) 20–32 SPM5 DF 6-letter words To be forget-forget > To

be remember-forget

Benoit et al.,
2012 [37] 18 (12F) 23.7 SPM8 T/NT word pairs suppression > recall

Benoit et al.,
2015 [53] 16 (8F) 22 SPM8 T/NT Picture suppression > recall

Butler et al.,
2010 [54] 14 (7F) 22.6 BV T/NT emotion pictures NT > T (neutral)

Depue et al.,
2007 [55] 16 (8F) 19–29 FSL T/NT face-picture pairs Suppression > recall

Depue et al.,
2016 [56] 21 (10F) 21.5 FSL T/NT neutral face pictures Suppression > recall

Gagnepain
et al., 2014 [57] 24 (11F) 22. SPM8 T/NT word-object pairs Suppression > recall

Gagnepain
et al., 2017 [58] 22 (8F) 18–35 SPM12 T/NT face-scene pairs NT > T

Gamboa et al.,
2018 [28] 31 (15F) 27.5 SPM12 DF vocal words To be Forget > to be

remember

Hanslmayr
et al., 2012 [59] 22 (15F) 23.05 SPM5 DF words To be Forget > to be

remember

Marchewka
et al., 2016 [60] 18 (18F) 22.02 SPM12 DF emotional pictures TBF-F > TBR-F

Noreen et al.,
2016 [38] 22 (18F) 18–29 SPM8 T/NT word-autobiographic-

memory pairs no-think > think

Nowicka et al.,
2011 [27] 16 (8F) 26.6 SPM8 DF emotional pictures TBF > TBR for neutral

pictures

Reber et al.,
2002 [61] 12 (9F) 20 NA DF faces TBF > TBR

Rizio et al.,
2013 [62] 24 (NA) 21.11 SPM8 DF words TBF > TBR

Sacchet et al.,
2017 [63] 16 (8F) 31.7 AFNI T/NT word-pairs no-think > think

Wang et al.,
2019 [64] 20 (10F) 23.6 SPM 12 DF pictures (scene, faces,

objects) TBF > TBR
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Table 1. Cont.

Studies n Age Software 1 Paradigm 2 Stimuli Contrast

Wierzba et al.,
2018 [29] 24 (24F) 24.6 SPM12 DF neutral/affective

words TBF > TBR

Wylie et al.,
2008 [35] 11 (6F) 26 AFNI DF word pairs TBF > TBR

Yang, T. et al.,
2016 [30] 21 (13F) 22.19 SPM8 DF word pairs TBF > TBR (neutral

words)

Yang, W. et al.,
2013 [31] 25 (14F) 30 SPM8 DF word pairs TBF > TBR (neutral

words)

Yang, W. et al.,
2016 [65] 32 (10F) 30 SPM8 DF word pairs TBF > TBR

1 SPM = Statistical Parametric Mapping (The Wellcome Center for Human Neuroimaging, UCL Queens Square
Institute of Neurology, London, UK); BV = Brain Voyager (Brain Innovation, Inc., The Netherlands); FSL = FMIRB
Software Library (FMRIB, Oxford, UK); AFNI = Analysis of Functional NeuroImages (National Institute of Mental
Health, USA); 2 DF = Directed forgetting; T/NT = think/no-think; TBF = To be forget; TBR = To be remember;
TBF-F = To be forget and forget; TBR-F = To be remember but forget; NT > T = No think > Think.

Table 2. ALE and LDA results.

Coordinates (MNI)

Cluster X Y Z Number of Voxels L/R Anatomical Structure

ALE
1 16 16 60 221 R Superior Frontal Gyrus
2 58 −46 36 212 R Inferior Parietal Lobe
3 42 24 44 160 R Middle Frontal Gyrus
4 −42 28 24 117 L Middle Frontal Gyrus

LDA
1 −45 15 1 4091 L Inferior Frontal Gyrus
2 −27 45 21 724 L Middle Frontal Gyrus
3 37 27 41 16,556 R Middle Frontal Gyrus
4 −21 51 −3 536 L Orbitofrontal Gyrus
5 −43 −1 45 2122 L Precentral Gyrus
6 −15 −3 45 498 L Middle Cingulum
7 21 −39 43 515 R Middle Cingulum
8 57 −37 13 1104 R Superior Temporal Gyrus
9 −55 −37 −17 2934 L Middle Temporal Gyrus

10 69 −25 −17 1012 R Middle Temporal Gyrus
11 53 −25 −33 1050 R Inferior Temporal Gyrus
12 −11 −15 −23 552 L Hippocampus
13 25 −25 −17 1500 R Parahippocampal Gyrus
14 −55 −59 39 1182 L Inferior Parietal Lobe
15 57 47 41 13,717 R Inferior Parietal Lobe
16 −7 −39 63 536 L Precuneus
17 −43 −79 −5 931 L Inferior Occipital Gyrus
18 49 −87 −3 398 R Infeiror Occipital Gyrus
19 −15 −75 −7 1332 L Lingual Gyrus
20 25 −71 −9 4213 R Lingual Gyrus
21 13 −93 3 1039 R Calcarine Gyrus
22 −33 −59 −23 552 L Cerebellum
23 27 −79 −35 498 R Cerebellum

Note: LDA results in BOLD overlap with ALE activations.

4. Discussion

During this meta-analysis we examined the neuroimaging literature on intentional
forgetting, as a means to get a better understanding of brain structures supporting such
an important mechanism. With two different methods (ALE and LDA) we tested the
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convergence and divergence of underlying neural circuitry that supports IF. Comparing
the two resultant activation maps, we found strikingly similar patterns of activation foci
in right superior frontal gyrus, bilateral middle frontal gyri, and right inferior parietal
lobe. Additional brain network consisting of the hippocampal complex and surrounding
temporal areas, middle cingulum, precuneus, primary visual cortex, and cerebellum was
revealed with LDA. ALE searches for convergence of neural activation hotspots observed
across the selected studies, irrespective of the paradigm used and sample characteristics.
Therefore, our results from ALE can be considered the core brain areas supporting IF that
generalized across experimental paradigms and studies. Alternatively, LDA search for
divergent, latent neural activities that varies in individual studies. Results from LDA can
be considered a network of co-activated brain regions that varies in activation depending
on the task and stage when IF happened.

4.1. Core IF Brain Regions

The converging neural clusters, right superior frontal gyrus (rSFG), right inferior
parietal lobe (supramarginal gyrus/angular gyrus included), and bilateral middle frontal
gyri (rMFG), are shown by both meta-analytic analyses to be correlates of intentional
forgetting. Each of these areas has shown to have an active participation in tasks involving
attentional control and inhibition. For instance, the right SFG has been associated with
inhibitory control guided by “top-down” processes [66] and cognitive update of memory
representations [67]. Its engagement in cognitive functions such as memory or attention
may be related to its anatomical and functional connections with relevant frontal regions
such as MFG [68].

The MFG has been considered to be an important contributor during retrieval pro-
cesses. According to hemispherical specializations, attentional and response selection
mechanisms have been attributed to the left MFG, while monitoring processes have been
linked to right MFG activation [69,70]. Additional to this, it is thought that the right MFG
leads attentional control processes by reorienting attention from the external to the internal
environment [71] and by flexibly adjusting exogenous and endogenous attention according
to the task at hand [72]. Notably, studies with patients suffering right frontal lobe injury
support the idea of the right frontal regions as key areas during modulation of attentional
processes [71,73] and memory retrieval. Particularly in these studies, these patients were
unable to regulate rehearsal and retrieval processes [71].

Meanwhile, the right SMG/AG part of the inferior parietal lobe is a brain region
instrumental in two of the main components of attention, alertness and focus on a task
and attentional shift to respond to novel, salient information [73]. Being part of the ventral
posterior parietal cortex (VPC) and of the ventral fronto-parietal attentional system (com-
prised of the ventral frontal cortex: middle and inferior frontal gyri, the inferior parietal
lobe: supramarginal and angular gyri, and the right temporoparietal junction (TPJ), this
region is thought to moderate bottom-up attention [72,74]. And interestingly, its degree of
activation has been directly linked to encoding failure [56,75,76].

4.2. Supportive IF Network

In addition to the core IF brain regions shown by the ALE analysis, LDA further
revealed a divergent group of brain areas that co-activate to support IF. These loosely
defined network consist of hippocampal complex and surrounding temporal areas, mid-
dle cingulum, precuneus, primary visual cortex and cerebellum. Of particular interest
among these brain regions is the role of hippocampal complex, including hippocampus
and parahippocampal cortices, in intentional forgetting. Depue and colleagues in addition
to the task-based activation reported (and included in our meta-analysishad used func-
tional connectivity during the think-no-think paradigm, as well as fractional anisotropy
to provide empirical support for the functional and structural connections between rMFG
and hippocampus during forgetting processes. They found that functional communication
between the rMFG and hippocampus is supported by the integrity of the cingulum bundle.
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And that increased integrity of the anatomical pathway was a predictor of the functional
connectivity between these two regions during intentional forgetting. Finally, they reported
that both structural and functional connections mediated behavior, arguing that there is an
ongoing elemental interplay between, brain structure, brain function, and behavior [77].
The functional coupling between hippocampus and rMFG was further demonstrated by
Schmitz et al. who used Magnetic Resonance Spectroscopy (MRS) to investigate GABAergic
neurotransmission in the hippocampus. They showed that GABAergic inhibition predicts
functional coupling between rMFG and hippocampus that is enhanced during retrieval
suppression in the think-no-think paradigm [78]. These results, together with the idea
that during intentional forgetting frontal regions fulfill an important role as a cognitive
control system that modulates parietal activity (in charge of attentional processes) [31],
and, other brain structures (involved in mnemonic processes) such as the medial temporal
lobe (MTL) [31,38], could be strong indicators of the cooperation between attentional and
inhibitory systems to support to act of intentionally forgetting.

Other regions part of this “network” such as the temporal gyrus, orbitofrontal gyrus,
and cerebellum, to name some, have been less studied in the context of IF probably because
of their lack of direct involvement in the inhibition process. However, their implication
may be associated with functions subserving forgetting. For example, the orbital frontal
gyrus and temporal gyrus are known to interact with parietal and frontal areas to assist
attentional switching an important mechanism in IF [79,80]. Similarly, the cerebellum, a
region that is undeniably less known for its role in cognitive functions, has been found to be
of great importance in attention [81]. In a clinical study, Gottwald et al. (2003), found that
patients with cerebellar damage had difficulties performing a shifting-attention task [82].
The fact that the performance was poor but not eliminated, was interpreted as an indication
of the role of the cerebellum as a center of preparation and optimization of higher cognitive
functions such as attentional processes [54,83], which have been reported to be necessary
for successful forgetting [29].

4.3. Thought Suppression and/or Substitution?

Benoit et al. [38] hypothesized two neurocognitive processes supporting IF: direct
suppression mediated by an increase level of neural activation in DLPFC, coupled with
attenuated activations in the hippocampus, or thought substitution mediated by increased
activations in both right IFG (labelled as cPFC in the original paper) and VLPFC. In our
current meta-analyses, the observed neural activations (either core or distributed IF brain
regions) do coincide with the ROIs specified in Benoit et al.’s hypotheses.

The core IF regions we identified and discussed above, involving the frontal-parietal
circuit, is strongly implicated in cognitive inhibitory processes. Additionally, our LDA
results showed frontal-hippocampal involvement in IF and this frontal-hippocampal net-
work resembles the direct suppression processes. It is important to note that the frontal-
hippocampal network proposed by Benoit et al. was identified by means of functional
connectivity analysis, and these findings are not included in the current meta-analysis
(Table 1). Therefore, the observed ALE and LDA activation patterns can be treated as
independent verification of Beniot et al.’s hypothesis.

Upon careful scrutiny of the more extensive LDA findings and the distributed IF
network, we do observe IFG/cPFC and VLPFC involvement during IF (Figure 2). This
finding provides some hints for the existence of thought substitution processes during IF.
Nevertheless, it should be cautioned that a meta-analysis like the current one has no way
to access individual’s strategy used during IF, but only relies on the observed patterns of
neural activation to make a reverse inference on the cognitive processes involved. Linking
back to the qualitative analysis on the forgetting strategy in our previous study [29], it is
very likely that both inhibition/suppression and thought substitution processes co-exist, or
even work in tandem to enhance IF. Further experimental studies should test in detail the
differential contribution of IF strategy to achieve successful forgetting.
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Figure 2. Distinct neural systems for direct suppression and thought substitution, as proposed by
Benoit et al. (2012). They proposed that direct suppression involves recruitment of DLPFC and disen-
gagement of hippocampus while thought substitution recruits IFG (caudal PFC) and VLPFC (ROIs in
red enclosures, red upward arrows represent hypothetized engagement of brain regions whereas blue
downward arrows represent hypothetized disengagement of brain regions). Results from our LDA
analysis was overlaid on the MNI anatomical template. We observed distributed activities in all ROIs
being mentioned. Here we treat direct suppression and inhibition are interchangeable constructs.

4.4. Applicability of the Findings

Research in the field of forgetting has provided relevant knowledge about how (mostly)
the (healthy) brain deals with unwanted information. These results are of great importance
for psychiatric disorders where individuals are constantly challenged by involuntary in-
trusions of unwanted memories. Knowing that purposely trying to forget an unwanted
memory, triggers a cascade of mechanisms that leads to obstruction of memory representa-
tion and limits its future recovery, may be taken into account to develop new strategies that
will help maintain unwanted memories out of awareness.

However, experiments have been mainly performed on healthy participants, and as
such, results may not be fully applicable to people with disorders involving problematic
thoughts (post-traumatic stress disorder, obsessive-compulsive disorder, depression, etc.),
since, resistance or suppression of unwanted memories in a related clinical population may
have detrimental outcomes for emotional and mental health [84]. For instance, experiments
conducted on patients with anxiety, have shown that using suppression as a coping strat-
egy, reduced the involuntary appearance of anxious thoughts. However, this effect was
temporary, and a rebound effect was observed 7 days after the experimental session [85].

In general, studies performed in natural settings have shown that a repressive coping
strategy significantly favors the appearance of traumatic memories [49,50], indicating that
a more adaptive method to manage intrusive disturbing thoughts in a clinical population
is to work with them rather than suppress them [52,85]. Yet, it has been reported that,
lack of intentional inhibition of unwanted material results in unsuccessful forgetting [29].
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This may imply that to appropriately reduce the strength and appearance of intrusive
distressing memories, a certain level of intentional suppression is required, besides the
regulation of their cognitive and emotional response [17]. Thus, the formulation of new
strategies to regulate intrusive thoughts may benefit from developing methods directed to
find the right amount of suppression for each individual combined with techniques such
as transcranial magnetic stimulation and cognitive behavioral interventions involving the
training of non-judgmental awareness of the disturbing thoughts.
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Abstract: The ability to adaptively follow conspecific eye movements is crucial for establishing shared
attention and survival. Indeed, in humans, interacting with the gaze direction of others causes the
reflexive orienting of attention and the faster object detection of the signaled spatial location. The
behavioral evidence of this phenomenon is called gaze-cueing. Although this effect can be conceived
as automatic and reflexive, gaze-cueing is often susceptible to context. In fact, gaze-cueing was shown
to interact with other factors that characterize facial stimulus, such as the kind of cue that induces
attention orienting (i.e., gaze or non-symbolic cues) or the emotional expression conveyed by the gaze
cues. Here, we address neuroimaging evidence, investigating the neural bases of gaze-cueing and
the perception of gaze direction and how contextual factors interact with the gaze shift of attention.
Evidence from neuroimaging, as well as the fields of non-invasive brain stimulation and neurologic
patients, highlights the involvement of the amygdala and the superior temporal lobe (especially the
superior temporal sulcus (STS)) in gaze perception. However, in this review, we also emphasized
the discrepancies of the attempts to characterize the distinct functional roles of the regions in the
processing of gaze. Finally, we conclude by presenting the notion of invariant representation and
underline its value as a conceptual framework for the future characterization of the perceptual
processing of gaze within the STS.

Keywords: gaze perception; gaze-cueing; neuroimaging; superior temporal sulcus; amygdala;
neurologic patients; neurocognitive mechanisms; non-invasive brain stimulation

1. Introduction

In any social situation, the direction of one’s gaze serves as a fundamental method
of communication through which individuals exchange information. Gaze can express
relevant information about the mental states of others, support social control, regulate
turn-taking, guide attention and communicate intimacy [1–4]. Shifting the attention to the
direction in which another person’s attention is oriented is associated with the gaze-cueing
of attention [5–7]. The direct gaze of others means that attention is directed to the observer,
while averted gaze implies that the attention of the other is directed to the environment;
consequently, averted gaze may also cause the observer to make reflexive shifts of attention
toward the environment [8]. The behavioral index of such a joint shift of attention is called
the gaze-cueing effect [9] in which human observers have faster saccadic or manual reaction
times (RT) to objects appearing at the gaze-congruent locations compared with objects
presented in gaze-incongruent locations [9–11].

Gaze-cueing is considered an involuntary and reflexive effect (see [12,13] for a review),
and it is assumed to occur rapidly due to the pivotal role of gaze as a social and biological
trigger [14]. However, gaze-cueing is not an encapsulated effect, as it seems to be permeable
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to contextual influences carried by the face [15], such as facial expression [16–19] and social
(e.g., familiarity) or perceptual (e.g., dominance) characteristics [10,20,21]. It is crucial
to mention that within a neuroimaging context, it is possible to investigate the neural
bases of gaze-cueing (i.e., the fMRI contrast involving averted and direct gaze observation,
in the presence of a concomitant behavioral task to measure the gaze-cueing effect) and
the neural correlates of gaze direction (i.e., the fMRI contrast between averted and direct
gaze observation in the absence of a concomitant behavioral task to measure the gaze-
cueing effect). Similarly to gaze-cueing in behavioral studies, the perception of gaze direction
and contextual information can interact [22–24]: when emotion and gaze direction are
congruent (e.g., an angry expression with a direct gaze), the perception of that emotion
is facilitated, but when emotional expression and gaze direction are incongruent (e.g., an
angry expression with an averted gaze), emotion perception is impaired.

From a neuroimaging perspective, there are still unanswered questions about gaze-
cueing and gaze direction: (i) What are the neural correlates that mediate gaze-cueing and
the perception of gaze direction? (ii) Are the neural bases of gaze-cueing and the perception
of gaze direction affected by contextual factors, such as emotional expressions?

Potential neural candidates for the visual processing of others’ gaze that could allow
for interactions with social factors (such as emotional expressions) are the superior temporal
sulcus (STS) and the amygdala (see Figure 1).

Figure 1. Coronal section of the brain in which the amygdala (panel a) and the supe-rior temporal
sulcus (panel b) are colored in green. The red arrows are oriented towards the neuroanatomical
structure of the amygdala and the superior temporal sulcus respectively. The representation of the
coronal section of the brain in the present figure was generated free of charge using the Allen Brain
Atlas (https://atlas.brain-map.org/, accessed on 24 February 2022).

The STS is part of a distributed neural system for facial information processing,
together with the inferior occipital gyri and fusiform gyri [25]. The amygdala is responsive
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to emotional facial expressions [26–28]; thus, it is a likely candidate for the contextual
modulation of face processing. It was reported that the STS is required for the encoding
of gaze information [8,29,30]. Notably, the role of the amygdala in gaze processing was
reported by several neuroimaging studies [8,31]. This may indicate that the amygdala has
a broader role in attentional processes besides its role in emotion processing. In particular,
it was argued that the amygdala is activated when the gaze signals a possible threat, as
expressed by angry and fearful faces [32–35]. However, despite their mutual involvement in
gaze processing, the amygdala and STS respond differently to emotion-related faces and to
the concomitant presence of gaze and emotional expression. It is worthwhile to understand
the neural bases of gaze direction and gaze-cueing and which contextual factors, such
as facial emotional expressions, can modulate the subsequent brain activations. In turn,
this helps with understanding the underlying processes causing impairments in social
cognition and social functioning that are associated with various psychiatric, neurological
and neurodegenerative illnesses [36–40].

Here, we investigated the close interaction between gaze perception and other change-
able features of the face (e.g., emotional expressions), along with the neural systems
underlying gaze-cueing and the processing of gaze direction. Although other areas were
found to be implicated in gaze processing (e.g., fusiform gyrus and even frontal areas), we
focused our review on the role of the STS and the amygdala since our main goal was to shed
light on their roles in integrating gaze perception and emotional expressions. We concluded
our review by showing data of brain-damaged patients and non-invasive brain stimulation
evidence, highlighting the crucial roles of the STS and amygdala in gaze perception.

2. Neural Correlates of Gaze Direction: The Pivotal Role of the STS

The close interaction between eye movement, gaze perception and other changeable
features of the face, such as emotional expressions, was demonstrated using neuroimaging
and brain stimulation techniques, as well as in studies of brain-damaged patients. In this
section, we discuss recent neuroimaging evidence investigating the visual processing of
gaze-cueing and gaze direction. As mentioned in the introduction, likely neural candidates
for visual processing of others’ gaze direction that could allow for interactions with social
factors are the superior temporal sulcus (STS) and the amygdala.

Neuroimaging studies showed that amygdala activation is not receptive to gaze
direction per se [41], but instead is implicated in the emotional processing of gaze in-
formation [42,43]. This interpretation can explain why the amygdala shows differential
activations when comparing the observation of direct versus averted sight [44]: some
studies using neutral facial expressions reported that the amygdala was more active for
direct than averted gaze [45,46], where this can be explained by the higher saliency of
the direct gaze, which can be considered as a frequent trigger for social interaction, while
others, using a social task (i.e., attribute hostile or friendly intentions to actors with a direct
or averted gaze), found the opposite [47,48], indicating that the averted gaze may be more
informative in an emotional context. Finally, other researchers reported no evidence of
amygdala activity in response to gaze direction [49].

In terms of a functional difference between the STS and amygdala, it was suggested
that the attentional shifting toward a joint object is a critical function of the STS, while
the amygdala may appear to be required for combining emotional expression and gaze
direction [32,50,51] rather than in the perception of gaze direction per se [41]. Supporting
the role of STS in gaze perception, a seminal fMRI study [52] employed a one-back task in
which participants attended selectively to the gaze direction or the identity of each face
(match-to-sample task). Results revealed that the perception of gaze direction was mediated
by regions in the STS, and it was distinct from the inferior occipital and fusiform gyri,
which are dedicated to the perception of face identity. These results are compatible with
the concept proposed by Haxby and colleagues [52] (also see [53]), indicating the posterior
superior temporal sulcus (pSTS) as one of the three occipitotemporal regions attributed
to visual face analysis (specifically, gaze perception), together with the inferior occipital
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gyrus (IOG) [54] and the lateral fusiform gyrus (lFG) [55]. The STS was also highlighted
using a paradigm where participants were adjusted to gaze direction [56]. These authors
measured blood oxygen level dependence (BOLD) by means of fMRI adaptation to gaze
redirected to the left or right relative to the test faces with straight gazes. The authors found
BOLD response suppression in the anterior STS and inferior parietal lobule (IPL), especially
for faces with gaze averted to the adaptor’s side. In 2003, Pelphrey and co-workers [57]
observed shorter hemodynamic responses when participants viewed faces gazing toward
objects (in this case, a checkerboard in the visual field) compared with faces gazing toward
empty space. This pattern of responses was seen in the right STS, intraparietal sulcus and
fusiform gyrus, supporting the assumption that the context in which an eye movement
occurs affects brain activity associated with gaze shift perception [58,59].

An interesting study by Carlin and colleagues [60] helped to further clarify the role of
the STS in response to faces with different gaze directions. These authors showed that the
(bilateral) anterior part of the STS is implicated in the processing of gaze direction. Crucially,
they demonstrated that gaze direction sensitivity in the anterior STS was independent of
head orientation. These findings indicate the involvement of this area in the view-invariant
representation of another’s social gaze direction, suggesting a hierarchical processing
stream for gaze perception with increasing invariance to gaze-independent features (head
orientation) from the posterior to anterior STS [61].

Together, the studies mentioned here revealed that the STS has a pivotal role in
processing the direction of gaze compared to the amygdala, at least when neutral facial
expressions are presented.

3. Difference between Gaze Cues and Other Symbolic Cues

Multiple neuroimaging studies compared the neuroanatomical correlates of joint
attention conveyed by gaze shifts to the correlates of attentional shifts induced by other
symbolic cues without using face stimuli. These studies addressed the important question of
the specificity of the STS to facial stimuli in the context of gaze perception. Previous studies
investigated two alternatives: (i) Is the STS specialized for processing social attention (such
as gaze cues)? (ii) Is the STS more broadly processing any symbolic cue (social or not)?
In the following section, we summarize papers that investigated the specificity (or lack
thereof) of the STS in the social orienting network. We identified recent studies comparing
gaze and symbolic cues in fMRI data [42,62–72]. We first summarize their findings and then
synthesize them. In agreement with the idea that the STS may be sensitive to intentions
expressed by eye gaze [57,73], Hooker and colleagues [42] showed a specificity of the
STS in response to gaze cues. The authors showed that gaze and arrow cues recruit
distinct brain regions, with gaze cues preferentially activating occipito-temporal regions
and arrow cues enhancing the activation of occipito-parietal regions. Importantly, relative
to arrow cues, gaze cues showed increased activation in the human FFG and the STS.
Furthermore, Lockhofen and colleagues [62] investigated the differences in the activation
patterns associated with incongruent gaze and arrow cues in a gaze-cueing task, with a
primary focus on brain regions that are involved in the processing of social information
(i.e., the STS and fusiform gyrus). Their behavioral data showed that congruent stimuli
produce a faster reaction time and that this improvement is more significant with non-
social cues, while their imaging data were in line with other reports showing that the
STS is more sensitive to gaze shifts than to directional arrow cues [42,63]. This study
additionally showed that, unlike arrow cues, the STS did not reveal increased connectivity
with the amygdala for gaze, but the connectivity was enhanced between the fusiform
gyrus and the amygdala. Similar results were observed in 2008 [64] in which the authors,
focusing on specific ROIs in the STS and IPS, indicated the role of the STS in processing eye
gaze in a relevant social context. The authors found that gaze cues were associated with
bilateral activations in the pSTS region and the cuneus (also see [74]). Therefore, higher
STS activation may indicate gaze cues’ social relevance over non-social cues.
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However, in line with the idea of a lack of differences between symbolic and gaze cues
in the STS, Sato and co-workers [75] used fMRI to examine participants’ brain activity while
they watched directional and non-directional stimuli (including eyes, hands and arrows),
which may act as cues for a subsequent target object that could appear in a congruent or
incongruent location. Behaviorally, no gaze cue was detected (i.e., the number of accurate
responses or RTs did not significantly differ between the stimulus type or direction), and
only eyes and arrow cues triggered activity in the right STS, while the ‘hands’ contrast was
only significant using a more liberal statistical threshold. Modest amygdala activation was
found specifically in response to eye direction. These results show that the amygdala might
be involved in the processing of eye direction, while the STS region is considered to be
active for both gaze-related functions and joint attention processes, regardless of the kind
of cue that signals the shift of attention.

In addition, in 2014, Callejas and colleagues [66] tackled the question of STS specificity
in gaze-cueing, probing the existence of a distinctive mechanism of attention for social
cues by comparing the brain activation for social (i.e., computer-generated realistic photos
of male/female faces with visible neck and shoulders) and symbolic cues (i.e., arrows),
separately evaluating orienting attention in space and reorienting attention for object
detection. Results showed no interaction effect between cue validity and cue type, and
no evidence was discovered linking face-selective regions (i.e., bilateral fusiform face area
(FFA), bilateral occipital face area (OFA) and right posterior superior temporal sulcus
(pSTS)) to a hypothetical, specialized mechanism for orienting attention in response to
gaze cues reflected by BOLD amplitudes. Interestingly, functional connectivity analysis
revealed increased connectivity between face-selective regions and the right intra-parietal
sulcus (IPS), pSTS, the amygdala and the inferior frontal gyrus (IFG) during gaze-cueing.
The enhanced connectivity suggests that the attentional networks obtain gaze information
from face-selective regions, which acquire them from gaze signals. In line with Callejas’
findings, Greene and colleagues [67] showed the specific recruitment of extra-striate regions
in gaze-cueing (not including the STS or the amygdala). There are also reports showing
that symbolic cues selectively activate the STS rather than gaze cues, hence going against
the idea of the specificity of the human STS in the social orienting network. Additionally,
Engell and colleagues [68] further investigated whether attentional orienting due to the
gaze-direction perception and symbolic directional cues (e.g., arrows) are processed by the
same brain areas. Behaviorally, both arrow and gaze cues led to faster reaction times during
valid trials than during invalid trials, similar to previous findings [76,77]. Importantly,
invalid gaze/arrow cues produced a significantly stronger response than valid cues in the
right lateral temporal cortex, including the pSTS/temporoparietal junction (TPJ) and the
right inferior parietal lobe. In fact, the arrow cues were the main factor that determined
this effect. Moreover, despite similar behavioral effects and neural activations, gaze and
arrow stimuli triggered the attentional systems differently: invalid arrow cues increased
the hemodynamic response in the ventral frontoparietal attention network (specifically,
the right TPJ and IFG) compared to valid arrow cues. Gaze cues did not display this
difference. Similarly, Hietanen and co-workers [69] reported a difference in the activation of
the middle temporal gyrus (anatomically close to the STS) for non-symbolic and gaze cues,
with stronger activations for non-symbolic cues, although a gaze generates a significantly
larger cueing effect than arrow signals. In a similar study to that conducted by Engell
and colleagues [68], Joseph and colleagues [70] found similar behavioral data; however, in
contrast to Engell and colleagues’ findings, they found that the contrast between invalid
and valid gaze cues engages the ventral attention system, specifically, the TPJ and inferior
parietal cortical nodes extending to the STS, when participants redirected their attention
following the presentation of invalid gaze cues, but not after invalid arrow cues. From
these data, the authors concluded that gaze direction engages the attention networks more
robustly, suggesting that attentional differences between social and non-social stimuli might
be quantitative rather than qualitative, contrary to existing theories, which suggest that
the improved processing of social stimuli requires a specific network of brain areas [78].
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Moreover, Uono and colleagues [71] performed an MEG source reconstruction analysis to
examine the temporal patterns of the neural activation during attentional shifts induced
by gazing and arrows. The results revealed that after 200 ms, the STS and the inferior
frontal gyrus were activated only when directional cues were presented, suggesting that
the brain mechanisms behind attentional shifts elicited by gazing and arrows have similar
spatial and temporal distributions. The 350–400 ms time window showed different neural
activations in response to gaze and arrow stimuli; however, such activation did not include
the STS. Since the difference in attentional orienting between gaze and arrow cues might
be distinguished only when the cues are part of a rich setting, Zhao and co-workers [72]
compared gaze and arrow cues pairing social gazing and social voice or arrow and tone
(congruent condition) or combining social gazing and tone or arrow and social voice
(incongruent condition). The results showed that invalid conditions modulated the activity
of the ventral frontoparietal network (i.e., left TPJ and IFG), while no activation differences
in the cortical areas associated with attentional orienting (i.e., the STS and TPJ) were found
in the contextual elaboration between gaze and arrow cues.

To conclude, while the STS is sensitive to gaze perception [25], its role in gaze-cueing
is not clear. While several authors reported a specific role of the STS in processing gaze
cues compared to non-symbolic cues [42,62,63,70], there is enough non-converging evi-
dence regarding the specificity of the STS to be cautious about deriving definitive con-
clusions [68,69,72,75]. Indeed, it is important to mention that, even behaviorally, most
of the aforementioned studies failed to show a higher cueing effect (i.e., faster reaction
time for congruent relative to incongruent cues) for gaze cues compared to non-symbolic
cues [62,66,68,75]. Thus, it is possible to speculate that this behavioral lack of advantage
for a gaze versus non-symbolic cue is also reflected at the neural level. From the existing
literature, it is not possible to disambiguate whether the human STS has a specific role
in attention orienting to social stimuli or whether it encodes the visual input and passes
information to a supra-modal attentional system.

4. Conjoint Processing of Emotional Expressions and Gaze Direction in the Amygdala
and STS?

During social communication, emotional expression is useful for communicating the
inner state of others and predicting their potential actions. When changes in emotional
expression are associated with gaze shifts, the social cues of the other reveal information
that guides individuals’ behavior toward or away from other stimuli in the environment.
Gaze cues play a significant role when conveying fear, where the meaning of the emotion
is ambiguous until the source of the emotional change is determined (i.e., to identify the
location of the threat source). The interaction between gaze perception and emotional
expression is associated with amygdala and STS activation, which is crucial regarding both
facial expression and gaze perception [33,65,79]. However, the neural basis of gaze and
emotional cue integration during the attentional orienting process is still unknown. In
the following section, we review recent studies investigating the conjoint processing of
emotional expression and gaze direction, as well as aspects of the visual presentation of
stimuli that can affect the processing of facial emotions (see Table 1) [32,33,42,50,65,79–86].

Although it was not the authors’ primary focus of investigation, Hooker and col-
leagues [42] employed angry and happy faces in a gaze-cueing paradigm. They found that
angry faces generated greater activation in the STS region than happy facial expressions.
The activation was observed in an area extending from the dorsal STS to the IPS. The fact
that STS activity is modulated by facial expressions strengthens the view that this area is
receptive to gaze cues related to social interaction [87]. When the task was to detect an
infrequent gaze direction change, increased selective amygdala activity was found. To
investigate whether the amygdala is involved in the conjoint process of gaze direction
encoding and facial expression processing, Adams and colleagues [32] combined the pre-
sentation of fearful/angry faces with direct or averted gaze. The authors found that the
left amygdala responded strongly to angry averted and fearful directed gaze conditions,
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whose threat to the subject was difficult to determine. This evidence highlights the role of
this neural structure in recognizing not only the presence of a facially conveyed threat but
also the ambiguity associated with it. Interestingly, amygdala responses were significantly
greater when anger was expressed with averted gaze, where it was only shown by cultural
in-group members [80]. In 2004, Sato and colleagues [50] performed a similar experiment to
Adams and co-workers. They recorded the BOLD signal while participants were presented
with angry/neutral expressions facing or looking away from them. The authors focused
their analysis on the amygdala and found that the amygdala was more active for angry
expressions looking toward the subjects than those looking away from them (in contrast
with Adam’s results). These results jointly corroborate the concept that the amygdala shows
high sensitivity to the emotional expression of a facial stimulus, whereas its response to
gaze direction is less clear (however, see Section 4.2 on ‘Transient or sustained presentation
of visual stimuli’ for a potential account of amygdala response to gaze direction).

Table 1. Summary of neuroimaging findings in studies with emotional facial expressions in different
gaze direction paradigms.

Study
Emotional Facial

Expression
fMRI

Contrast
Paradigm Coordinates (MNI) Main Findings

Hooker et al. (2003) Happy–angry Angry > happy Gaze-cueing Right STS: 42 −57 26
Left STS: −35 −67 31

STS for angry faces >
happy faces

Adams et al. (2003) Fear–angry

Angry
averted/fearful
direct > angry
direct/fearful

averted

Passive
observation

Left amygdala: −15 0
−18

Amygdala > angry
averted and fearful

directed gaze

Sato et al. (2004) Angry–neutral Expression × face
direction Gender task Left amygdala: −22

−9 −16

Amygdala > angry
expressions looking

toward

Engell and Haxby
(2007)

Neutral
direct–averted gaze

anger, disgust,
fear and

surprise with direct
gaze

Emotions > neutral
Averted > direct Match identity task

Right STS (emotion):
52 −48 8

Right STS (gaze): 36
−54 15

STS emotions >
neutral faces STS

averted > direct gaze
faces

Hadjikhani et al.
(2008) Fear Fearful averted >

fearful direct Passive observation

Right STS (gaze): 48
−54 14

Amygdala (emotion):
−12 −11 26

Amygdala and the
STS fearful averted
gaze > fearful direct

gaze

N’Diaye et al. (2009) Fear–angry
(intensity morphing)

Emotions > neutral
Averted > direct

Emotional intensity
rating

Left amygdala
(emotion):
−24 +3 −18

Right amygdala
(emotion): +24 +6

−15
Left pSTS (gaze): −57

−42 +9
Right pSTS (gaze):

+45 −66 +12

Amygdala fearful
averted gaze >
directed gaze

Amygdala angry
directed gaze >
averted gaze

STS averted gaze >
direct gaze

Ewbank et al. (2010) Fear–angry–neutral

Angry direct >
neutral direct

Angry direct > angry
averted

Fearful averted >
neutral averted

Gender task

Right amygdala
(gaze): 22 −6 −12
Right amygdala

(emotion × gaze):
24 −4 −12

Amygdala
high-anxious angry
direct gaze > angry

averted gaze
Highly anxious >
fearful direct gaze
and averted gaze

Straube et al. (2010) Happy–angry–
neutral

Averted > direct
Valence × gaze Gender task

Left amygdala (gaze):
−27 −9 −14

Right amygdala
(gaze): 16 −6 −11

Right STS (valence ×
gaze): 54 −49 16

Amygdala averted
gaze > direct gaze

STS averted
emotional > averted

neutral
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Table 1. Cont.

Study
Emotional Facial

Expression
fMRI

Contrast
Paradigm Coordinates (MNI) Main Findings

Sato et al. (2010) Happy–angry
(static and dynamic)

Dynamic > static
Direct > averted Gender task

Left amygdala: −18
−10 −10

Right STS: 58 −46 8

Amygdala dynamic
happy and angry
directed gaze >

averted gaze STS
dynamic > static

Krämer et al. (2014) Happy–angry
European angry
averted > Asian
angry averted

Valence rating Right amygdala: 28
−8 16

Amygdala > angry
averted gaze in

ingroup

Ziaei et al. (2017) Happy–angry–
neutral

Expression with
averted > all other

conditions

Emotion
recognition task Left STS: 56 6 2

Stronger connectivity
of the STS and

mPFC with
bilateral amygdala
for angry averted
gaze > direct gaze

Schobert et al. (2018)
Happy–angry
(gaze shift and
speech motion)

Emotional (happy
and angry) >

non-emotional (gaze
and speech)

Eyes (angry and
gaze) > mouth

(happy and speech)

Identity detection
task

Left pSTS: −50 −48
15

Right pSTS: 50 −47
13

pSTS gaze-happy
and gaze-angry >
speech-happy and

speech-angry

Kätsyri et al. (2020) Angry–fear–neutral Directed > averted +
angry > fear

Circle detection in
catch trials pSTS: 65 −54 3

Amygdala direct
gaze > averted gaze

Amygdala
threatening > neutral
STS gaze direction ×
emotional expression

The conjoint processing expressions and gaze direction were explicitly studied also in
the STS. An experiment was carried out by Engell and Haxby [81] that aimed at comparing
the activation evoked within the STS by different emotional expressions and gaze directions.
Regarding this aim, the authors showed participants with neutral faces with a direct or
averted gaze, or emotionally expressive faces (e.g., anger, disgust, fear and surprise) with
a direct gaze. The results showed a greater STS response when viewing emotional facial
expressions as compared to neutral faces and that perceiving faces with an averted as
compared to a direct gaze led to greater right STS activation. Unfortunately, the authors did
not investigate possible differences across emotions in the activation of the STS. However,
a further inspection of the responses within the right STS showed how expression and
averted gaze activated distinct, though overlapping, cortical areas. These data are in line
with clinical evidence that prosopagnosia patients can show an impaired perception of
facial expressions without necessarily suffering from gaze perception deficits [88]. In 2008,
Hadjikhani and co-workers [33] performed an fMRI study aiming at investigating whether
fearful facial expressions with gaze averted toward a potential threat in the environment
elicited more activation in brain areas involved in adaptive action planning. Fearful faces
with an averted gaze altered the activity in the amygdala and STS more than fearful faces
with a direct gaze. These data suggest that the gaze direction triggers the combined process
of facial expression with the information given by the gaze direction. These results are in
contrast with the study of Adams and colleagues [32] in which fearful faces with direct
gaze were found to activate the amygdala. To further investigate the interaction between
emotion and gaze as a way to shed light on the existing contrasting results [32,33,50],
N’Diaye and co-workers [79] employed a controlled set of virtual animated faces, which
could express emotions dynamically and with different intensities and gaze shifts directed
toward or away from the participant. Their results showed that gaze direction modulated
neural responses to parametrically manipulated fearful and angry expressions (i.e., by
manipulating the intensity of these expressions using a morphing procedure) only when
they were ambiguous (in the middle of the fearful–neutral continuum). In line with
previous imaging studies, these results showed greater amygdala activation for fearful

352



Biomedicines 2022, 10, 627

faces when their gaze was oriented away from rather than toward the observer [33,89],
as well as stronger amygdala activation for angry faces looking toward rather than away
from the observer [50,89]. Interestingly, the present data seem to suggest that a possible
explanation for the contradictory results may be the effect of the emotion intensity on
gaze-related effects. Critically, the STS was more active when faces were looking away
from the observer relative to direct gaze trials (as in [81]). However, no evidence for the
role of the STS in the combined perception of emotion and gaze was reported.

Furthermore, to investigate whether individual differences in anxiety levels may
explain the abovementioned inconsistent findings, Ewbank and colleagues [82] examined
the effect of gaze direction on amygdala activation for the facial expressions of anger, fear
and neutral expressions, controlling for differences in individual anxiety levels. They found
that angry faces evoked greater responses in highly anxious participants compared to angry
faces with an averted gaze, while the response to fearful faces increased with anxiety for
both direct and averted gaze conditions. Recent studies untangled the pathophysiology
underlying anxiety disorders: experimental and preclinical evidence revealed that anxiety
disorders are determined by the abnormal neural processing of threat-related stimuli,
which is mediated by the cyclic AMP (cAMP)–protein kinase A (PKA) pathway [90–92].
Additionally, the downregulation of the regulatory subunit of PKA within the amygdala
can lead to an augmentation of anxiety-like behavior, resulting in changes in amygdala
activation in response to a gaze [93]. These findings confirm the amygdala’s role in encoding
the perceived threat level of faces, as well as the more general assumption that the amygdala
encodes the relevance or significance of a stimulus to the observer [94]. These results
suggest that individual anxiety levels may explain inconsistent findings from previous
studies [95]. Straube and colleagues [83] investigated whether the amygdala is activated by
a gaze in response to threat relevance or facial expression by testing its activation during
the observation of neutral, happy and angry faces with either a direct or averted gaze.
An averted versus direct gaze enhanced amygdala reactivity, regardless of the emotional
facial expression, suggesting that the amygdala has a role in gaze processing, despite the
valence of the facial expression (as suggested in an earlier study in monkeys [96]). On
the other hand, STS displayed an increased activation due to averted emotional versus
averted neutral faces, even though this difference was not seen during a direct gaze, in line
with the idea that emotional averted faces might be considered more strongly than neutral
averted faces because they may have a greater influence on proper behavior in (ambiguous)
social interactions.

A potential confounding factor in the abovementioned studies is the use of static stim-
uli, which may have concealed the role of the amygdala. Therefore, Sato and colleagues [65]
showed dynamic and static faces with angry or happy expressions. When dynamic stimuli
were used, happy and angry faces with a direct gaze toward the subject caused higher
amygdala activity than those looking away. Instead, when static stimuli were presented,
a direct gaze had no effect on amygdala activation; only a trend for decreased amygdala
activity was observed in response to facial expressions directed toward the subjects than
for those directed away. In the same study, the STS was found to be more active in the
contrast between dynamic and static stimuli, but not sensitive to the perception of emotion
or gaze, in line with its role in perceiving biological motion [65].

In another fMRI study using an emotion recognition task [84], the authors investi-
gated the neural networks underlying emotion recognition when a gaze is at play. Faces
represented happiness, anger or a neutral expression with their gaze shifted toward their
left or their right. The results showed the stronger connectivity of the STS and mPFC with
both amygdalas while viewing an angry face with averted gaze than with a direct gaze,
suggesting that gaze perception is not mediated by an encapsulated module, but emotional
content can modulate the neural correlates of gaze perception. The idea of the involvement
of STS in gaze processing was supported by a 7 T high-resolution fMRI experiment [85],
which found a well-defined topographical subdivision within the STS, where the posterior
and superior areas are related to gaze activity, while the middle and inferior regions are re-
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lated to emotion. Finally, a recent study [86] replicated previous findings by demonstrating
that the amygdala is activated by threatening emotional facial expressions and that it is
highly responsive to direct gaze, but only in real faces and not in computer-generated faces.
In addition, only the STS, and not the amygdala, responded differentially to gaze direction
according to facial expression.

Overall, these results indicate a complex pattern of amygdala responses to gaze
direction, which depends on individual differences, the type of emotion expressed by the
face and gaze direction (see Table 1 for more details). Most of the aforementioned studies
tested the role of the amygdala during averted and direct gaze only when threatening facial
expressions were presented, preventing the possibility of investigating possible differences
in emotion. However, in most of these studies, the elicited activity in the amygdala revealed
a strong association between gazing and facial expression, suggesting its role in integrating
the two sources of information, although not always in the same way. On the other hand,
the human STS tends to be less responsive to the emotional expression of a facial stimulus
but shows high sensitivity to gaze direction.

4.1. The Time-Course of Processing of Emotional Expressions and Gaze Direction in the Amygdala
and STS

Magnetoencephalography (MEG) was also used to investigate the conjoint processing
of emotion and gaze direction [97]. Lachat and colleagues [98] used MEG to assess whether
combining averted gaze and a fearful facial expression could induce a differential early
effect of attentional orienting response, in line with several EEG results that showed
that fearful expressions were able to modulate early brain components (P1, N170 and
N190) [99–102]. Lachat and collaborators found that averted gaze associated with a fearful
expression led to an early attentional orienting effect only for congruent stimuli following
fearful gaze cues, which was reflected at the neural level with the activation of the left
superior parietal and left lateral middle occipital regions. No gaze-cueing effects were
observed for the objects following happy gaze cues, and no evidence of the involvement of
STS was reported [98]. However, these findings should be considered cautiously due to the
limitations in the source localization of the MEG signal.

A subsequent MEG study [103] focused on the time course of the role of the amygdala
in emotion and gaze perception, demonstrating that its activity was enhanced at an early
stage for fearful compared to neutral faces (between 130 and 170 ms), while an effect of gaze
direction in fearful faces was found at a later stage (between 190 and 350 ms). Moreover,
a combined EEG and fMRI study [104] demonstrated that at earlier stages (170 ms), the
amygdala processes the emotional information separately, while directional cues (gaze
direction with pointing gesture) were integrated at approximately 190 ms in the parietal
and supplementary motor cortices and not in the emotional system.

4.2. Transient or Sustained Presentation of Visual Stimuli

Speed processing represents a still unexplored element of threat perception. Most
of the aforementioned studies [33,50,79] employed rapid presentation of visual stimuli,
promoting visual input via the magnocellular pathway. This pathway is involved in imme-
diate and quick orienting responses to danger [105]. Instead, Adams and colleagues [32]
used prolonged (sustained) presentation of threatening faces, which favors the processing
of visual information via the parvocellular system. Therefore, in a new study, the same
authors [106] varied the presentation speed of fear displays. Interestingly, they found that
responses of the amygdala to averted versus direct gaze in fearful expressions changed
according to the presentation time: direct fearful gaze leads to increased left amygdala
activity compared to averted fearful gaze when using longer presentation durations, repli-
cating their original pattern of findings [32], while with a shorter presentation, a greater
response was found for averted compared to direct fearful gaze (as in [33]).

These results hint at the presence of a fast and reflexive amygdala activation linked to
obvious threat and a subsequent reflective activation linked to ambiguous threat (see also a
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subsequent study investigating sex-related differences in amygdala activation [107]). These
findings were confirmed and expanded by a subsequent study from the same authors [97],
which also found a higher phase locking to averted-gaze fear in the early response of
the right amygdala, similarly to the initial connectivity between the left amygdala and
orbitofrontal cortex. This finding suggests the rapid deployment of visual resources to
congruent threat cues, and thus supports the right amygdala’s role in the immediate
recognition of emotionally relevant stimuli.

In the same study, the pSTS showed a different pattern of activation, with stronger
responses for the short presentation of averted-gaze fear and the longer presentation of
direct-gaze fear. The pSTS was involved in the late stages of longer stimuli presentations,
highlighting its potential role as a constituent of the ‘social brain’ [108]. The ‘social brain’
is conceived as a core area in the visual integration of social cues [109], particularly when
deducing the social meaning from both expressions and eye gazing [110], making it a likely
candidate to solve the ambiguity of an incongruent threat cue during longer presentations.

4.3. Gaze Direction and Emotional Expression: Low-Level Visual Features

It is still unknown whether previously observed effects of gaze direction on amygdala
activation depended to some degree on low-level features in the stimulus display (e.g.,
increase in visible eye sclera in the averted gaze conditions). Therefore, Hardee and col-
leagues [34] performed an fMRI study monitoring amygdala activation while participants
observed fearful, gaze-shifting, happy and neutral eyes. They observed greater activity in
the left amygdala only for the fearful eye observation. However, a condition combining
fear and gaze was absent here since this issue was beyond the scope of the present work.
Subsequently, Sauer and co-workers [111] included head direction manipulation in order
to control for possible low-level confounding factors. Their data showed that faces with
an averted gaze enhance amygdala activation more than faces with a direct gaze, despite
the facial expression (angry, happy or neutral) or head orientation, suggesting that the
amygdala plays an important role in attention processes and that averted gaze serves
as a signal of socially relevant information. These findings support the study by Gamer
and Büchel [112], which showed that amygdala activation was significantly enhanced
when fearful faces were presented with the mouth aligned to fixation; therefore, when eye
movements were directed to the eye region, this highlighted this area’s function in reflexive
gaze initiations in response to salient stimuli rather than being driven by simple low-level
features in a stimulus display.

5. Subliminal vs. Supraliminal Cues

It is possible to trigger attentional orienting with eye gaze information even when
such information is subliminal and participants are not aware of it, as demonstrated by
multiple studies [113–116]. These studies propose that subliminal and supraliminal gaze
cues can automatically foster attentional orienting and may, therefore, share the same neural
circuit [117,118]. To address this issue, in 2016, Sato and colleagues [119] assessed brain
activity using event-related fMRI while participants watched averted or straight-ahead
gaze cues, displayed in supraliminal or subliminal conditions. The gaze cue was presented
for 13 ms and then covered by a mask in the subliminal condition, while in the supraliminal
condition, the gaze cue was shown for 200 ms without a mask. In both supraliminal and
subliminal conditions, a gaze-cueing effect was reported (i.e., reaction times were faster
when gaze cues were congruent with object locations than when they were incongruent),
consistent with previous findings [120]. Widespread cortical activity was observed for
both the supraliminal and subliminal presentation of stimuli with averted eyes compared
to straight eyes. The middle temporal gyrus (including the superior temporal sulcus),
inferior parietal lobule, anterior cingulate cortex, superior and middle frontal gyri and
superior and middle frontal gyri were the most active regions. These findings suggest
that the temporo-parieto-frontal attentional network is implicated in both conscious and
unconscious gaze-triggered attentional shifts.

355



Biomedicines 2022, 10, 627

6. Brain-Damaged Patients and Transcranial Magnetic Stimulation (TMS) Evidence

Recent growing evidence suggests that non-invasive brain stimulation techniques
(NIBS) can be used to induce neuroplasticity in order to modulate cognition and behav-
ior [121,122], unveiling the critical role of specific neural circuits [123,124]. Therefore, NIBS
might be applied to modulate low-level mechanisms that mediate, for example, attentional
orienting to gaze cues, highlighting the functional role of brain areas (i.e., the amygdala
and STS) in the gaze-cueing effect (see Figure 2) [21,125–127].

 

Figure 2. Neuroanatomic MRI images of the amygdala and superior temporal sulcus (STS) with MNI
coordinates. The slices of the brain in the different axes of the present figure were generated free
of charge using Bioimage Suite Web (https://bioimagesuiteweb.github.io/webapp/mni2tal.html,
accessed on 24 February 2022).

Direct evidence for the roles of the STS and amygdala in gaze processing can also
be derived from brain-damaged patients. Two studies published in 2006 [128,129] re-
ported the case of a patient with a critical deficit in gaze perception following a stroke in
the right STS. Similarly, findings were reported in non-human primates with temporal
ablation in which STS damage resulted in an impaired recognition of different gaze an-
gles [88]. For instance, a reversible deactivation (i.e., muscimol injections) of the pSTS in
monkeys suppressed gaze-cueing behavior [130]. In addition to STS lesions, it was also
reported that amygdala lesions impair attention to eye information and averted gaze-cueing
effects [8,26,31,131–133]. Spezio and colleagues [133] demonstrated that amygdala lesions
induce longer gazing at the mouth region compared to the eye region during a real conver-
sation, suggesting that the amygdala is involved in recognizing and processing important
social cues and directing attention accordingly [8,31]. Finally, an investigation on the inter-
action involving emotion and gaze processing in amygdala patients [132] demonstrated
that a unilateral lesion in the right amygdala affects the interaction of gaze and expression
during emotion perception. Thus, this finding adds support to recent theories that the
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human amygdala might be essential for encoding the self-relevance of emotional events. In
particular, amygdala patients showed deficiencies in the effect of direct gaze on the per-
ception of angry expression, implying that gazing plays a greater role in the interpretation
of anger.

Although many studies have focused on the critical role of the STS in emotion percep-
tion [134–136], a limited number of human studies used non-invasive transcranial magnetic
stimulation (TMS) to target pSTS and influence gaze processing [137,138]. Saitovitch and
colleagues [138] administered inhibitory repetitive TMS (i.e., continuous theta-burst stimu-
lation) over the right STS and found significantly fewer fixations toward someone else’s
gaze while viewing social scenes, thus suggesting a top-down effect of the STS on social
attention (deploying attentional resources to the eyes and lips of the actors in the presented
social scenes). In another TMS study [137], the authors applied single-pulse TMS to investi-
gate the critical role of STS in a gaze direction task. The authors found that TMS applied
over the STS 100 or 200 ms after the presentation of a second matching face stimulus (the
same/different to the first face gaze direction) hampered the perception of gaze shift. This
demonstrates the critical and causal function of the STS at early latencies in extrapolating
gaze-shift information. Indeed, results showed that TMS impaired responses exclusively
in trials in which there was a gaze shift between the first and the second presentation of
faces in pairs (i.e., from straight to averted gaze or vice versa), but TMS had no effect on
responses during trials with static gaze positions (straight–straight and averted–averted
pairs). These findings suggest that TMS effects during gaze processing were notably content
specific, primarily affecting the perception of gaze shifts instead of static eye positions.
Together, the lesion and TMS studies suggest a critical and causal role of the STS at early
latencies in the process of extrapolating gaze direction information.

7. Conclusions

In this review, we addressed the neural bases of the perceptual processing of the
direction of another’s eye gaze and the gaze-cued attentional orienting process. In addition,
we reviewed modulation by contextual factors on the neural bases of gaze direction and
gaze-cueing, such as the kind of cue that induced attention orienting (i.e., gazing or non-
symbolic cues) or the emotional expression conveyed by the gaze cues. We reported many
inconsistencies between the reviewed findings, which prompt further research in this area.
Such inconsistencies may be explained by the different methods employed, such as task
instruction (i.e., passive observation vs. gaze discrimination), type of emotional expressions
(i.e., fear vs. anger as negative stimuli), kind of facial stimuli (i.e., static vs. dynamic) and
scanning parameters. All these methodological differences represent a limit when results
from different studies need to be compared. For example, N’Diaye and colleagues [79]
demonstrated that the emotional intensity of the presented facial expression is able to
interact with the gaze effect. Thus, the absence of systematic manipulation of the emotional
intensity may represent a limit in the experimental design. Another example was reported
by Zhao and colleagues [72], who proposed that attentional orienting differs between
eye gaze and arrow cues when these cues are influenced through contextual processing.
Similarly, the context seems to be able to modulate the activity of STS. Thus, choosing
to add contextual information or not may dramatically impact both the behavioral and
neuroimaging results. However, from the reviewed studies, we extracted the following key
take-home messages.

First, we concluded that although several authors reported a specific function of the
STS in processing gaze cues compared to non-symbolic cues [42,62,64,70], multiple studies
questioned the specificity of the STS for the perception of gaze cues, preventing us from
ascertaining with confidence whether the human STS is specialized for attentional orienting
to social stimuli [68,69,72,75].

Second, when emotional expressions are presented, the STS seems to have a pivotal
role in gaze perception and to be less sensitive to emotions, while the amygdala seems to
play an important role in the interaction between gaze and emotional expressions, espe-
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cially when negative expressions are presented [32,33,42,79]. This negative advantage is
not surprising since it was demonstrated that faces expressing fear and anger are subject
to a distinct processing advantage, which leads to them being analyzed quickly by the
brain (~120 ms) akin to the way in which faces are structurally encoded [139–141], and
evoking fast autonomic responses [142–145]. Studies measuring RTs have also revealed
how faces expressing negative emotions enhance rapid and involuntary attention to the
stimulus [146,147]. Moreover, negative expressions rapidly impact the corticospinal ex-
citability, as measured with motor evoked potentials [148–154]. However, despite the clear
importance of interpreting emotional expression and their direction of gaze for social com-
munication, only a few studies reported increased STS activation for emotional expression
(also positive) and an averted versus direct gaze [81].

Finally, few studies have found the amygdala to be activated for the averted gaze,
regardless of facial expression [83], suggesting that STS possibly codes individual gaze
directions [56], while the amygdala could play a specific part in perceiving or monitoring
eye contact [45,46], possibly reflecting an emotional response to being looked at [155].
More effort is required to disclose the interplay between socially relevant stimuli and the
information conveyed by gaze cues.

Together, the available neuroimaging results on the contextual (i.e., head orientation)
modulation of gaze, especially the proposed increased invariance to gaze-independent
characteristics from posterior to anterior STS [60], paves the way for questions such as
whether and how social variables could potentially be processed in the framework of
gaze perception. Carlin and Calder [156] suggested that gaze processing requires a large
network of brain regions that includes anterior and posterior sections of the STS, the lateral
parietal cortex and the medial prefrontal cortex. In particular, they suggested that the
anterior STS may be important in the perceptual processing of gaze because it discriminates
between different averted gaze directions in an approach that is invariant to head view
and physical image features [60]. The preferential role of the anterior STS in view-invariant
representations of gazing reveals a hierarchical processing stream for gaze perception,
with greater invariance to gaze-independent features (e.g., head orientation) from the
posterior to anterior STS. Indeed, the lateral parietal cortex, and the posterior part of the
STS in particular, may contribute to gaze-cued attentional orienting, which is influenced
by physical stimulus features [64]. Carlin’s findings raise an interesting finding: on the
one hand, emotional context, social status and familiarity conveyed by physical visual
features could be filtered out in the posterior part of the STS before reaching an invariant
representation that is useful for gaze perception in the anterior STS. On the other hand,
some of these contextual variables (i.e., emotional context, social status and familiarity)
could instead become an integral part of the invariant representation and be encoded
in the high-order (supra-modal) processing of gaze-cueing that occurs in the anterior
STS; however, future studies are needed to address this point. Taken together, previous
imaging studies converge in suggesting a role of STS in attentional orienting, even when
gaze information is subliminally presented, which is less sensitive to emotions, while the
amygdala seems to play a role in jointly elaborating gaze and emotional expressions. These
results are supported by brain-damaged patients and neuromodulation studies, which
reported deficits in gaze perception and gaze-cueing behavior after lesions or the temporal
inactivation of the STS. Similarly, amygdala lesions impair attention to eye information
and averted gaze-cueing effects. Moreover, the unilateral lesion in the right amygdala
affects the interaction of gaze and expression during emotion perception. However, the
heterogeneity of the stimuli and paradigms employed indicate that the exact role of the
two structures when multiple stimuli need to be processed is yet to be elucidated.
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Abstract: Brain-derived neurotrophic factor (BDNF) is a growth factor synthesized in the cell bodies
of neurons and glia, which affects neuronal maturation, the survival of nervous system, and synaptic
plasticity. BDNF play an important role in the pathophysiology of major depression (MD). The
serum BDNF levels changed over time, or with the improvement in depressive symptoms. However,
the change of serum BDNF during pharmacotherapy remains obscure in MDD. In particular, the
changes in serum BDNF associated with pharmacotherapy have not yet been fully elucidated. The
present study aimed to compare the changes in serum BDNF concentrations in first-episode, drug-
naive patients with MD treated with antidepressants between treatment-response and treatment-
nonresponse groups. The study included 35 inpatients and outpatients composed of 15 males and
20 females aged 36.7 ± 6.8 years at the Department of Psychiatry of our University Hospital. All
patients met the DSM-5 diagnostic criteria for MD. The antidepressants administered included
paroxetine, duloxetine, and escitalopram. Severity of depressive state was assessed using the 17-item
HAMD before and 8 weeks after drug administration. Responders were defined as those whose
total HAMD scores at 8 weeks had decreased by 50% or more compared to those before drug
administration, while non-responders were those whose total HAMD scores had decreased by less
than 50%. Here we showed that serum BDNF levels were not significantly different at any point
between the two groups. The responder group, but not the non-responder group, showed statistically
significant changes in serum BDNF 0 and serum BDNF 8. The results suggest that the changes
of serum BDNF might differ between the two groups. The measurement of serum BDNF has the
potential to be a useful predictor of pharmacotherapy in patients with first-episode, drug-naïve MD.

Keywords: brain-derived neurotrophic factor; serum; trajectory; major depression; first-episode;
drug-naïve; Diagnostic and Statistical Manual of Mental Disorders Fifth Edition; Hamilton Rating
Scale for Depression; paroxetine; escitalopram; duloxetine

1. Introduction

Major depression (MD) is common, with almost one in five people experiencing one
episode at some point in their lifetime [1]. The symptoms of MD are related to structural
and neurochemical deficits in the corticolimbic brain regions. The behavioral symptoms
of MD are extensive, covering the emotional, motivational, cognitive, and physiological
domains, and include anhedonia, aberrant reward-associated perception, and memory
alterations [2]. The precise pathophysiology of MD, however, remains unknown. The
understanding of the pathophysiology of MD has progressed, but the single model and its
mechanisms cannot explain the entirety of MD. Monoamines [3], the abnormality of the
hypothalamic-pituitary-adrenal axis [4], inflammation [5], neuroplasticity, neurogenesis,
neurocircuit [6], or structural change including in the prefronto-striatal-limbic and fronto-
parietal network, which is associated with cognitive impairment, [7–9] or reduced resilience
to mitochondrial impairment [10] might be involved in the pathophysiology of MD.
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BDNF plays a major role in neuronal growth and survival, functions as a neurotrans-
mitter modulator, and contributes to neuronal plasticity. BDNF stimulates and regulates
the growth of new neurons from neural stem cells (i.e., neurogenesis); BDNF has been
linked to synaptic re-modeling, being able to both induce and be induced by long-term
potentiation [11,12]. The human BDNF gene consists of 11 exons and 9 promoters [13].
Both BDNF proteins and mRNA have been detected in various brain regions, including
the olfactory bulb, cerebral cortex, hippocampus, basal forebrain, mesencephalon, hy-
pothalamus, brainstem, and spinal cord [14–19]. Therefore, it has been suggested that
abnormalities in BDNF in the brain are associated with the pathogenesis of MD [20–26]. It
has been reported that the BDNF val66met polymorphism affects the activity-dependent
secretion of BDNF and human memory and hippocampal function. In short, BDNF gene
val/met polymorphism is associated with human memory and hippocampal function,
and val/met polymorphism exerts these effects by impacting intracellular trafficking and
the activity-dependent secretion of BDNF [27]. Furthermore, the BDNF gene Val66Met
polymorphism is associated with vulnerability to MD [28,29].

Several meta-analyses have shown that serum and plasma levels of BDNF were signif-
icantly decreased in patients with MD compared to healthy controls [30–35]. Similarly, in
our previous work, we also reported that serum BDNF concentrations were significantly
lower in untreated patients with MD than in healthy controls [34,35]. A meta-analysis
showed that various antidepressant treatments increase serum and plasma BDNF concen-
trations in patients with MD [34,36–39]. We also previously found that paroxetine and
milnacipran significantly increased serum BDNF concentrations after 8 weeks in untreated
patients with MD in the treatment response group [36,37]. Although there have been re-
ports of increased serum and plasma BDNF levels after antidepressant treatment in patients
with MD [21,22], the findings of the relationship between changes in serum or plasma
BDNF levels and response to pharmacotherapy, however controversial, cannot be fully
elucidated. Response to duloxetine was associated with a higher baseline serum BDNF
level and greater reduction of the Hamilton Rating Scale for Depression (HAMD) scores for
MD [40]. The absence of an early increase of serum BDNF levels in conjunction with early
non-response to antidepressants can be a highly specific peripheral biomarker predictive
for treatment failure of pharmacotherapy in MD [41]. Alternatively, the combination of an
early increase (day 7) of plasma BDNF with early reduction of the HAMD scores could
be a useful predictive marker for pharmaco-treatment in MD [42]. A decrease of serum
BDNF levels at week 2 of selective serotonin reuptake inhibitor (SSRI) treatment might be
associated with later SSRI response in adolescents with MD [43]. Pretreatment serum BDNF
levels have been reported to be correlated with antidepressant responses, and responders
to treatment improvement in severity of MD had higher pretreatment serum BDNF levels
than did non-responders [40,43]. In short, the results of the time course of serum/plasma
BDNF levels and response to antidepressants were not consistent and remain obscure.
Moreover, there are no reports of detailed observations of the time course of serum or
plasma BDNF levels and the response to antidepressants in MD patients.

Considering the above results and evidence, we sought to compare the changes of
serum BDNF concentrations between the treatment-response and treatment-nonresponse
groups in first-episode, drug-naive patients with MD treated with antidepressants. In other
words, the aim of this study is to identify the changes in serum BDNF as an indicator of
drug responsiveness.

2. Patients and Methods

2.1. Study Population

This study included 35 inpatients and outpatients, composed of 15 males and 20 fe-
males with a mean age of 36.7 ± 6.8 years, at the Department of Psychiatry, Occupational
and Environmental Medicine Hospital. The detailed demographics of the patients are
described in Table 1. All patients met the Diagnostic and Statistical Manual of Mental
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Disorders Fifth Edition (DSM-5) [44] diagnostic criteria for MD and were first-episode
and drug-naive.

Table 1. Background of treatment response group and treatment cost response group.

Responder
(n = 20)

Non-Responder
(n = 15)

Age, year 37.8 (7.21) 35.3 (6.67)
Sex (male), (%) 8 (40.0%) 7 (46.6%)
Smokers, (%) 4 (20%) 4 (26%)

History of abuse, (%) 0 (0%) 0 (0%)
Comorbidity, (%) 0 (0%) 0 (0%)

Duration of illness, weeks 8.41 (2.31) 8.80 (2.47)
HAMD 0 (points) 23.3 (2.87) 23.0 (2.42)
HAMD 8 (points) 9.45 (2.03) 15.4 (2.26)

Data are expressed as mean (standard deviation).

2.2. Treatment and Assessment of Depression

The antidepressants administered were paroxetine in 15 patients (average dose:
32.0 ± 9.7 mg/day), duloxetine in 11 patients (average dose: 49.0 ± 9.9 mg/day), and
escitalopram in 9 patients (average dose: 18.8 ± 3.1 mg/day) (Table 2). Severity of depres-
sive state was assessed using the 17-item Hamilton Depression Rating Scale (HAMD) [45]
before and 8 weeks after drug administration. Responders were defined as those whose
total HAMD scores at 8 weeks had decreased by 50% or more compared to those before
drug administration, while non-responders were those whose total HAMD scores had
decreased by less than 50%.

Table 2. Drugs and daily dose of the patients.

Drug # Min. Dose (mg/day) Max. Dose (mg/day) Mean (SD) (mg/day)

Escitalopram 9 10 20 18.8 (3.1)
Paroxetine 11 20 40 49.0 (9.9)
Duloxetine 15 40 60 32.0 (9.7)

2.3. Blood Collection and Measurement of Serum BDNF

Blood samples were collected at 8–10 a.m. before drug administration; after 2, 4, and
8 weeks; before meals; and after a 30-min rest (Figure 1). The serum was separated, and
the serum BDNF concentration was measured by enzyme-linked immunosorbent assay
(ELISA) according to a previously reported method [46]. In brief, 96-well microplates
were coated with anti-BDNF monoclonal antibodies and incubated at 4 ◦C for 18 h. The
plates were incubated in a blocking buffer for 1 h at room temperature. The samples were
diluted with an assay buffer by 100-times and BDNF standards were maintained at room
temperature under conditions of horizontal shaking for 2 h, followed by washing with the
appropriate washing buffer. The plates were incubated with antihuman BDNF polyclonal
antibodies at room temperature for 2 h and washed with the washing buffer. The plates
were then incubated with anti-IgY antibody conjugated to horseradish peroxidase for 1 h
at room temperature and incubated in peroxidase substrate and tetramethylbenzidine
solution to induce a color reaction. The reaction was stopped with 1 mol/L hydrochloric
acid. The absorbance at 450 nm was measured with an Emax automated microplate
reader. Measurements were performed in duplicates. The standard curve was linear from
0.5 ng/mL to 50 ng/mL, and the detection limit was 5 ng/mL. The cross-reactivity to related
neurotrophies (NT-3, NT-4, NGF) was less than 3%. Intra- and inter-assay coefficients of
variation were about 5% and 7%, respectively. The recovery rate of the exogenous added
BDNF in the measured serum samples was more than 95%. All measurements were
performed in triplicate, and the average value was used as the measured value.
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Figure 1. Study protocol.

2.4. Statistical Analysis

All statistical analyses were performed using EZR 1.60 and STATA 17.0. p-values were
calculated using Welch’s t-test for the difference in BDNF levels between the two groups at
0, 2, 4, and 8 weeks. Adjusted p-values were calculated using a multiple regression analysis
to adjust for age and sex.

Using a mixed-effects model, changes in BDNF levels at 2, 4, and 8 weeks were
compared to baseline values (0 week) in the response and non-response groups, respectively.
Interactions between responders and non-responders were calculated using a mixed-effects
model. Interactions were evaluated for the difference in the slope of BDNF values between
the two groups compared to baseline values (0 week) at 2, 4, and 8 weeks.

Three mixed-effects models were created: a response group, a non-response group,
and both groups combined for the interaction, with age and sex substituted as covariates.
The intercept was set to random effects and time (i.e., 0, 2, 4, and 8 weeks) was treated as a
nominal variable. In the mixed effects model, an ANOVA (global test) was conducted to
confirm the null hypothesis that all means and changes are equal at the four time points.
The validity of the mixed effects model was confirmed by using histograms of the normality
of the residuals. All tests were two-tailed, and a p-value < 0.05 was considered statistically
significant. Demographic data were expressed as mean (standard deviation) or percentage,
and statistical values obtained were expressed as mean (standard error).

2.5. Ethical Statement

The study protocol was approved by the Ethics Committee of the University of Occupa-
tional and Environmental Health (Approved date: August 2018, Approved#: UOEHCRB21-
057). Written informed consent was obtained from all participants.
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3. Results

Patient Demographics and BDNF Levels

There were no significant differences in sex, age, and HAMD scores before drug
administration between the responder and non-responder groups (Table 1). Serum BDNF
levels at 0, 2, 4, and 8 weeks were not significantly different between the responder and non-
responder groups (Table 3). The responder group showed statistically significant changes
in serum BDNF 0 (baseline) and serum BDNF 8. In contrast, the non-responder group
showed no statistically significant changes from baseline (Tables 4 and 5, Figures 2 and 3).
There was a statistically significant interaction between serum BDNF 0 (baseline) and serum
BDNF 8 between the responder and non-responder groups (Table 4).

Table 3. Serum BDNF concentrations in treatment responders and non-responders.

Responder Non-Responder p-Value Adjusted p-Value

BDNF 0 10.2 (1.98) 11.1(2.25) 0.24 0.24
BDNF 2 10.1 (1.90) 10.9 (2.21) 0.24 0.24
BDNF 4 10.5 (1.84) 11.0 (2.18) 0.45 0.52
BDNF 8 11.1 (2.22) 11.1 (2.30) 0.98 0.97

Data are expressed as mean (standard deviation). The p-value was calculated by Welch’s t-test. Adjusted p-values
were calculated using multiple regression analysis adjusted for age and sex.

Table 4. Changes in serum BDNF (Change from BDNF 0).

Estimate 95% CI Standard Error t-Value
Adjusted
p-Value

Responder
BDNF 2 −0.145 −0.520, 0.230 0.193 −0.750 0.45
BDNF 4 0.225 −0.150, 0.600 0.193 1.164 0.24
BDNF 8 0.845 0.469, 1.220 0.193 4.371 <0.001 *

Non-responder
BDNF 2 −0.160 −0.406, 0.086 0.127 −1.255 0.21

BDNF 4 −0.113 −0.360,
−0.133 0.127 −0.889 0.37

BDNF 8 −0.006 −0.253, 0.240 0.127 −0.052 0.95
ANOVA (global test’s p-value for responder group in mixed effect model < 0.001 *). ANOVA (global test’s p-value
for non-responder group in mixed effect model = 0.51). Adjusted p-values were calculated using a mixed effects
model adjusted for age and sex. CI means confidence interval.

Figure 2. Changes in serum BDNF levels in the responders and non-responders. Data was expressed
as mean and standard error.
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Table 5. Interaction analysis between the two groups (Change from BDNF 0).

Estimate 95% CI Standard Error t-Value
Adjusted
p-Value

Group BDNF 2 0.015 −0.464, 0.494 0.249 0.060 0.95

Group BDNF 4 0.338 −0.140, 0.817 0.249 1.356 0.17

Group BDNF 8 0.851 0.372, 1.330 0.249 3.413 <0.001 *
ANOVA (global test’s p-value for interaction analysis in mixed effect model = 0.0025 *). The adjusted p-value was
calculated by a mixed effects model adjusted for age and sex. CI means confidence interval.

Figure 3. Changes in serum BDNF levels in the responders (red column) and non-responders
(blue column). Data was expressed as mean and standard error. ANOVA (global test’s p-value for
interaction analysis in mixed effect model; * p = 0.0025.

4. Discussion

The results of the current study showed that serum BDNF concentrations increased
significantly after 8 weeks in the paroxetine, escitalopram, and duloxetine response groups,
but not after 2 or 4 weeks. However, serum BDNF concentrations did not increase at
any point in time in the non-response group. We also found that serum BDNF levels at
week 0 (baseline) did not statistically differ between the responder group and the non-
responder group.

Previous studies have reported that serum BDNF concentrations increased during
antidepressant treatment [33,34,47,48]. However, the duration of the response and the
type of drug used varied. In particular, selective serotonin receptor inhibitors (SSRIs) and
serotonin-norepinephrine receptor inhibitors (SNRIs) have been shown to increase serum
BDNF levels after 8 weeks of treatment [34,47,49]. The current study examined serum
BDNF concentrations after 8 weeks of paroxetine or milnacipran (an SNRI) treatment and
found that serum BDNF concentrations after 8 weeks significantly increased in the group
of patients who had responded to paroxetine or milnacipran treatment, while serum BDNF
concentrations after 4 weeks were unchanged with treatment with both antidepressants.
In contrast, there was no change in serum BDNF concentrations in the group of non-
responders. In the second set of 35 untreated patients, the serum BDNF concentration
after 8 weeks of treatment with paroxetine, duloxetine, or escitalopram was significantly
increased, while the serum BDNF concentration after 2 or 4 weeks of treatment was
unchanged in the response group. Taken together, 8 weeks may be necessary for serotonin
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reuptake inhibitors to increase serum BDNF in the responder group. Our current study
demonstrated that mirtazapine, a different class of SSRI or SNRI, could increase serum
BDNF at week 4 in the responder group [50]. Thus, mirtazapine might have a rapid effect
on the increase in serum BDNF. In a study of sertraline, venlafaxine, and escitalopram,
elevation in the serum BDNF level was observed at 5 weeks and 6 months post-dose in the
sertraline group and at 6 months post-dose in the venlafaxine group, whereas no change
was observed in the non-responder group at any point in time. In contrast, the escitalopram
group showed no increase in serum BDNF after 6 months [51]. Taking these findings into
account, the changes in serum or plasma BDNF seem to be inconsistent. The one important
reason for this inconsistence might be a heterogeneity of MD.

A decrease in serum BDNF levels in the early phase of SSRI treatment may be asso-
ciated with a later SSRI response in adolescents with MD [39]. A previous report demon-
strated that responders to treatment (≥50% improvement in depression ratings) had higher
pre-treatment BDNF levels than did non-responders [52,53]. On the other hand, we found
that baseline serum BDNF did not differ between the groups. A possible explanation is that
baseline serum BDNF levels vary between patients (Figure 4a,b). If we confirm the result
using a larger sample, serum BDNF levels the in non-responder group might be higher than
in the responder group. In short, this might be a type II error. A study reported that plasma
BDNF was not significantly changed after 1–2 days of single ketamine administration com-
pared to placebo, which does not support the hypothesis that ketamine treatment increases
BDNF plasma levels in patients with MD [54]. Another report demonstrated that BDNF
was significantly elevated for only 1 week following the first ketamine infusion in those
classified as responders [43]. No correlations were found between plasma BDNF levels
and response to venlafaxine and paroxetine treatment at week 10 in patients with MD [55].
Treatment with venlafaxine for 4 weeks decreased serum BDNF levels, whereas treatment
with mirtazapine for 4 weeks increased serum BDNF levels in patients with MD [56]. Treat-
ment with mirtazapine for 12 weeks increased serum BDNF levels, which is associated
with its response [57]. Based on these findings, the relationship between antidepressants,
duration of treatment, and treatment response is also inconsistent and complicated.

We previously reported that early changes in serum BDNF levels (from week 0 and
week 4) did not predict the response to treatment with SSRIs [58]. A recent systematic
review and network meta-analysis found a significant effect of antidepressants on in-
creased BDNF levels [standardized mean difference (SMD) = 0.62; 95% confidence interval
(CI) = 0.31–0.94, Z = 3.92, p < 0.0001] [39]. Increases in BDNF levels over time were also
associated with significant decreases in HAMD scores (SMD = 2.78, 95% CI = 2.31–3.26,
Z = 11.57, p < 0.00001). The review also reported that SNRIs showed higher effect sizes than
SSRIs (0.92 vs. 0.68). In addition, four antidepressants were analyzed separately for their
role in increasing BDNF levels. Among these, only sertraline showed a significant increase
in BDNF levels after treatment (SMD = 0.53, 95% CI = 0.13–0.93, Z = 2.62, p = 0.009), while
venlafaxine, paroxetine, and escitalopram did not. In any case, a follow-up study with a
large sample and a uniform protocol is needed regarding antidepressant treatment and
changes in serum or plasma BDNF in MD.

Furthermore, it has been reported that electroconvulsive therapy (ECT) also could alter
serum BDNF levels in MD patients [59–63], but other reports did not produce the same find-
ings [64,65]. Repetitive transcranial magnetic stimulation (rTMS) also increases serum BDNF
levels [66–70]. Taken together, the BDNF pathway is a common pathway for antidepressants,
ECT, and rTMS to improve depressive symptoms, which is no longer controversial.

In the current study, antidepressants generally had a significant effect on the increase in
serum BDNF levels after 8 weeks. Our prospective study of serum BDNF concentrations in
a relatively small number of patients demonstrated that antidepressant-responsive patients
had the first significant increase after 8 weeks of treatment, while non-responders showed
no change at any point in time. These results are consistent with those of Zhou et al. [39] and
did not contradict our previous report demonstrating that early changes in serum BDNF
levels (from week 0 and week 4) did not predict the response to treatment with SSRIs [57].
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Another systematic review and meta-analysis reported that peripheral measurements
of BDNF are inadequate predictors of treatment response in treatment-refractory MD
patients [69]. In our previous reports [71–73], catecholamine metabolites were altered after 4
weeks in the antidepressant response group, whereas BDNF was altered after 8 weeks in the
antidepressant response group in the present results. These results suggest that changes in
blood catecholamine metabolites precede changes in blood BDNF. Based on these findings,
serum BDNF may be a candidate as a predictive factor for treatment response; however, it
is difficult to predict the treatment of MD simply from BDNF changes alone. Combining
BDNF changes with other biomarkers including microRNA [74], DNA methylation [75],
proteomic markers [76], genetic information [77], and imaging findings [78] may help to
more accurately predict treatment response and prognosis.

(a) 

(b) 

Figure 4. (a) Trajectory of serum BDNF levels in each patient with responders. (b) Trajectory of serum
BDNF levels in each patient with responders.
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This study has several important limitations. The first is the flexible dose design, with
the type and dosage of antidepressants left to the discretion of the attending physician.
Second, the number of patients was small (n = 35), and we did not perform a power analysis
to determine the sample number. In addition, basal levels vary between patients, and the
levels in the same patients at different points in time is much more consistent within the
same patient (see Table 4), which might lead to the result that baseline serum BDNF levels
did not differ in both groups. If we collected larger samples of serum BDNF levels in the
non-responders, they might have been higher than in the responder group. Alternatively,
the trajectory of serum BDNF changes might be important, but not the basal levels. In any
case, further studies are required to explain this point. Third, there was no placebo group.
Another limitation is the short clinical course of the patients, who were followed up for
only 8 weeks after antidepressant administration. We are now undertaking a large-scale
study including a placebo group, with a longer duration follow-up study (considering the
above problems) to overcome these limitations. We hope to eventually establish a system
that more accurately predicts antidepressant responsiveness in MD patients using not only
serum BDNF data, but also technologies such as genomics, epigenomics, transcriptomics,
proteomics, metabolomics, and connectomes [79].

5. Conclusions

In patients with first-episode and drug-naive MD treated with antidepressants, serum
BDNF concentrations in the treatment response group increased significantly only after
8 weeks but not after 2 or 4 weeks of treatment. In contrast, no change in the serum
BDNF concentration was observed in the non-responder group at any point in time. The
difference of the changes of serum BDNF levels between the responders and the non-
responders to antidepressants might be complicated, and must be further elucidated
for each antidepressant. We believe that combined serum BDNF changes with other
information including genomics, epigenomics, transcriptomics, proteomics, metabolomics,
and connectomes could become an accurate method of prediction for drug response in MD
patients. We urgently need to establish such a system for clinical practice.
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Abstract: Involving 1 million people a year, suicide represents one of the major topics of psychiatric
research. Despite the focus in recent years on neurobiological underpinnings, understanding and
predicting suicide remains a challenge. Many sociodemographical risk factors and prognostic mark-
ers have been proposed but they have poor predictive accuracy. Biomarkers can provide essential
information acting as predictive indicators, providing proof of treatment response and proposing
potential targets while offering more assurance than psychological measures. In this framework, the
aim of this study is to open the way in this field and evaluate the correlation between blood levels of
serotonin, brain derived neurotrophic factor, tryptophan and its metabolites, IL-6 and homocysteine
levels and suicidality. Blood samples were taken from 24 adults with autism, their first-degree rela-
tives, and 24 controls. Biochemical parameters were measured with enzyme-linked immunosorbent
assays. Suicidality was measured through selected items of the MOODS-SR. Here we confirm the link
between suicidality and autism and provide more evidence regarding the association of suicidality
with increased homocysteine (0.278) and IL-6 (0.487) levels and decreased tryptophan (−0.132) and
kynurenic acid (−0.253) ones. Our results suggest a possible transnosographic association between
these biochemical parameters and increased suicide risk.

Keywords: autism spectrum disorder; brain derived neurotrophic factor; biomarkers; homocysteine;
interleukin-6; inflammation; kynurenine pathway; serotonin; suicidality; suicidal behavior; tryptophan

1. Introduction

According to the World Health Organization, approximately 1 million individuals
worldwide commit suicide each year [1]. Suicide represents one of the major topics of
psychiatric research; however, its definition varies in the literature, and there is still an
open debate over standardizing its nomenclature, particularly for elements regarding
the intentionality [2,3]. A commonly used definition for suicide is a “fatal self-inflicted
self-destructive act with explicit or inferred intent to die” [4], but that only represents a
phenomenon that lies at the extreme end of a continuum of actions that are collectively
referred to as suicidal behaviors, which also includes suicidal ideation and attempted
suicide [3,5]. In particular, suicidal ideation is described as contemplating or planning
to commit suicide, while suicide attempts are non-lethal, self-directed injurious behavior
with an intent to die [6]. Despite there being a great amount of studies in recent years
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focusing on the possible neurobiological underpinnings of suicidal ideation and behaviors,
to date, understanding and predicting suicidal attempts remains a challenge. Although a
significant number of clinical, psychosocial, sociodemographical risk factors and prognostic
markers have been proposed [7], they typically have poor predictive accuracy [8] and are
frequently unmodifiable [9]. Moreover, the prediction of suicidal attempts relies on subjective
indicators, such as patient accounts of thoughts, behavior, and family history [10–12]. For
all these reasons, the literature stresses the need for more objective indicators in order
to facilitate the development of effective techniques for prevention and intervention, as
well as the improvement in the ability of prediction, risk screening, and evaluation of
suicidality [9]. Furthermore, a better understanding of the neurobiological processes of
suicidal thoughts and behaviors are also needed to provide unambiguous knowledge of
the pathophysiology of suicide and find new treatment targets and strategies [13].

In this context, biomarkers can offer crucial information by serving as predictive
indicators, providing proof of treatment response and proposing potential targets for new
treatment approaches [6]. Biomarkers, which are broadly referred to as objective indicators
of a biological state or condition, may be quantified in a variety of ways, such as changes
in protein expression, epigenetic markers, and metabolomic alterations that can be found
in both the central nervous system (CNS) and peripheral nervous system (PNS) [14]. In
a clinical setting, biomarkers for suicidality (both ideation and attempts) may offer more
assurance regarding the diagnosis or the course of therapy rather than psychological
measures alone [6].

The recent literature has highlighted the role of neuroinflammation as a key player in
the pathophysiology of suicidality, including both suicidal ideation and behaviors [15–19];
this evidence is in line with items of research that have consistently observed central and
peripheral chronic inflammation in many psychiatric disorders [20]. In fact, regardless
of their age or gender, individuals who manifested suicidal thoughts and attempts are
reported to have higher levels of inflammation and oxidative stress markers in both the
central nervous system (CNS) and peripheral tissues [21–23]. In addition, the fact that
the stress response is significantly correlated with the immune system strongly supports
the theory that investigating inflammation could be a promising path to grasp a better
understanding of suicidality [13,24,25]. However, to date, results concerning the role
that different mediators of inflammation play in the etiopathology of suicide are still
mixed [26,27]. Numerous items of research have emphasized the link between suicidality
and inflammatory states, highlighting the presence of higher levels of proinflammatory
cytokines in the blood, the cerebrospinal fluid (CSF), and post-mortem brain [13,28–35]
of suicide attempters, indicating that cytokine activation may affect vulnerable people’s
tendency to suicide. In particular, among the cytokines, the most proposed potential markers
of suicidality are interleukin-1 beta (IL-1β) and interleukin-6 (IL-6), which have been repeatedly
shown to be elevated in the blood and the CSF of suicidal patients [17,21,36–40]. IL-6 is a
member of the proinflammatory cytokine family that not only stimulates the production
of several proteins involved in acute inflammation processes, but also plays a significant
role in human cell differentiation and proliferation [41]. Moreover, IL-6 has been linked to
the physiological homeostasis of neural tissue and to the pathogenesis of many diseases
with significant neuropathological changes [42], while other studies have suggested that
increased amounts of IL-6 may be able to modify the behavioral output from the brain and
may influence neuronal plasticity, neurogenesis, and neurotransmission, even though the
precise mechanism has not yet been clarified [43–45]. Additionally, IL-6 has been linked to
mental illnesses such as anxiety, despair, and suicide ideation [46], and numerous studies
have historically reported a correlation between IL-6 levels and suicidality both in adults
and adolescents [47–49].

379



Biomedicines 2023, 11, 1600

Numerous items of research have emphasized how the stimulation of the kynurenine
(KYN) pathway of tryptophan (TRP) degradation, caused by neuroinflammation, may lead
to an imbalance of the pathway metabolites, some of which may directly influence the
manifestation of suicidal symptoms via the regulation of glutamate neurotransmission [50].
Moreover, the stimulation of the kynurenine (KYN) pathway leads to a reduction of TRP
that ultimately causes a depletion of serotonin (5-HT) and melatonin [51], which is not
only associated with an increase in aggressive and impulsive behaviors [52] but is also
reported to be one of the major findings that differentiated biomarkers of suicide from those
of other psychiatric disorders [53,54]. Additionally, kynurenic acid (KYNA)’s enhanced
metabolism into the neurotoxic NMDA receptor agonist, quinolinic acid (QUIN), may
lead to an overactivation of the glutamatergic system, which in turn affect brain-derived
neurotrophic factor (BDNF) synthesis, with an eventual impact on neuroplasticity and
cognition [55]. Regardless of the presence of co-occurring mood disorders, higher levels of
QUIN were found in the cerebrospinal fluid (CSF) of patients who attempted suicide and
those who had suicidal thoughts [51,56] and were also correlated to a higher score on the
Suicide Intent Scale [51,57].

On the other hand, as reported by multiple twin and family studies, genetics may be
one of the variables influencing the risk of suicide [58]. In particular, the genetic component
for suicide also appears to be shared with the inheritance of psychiatric disorders [59,60],
and a recent genome-wide association study revealed an intriguing correlation between
suicide attempts and depressive symptoms, neuroticism, schizophrenia, insomnia, and
major depressive disorder [61,62]. However, it is still difficult to pinpoint the genetic
basis for suicide behaviors. To date, a variety of single nucleotide polymorphisms have
been identified as being associated with suicide in a genome-wide association study with
polygenic risk scores [63–65], but the heritability estimated from these common variants
only ranges between 4% and 4.6% [62,66], thus suggesting a complex biological background
and a potential multifactorial origin behind these behaviors.

On the other hand, results from clinical and psychopathologic studies have stressed
how one of the neuropsychiatric conditions most frequently associated with increased
suicidal risk is the autism spectrum disorder (ASD) or also subthreshold autistic traits
(AT) [67–70]. ASD is a neurodevelopmental disorder characterized by severe and pervasive
impairment in reciprocal socialization, qualitative impairment in communication, and
repetitive or odd behavior. Recently, it has been determined that autism is a disorder of
genetic [71] and neurological origin with defects in the coordinated functioning of various
brain regions [72,73]. Many studies have reported a lower synchronization of the activation
(or functional connectivity) between frontal and posterior brain regions in ASD subjects in
a wide variety of tasks [74–81], including language comprehension tasks [82]. Moreover, an
aberrant trajectory of brain development is often reported, which is consistent with autism
being a developmental condition. Many researchers have reported cortico–cortical connec-
tion abnormalities in ASD subjects, possibly caused by abnormalities in any of numerous
brain development pathways [76,82–88], and defection in the pruning of synapses during
later stages of neural development [89,90]. These abnormalities in maturational processes
are in line the observation, during the early stages of development, of larger brain sizes in
autistic patients [91,92], especially in the frontal cortex [93], and loss of cerebellar Purkinje
cells, which is correlated with the severity of social impairments [94]. Additionally, many
authors have highlighted increased brain size and white matter volumetric abnormali-
ties [95], particularly in the frontal lobes, in young children with autism [92,93], impaired
white matter connectivity, that can be assumed to be a neural substrate for socio-emotional
dysfunction in ASD, specifically for social signal interpretation in social interaction [96–98],
and reduction in the amount of white matter over adolescence and adulthood [83,99,100].
Subthreshold autistic traits have been firstly identified among first degree relatives of ASD
probands, where they are known under the name of Broad autism phenotype (BAP), a label
that stresses the possible common genetic underpinnings between different presentations
of the autism spectrum [101]. However, recent literature has highlighted how AT seem to be
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continuously distributed from the clinical to general population, being particularly frequent
among psychiatric patients with other kinds of psychiatric disorders [65,102–109], leading
to the formulation of a neurodevelopemental hypothesis for psychiatric disorders [110].
Indeed, a growing body of research is suggesting that not only ASD subjects share an
increased risk of suicidal thoughts and behaviors [95,111–118], but also that the presence
of elevated AT in non-autistic populations represent a confirmed risk factor for lifetime
suicidality [66,119–121]. However, to the best of our knowledge, no study has specifically
investigated the biochemical correlates of suicidal ideation and behaviors among adult
subjects in the autism spectrum.

In this framework, the aim of this study was to evaluate how the blood levels of 5-HT,
BDNF, TRP, and its metabolites of the KYN pathway (specifically, KYN, KYNA, and QUIN),
as well as the levels of IL-6, and of homocysteine (HCY) (as a potential marker of altered
trans-sulfuration and transmethylation pathways, eventually leading to impaired redox
balance and DNA methylation) may be associated with suicidality in a sample of adult
ASD patients, their first-degree relatives (BAP), and healthy controls (HC).

2. Materials and Methods

For the study, a sample of 24 adults with autism, their first-degree relatives, and 24
controls was recruited. A blood sample was taken from each subject and all biochemical
parameters were measured with enzyme-linked immunosorbent assays. Suicidality was
measured through selected items of the MOODS-SR questionnaire.

2.1. Recruitment Procedures

ASD subjects (ASD group) were recruited among out-patient and in-patients followed
at the Psychiatric Department of the Azienda Ospedaliera Universitaria Pisana (AOUP),
University of Pisa. In order to participate in the study, the patient group must have received
an ASD diagnosis, be aged at least 18 and not be aged below 65 years, and have no or
only milder intellectual impairment and/or language developmental alteration. During
the recruitment procedures, for each patient the participation of a parent or a sibling
was requested: the relatives’ group was labeled as the “BAP group”. Being unable to
complete the evaluations due to a linguistic or intellectual disability, having a diagnosis
of schizophrenia, a substance use disorder, a neurodegenerative disease, or any other
relevant medical or neurological disorder were the main exclusion criteria for both groups.
Additionally, BAP subjects were excluded if they had been given a DSM-5 diagnosis of
ASD or another neurodevelopmental disorder and if they were younger than 18 years old.
The HC group was recruited on a voluntary basis. Exclusion criteria for this group were the
same used for the ASD group, with the exception that subjects in the CTL groups were also
excluded if they received a diagnosis of a psychiatric disorder according to DSM-5 criteria.

Psychometric measures and a structured clinical interview were used to evaluate
each individual. A blood sample was taken from each participant in order to conduct the
biochemical assessment. All subjects received clear information about the study and had
the opportunity to ask questions before providing a written informed consent. The present
research was led in accordance with the declaration of Helsinki, and all procedures were
approved by the local ethical committee.

2.2. Psychometric Instruments

All subjects were clinically evaluated by trained psychiatrists, and the ASD diagnosis
was confirmed according to DSM-5 criteria. The Structured Clinical Interview for DSM-5
disorders (SCID-5) was employed for evaluating the eventual presence of other comorbid
psychiatric conditions. Mood symptoms and suicidality scores were evaluated by means of
the Mood Spectrum Questionnaire (MOODS-SR).
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2.2.1. The Structured Clinical Interview for DSM-5 Disorders (SCID-5)

The SCID-5 is the gold standard structured clinical interview for investigating the
presence of major psychiatric disorders according to DSM-5 [122]. It must be administered
by trained mental health professionals. It is composed of 10 independent modules; the
sequence of questions follows the order of the related diagnostic manual (DSM-5), and
the different items of each module guide the interviewer through the evaluation of the
presence of symptoms that may satisfy the diagnostic criteria.

2.2.2. The Mood Spectrum Questionnaire (MOODS-SR)

The MOODS-SR is a questionnaire designed to assess a wide range of temperamental
characteristics and mood symptoms throughout the course of a lifetime. It has 160 items
and is divided into Manic Component, Depressive Component, and Rhithmicity domains.
There are two possible answers for each item: “Yes” and “No.” The instrument’s Cronbach’s
alphas for the Italian translation ranged from 0.72 to 0.92. The MOODS-SR was used in earlier
studies to assess suicidality (with subsections for suicidal ideation and behaviors) [67,70,123],
through the instrument’s items 102 to 107.

2.3. Biochemical Evaluations

Biochemical analyses were conducted on the blood samples of all participants, which
were collected in the mornings after at least 12 h of fasting in K3EDTA vacutainer tubes or
in clot activator tubes for serum separation. Platelet rich plasma (PRP) was separated from
other blood elements by centrifuging the samples at 150× g for 15 min, at room temperature
(RT). Subsequently, platelet poor plasma (PPP) and platelet pellets were obtained by
transferring the PRP aliquots in falcon tubes and centrifuging them again at 1500× g
for 15 min, at RT. In order to obtain serum aliquots, the samples in clot activator tubes were
centrifuged only one time at 1500× g for 15 min, at RT. Finally, the obtained PRP and serum
aliquots were transferred to high-quality, low-binding protein Eppendorf Safe-Lock test
tubes, while platelet pellets remained in Falcon tubes. All these samples were maintained at
−80 ◦C until the day of the assay. All biochemical parameters were measured with enzyme-
linked immunosorbent assays (ELISA). IL-6 and BDNF levels were measured in the PPP
with sandwich ELISA kits (Picokine IL-6 assay, Boster Biological Technology, Pleasanton,
CA, USA and Biosensis, mature BDNF RapidTM, Thebarton, Australia) featuring a 96-
well microplate. All measures were performed in duplicate. The ELISA kits featured a
primary monoclonal anti-IL-6 or anti-BDNF antibody, a second biotinylated antibody, and
a streptavidin-biotin complex. Levels of HCY, 5-HT, TRP, and KYN pathway metabolites
(KYN, QUIN, KYNA) were measured through indirect competitive ELISA kits (ImmuSmol,
Bordeaux, France). All these parameters were measured in PPP, with the exception of
KYNA, which, according to the kit instruction, was measured in serum. For 5-HT, intra-
platelet levels were also measured. These kinds of ELISA kits featured microplates pre-
coated with quotes of the same analyte object of investigation; in order to perform the
competitive essay, the analyte as well as a first specific antibody were added to each well.
Subsequently, for the detection reaction, a second a second biotinylated antibody linked
to horseradish peroxidase (HRP) was added, followed by the HRP substrate, 3,3′,5,5′-
tetramethylbenzidine (TMB). Regarding HCY, due to the risk of matrix effects if measured
directly, according to the kit instruction PPP aliquots were incubated with an enzyme
reaction mixture containing the S-adenosyl-L-homocysteine hydrolase enzyme and its
substrate adenosine/dithiothreitol (DTT) before the assay, thus transforming HCY to S-
adenosyl-homocysteine. Regarding the measurement of 5-HT intra-platelet levels (ng/mL),
in order to avoid eventual biases associated with individual differences in platelet count, we
proceeded according to Bradford’s method [124], normalizing the obtained concentrations
for total proteins (mg/mL). The normalized concentrations were reported as ng/mg protein.
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2.4. Statistical Analysis

We performed an ANOVA analysis of variance in order to compare MOOD-SR total
and domain scores, as well as biochemical parameter mean levels among groups, followed
by Bonferroni post-hoc tests. Pearson correlation coefficients were calculated for measuring
the correlations between biochemical parameters and scores reported on psychometric
scales. In order to evaluate eventual biochemical parameters statistically predictive of
suicidality in the sample, a linear regression analysis was performed with the suicide
sub-scale mean scores as the dependent variable and with mean levels of biochemical
parameters as independent variables. All the analyses were performed using SPSS, version
24 (IBM Corp., Armonk, NY, USA, 2016). For biochemical assays, calibration curves and
the regression analyses were performed by means of GraphPad Prism (Version 7.0, San
Diego, CA, USA). See Figure 1.

Figure 1. Summarizing flowchart.

3. Results

Comparison of socio-demographic variables, as well as other clinical and psychopatho-
logical features of the sample, are described elsewhere [125–127]. Considering MOODS-SR
scores, the ANOVA analysis showed significant differences among groups on MOODS
Total (F = 33.62; dF = 2; p < 0.001) as well as on MOODS manic component (F = 18.13;
dF = 2; p < 0.001), depressive component (F = 35.39; dF = 2; p < 0.001), and Rhythmicity
(F = 12.74; dF = 2; p < 0.001). According to Bonferroni post-hoc tests, the ASD group
reported higher MOODS-SR totals and domain scores than the BAP group, which in turn
reported significantly higher scores than the HC group (see Table 1).
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Table 1. Comparison of MOODS-SR scores among groups.

MOODS-SR
ASD

(n = 24)
(Mean ± SD)

BAP
(n = 24)

(Mean ± SD)

CTL
(n = 24)

(Mean ± SD)
F df p

Manic
component 22.77 ± 12.20 14.32 ± 9.32 6.12 ± 5.73 18.13 2 <0.001 *

Depressive
component 34.32 ± 11.84 16.23 ± 13.73 7.79 ± 5.79 35.39 2 <0.001 *

Rhythmicity 13.00 ± 5.35 9.24 ± 5.36 5.54 ± 4.30 12.74 2 <0.001 *

MOODS total 70.09 ± 23.87 40.62 ± 24.97 19.46 ± 12.68 33.62 2 <0.001 *
* ASD > B AP > CTL; p < 0.05 (Bonferroni post-hoc test).

Suicidality scores were also significantly different among groups considering total
score (F = 14.81; dF = 2; p < 0.001), suicidal ideation score (F = 12.22; dF = 2; p < 0.001), and
suicidal behavior score (F = 8.62; dF = 2; p < 0.001). In particular, according to Bonferroni
post-hoc tests, all suicidality scores were significantly higher in the ASD group than in the
BAP and HC groups, without significant differences between the latter two (see Table 2).

Table 2. Comparison of suicidality scores among groups.

Suicidality
Sub-Scale

ASD
(n = 24)

(Mean ± SD)

BAP
(n = 24)

(Mean ± SD)

CTL
(n = 24)

(Mean ± SD)
F df p

Suicidal ideation 1.87 ± 1.73 0.54 ± 1.25 0.12 ± 0.61 12.22 2 <0.001 *

Suicidal behavior 0.50 ± 0.83 0.00 ± 0.00 0.00 ± 0.00 8.62 2 <0.001 *

Suicidality total 2.37 ± 2.24 0.54 ± 1.25 0.12 ± 0.61 14.81 2 <0.001 *
* ASD > BAP, CTL; p < 0.05 (Bonferroni post-hoc test).

Results from Pearson correlation coefficient analysis between biochemical parame-
ters and MOODS-SR scores showed significant positive correlations of IL-6 levels and
MOODS total and domain scores, with the exception of the MOODS-SR manic component.
Significant positive correlations were also reported between HCY levels and MOODS-SR
depressive component scores. Moreover, significant negative correlations were reported
between all MOODS-SR domain scores and both KYNA and TRP levels (see Table 3).

Table 3. Correlations between MOODS-SR scores and biochemical parameters levels.

Manic
Component

Depressive
Component

Rhythmicity MOODS Total

IL-6 pg/mL 0.233 0.428 ** 0.538 ** 0.422 *

HCY μM 0.119 0.283 * 0.208 0.232

5-HT (PPP) ng/mL −0.137 −0.188 −0.134 −0.178

5-HT (intra-platelet)
ng/mg prot −0.093 −0.136 −0.064 −0.120

KYN ng/mL −0.218 −0.099 −0.052 −0.146

KYNA ng/mL −0.250 * −0.398 ** −0.315 * −0.357 **

QUIN ng/mL −0.069 −0.111 −0.100 −0.104

TRP μM −0.269 * −0.259 * −0.277 * −0.294 *

BDNF ng/mL −0.021 0.017 −0.113 −0.022
* p < 0.05; ** p < 0.01.
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Regarding correlations with suicidality scores, we found that suicidality total score
and suicidal ideation scores were significantly and positively correlated with both HCY
and IL-6 levels, while they were negatively correlated with KYNA concentrations. Finally,
TRP levels were significantly and negatively correlated with all suicidality dimensions and
total scores (see Table 4 and Figure 2).

Table 4. Correlations between suicidality scores and biochemical parameters levels.

Suicidal Ideation Suicidal Behavior Suicidality Total

IL-6 pg/mL 0.476 ** 0.289 0.487 **

HCY μM 0.297 * 0.105 0.278 *

5-HT (PPP) ng/mL −0.084 −0.124 −0.105

5-HT (intra-platelet)
ng/mg prot −0.152 0.044 −0.111

KYN ng/mL −0.077 −0.215 −0.127

KYNA ng/mL −0.267 * −0.116 −0.253 *

QUIN ng/mL −0.152 −0.159 −0.171

TRP μM −0.276 * −0.294 * −0.132 **

BDNF ng/mL 0.055 0.114 0.079
* p < 0.05; ** p < 0.01.

According to the linear regression analysis, HCY levels were identified among all the
biochemical parameters as significant positive predictors of higher suicidality score (see
Table 5).

Table 5. Linear regression analysis with suicidality score as dependent variable and biochemical
parameters levels as independent variables.

b (SE) Beta t p C.I.95%

Constant −0.74 (0.55) −1.36 0.183 −1.85; −0.37

HCY μM 0.18 (0.05) 0.54 3.79 0.001 0.08; 0.28
R2 = 0.290, corrected R2 = 0.270. F = 14.33 (p = 0.001). Excluded variables: KYNA, BDNF, IL-6, 5-HT (PPP), 5-HT
(intra-platelet), TRP, KYN, QUIN.

Figure 2. Schematic representation of associations between suicidality and biochemical variables.

Our results are in line with the previous literature suggesting an involvement of
inflammation in the development and maintenance of various psychiatric disorders, in this
case suicidal behaviors.
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4. Discussion

Our results highlighted higher suicidality scores in the ASD group compared to the
BAP and HC groups, while no differences were reported between the latter. Concerning the
biochemical parameters, a significantly negative correlation between KYNA, TRP, and all
MOODS-SR domain scores, as well as a significant negative correlation between the same
parameters and suicidality scores, was highlighted. Contrarywise, we found a positive
correlation between the proinflammatory cytokine IL-6 and MOODS-SR total and domain
scores, as well as a significant positive correlation between IL-6 and suicidality and a
positive correlation between HCY and the MOODS-SR depressive component, as well as
with suicidality scores.

This evidence is in line with previous items of research that have reported an increased
suicidality risk in ASD populations [58,95,111–121]. The association between ASD and suici-
dality has long been discussed, and a number of factors contributing to the correlation have
been identified. According to the “interpersonal theory of suicide”, the social difficulties
and their consequences (such as loneliness [128,129], peer victimization [130,131], adoption
of camouflaging behaviors [132–134]), and the resulting lack of meaningful social connec-
tions, may increase the risk of contemplating suicide. A recent study that investigated the
relationship between AT and suicidality highlighted how the deficits in non-verbal com-
munication and the restricted interest and ruminations were significantly and positively
correlated with suicidality scores [67]. However, our findings, reporting similar levels of
suicidality between BAP and HC groups, partially differ from those of another study that
also highlighted increased suicidality scores mong subjects with subthreshold AT. This
difference may be explained by the more limited sample size of the current study, and/or
by the different methods of selection of the subthreshold AT traits/BAP group [70].

Results from the evaluation of the biochemical parameters highlighted a significantly
negative correlation between KYNA, TRP, and all MOODS-SR domain scores, as well as a
significant negative correlation between the same parameters and suicidality scores. KYNA
is a metabolite of the TRP metabolic system, is robustly synthesized in the endothelium,
and its serum levels correlate with homocysteine [135]. These evidences are in line with the
strong and widespread correlation between the KYN pathway and depression that has been
reported in the scientific literature, starting from its first appearance in The Lancet in 1969
with the name of the “serotonin hypothesis” [136], which claimed that the increment of TRP-
KYN pathway metabolism, caused by the activation of the hepatic TRP-pyrrolase (TDO) due
to elevated steroid levels, had a great impact on various neurological functions [137,138].
These statements have been confirmed and widened by the growing number of studies
that are reporting an alteration of the TRP-KYN metabolism in a wide range of illnesses,
including neoplastic, immunologic, neurological, and psychiatric disorders [18,139–141].
Subsequently, various studies have evaluated the levels of the KYN pathways in patients
suffering from mood disorders. In particular, a recent meta-analysis including 22 studies
reported that patients suffering from depression showed reduced levels of KYNA and KYN
and increased levels of QUIN [142]. The first evidence of a link between the dysregulation
of the KYN pathway and suicidality emerged many years later, in a study that highlighted
elevated plasma KYN levels in depressed patients who had attempted suicide compared to
patient who never attempted [143]. However, in agreement with our findings, opposite
results came from more recent studies. In particular, recent research reported a 40% decrease
in plasma TRP levels in suicidal adolescents with major depression (MDD), compared to
non-suicidal individuals with MDD and HC [144], which is in agreement with many other
studies that have linked lower peripheral TRP levels to suicide tendencies [145–147] in
vulnerable subjects. Similarly, other studies described significantly lower levels of KYNA
in the peripheral blood of depressed patients with a history of suicidal thoughts [148] and
of suicidal patients with schizophrenia [149] compared to the non-suicidal ones. In this
framework, two potential mechanisms through which the conversion of TRP to KYN may
affect depression and suicidality have been suggested [19]. One theory holds that 5-HT
production is decreased as a result of TRP depletion brought on by cytokine activation of
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IDO [150]. This proposed route is plausible given that hypofunction of the 5-HT system has
been linked to recurrent depression and suicide attempts separately [151]. The alternative
theory speculates that an increase in KYN metabolites may have a more direct impact
on the brain [152]. It is interesting to note that KYNA can also affect the tone of the
glutamatergic [153], dopaminergic [154,155], and cholinergic [156] systems, due to its
actions as an inhibitor of the α7 nicotinic acetylcholine receptor [157], as well as alter the
ability of contextual learning [158], plausibly contributing to executive functioning deficits
linked to suicidality [159,160] (see Figure 3). Moreover, KYN metabolites are known to
exhibit a wide range of bioactive properties such as oxidant, antioxidant, anti-inflammatory,
neurotoxin, neuroprotectant, and/or immunomodulating activity. Their actions depend on
the concentration and the cellular environment, and their metabolic system functions under
complex positive and negative feedback loops [161]. However, to date, the evidence on the
action of KYN metabolites are conflicting, and there is no reached consensus on them.

Figure 3. Summarizing figure on the altered KYN metabolism’s contribution to suicidality.

Moreover, our results highlighted a positive correlation between the proinflammatory
cytokine IL-6 and MOODS-SR total and domain scores, as well as a significant positive
correlation between IL-6 and suicidality. The correlation between IL-6 and the MOOD-SR
scores is in line with the growing evidence of alterations in IL-6 levels in patients with mood
disorders, especially MDD. In particular, according to three meta-analyses, subjects with MDD
have higher serum/plasma IL-6 levels than those without depression [162–164]. Many items
of research have also focused on typifying the depression, reporting significantly higher
levels of IL-6 in melancholic depression [165–167] and atypical depression [168,169], both
characterized by a severe alteration in the circadian rhythmicity pattern, thus validating
our results and highlighting a positive correlation between IL-6 and rhythmicity scores.
The correlation between IL-6 and suicidality is in line with the branch of scientific literature
reporting higher levels of proinflammatory cytokines in the blood, the CSF, and the brain
of subjects with a different kind of SB [13,26–33], leading to the suggestion that cytokine
stimulation may be involved in the development of suicidal thoughts and behaviors among
vulnerable subjects. As a matter of fact, many studies have described higher quantities
of IL-6 in the serum and CSF of patients exhibiting suicidal tendencies [47] as well as in
children with suicidal tendencies prior to pharmaceutical treatment [49]. Increased levels
of IL-6 have been linked to both current and past suicidal tendencies [48], confirming our
results (See Figure 4).
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Figure 4. Summarizing figure on the altered IL-6 level’s contribution to suicidality.

Lastly, our analysis reported a positive correlation between HCY and MOODS-SR
depressive component as well as with suicidality scores. Our results are in line with
previous research, which reported a substantial correlation between HCY and depres-
sion [170–173] but also identified HCY plasma levels as risk factors for the development
of depression [174,175]. This evidence has been recently supported by a meta-analysis
that included 46 observational studies [176]. In addition, HCY has been recently linked
to suicide risks among patients with depression [177]; this result is in line with our data,
which suggested a possible link between HCY levels and suicidality also among subjects
in the autism spectrum. One of the possible mechanisms through which HCY levels may
be involved in mood balance was hypothesized to lie in the excitatory function of HCY,
which leads to an increase in the glutammatergic neurotransmission and, as a result, a
calcium influx that has neurotoxic effects, ultimately leading to a greater instability of the
affective symptomatology [178,179]. Moreover, a few community-based investigations
highlighted a correlation between HCY concentrations and the severity and course of
depression symptoms [180–183], also linking it with an increase in hostility and aggression
and even by psychotic symptoms [184–187]. All this evidence seem to support the hypoth-
esis arising from our results of the existence of a correlation between plasma levels of HCY
and suicidality (See Figure 5).

Figure 5. Summarizing figure on the altered HCY level’s contribution to suicidality.

In this framework, research on microbiota has recently gained increasing importance
in the field of psychiatric disorder etiopathogenesis. In fact, a rising body of evidence
suggests that gut flora and depression are intimately related, and that gut microorganisms
may interact with the brain via peripheral inflammation [188–192]. Moreover, intestinal
and mucosal layer thinning increases microbiota transmission to the brain and may result
in chronic, low-grade inflammation, which is seen in many psychiatric disorders [193].
Furthermore, microbiome composition was examined in the context of reported sleep issues
because chronic fatigue has been linked to dysbiosis [194] and insomnia is considered a risk
factor for suicidal behaviors [195,196]. Additionally, it has been proven that BDNF in the
amygdala and hippocampus, as well as other peripheral and central nervous system events,
such as cytokine production, short chain fatty acid release, and microglial maturation and
activation, are all influenced by microbe–brain interactions [197,198].
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Interestingly, the link between the gut microbiota and inflammation and immuno-
logical response has been the subject of extensive research, and numerous studies have
demonstrated that the balance between pro- and anti-inflammatory responses in the gut is
directly influenced by the gut flora [199]. The so formulated leaky-gut hypothesis describes
how the connection between the gut microbiota, CNS, and the periphery leads to a vicious
loop that activates inflammatory responses [200], and one of the proposed pathways for the
induction of depressive symptoms by pro-inflammatory cytokines include the activation of
the enzyme indoleamine 2,3-dioxygenase (IDO), which promotes the metabolic conversion
of TRP into KYN [201]. On the other hand, altered KYN/TRP ratio and plasma levels of
KYN have been positively linked to the severity of depressive symptoms, the latter also
being correlated with suicidality [202], thus suggesting a possible role of microbiota as a
marker of suicidal behaviors.

In this framework, our findings suggest, in line with previous studies, that we recon-
sider the importance of inflammation in the pathogenesis of mental illnesses, in particular
the involvement of HCY, the TRP metabolism, and the interleukins system. On the other
hand, further research should broadly investigate those alteration in all its pathways and
branches. Further research investigating biochemical correlates should move forward ac-
knowledging the potential existence of intertwined relationships between various systems
and metabolic pathways, as well as between central and peripheral systems, in shaping
suicidal behaviors in all their spectrum of manifestations. Our results also suggest the
utility of metabolomics/proteomics approaches in this field of research, which could take
into account multiple variables and metabolic signatures. Expanding the research in this area
while learning more about the physiological correlates of suicide behaviors may increase the
ability to identify useful risk factors and ultimately reveal potential novel therapy targets.

5. Limits and Further Directions

Some limitations should be considered in this study. Firstly, the results’ applicability is
limited by the small sample size. Additionally, the cross-sectional design of the study did
not allow making inferences about possible temporal or causal relationships between the
variables. Moreover, there was no information on the dietary status of the subjects, which
may have a big impact on TRP levels and metabolism. In addition, the instruments used in
the study were self-reported, and as a consequence subjects may have over- or underesti-
mated their symptoms. Finally, this study lacks an investigation of the microbiota activity,
which, considering that the bioactivity of the microbiota directly influences serotonin, KYN,
and TRP levels, could be of relevance in this context.

Globally, a further in-depth understanding of the pathophysiological mechanisms
underlying suicidal thoughts and behaviors is still required, and a special focus should be
dedicated to research potential mediators and regulators of the inflammatory response that
increase susceptibility or resilience to suicide [34], aiming to develop efficient panels of
various biomarkers that could open to a new approach to treatment of suicide with novel
treatment targets [187].

Literature regarding the possible therapeutic use of these correlates is still scant. Mean-
while, the possible involvement of glutammatergic routes as well as inflammatory processes
in the pathophysiology of psychiatric disorders may eventually promote alternative targets
for pharmacotherapy, eventually with a modulatory action on inflammation and glummate
pathways [188]. However, further studies are needed in this field.

6. Conclusions

In conclusion, although preliminary, our findings confirm the link between suicidal-
ity and ASD and provides more evidence regarding the association of suicidality with
increased HCY and IL-6 levels as well as with decreased TRP and KYNA ones. These
biochemical findings, previously reported by studies among patients with other kinds
of disorders, are confirmed herein also among patients in the autism spectrum, further
stressing their association with increased suicide risk. Our results also suggest the utility
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of metabolomics/proteomics approaches in this field of research, which could take into
account multiple variables and metabolic signatures. This highlights the need not only
to reconsider the importance of inflammation in the pathogenesis of mental illnesses, in
particular the involvement of HCY, the TRP metabolism, and the interleukins system,
but also to spread the investigation considering these alterations in different metabolic
pathways and branches. Future studies should take into account the possible role that
metabolic pathways and systems, as well as the interactions between the central nervous
system and peripheral systems, may have in influencing suicidal behavior in all of its forms.
The ability to identify meaningful risk variables may improve with further studies in this
field, also deepening our understanding regarding the pathophysiological correlates of
suicide behaviors, which may ultimately offer possible innovative therapeutic targets.
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Abstract: Low back pain is one of the main causes of motor disabilities and psychological stress, with
the painful process encompassing sensory and affective components. Noxious stimuli originate on
the periphery; however, the stimuli are recombined in the brain and therefore processed differently
due to the emotional environment. To better understand this process, our objective was to develop a
mathematical representation of the International Association for the Study of Pain (IASP) model of
pain, covering the multidimensional representation of this phenomenon. Data from the Oswestry
disability index; the short form of the depression, anxiety, and stress scale; and pain catastrophizing
daily questionnaires were collected through online completion, available from 8 June 2022, to 8 April
2023 (1021 cases). Using the information collected, an artificial neural network structure was trained
(based on anomaly detection methods) to identify the patterns that emerge from the relationship
between the variables. The developed model proved to be robust and able to show the patterns and
the relationship between the variables, and it allowed for differentiating the groups with altered
patterns in the context of low back pain. The distinct groups all behave according to the main finding
that psychological and pain events are directly associated. We conclude that our proposal is effective
as it is able to test and confirm the definition of the IASP for the study of pain. Here we show that the
fiscal and mental dimensions of pain are directly associated, meaning that mental illness can be an
enhancer of pain episodes and functionality.

Keywords: lower back pain; mental illness; pain catastrophizing; artificial intelligence (AI); motor
disability; pain perception; affective components; central nervous system; emotions; peripheral
nervous system; sensation

1. Introduction

In several countries, low back pain is referred to as the major source of musculoskeletal
complaints, with a high impact on health and the economy due to the limitations and
disability it imposes on individuals and their need for healthcare and absenteeism from
work [1]. The process that leads to the perception of pain is a complex succession of
peripheral and central neural system activities, including modulation at different levels.
Despite the essentially peripheral origin of low back pain, its cause is not identified in
85% of the cases [1,2]. The pain process encompasses sensory, cognitive, and affective
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components [3], with this last component including feelings of annoyance, sadness, anxiety,
and depression in response to a harmful stimulus [4]. Brain activity in patients with low
back pain for two months showed activation in the insular cortex, thalamus, anterior
cingulate cortex, and prefrontal cortex.

For over a decade, it has been noted that those who suffer from long-term lower
back pain exhibit activity in certain areas of the brain, specifically the perigenual anterior
cingulate and medial prefrontal cortexes, as well as the amygdala [3,4]. This implies that as
acute pain becomes chronic, there may be a shift towards emotional pathways instead of
just sensory ones. Furthermore, the experience of pain, as well as anxiety and depression,
is often intertwined with the idea of suffering [5]. The association of pain with the subjects’
psychological state has been investigated [6–8], and there seems to be a consensus that
psychological and social factors are fused in biopsychosocial processes that characterize
chronic pain [9].

In recent years, there has been a growing recognition of the close relationship between
pain and mental illness [10,11]. It has become increasingly clear that mental health con-
ditions, such as depression, anxiety, and stress, can significantly influence the experience
and perception of pain [10]. Conversely, chronic pain can also have a profound impact on
mental well-being, leading to increased levels of psychological distress and impairment [6].
Recent studies elucidate those different types of chronic pain conditions such as fibromyal-
gia and low back pain and chronic pain conditions from underlying medical conditions
such as post-trauma, neuropathic, and musculoskeletal pain have distinct pathogenic
pathways [12,13]. So perhaps chronic back pain is best understood in the framework of
pain perception, including cognitive, emotional, and social components; therefore, the
association of mental health and pain perception appears to be a logical association [13,14].
Understanding and addressing this intricate relationship between mental illness and pain
is crucial for providing comprehensive and effective care to individuals experiencing pain.

As of 2020, the meaning of pain has been redefined by the International Association for
the Study of Pain (IASP). According to the new definition, pain is an unpleasant sensory and
emotional experience associated with or similar to that associated with actual or potential
tissue damage [10]. Those who have extensive knowledge in pain-related fields, including
clinical and fundamental science, decided on the model by examining existing definitions
and annotations and deciding whether they still apply or need modification. Although it
seems to be very well accepted in the community, a global multivariate model can provide
more robust support for what is currently the most accepted definition. If such a model
considers, with the respective weights, the interaction of a set of variables involved, this
multivariate phenomenon will certainly be better understood, and consequently, more
accurate and adequate diagnostic and therapeutic tools will be developed.

To gain a deeper understanding of the complex interplay between mental illness and
low back pain, researchers have turned to mathematical modeling and artificial intelligence
as powerful tools [15–18]. Machine learning and deep learning algorithms offer the ability
to analyze small and large numbers of data and discover hidden patterns and associations
that may not be evident through traditional statistical approaches [19,20]. One of the main
advantages of using artificial intelligence to study the relationship between mental ill-health
and low back pain is its ability to capture and analyze multiple dimensions of pain [21].
Traditional research methods often focus only on the physiological aspects of pain, such as
measuring pain intensity or identifying biomarkers. While these aspects are undeniably
important, they provide only a partial understanding of the pain experience [18,22].

Mathematical modeling can provide a more comprehensive representation of pain by
integrating functional, psychological, and emotional factors into the analysis, and artificial
intelligence algorithms allow researchers to analyze complex and heterogeneous data and
can help identify patterns and relationships between variables, determining the relationship
between low back pain and its interaction with mental illness [23–26]. Pain is a subjective
experience, the evaluation of which depends largely on self-reported measures. These
measures often include questionnaires, surveys, and diaries to capture people’s perceptions,
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emotions, and behaviors related to pain. AI algorithms can process and analyze these data
sources, generating meaningful insights and identifying patterns that help understand how
pain and mental illness relate to and affect an individual’s quality of life [27].

In order to improve understanding of the link between low back pain and psycho-
logical conditions, and to aid in better assessment and decision-making by healthcare
professionals, artificial intelligence has shown great efficacy [20]. Artificial intelligence
algorithms can analyze behavioral, language, and emotional functional patterns captured
in digital data, such as text messages, social media, or electronic health records, and identify
indicators of emotional pain and distress [28]. This information can be used to develop low
back pain tracking tools and continuous monitoring for more timely and individualized
interventions.

Therefore, the aim of the current study was two-fold: (i) to develop a mathematical
representation based on a multivariate model to elucidate the relation between low back
pain and biopsychosocial aspects and (ii) to identify subpopulations that present deviations
from the pattern that emerged. We hypothesize that it is possible to test the IASP concept
of pain through a mathematical representation (evidencing its coherence) and that there
is a strong relationship between mental health and the way the subject copes with the
experience of pain and its functional consequences.

2. Materials and Methods

Details of the study design are presented, including methodological approaches that
we use to analyze the complex interactions of low back pain phenomena and try to un-
derstand the underlying patterns and relationships, with the auxilium of mathematical
modeling and the algorithms of artificial intelligence [28–30]. The methodological design of
our study allows us to provide a comprehensive view of the research process and aims to
ensure the validity and reliability of the results obtained. With targeted methods, we intend
to expand our knowledge in this field, advancing our understanding of the interaction
between low back pain and mental illness [20].

This was a cross-sectional observational study approved by the ethics committee of
the School of Health of the Polytechnique of Porto (CE0092B), and the study objectives
and procedures were developed and conducted in accordance with the guidelines of the
Declaration of Helsinki. Volunteers consented to participate in the study through their
informed consent form. The sample consisted of 1.021 young adults (73% females), aged
between 18 and 35 years (24.68 ± 1.5 years, height 167.9 ± 0.1 m, and weight 65.8 ± 3.5 kg).
The exclusion criteria were <18 years old, >35 years old, or not completing the survey. The
research involved the Center for Rehabilitation and Research (CIR) of the Higher School of
Health of the Polytechnic of Porto and the Laboratory of Biomechanics of the University of
Porto (LABIOMEP).

2.1. Data Collection

The survey focusing on the relation of low back pain with psychological variables in
young adults was created with Lime Survey version 3.28.56 + 230404, an online survey
application software written in pre-processed Python text. Data were collected through
online auto-completion on the Lime platform in the period from 8 June 2022, to 8 April
2023. The link to access the survey was disseminated through the institutional emails of the
Polytechnic of Porto and the University of Porto to the entire academic population and also
in social networks. Participants provided information related to gender, mass, age, height,
sociodemographic information, the existence of medical diagnosis of psychiatric disorder,
and the frequency of episodes of low back pain in six weeks.

2.2. Instruments

The Oswestry disability index I [31] was used in the survey as a specific instrument
that measures the impact of back pain on daily living activities (particularly regarding pain
intensity, lifting weights, social interaction, sitting, standing, traveling, sex life, sleeping,
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walking, and caring). It is composed of 10 questions with 6 alternatives (each ranging
in scores from 0 to 5). The first question assesses the intensity of pain, while the others
score the pain impact on daily activities (such as personal care, lifting weights, walking,
sitting, standing, sleeping, social activities, and mobility). The total score is multiplied by
the number of questions answered and then multiplied by 5, with the result expressed as a
percentage ([score ÷ (number of questions answered × 5)] × 100). The scores are classified
as minimal, moderate, and severe disabilities (0–20, 21–40, and 41–60%, respectively);
disabled (61–80%); and bedridden (81–100%).

The short form of the depression, anxiety, and stress scale [32] was also used (including
21 items) and was designed to assess depression, anxiety, and stress domains (each one
being represented by 7 items). Participants rated each item on a 0 (“did not apply to
me at all”) to 3 (“applied to me very much or most of the time”) scale. Each domain is
represented by a subscale score (the sum of the item responses for that subscale multiplied
by two to be comparable with the original 42-item depression, anxiety, and stress scale).
This instrument was previously validated and considered reliable [32], with a high score
representing worse depression, anxiety, or stress. Cut points for normal, mild, moderate,
severe, and extremely severe score classification, based on population norms, are provided
in its manual. Classification symptoms are rated as 0–10 (normal), 11–18 (mild), 19–26
(moderate), 27–34 (severe), and 35–42 (extremely severe) for stress; 0–6 (normal), 7–9
(mild), 10- 14 (moderate), 15–19 (severe), and 20–42 (extremely severe) for anxiety; and 0–9
(normal), 10–12 (mild), 13–20 (moderate), 21–17 (severe), and 28–42 (extremely) severe for
depression.

Pain catastrophizing daily [33] is a questionnaire with 14 points that aims to assess
disasters in the last 24 h, whose items were also rated by our participants on a scale of 0
(“never”) to 4 (“always”). The total score was calculated as the sum of the item responses
(range 0–56), with higher scores representing greater catastrophizing of pain. The use of
the daily catastrophe questionnaire may lead to greater analytical accuracy in research,
health tools and platforms, and studies of psychosocial diaries that seek to understand the
adaptive mechanisms of pain.

2.3. Anomaly Detection Structure

Anomaly detection refers to the problem of finding data patterns that do not conform
to the expected behavior [23]. In the current research, a dataset of 1.021 volunteers was
used to model the relationship patterns between the low back pain-related variables. An
artificial neural network structure with two hidden layers was trained, with each of the
hidden layers including tangent hyperbolic transfer and a logistic sigmoid with 20 neurons,
and fully connected (Figure 1). The input layer was composed of socioanthropometric
dimension-related variables (age, sex, body mass, height, and body mass index) and data
from the Oswestry disability index I [31]; depression, anxiety, and stress scale [32]; and
pain catastrophizing daily [33] questionnaire scores. The output layer contained the same
information but with a randomized subject order. The output space consisted of a “1” or “2”
binary classification, indicating “no change” and “change” in the general functional profile
(respectively). The learning algorithm used was Bayesian regularization. The dataset was
randomly split into 80% of samples for training and 20% for testing.

Figure 1. Used artificial neural network structure.

After 727 epochs, a mean square error performance value of 0.001 was obtained. The
accuracy achieved after training equals R = 0.9903, 0.9625, and 0.9846 in training, in the
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test, and for all samples (respectively). Then, data of all subjects were simulated using
the model obtained, and the estimates were compared with the real data through a single
linear regression, where the target was the dependent variable and the output was the
independent variable.

Subsequently, three subgroups were created, determined by the position of the R in
relation to the 25th and 75th percentiles (the first formed by subjects with values < 25th
percentile; the second, from 25th to 75th percentiles; and the third, >75th percentile). Since
data did not show a normal distribution, the between-group comparison was performing
using the Kruskal–Wallis test (with the pairwise comparison conducted using the Mann–
Whitney U test adjusted with the Bonferroni correction).

3. Results

The model seems to capture some interesting differences between the groups (Figure 2),
showing a relationship between the variables of number of lower back pain events in a
6-week period (p = 0.001), medical diagnosis of lower back pathology (p = 0.002), ODI
(p = 0.001), age (p = 0.030), and anthropometric data and correlated with the psychological
variables, stress (p = 0.001), anxiety (p = 0.001), depression (p = 0.001) and catastrophizing
in the last 24 h in episodes of low back pain (p = 0.001). The results are expressed as the
multiplication factor (MF) of each condition that is multiplied by the constant value (as
mean) of each variable.

Figure 2. Comparison of different variables among the three subgroups, with the variable names
being followed by the value to be multiplied by the multiplication factor. Legend: stress (DASS
Stress), anxiety (DASS Anxiety), depression (DASS Depression) scale short; pain catastrophizing
daily (PCS-D); and Oswestry disability index (ODI).

Statistical Analysis

Table 1 shows the difference between groups and effect size regarding each variable,
followed by median and interquartile range values. The GPower 3.1.7 software (University
of Kiel, Kiel, Germany) was used to calculate the effect size (ES) and determine the power
of analysis using the Mann–Whitney U, followed by Cohen’s d criterion (small: >0.2;
moderate: >0.50; large: >0.80) [34]. No differences were found between groups regarding
body mass, height, gender, or mental illness diagnosis. Lumbar pathology was higher
in group 1 than in group 3 (p < 0.001) and in group 2 than in group 3 (p = 0.039), and
low back pain events presented a similar behavior, i.e., group 1 > 2 (p = 0.001) and group
1 > 3 (p = 0.003). The psychological variables differed between groups, with stress being
higher in group 1 than in group 2 and in group 1 than in group 3 (both for a p < 0.001);
anxiety being higher in group 1 than in group 3 (p < 0.001), in group 1 than in group
2 (p < 0.001), and in group 2 than in group 3 (p = 0.031); depression displaying higher
values in group 2 than in group 3 (p = 0.019), in group 1 than in group 3 (p < 0.001), and
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in group 1 than in group 2 (p < 0.001); and pain catastrophizing daily showing the results
of group 1 > 2 and group 1 > 3 (both for a p < 0.001) due to its epistemological proximity.
Given that psychological variables are factors that can exacerbate pain, the higher Oswestry
disability index I values in group 1 than in 3 (p = 0.050), showing a mild difficulty in lumbar
functionality, are not surprising.

Table 1. Comparison of different variables among the three subgroups. Legend: Cohen’s d test
value; stress (DASS Stress), anxiety (DASS Anxiety), depression (DASS Depression) scale short; pain
catastrophizing daily (PCS-D); Oswestry disability index (ODI); group 1 (G1); group 2 (G2); group 3
(G3), * has binary values described in the results session, p-value, and Cohen’s d test value.

Variables Comparison p d

Age

G1–22 (8)
G2 0.322 1.494
G3 0.000 0.212

G2–22 (8)
G1 0.322 1.494
G3 0.008 0.179

G3–21 (5) G1
G2

0.000 0.212
0.008 0.179

Body mass

G1–62 (21)
G2 0.012 1.503
G3 0.001 0.301

G2–63 (16)
G1 0.012 1.503
G3 0.437 0.191

G3–60 (12)
G1 0.001 0.301
G2 0.437 0.191

Height

G1–167 (11)
G2 0.801 1.403
G3 1.000 0.177

G2–165 (12)
G1 0.801 1.403
G3 1.000 0.054

G3–165 (12)
G1 1.000 0.177
G2 1.000 0.054

Gender

G1 *
G2 1.000 0.041
G3 1.000 0.138

G2 *
G1 1.000 0.041
G3 1.000 0.034

G3 *
G1 1.000 0.138
G2 1.000 0.034

Mental
illness diagnosis

G1 *
G2 0.054 0.111
G3 0.060 0.158

G2 *
G1 0.054 0.111
G3 1.000 0.033

G3 *
G1 0.060 0.158
G2 1.000 0.033

Lumbar pathology diagnosis

G1 *
G2 0.041 1.421
G3 0.000 0.200

G2 *
G1 0.041 1.421
G3 0.142 0.136

G3 *
G1 0.000 0.200
G2 0.142 0.136
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Table 1. Cont.

Variables Comparison p d

LBP events

G1–4 (9)
G2 0.000 1.469
G3 0.000 0.260

G2–4 (4)
G1 0.000 1.469
G3 0.028 0.280

G3–4 (4)
G1 0.000 0.260
G2 0.028 0.280

DASS—stress

G1–14 (16)
G2 0.000 1.686
G3 0.000 0.517

G2–10 (10)
G1 0.000 1.686
G3 0.015 0.424

G3–10 (8)
G1 0.000 0.517
G2 0.015 0.424

DASS—anxiety

G1–8 (12)
G2 0.000 1.677
G3 0.000 0.506

G2–4 (6)
G1 0.000 1.677
G3 0.021 0.413

G3–2 (8)
G1 0.000 0.506
G2 0.021 0.413

DASS—depression

G1–12 (20)
G2 0.000 1.757
G3 0.000 0.596

G2–6 (10)
G1 0.000 1.757
G3 0.001 0.510

G3–6 (8)
G1 0.000 0.596
G2 0.001 0.510

PCS-D

G1–2 (15)
G2 0.000 1.523
G3 0.000 0.326

G2–1 (8)
G1 0.000 1.523
G3 0.000 0.218

G3–1 (5) G1
G2

0.000
0.000

0.326
0.218

ODI

G1–10 (18) G2
G3

0.015 1.416
0.000 0.193

G2–10 (16)
G1 0.015 1.416
G3 0.036 0.072

G3–8 (10) G1
G2

0.000
0.036

0.193
0.072

These findings provide valuable information about the factors that contribute to low
back pain in young adults and emphasize the importance of considering physiological and
psychological aspects in understanding and managing this condition.

4. Discussion

Pain and mental illness together should be part of an integrated treatment approach.
It should involve a multi-professional team, with a combination of physical interventions,
such as exercise, physical therapy, medication to manage pain, and psychological inter-
ventions, to address the mental status and improve the functional status [22]. Therefore,
research in this area, with the aid of multivariate models, is of great importance, as it
allows the identification of risk and protection factors associated with pain and mental
illness. These include genetic, environmental, psychosocial, and behavioral factors that
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may influence the development of these conditions. Understanding these factors enables
the implementation of more effective preventive strategies and the development of targeted
interventions, playing an important role in reducing the stigma associated with these
conditions [35–37].

The mathematical modeling we used in our study can lead to advances in the de-
livery of care from all areas of healthcare. Using effective screening artificial intelligence
algorithms, unusual patterns in the frequency, intensity, or duration of low back pain over
time can be identified, which is useful for identifying episodes of severe acute pain or
significant changes in pain patterns. This can be applied to identify specific activities,
postures, or movements that lead to a significant increase in pain [29,38]. This information
can help identify behaviors or situations that should be avoided or changed to improve
pain management, and thus identify triggers associated with low back pain episodes and
their physical and mental functions.

We found evidence of a relationship between the repetition of traumatic events and
physical and mental functioning, particularly stress, anxiety, and ultimately depression.
According to the literature and the data obtained in this study, the repeated experience of
pain can have a significant impact on a person’s daily functioning and can also increase the
risk of developing or worsening depressive symptoms [30,39]. Recurrent or persistent pain
can limit a person’s ability to carry out daily activities, such as work, exercise, socializing,
and self-care. In the case of persistent pain, it can affect sleep, energy, mood, and quality
of life, leading to symptoms of depression [20,31]. Mental and emotional health plays a
significant role in the experience and perception of pain, and addressing these aspects can
bring substantial benefits to patients [26,38]; thus, this study has significant potential by
exploring the direct relationship between musculoskeletal pain and mental ill-health.

Considering that pain is an unpleasant sensory and emotional experience associated
with (or resembling) actual/potential tissue damage, there should be quantifiable emotional
variables that allow transcribing it into a mathematical model. Moreover, due to the sensory–
motor nature of this phenomenon, movement measures or scores should be included in the
model. Data from human movement biomechanical variables are commonly heterogeneous
and form a large volume of information, making it difficult to treat them using inferential
statistics. However, advanced analytical techniques used to evaluate informative data
features and model underlying relationships that cannot be treated with traditional statistics
can increase the research quality [29,40]. For a more global understanding of low back pain
multivariate phenomena, widely used artificial intelligence tools [41] should be employed.
Aiming to mathematically represent the IASP [10] definition of pain using an artificial
neural network approach, based on the current study results, we advocate that it is possible
to mathematically model and represent it.

The mathematical model that we have presented processed information from 1.021 vol-
unteers allowing us to assess the linear and nonlinear relationships between variables that
construct the phenomenon. It showed a very robust final performance and identified
the subpopulations that presented deviations from the pattern in the context of low back
pain and biopsychosocial aspects [29,41]. The relationships between the variables that
emerged from this model can be seen in the group profiles. An interesting fact in the group
< 25th percentile is that the lumbar pathology diagnosis is closely linked to the depression,
anxiety, and stress scale-related variables [32]; pain catastrophizing daily [33]; and low back
pain events, promoting a slight functional incapacity of the individual. It seems that this
functional incapacity makes it difficult for individuals to carry out their usual activities [24],
eventually leading to social isolation and having a major negative effect on individual
well-being.

The current study results show an interdependence of variables, meaning that, for
example, our oldest group also has a higher prevalence of diagnosis of lumbar problems
and low back pain flares, as well as scoring worse on depression, anxiety, and stress scale
and pain catastrophizing daily and Oswestry disability index I surveys. However, our data
cannot give a good explanation about the underlying mechanism, i.e., if the low back pain
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flares lead to worse psychological variables or if the psychological impairment leads to
perception and aggravation of the pain (leading to seeking medical diagnosis).

The relationship between low back pain, psychological distress, and mild functional
disability observed by us is in line with previous data that identified high levels of pain
intensity associated with poor psychological and physiological capacity and high levels
of anxiety and depression [42]. Based on the current study results and on the literature,
it is possible that the mental disorder in low back pain may be a predictor of reduced
functionality [32,43] and to hypothesize that individuals with a medical diagnosis of lower
back pathology have a higher number of lower back pain episodes over a six-week period
and higher levels of pain catastrophizing.

Our data are in line with a study with 84 patients with rotator cuff tears that were
evaluated for the presence of differences in pain, function, and/or psychological distress
associated with pain and analyzed for the association between psychological distress
with shoulder pain and function during adjustment for cuff tear severity [43]. Results
demonstrated that baseline psychological distress is related to patients’ pain and shoulder
function more than the diagnosis of rotator cuff tears, suggesting that the size and severity
of the lesion are not fully related to symptoms (e.g., pain and functional limitation) but
rather to psychological distress [43,44]. Anxiety and avoidance can cause an inflated sense
of pain [45,46], while fear of pain influences short-term pleasure seeking [25] due to pain’s
catastrophic aftermath [47,48]. These behavioral patterns are not connected to the disease
at hand.

Based on these statements, a study in mice examines whether long-term associations
with remembering fear stored in neural engrams in the prefrontal cortex can determine
how painful episodes evolve into later-life painful experiences [49]. It was evidenced that
long-term fear memory is associated with pathological changes in nociceptive sensitiv-
ity following tissue injury, a key feature of pathological pain disorders and known to be
regulated by the cortex [50]. Pain and fear are independent behavioral states that are interre-
lated [46,51], with fear acutely potentiating the perception of pain [49] that is fundamental
to survival. It was concluded that a painful experience could encode a memory of fear (that
will be stored in a discrete and specific cohort of prefrontal cortical neurons). This will be
subjected to reactivation after exposure to a new painful stimulus in future life events, and
as a result, it will produce an intensification of pain perception [50,52].

According to the approach mentioned above and the data from our study, it can
be underlined that the catastrophizing of pain leads to excessive fear of pain, and the
associative long-term memory of fear induced by previous exposure to pain may also be a
critical predisposing factor for pain chronicity [51,52]. Thus, the fear of pain can provoke
avoidance of motion behaviors and exacerbate pain in the long term, implying an increase
in the functional disability of the individual. It is important to address that the relationship
between pain, functionality, and depression is bidirectional.

This study has some limitations. Data from self-completion questionnaires rely on
the accuracy and honesty of participants’ responses. However, these responses may be
subject to self-report bias, where participants may provide inaccurate or biased responses.
This may occur due to memory problems, lack of understanding of the questions, or desire
to please the researcher or hide certain information, besides not having a face-to-face and
objective verification of the data provided by the participants. We took these limitations
into consideration when constructing and applying the survey and interpreting the study
results. We understood the possible sources of bias, which helped us to assess the validity
and reliability of the results obtained. In addition, we combined different methods of
complementary analysis which allowed us to strengthen the conclusion of our study.

5. Conclusions

In view of the above, we conclude that it is possible to validate and confirm the IASP
definition of pain through mathematical modeling. The identified subpopulations showed
a direct relationship between pain and mental illness, with these two inducing greater
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disabilities. Even if these results may help to improve the understanding of mental illness
as a possible enhancer of pain episodes and functionality, future studies evaluating other
variables, like the level of physical activity and the sedentary behavior of the subjects, are
required to better understand the mentioned association.
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