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1. Introduction

Nowadays, the increasing use of electrical machines and devices in more critical
applications has driven the research in condition monitoring and fault tolerance. Condition
monitoring of electrical machines has a very important impact in the field of electrical
system maintenance, mainly because of its potential functions of failure prediction, fault
identification, and dynamic reliability estimation. Fault diagnosis of electrical machines and
devices has received a great deal of attention due to its benefits in reducing maintenance
costs, preventing unplanned downtime, and, in many cases, preventing damage and
failure. Fault-tolerant design offers a solution that combines fault occurrence conditions,
fault detection and location tools, and the reconfiguration of control functions. On the other
hand, recent advances in intelligent technology using artificial intelligence and advanced
machine learning capabilities provide new perspectives for meaningful fault diagnosis
and fault-tolerant control. These outstanding advances can improve the performance of
condition monitoring and have significant potential for fault detection in electrical machines
and equipment.

Based on the above premises, this Special Issue, titled “Modeling, Control and Diag-
nosis of Electrical Machines and Devices”, aims to highlight the recent trends, research,
development, applications, solutions, and challenges related to condition monitoring and
fault diagnosis of electrical machines and devices. Topics of interest include the following:

• Modeling of electrical machines and devices.
• Robust control strategies of electrical machines and devices.
• Failure detection and diagnosis of electrical machines and devices.
• Fault-tolerant control of electrical machines and devices.
• Condition monitoring techniques and applications in electrical machines and devices.
• AI techniques for electrical machine fault diagnosis and fault-tolerant control.
• Machine learning techniques for electrical machine fault diagnosis and

fault-tolerant control.

There are 10 scientific research articles published in this Special Issue. A summary of
the articles published in this Special Issue is outlined in the following section.

2. Highlights of Published Papers

This section provides a summary of this Special Issue of Energies, which includes
published articles [1–10] covering various topics related to the modeling, control, and
diagnosis of electrical devices.

Saeed et al., in ref. [1], extensively studied the use of the common mode current for a
stator winding insulation condition assessment. Two main approaches were followed. The
first modeled the electric behavior of ground–wall insulation as an equivalent RC circuit;
these methods have been successfully applied to high-voltage, high-power machines. The

Energies 2024, 17, 2250. https://doi.org/10.3390/en17102250 https://www.mdpi.com/journal/energies1
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second used the high frequency of the common mode current, which results from the
voltage pulses applied by the inverter. This approach has mainly been studied for the
case of low-voltage, inverter-fed machines and has not yet reached the level of maturity
of the first one. One fact noticed after a literature review is that, in most cases, the faults
detected were induced by connecting external elements between the winding and stator
magnetic cores. The paper presented a case study on the use of the high-frequency common
mode current to monitor the stator insulation condition. Insulation degradation occurred
progressively with the machine operating normally; no exogenous elements were added.

Pietrzak et al. [2] proposed a low-cost embedded system based on a microcontroller
with the ARM Cortex-M4 core for the extraction of stator winding faults (inter-turn short cir-
cuits) and an unbalanced supply voltage of the induction motor drive. The voltage induced
in the measurement coil by the axial flux was used as a source of diagnostic information.
The process of signal measurement, acquisition, and processing using a cost-optimized
embedded system (NUCLEO-L476RG), with the potential for industrial deployment, was
described in detail. In addition, the analysis of the possibility of distinguishing between
inter-turn short circuits and unbalanced supply voltage was carried out. The effect of
motor operating conditions and fault severity on the symptom extraction process was also
studied. The results of the experimental research conducted on a 1.5 kW IM confirmed the
effectiveness of the developed embedded system in the extraction of these types of faults.

Gnaciński et al. [3] described the effect of RC on low-voltage induction motors through
the use of experimental and finite element methods. One method for the remote man-
agement of electrical equipment is ripple control (RC), based on the injection of voltage
inter-harmonics into the power network to transmit information. The disadvantage of this
method is its negative impact on energy consumers, such as light sources, speakers, and
devices counting zero crossings. The results showed that the provisions concerning RC
included in the European Standard EN 50160 Voltage Characteristics of Electricity Supplied
by Public Distribution Network are imprecise, failing to protect induction motors against
excessive vibrations.

Sun et al. [4] investigated the torque generation mechanism and its improved design in
Double Permanent Magnet Vernier (DPMV) machines for hub propulsion based on the field
modulation principle. Firstly, the topology of the proposed DPMV machine was introduced,
and a commercial PM machine was used as a benchmark. Secondly, the rotor PM, stator
PM, and armature magnetic fields were derived and analyzed considering the modulation
effect. Meanwhile, the contribution of each harmonic to average torque was pointed out. It
can be concluded that the 7th-, 12th-, 19th- and 24th-order flux density harmonics are the
main source of average torque. Thanks to the multi-working harmonic characteristics, the
average torque of DPMV machines has significantly increased by 31.8% compared to the
commercial PM machine while also reducing the PM weight by 75%. Thirdly, the auxiliary
barrier structure and dual three-phase winding configuration were proposed from the
perspective of optimizing the phase and amplitude of working harmonics, respectively.

Li et al. [5] analyzed the fault characteristics of inter-turn short circuits in the excitation
windings of synchronous condensers under unbalanced grid voltage. Mathematical models
were developed to represent the air gap flux density and stator parallel currents for four
operating conditions: normal operation and inter-turn short-circuit fault under balanced
voltage, as well as a process without a fault and with an inter-turn short-circuit fault under
unbalanced voltage. By comparing the harmonic contents and amplitudes, various aspects
of the fault mechanism of synchronous condensers were revealed, and the operating char-
acteristics under different conditions were analyzed. Considering the four aforementioned
operating conditions, finite element simulation models were created for the TTS-300-2
synchronous condenser in a specific substation as a case study. The results demonstrate
that the inter-turn short-circuit fault in the excitation windings under unbalanced voltage
leads to an increase in even harmonic currents in the stator parallel currents, particularly in
the second and fourth harmonics.
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Alharkan, in ref. [6], developed a novel reinforcement neural network learning ap-
proach based on machine learning to find the best solution for the tracking problem of
the switched reluctance motor (SRM) device in real time. The reference signal model,
which minimizes torque pulsations, was combined with a tracking error to construct the
augmented structure of the SRM device. A discounted cost function for the augmented
SRM model was described to assess the tracking performance of the signal. To track the
optimal trajectory, a neural network (NN)-based RL approach was developed. This method
achieved the optimal tracking response to the Hamilton–Jacobi–Bellman (HJB) equation for
a nonlinear tracking system. Simulation findings were undertaken for SRM to confirm the
viability of the suggested control strategy.

Belkhadir et al. [7] presented an analytical model of the stator winding unbalance fault
represented by lack of turns. Here, mathematical approaches were used by introducing a
stator winding parameter for the analytical modeling of the faulty machine. This model can
be employed to determine the various quantities of the machine under different fault levels,
including the magnetomotive force, the flux density in the air-gap, the flux generated by
the stator winding, the stator inductances, and the electromagnetic torque. On this basis, a
corresponding link between the fault level and its signature was established. The feasibility
and efficiency of the analytical approach were validated by finite element analysis and
experimental implementation.

Aladetola et al. [8] developed a control approach to minimize the issue of torque ripple
effects in synchronous reluctance machines (SynRMs). This work was performed in two
steps: Initially, the reference current calculation bloc was modified to reduce the torque
ripple of the machine. A method for calculating the optimal reference currents based on the
stator joule loss was proposed. The proposed method was compared to two methods used
in the literature, the FOC and MTPA methods. A comparative study between the three
methods based on the torque ripple rate showed that the proposed method allowed for
a significant reduction in the torque ripple. The second contribution to the minimization
of the torque ripple was to propose a sliding mode control. This control suffers from the
phenomenon of “Chattering”, which affects the torque ripple. To solve this problem, a
second-order sliding mode control was proposed.

Damine et al. [9] introduced a robust process for extracting rolling bearing defect
information based on combined mode ensemble empirical mode decomposition (CMEEMD)
and an enhanced deconvolution technique. Firstly, the proposed CMEEMD extracts all
combined modes (CMs) from adjoining intrinsic mode functions (IMFs) decomposed
from the raw fault signal via ensemble empirical mode decomposition (EEMD). Then, a
selection indicator known as kurtosis median absolute deviation (KMAD) was created in
this research to identify the combination of the appropriate IMFs. Finally, the enhanced
deconvolution process minimized noise and improved defect identification in the identified
CM. Analyzing real and simulated bearing signals demonstrated that the developed method
showed excellent performance in extracting defect information. Comparing the results
between selecting the sensitive IMF using kurtosis and selecting the sensitive CM using
the proposed KMAD showed that the identified CM contained rich fault information in
many cases.

Ruz-Hernandez et al. [10] presented the development of a neural inverse optimal
control (NIOC) for a regenerative braking system installed in electric vehicles (EVs), which
is composed of a main energy system (MES), including a storage system and an auxiliary
energy system (AES). The latter one is composed of a supercapacitor and a buck–boost
converter. To build up the NIOC, a neural identifier was trained with an extended Kalman
filter (EKF) to estimate the real dynamics of the buck–boost converter. The NIOC was
implemented to regulate the voltage and current dynamics in the AES. For testing the drive
system of the EV, a DC motor was considered, with speed controlled using a PID controller
to regulate the tracking source in regenerative braking. Simulation results illustrated the
efficiency of the proposed control scheme to (1) track time-varying references of the AES
voltage and current dynamics measured at the buck–boost converter and (2) guarantee that

3
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charging and discharging operation modes of the supercapacitor would be initiated. In
addition, it was demonstrated that the proposed control scheme enhances the EV storage
system’s efficacy and performance when the regenerative braking system is working.

Author Contributions: Investigation, M.B. and L.D.; Writing—original draft, M.B. and L.D.;
Writing—review and editing, M.B. and L.D. All authors have read and agreed to the published
version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflicts of interest.
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Abstract: The electric machine and the control system determine the performance of the electric
vehicle drivetrain. Unlike rare-earth magnet machines such as permanent magnet synchronous ma-
chines (PMSMs), synchronous reluctance machines(SynRMs) are manufactured without permanent
magnets. This allows them to be used as an alternative to rare-earth magnet machines. However,
one of the main drawbacks of this machine is its high torque ripple, which generates significant
acoustic noise. The most typical method for reducing this torque ripple is to employ an optimized
structural design or a customized control technique. The objective of this paper is the use of a control
approach to minimize the torque ripple effects issue in the SynRM. This work is performed in two
steps: Initially, the reference current calculation bloc is modified to reduce the torque ripple of the
machine. A method for calculating the optimal reference currents based on the stator joule loss is
proposed. The proposed method is compared to two methods used in the literature, the FOC and
MTPA methods. A comparative study between the three methods based on the torque ripple rate
shows that the proposed method allows a significant reduction in the torque ripple. The second
contribution to the minimization of the torque ripple is to propose a sliding mode control. This
control suffers from the phenomenon of “Chattering” which affects the torque ripple. To solve
this problem, a second-order sliding mode control is proposed. A comparative study between the
different approaches shows that the second-order sliding mode provides the lowest torque ripple
rate of the machine.

Keywords: electric vehicle; synchronous reluctance machine; field-oriented control; maximum torque
per ampere; optimal current calculation; sliding mode control; torque ripple minimization

1. Introduction

The rapid increase in the number of conventional vehicles has led to a significant
increase in greenhouse gas emissions, the depletion of fossil fuels, and various negative
consequences for the people living in these environments [1]. Unlike conventional vehicles,
which face the problem of fuel poverty, electric vehicles (EVs) can have significant emissions
and environmental benefits over conventional vehicles. As well, they can significantly
reduce fuel costs due to the high efficiency of electric drive components [2].

The electrification of the automotive sector is accelerating, and carmakers and equip-
ment manufacturers are reinventing electric machines to adapt them to the constraints of
electric drivetrains. A high power density, high torque density, wide speed range, and effi-
ciency are critical factors in the selection of electric motor technology for this application [3].
Permanent magnet synchronous machines (PMSMs) are by far the most widely utilized
electric machine technology in the electric vehicle (EV) market [4].

In 2021, PMSMs accounted for 84% of the electric car market [5]. However, the mag-
nets used in these machines are typically rich in rare-earth materials (REMs), primarily

Energies 2023, 16, 2701. https://doi.org/10.3390/en16062701 https://www.mdpi.com/journal/energies5
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Neodymium, but also often contain a range of heavy rare earth, such as Dysprosium [6,7].
Nevertheless, the cost of REM-based machines has increased over several years. Further-
more, due to restricted resources, the use of REM-based machines in EV applications is
now being challenged [8].

The above factors have prompted several equipment manufacturers to design rare-
earth-free machines, such as Renault’s wound rotor synchronous machine (WRSM) in
the ZOE and the Audi induction machine (IM) in its e-tron models [9,10]. Due to the
robustness, simplicity of fabrication, small size, and compatibility with the requirements of
the EV electric machine, the synchronous reluctance machine (SynRM) is an alternative
for REM-based machines. The SynRM has a wound stator that has neither conductors
nor magnets like the IM and it operates like a WRSM without a DC field winding in its
rotor [11]. Moreover, the power converter used to supply this machine is a three-phase
inverter, which facilitates the replacement of the IMs and PMSMs without a specific power
converter. Figure 1 illustrates a simplified architecture of the essential components of an
electric vehicle propelled using a synchronous reluctance machine.

DC/AC
Converter

r

12V 
Battery 

Charger

DC/DC
ConverterMachine

Électrique

BATTERY

SynRM

Figure 1. Simplified electric vehicle drivetrain architecture propelled by a SynRM.

However, the nonlinear magnetic path of the SynRM and the operational satura-
tion of the rotor core segments cause significant torque ripples and acoustic noise [12,13].
However, these drawbacks can be significantly reduced with an optimal structure de-
sign [14,15] and/or a good control strategy [16–18]. The optimization of flux barriers [19,20],
rotor ribs [21,22], rotor skewing [23,24], and adding permanent magnets [25,26] is the most
common strategy for an optimal structural design. Although optimizing the SynRM struc-
ture may offer satisfactory results, the design procedure is typically time-consuming.

The focus of this research is on control-based strategies for minimizing the torque
ripple of the SynRM. Several strategies to reduce the torque ripple effect of the machine
have been investigated in the literature.

The authors of the publication [11] present a general review of various control scheme
strategies for SynRM’s current regulation. This research examines the designs, techniques,
benefits, and drawbacks of synchronous reluctance machine control systems, such as direct
torque control (DTC), field-oriented control (FOC), predictive control, and many others.
This study demonstrates the limitations of each method for reducing the torque ripple
effect in a synchronous reluctance machine. The DTC method provides high dynamic
control, which makes it superior to other methods [11]. Because it does not use a current
controller, this approach achieves a substantially superior transient torque control per-
formance. Furthermore, it controls the machine solely by stator resistance, resulting in
reasonably robust machine control with quick dynamics. This method is appropriate for
specifications that require a better transient response rather than a steady-state response for
control [27]. Nevertheless, this method generates significant torque ripples as compared to
other approaches, and its implementation necessitates the use of a torque sensor or an extra
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sensorless torque block solution [28]. This adds significant computing time. Furthermore,
because this method uses a variable switching frequency to control the flux, it produces a
relatively high harmonic current and high torque ripples, causing significant noise levels in
the machine. In reference [29], the torque ripples were handled satisfactorily in the DTC
technique using multilevel inverters. Moreover, a mechanism is created and employed to
limit the torque in [27–29]. In this technique, the torque-limiting mechanism adjusts the
flux reference with respect to the torque error sign to ensure a steady machine operation.

A field-oriented control (FOC) strategy is proposed in [30] to achieve convenient
control of the SynRM. This method controls the SynRM in the d, q reference frame, repre-
senting the machine as a direct current (DC) machine. In this review, FOC is categorized
into two techniques for controlling decoupling currents id, iq in the synchronous reference
frame: direct field-oriented control (DFOC) and indirect field-oriented control (IFOC). This
method features a precise control method, reduced torque ripples in comparison to the
DTC method, improved steady-state responsiveness, and a consistent switching frequency,
which makes it attractive to researchers because of its high steady-state performance [30].

Another control-based method for reducing the SynRM torque ripple is to add spec-
ified current harmonics to the original sinusoidal stator currents. The authors of [31]
investigated the average torque of a two-phase SynRM and defined the optimal current
using different stator inductance harmonics. Each torque harmonic requires multiple cur-
rent harmonics to be reduced. When numerous dominant torque harmonics are taken into
account, the process of determining the link between each torque harmonic and the corre-
sponding current harmonics can become lengthy and difficult. Therefore, the suggested
method makes determining the appropriate currents for a multiphase SynRM extremely
challenging. The stator inductances and low-order harmonics are measured in [32] to
determine the optimal currents using the electromagnetic torque equation. But nonetheless,
measuring the high-order stator inductance harmonics accurately is extremely difficult.
This means the optimal currents determined by measured inductances may not result in
the most effective torque ripple reduction. Some strategies for reducing torque ripples
rely on a reference currents calculation bloc. This bloc’s purpose is to generate reference
currents via the reference torque [16]. To minimize the torque ripple, the active torque
ripple cancellation control technique is examined in [33]. To provide a smooth output
torque, the active torque ripple cancellation method actively regulates the excitation of
current waveforms using torque to the current function. The term “active” refers to a
method for canceling the torque ripple of the machine while it is functioning at a varied
torque-speed range.

This paper will address the problem of the torque ripple minimization of a syn-
chronous reluctance machine used in electric vehicle propulsion. Based on a velocity/current
cascade control strategy, we first suggest changing the reference currents calculation bloc,
which transforms the reference torque into reference currents via a stator current optimiza-
tion method. In other words, the torque ripple can be reduced by optimizing the reference
currents because stator currents represent the machine’s torque. To assess the efficacy of
the suggested method, we will replicate the reference currents calculation investigated in
the literature, namely the control by flux-oriented control (FOC) and maximum torque per
ampere (MTPA) with PI control. The torque ripple ratio of each method is then examined
in a comparative study.

Secondly, based on the velocity/current cascade control, the optimal currents cal-
culations method from the first study will be chosen. We propose nonlinear controls to
replace the PI control, notably the classical sliding mode control, and the second-order
sliding mode control, to improve the stator current control and hence the torque ripple
minimization. The performance of each control approach is then compared, along with the
torque ripple ratio.

The structure of this article is as follows: Section 2 explains the modeling and behavior
of the synchronous reluctance machine, as well as the velocity/current cascade control
strategy. The reference currents calculation bloc description utilizing the FOC, the MTPA
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control, and the suggested optimal current computation approach are covered in Section 3.
In Section 4, the proposed classical and second-order sliding mode controllers are combined
with the optimal reference currents calculation method. Section 5 contains the conclusions
that bring this article to a close.

2. SynRM Modeling and Description of the Velocity/Currents Cascade
Control Strategy

In this section, the description of the modeling, as well as the velocity/currents control
strategy used in driving the synchronous reluctance machine in this work are presented.

2.1. SynRM Modeling

The synchronous reluctance machine is a pure AC machine that requires a polyphase
sinusoidal AC current. The torque of this machine is produced by a difference in magnetic
conductivities along the direct axes of the rotor, as well as by the quadrature, which
lacks permanent magnets and field windings [34,35]. The SynRM used in this work is a
three-phase flux barrier type with four-pole machine as shown in Figure 2a.

(a) (b)

Figure 2. (a): Cross section of an exemplary SynRM with four poles. (b): Transformation of the
system in synchronous (dq) reference frame [36].

2.1.1. Electric Model

SynRM’s electrical model is based on the following assumptions [37]:

- Magnetic materials are isotropic and non-saturable.
- The hysteresis effect and iron losses are neglected.
- The inductance variations are sinusoidal (first harmonic hypothesis).
- The capacitive coupling between the machine’s windings is ignored.

Given the assumptions, the voltage v applied to a phase is equal to the resistive voltage
drop across the phase winding plus the flux change beneath a rotor pole and is denoted by⎧⎨

⎩v = Rsi +
dΦ
dt

Φ = L(pθ) · i
(1)

where

• v =
[
va vb vc

]T : the stator voltage vector;

• i =
[
ia ib ic

]T : the stator current vector;

• Φ =
[
Φa Φb Φc

]T : the vector of the total fluxes through the windings a − b − c;
• Rs: the resistance of a stator phase;
• θ and p: the mechanical position and the number of pole pairs, respectively;

8
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• L(pθ): the stator inductance matrix given by [38]

L(pθ) =

⎡
⎣ La(pθ) Mab(pθ) Mac(pθ)

Mba(pθ) Lb(pθ) Mbc(pθ)
Mca(pθ) Mcb(pθ) Lc(pθ)

⎤
⎦ (2)

With Li is the stator inductance of phase i and Mij is the mutual inductance between
phases i and j (i, j = (a, b, c)) [38,39].

The electrical equations in the d − q frame (see Figure 2b), in the absence of a zero
sequence current component, are given by [40–42]⎧⎪⎪⎨

⎪⎪⎩
vds = Rsids +

dΦds

dt
− pΩΦqs

vqs = Rsiqs +
dΦqs

dt
+ pΩΦds

(3)

with the following:

• vds and vqs are the stator voltage in the d and q axes.
• Ω is the machine velocity.
• Φs, Φqs , and Φds are the total stator and flux linkage in the d and q axes given by

⎧⎪⎪⎨
⎪⎪⎩

Φds = Ldids

Φqs = Lqiqs

Φs =
√

Φ2
ds + Φ2

qs

(4)

• Ld, Lq are the d and q-axes stator inductances.

Finally, the voltage equations can be written as follows:
[

vds

vqs

]
= Rs

[
ids

iqs

]
+

[
Ld
Lq

]
d
dt

[
ids

iqs

]
+ pΩ
[

0 −Lq
Ld 0

][
ids

iqs

]
(5)

2.1.2. Electromechanical Model

The electromagnetic torque of the SynRM can be expressed by [42]

Te = p(Ld − Lq)ids iqs (6)

From the electromagnetic torque equation, the fundamental relation of the dynamics
of the rotating part of the machine is given by [40–42]

dΩ
dt

=
1
J
(Te − Tr − frΩ) (7)

• Ω: rotational velocity of the machine, in rad/s.
• Te: electromagnetic torque produced by the machine, in Nm.
• TL: load torque, in Nm.
• fr: viscous friction coefficient, in Ns2/m2.

9
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The SynRM state model in d − q is finally written as follows:

d
dt

⎡
⎢⎢⎣

ids

iqs

Ω
θ

⎤
⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣

− Rs
Ld

ids + pΩ Lq
Ld

iqs

− Rs
Lq

iqs + pΩ Ld
Lq

ids
3
2 p(Ld−Lq)ids iqs

j − fr
j Ω − Tr

j
Ω

⎤
⎥⎥⎥⎥⎦+
⎡
⎢⎢⎢⎣

1
Ld

0
0 1

Lq

0 0
0 0

⎤
⎥⎥⎥⎦
[

Vds

vqs

]
(8)

2.1.3. Vehicle Load Torque Modeling

Figure 3 shows the driving force and the mean forces resistant to the advance of a
vehicle in a slope α [43].

ࢻ
࢕࢘ࢋࢇࡲ ࢉ࢘ࡲ

࢘࢘ࡲ
࢓ࡲ

ࢍ.ࡹ
Figure 3. The typical driving force and resisting forces components of a vehicle [43].

where

• Fm: the slope force or tractive force that is required to drive the vehicle up.
• Faero: the aerodynamic force created by the friction of the vehicle’s body moving

through the air.
• Frr: the rolling resistance force.
• Frc: the resistance force exerted by the vehicle weight as it goes up and down a hill.
• M: the vehicle mass.
• g: the acceleration due to gravity on Earth.

The expression of each resisting force is given by [44]

⎧⎨
⎩

Faero =
1
2 ρcxs f V2

Frr = frrmg cos(α)
Frc = mg sin(α)

(9)

where

• ρ: the density of the air, in kg/m3.
• cx: the drag coefficient.
• s f : frontal cross-sectional area, in m2.
• frr: rolling resistance value, in N.

From [44–46], the linear speed of a vehicle V can be expressed using different forces
as follows:

M
dV
dt

= Fm − Faero − Frr − Frc (10)

Because V = RscΩ where Rsc is the resistance of the EV in a slope.
The total load torque of the vehicle Tr in the steady state can be written from the

Equation (9) by

Tr =
1
2

ρcxs f R3
scΩ2

sc + mgRsc[sin(α) + frr cos(α)] (11)

10
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2.2. SynRM Cascade Control Strategy

Figure 4 shows the cascade velocity/currents control strategy used in this study [47].
The EV driver is presented by a velocity controller that provides the reference torque T∗

e .
An indirect torque control approach is used to regulate the machine’s torque by regulating
the stator currents given by i∗d and i∗q . The reference currents calculation bloc is used to
transform the reference torque into reference currents i∗d and i∗d . These currents are then
controlled in the internal control loop.

This strategy allows torque to be controlled indirectly by controlling the currents and
provides a separation between the electrical and mechanical variables.

Velocity 
controller

References
Currents

Calculation

Currents
Controller

[Park]
/

P
W
M

Inverter

Sensor

θΩ

ΩΩ

Currents
sensor

[Park ]
/

SynRM

Figure 4. Block diagram of the cascade velocity/currents control strategy [47].

3. Torque Ripple Minimization by Using the Currents References Calculation

In this section, different techniques for calculating current reference in the reference
currents calculation bloc have been adopted, to study the effect of currents on torque ripple
and control output.

3.1. Conventional Field-Oriented Control (FOC)

The conventional field-oriented control of the synchronous machine controls the
current with respect to the reference current which automatically controls the torque by
using only one component of the current and by setting the other to a constant (zero in
the case of a permanent magnet synchronous machine) [48]. Analogously, this command
consists of imposing a constant value on one component of the current and allowing the
other component to regulate the torque given that the expression of the electromagnetic
torque of the machine in the reference (d − q) is

Te = p(Ld − Lq)ids iqs (12)

By imposing the reference of the component id to a constant,

i∗d = cte (13)

From (12) and (13), the reference of the component iq can be calculated as follows:

i∗q =
T∗

e
p(Ld − Lq)i∗d

(14)

3.2. Maximum Torque per Ampere (MTPA)

MTPA or maximum torque per ampere operation is the most preferred operating
mode for any motor operating with the vector control [49].
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This method provides the maximum torque for a given operating current. This method
controls both currents id and iq. The operating condition at the maximum point can be
deduced from the electromagnetic torque equation:

Te = p(Ld − Lq)ids iqs (15)

Assuming sinusoidal stator currents, Park’s transformation allows us to write

⎧⎪⎪⎨
⎪⎪⎩

ids =

√
3
2

Issinγ

iqs =

√
3
2

Iscosγ

(16)

with Is the amplitude of the stator current and γ = ωt + ϕ, where ω and ϕ are the electrical
network pulsation in rad/s and phase at the reference origin in rad, respectively.
Thus, from Equations (15) and (16), the expression of the electromagnetic couple becomes

Te =
3
2

p(Ld − Lq)I2
s sinγcosγ (17)

Knowing that sinγcosγ =
sin2γ

2
, the expression of the electromagnetic torque becomes

Te =
3
2

p(Ld − Lq)I2
s =

sin2γ

2
(18)

Then, the condition for the maximization of torque per ampere can be written as

dTe

dγ

∣∣∣∣
Is=cte

=
3
2

p(Ld − Lq)I2
s cos2γ = 0 (19)

Solving the Equation (15) allows finding the expression of the components of the
current as follows [49]:

id = iq =

√√√√ Te
3
2

p(Ld − Lq)
(20)

By replacing the measured values by the reference values in Equation (20), we can write

i∗d = i∗q =

√√√√ T∗
e

3
2

p(Ld − Lq)
(21)

3.3. Optimal Currents Calculations

The electromagnetic torque of the machine can be written in the form [50]

Te =
1
2

iT ∂L
∂θ

i (22)

The currents in the a − b − c frame can be written as the following:

i =

⎡
⎣ia

ib
ic

⎤
⎦ = P(pθ)

⎡
⎣id

iq
ih

⎤
⎦ = T32. R(θ).

[
id
iq

]
(23)

with

• ih: zero sequence current assumed to be null;
• P(pθ): Park’s matrix;
• R(θ): rotation matrix;

12
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• T32: Concordia matrix.

The machine torque can be written as:

Te =

[
id
iq

]T
· RT · TT

32 ·
∂L(pθ)

∂θ
· T32 · R

[
id
iq

]
(24)

We suppose ⎡
⎣a(pθ) c(pθ)

c(pθ) b(pθ)

⎤
⎦ = RT · TT

32 ·
∂L(pθ)

∂θ
· T32 · R (25)

By replacing (25) in (24), the torque is given as follows:

Γem = a(pθ)i2d + b(pθ)i2q + 2c(pθ)idiq (26)

The problem is to determine the currents id and iq which will provide a constant torque.
This problem has an infinite number of solutions. To remedy this, the solution which generates
the least stator loss by joule effect is sought. The stator joule losses are defined by

Pj = Rs(i2d + i2q) (27)

The search for the solution becomes an optimization problem with the stator loss equation
as an objective function of two variables and the torque Equation (27) as a constraint [51]:{

Γem = a(pθ)i2d + b(pθ)i2q + 2c(pθ)idiq

(i2d + i2q) to minimize
(28)

In order to solve the problem, the Lagrangian function (Δ) is used. It can be written as

Δ = (i2d + i2q) + μ
(

Γem −
(

a(pθ)i2d + b(pθ)i2q + 2c(pθ)idiq

))
(29)

with μ being the Lagrange multiplier.
The derivation of Δ with respect to id, id, and μ gives

⎧⎪⎨
⎪⎩

2iq + μ(−2aid − 2ciq) = 0

2id + μ(−2biq − 2cid) = 0

Te = a(pθ)i2d + b(pθ)i2q + 2c(pθ)idiq

(30)

By solving the system of Equations (28), we can write⎧⎪⎪⎨
⎪⎪⎩

iq = (1−μa)id
μc

id =

√
|Te |

μ2(a2b−ac2)+μ(2c2−2ab)+b
μ2c2

(31)

μ =

⎧⎪⎨
⎪⎩

a+b+
√

(a−b)2+4c2

2(ab−c2)
if Te < 0

a+b+
√

(a−b)2−4c2

2(ab−c2)
if Te > 0

(32)

By replacing the measured values by the reference values in Equation (31), we can write⎧⎪⎪⎨
⎪⎪⎩

i∗q = (1−μa)id
μc

i∗d =

√
|T∗

e |
μ2(a2b−ac2)+μ(2c2−2ab)+b

μ2c2

(33)
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In this section, we are interested in the reduction in the torque ripple through the
optimization of the reference current calculations used in the reference currents calculation
bloc. In order to examine the developed method, the optimization of the reference currents
are compared with the two methods of the literature, namely FOC and MTPA. For that, we
will integrate the three methods in the reference currents calculation bloc in the cascade
control strategy adopted in this study and presented in Section 2.2.

3.4. Simulation Results of Different Techniques of Current Calculation with PI Regulators

The reference currents calculation bloc will be used in this section to implement the
three reference currents calculations that were previously described. A PI controller is used
to regulate the velocity and current using the cascade velocity/currents control strategy.
The simulation results were achieved using the Matlab/Simulink software tools, with the
SynRM parameters utilized listed in Appendix A. The chosen velocity profile presented
in Figure 5a covers multiple operating points: low velocity (300 rpm), nominal velocity
(1500 rpm), and negative velocity (−300 rpm). As depicted in Figure 5b, various torque
loads were applied at various points during the steady and transient states. The PI velocity
controller parameters used are Kp = 2.31, Ki = 387, and PI currents controllers parameters
used in the simulation are K

′
p = 1400 and K

′
i = 106.
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(b)
Figure 5. Reference velocity and load torque profiles applied in the simulation: (a) reference velocity
profile and (b) load torque profile.
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3.4.1. Simulation with the Conventional Field-Oriented Control

The FOC reference currents calculation method is implemented in the reference cur-
rents calculation bloc as follows:{

i∗d = 3 rated RMS current
i∗q = T∗

e
p(Ld−Lq)i∗d

(34)

Figure 6 displays the velocity response using the conventional field-oriented control
with respect to the selected profile. With no static error, the velocity closely matches the
reference. Nevertheless, a tracking error results from the PI controller property. It is also
important to note that the velocity has no overshoot thanks to the controllers’ parameters
chosen in the simulation.

7.1 7.11 7.12 7.13 7.14 7.15
1498

1500

1502

2.2 2.25 2.3 2.35 2.4
290

295

300

305

9.45 9.5 9.55 9.6

-50

0

50

Figure 6. Velocity response obtained by PI controllers and conventional field-oriented control.

During the different moments of the application of the load torque, small decreases in
machine velocity are observed compared to the reference. In the same way, small overshoots
appear when the load is canceled. These drops and overshoots disappear gradually to
return to the reference, as shown by the zooms in the figure.

For the current control, Figure 7 shows the evolution of the current components id and
iq. The evolution of the currents shows a good control of both current components over the
different velocity and torque ranges, as shown in Figure 7a. Figure 7b demonstrates that
even at low velocity the current is constant at the id = 3A because of the value of id∗ = 3A.

Although this method ensures the correct operation of the machine over the entire
velocity/torque operating range, it can be seen that the reference current i∗d is somewhat
undulating, which has an impact on the current id and therefore on the torque ripple, as
shown in the different zooms of Figure 7a.

The torque evolution is shown in Figure 8. In this strategy, the torque has been
controlled from the calculation of the reference current using the classical field-oriented
control. It can be seen that the torque is able to convince the load torque (TL) and the
intrinsic torque of the machine ( frΩ). Nevertheless, as illustrated in the zooms in Figure 8,
this technique results in significant machine torque ripples at low and high machine
velocities, which are quantified at 41.07 and 48.08% with the torque load, respectively.

The torque ripple rate is calculated at a steady state as follows:

ΔTe(%) =
Temax − Temin

Teavg

× 100 (35)
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- Temax : the maximum torque value.
- Temin : the minimum torque value.
- Teavg : the average torque value.

These ripples are caused by the control of stator currents, which are directly related to
torque, as given in Equation (12). In other words, the conventional field-oriented control
does not provide optimal reference currents for optimizing stator currents and, as a result,
the reduction in torque ripples.

In the following part, the maximum torque per ampere (MTPA) method is tested
under the same simulation conditions to determine its capacity to reduce the machine’s
torque ripple.

8 8.08 8.17 8.26 8.358.4 8.5 8.6 8.7
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Figure 7. Response of the current components obtained by the PI controllers and the conventional
field-oriented control: (a) iq response and (b) id response.
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Figure 8. Torque response obtained by PI controllers and conventional field-oriented control.

3.4.2. Simulation with the Maximum Torque per Ampere Method

Applying the same simulated conditions as in the previous section. Similarly, the
MTPA approach will be implemented in the reference currents calculation bloc as follows:

i∗d = i∗q =

√√√√ T∗
e

3
2

p(Ld − Lq)
(36)

Figure 9 depicts the velocity response to the profile selected using the maximum
torque per ampere approach. The velocity closely follows the reference with no static error.
However, there is a tracking error caused by the PI regulator’s property. It should also be
observed that the velocity has no overshoot. This is due to the regulator parameters chosen.
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Figure 9. Velocity response obtained by PI controllers and maximum torque per ampere method.

Figure 10 illustrates the evolution of the current components id and iq for current
regulation. The evolution of the currents also shows a satisfactory regulation of the two
current components over a wide range of velocity and torque. Similarly, the zooms in
Figure 10a,b show that the reference currents exhibit undulations that affect the stator
currents and therefore the torque ripple.
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Figure 11 shows the machine’s torque. From this illustration, we can see that the
maximum torque per ampere method provides a machine torque that can overcome the load
torque (TL) and the intrinsic torque ( frΩ) of the machine. Although the torque ripple rate
is a bit lower compared to the FOC method, the machine’s torque still contains a significant
ripple. The torque ripple rates at low and high machine velocities are quantified at 47.07
and 47.02% with the torque load, respectively, as illustrated in the zooms in Figure 11.

In the following section, we will put the optimal currents calculations method to the
test under identical simulation conditions in order to evaluate whether it can reduce the
machine’s torque ripple.
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Figure 10. Response of the current components obtained by the PI controllers and the maximum
torque per ampere method: (a) iq response and (b) id response.
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Figure 11. Torque response obtained by PI controllers and maximum torque per ampere method.

3.4.3. Simulation with the Optimal Currents Calculations Method (OCCM)

The same simulated conditions used for FOC and MTPA is also implemented for
the optimal currents calculation method (OCCM). Similarly, in the reference currents
calculation bloc, the optimal currents calculations method (OCCM) will be implemented
as follows: ⎧⎪⎪⎨

⎪⎪⎩
i∗q = (1−μa)id

μc

i∗d =

√
|T∗

e |
μ2(a2b−ac2)+μ(2c2−2ab)+b

μ2c2

(37)

Figure 12 shows the velocity response of the system for the selected profile. The ve-
locity onset has the same dynamic characteristics as in the previous case. However, the
velocity fluctuations are very small compared to the previous case.
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Figure 12. Velocity response obtained by PI controllers and optimal currents calculations method.

Figure 13 shows a good control of the current components id and iq. The current
components show a reduction in fluctuations, as shown by the zooms in Figure 13a,b. This
can be justified by optimizing the reference currents, which necessarily has an impact on
minimizing the torque ripple of the machine.
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Figure 14 shows the machine’s torque. The optimal currents calculations method as
shown in Figure 14 assures a machine torque that can convince the machine’s load torque
(TL) and intrinsic torque ( frΩ). Moreover, there is a minimization of the machine torque
ripple 9.08 and 10.8% with the torque load. This can be justified by the optimization in the
reference currents; therefore, the optimization in the currents regulation impacts on the
minimization of the torque ripple.

The different reference current calculation strategies presented similar dynamic per-
formances of the currents and velocity control. However, the optimization of the reference
current can reduce the torque ripple of the machine. The optimum current method solves
the problem of excessive consumption and minimizes torque ripples over the entire operat-
ing range. The minimization is performed with a harmonized stator current.

Table 1 summarizes the torque ripple rate for the three examined methods.

Table 1. Comparison of torque ripple rates of the three strategies

FOC MTPA OCCM

ΔTe Without Load With Load Without Load With Load Without Load With Load

At 300 r.p.m 383% 41.7% 50% 40.7% 38.08% 9.08%

At 1500 r.p.m 130% 48.8% 53.7% 47.2% 17.3% 10.8%

(a)

(b)
Figure 13. Response of the current components obtained by the PI controllers and optimal currents
calculations method: (a) iq response and (b) id response.
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Figure 14. Torque response obtained by PI controllers and optimal currents calculations method.

4. Torque Ripple Minimization by Using Advanced Control Techniques

The reference currents calculation bloc can be used to minimize the machine torque
ripple, as we have observed in this study. The optimal current calculation method (OCCM),
when compared to the FOC and MTPA methods, was proven to be effective at reducing the
torque ripple of the synchronous reluctance machine.

In this part, the torque ripple is reduced by using advanced controls. Indeed, the
torque is directly linked to the stator currents of the machine. Therefore, better control of
these currents can impact the torque ripple. Our objective is to investigate this hypothesis
by improving the control of the currents with advanced controls based on the theory of
sliding mode control in order to improve the dynamic performance (suppression of the
tracking error) and robustness. The optimal current calculation method will be combined
with the sliding mode control that replaces the PI velocity and currents controllers.

A conventional sliding mode control (SMC) is proposed to replace the PI controllers.
However, due to the disadvantages of the control, particularly the chattering phenomenon [52],
a second-order sliding mode control based on a super-twisting algorithm (STA) to minimize
the chattering and improve the current response, and thereby reducing the torque ripple,
is proposed.

4.1. Sliding Mode Control

Sliding mode control (SMC) is a class of a variable structure system (VSS) that targets
decreasing the complexity of high-order systems to first-order state variables, defined as a
sliding function and its derivative [53]. It is characterized by its simplicity of implementa-
tion, very good dynamic responsiveness, and, most importantly, its robustness with respect
to internal uncertainties, as manifested by an insensitivity to variations in the parameters
of the system to be controlled, as well as external disruptions [54–56].

This section will synthesize a conventional sliding mode control for velocity and
currents control to replace PI controllers in the velocity/currents cascade control strategy.

4.1.1. Synthesis of a Conventional Sliding Mode for Velocity Controller

The selected sliding surface depends on the velocity tracking error (eΩ) as follows:

eΩ(t) = Ω∗(t)− Ω(t) (38)

The expression of the sliding surface (s1) is

s1(t) = eΩ(t) + λ1

∫ t

0
eΩ(τ)dτ (39)
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where λ1 is a positive constant (λ1 > 0).
This choice of sliding surface results in an error that tends to zero (if s1 = 0, then

eΩ = 0).
Thus, the following state variables are used:

⎧⎨
⎩x1(t) =

∫ t

0
eΩ(τ) dτ

x2(t) = eΩ(t)
(40)

With x1 and x2 representing, respectively, the error and its integral. From (40), we
deduce that

ẋ1(t) = x2(t) (41)

Thus, the sliding surface can be defined as

s1(t) = x2(t) + λ1x1(t) (42)

Therefore, the electromechanical Equation (7) of the SynRM model is rewritten as follows:

ẋ2 = Ω̇∗ − 1
J

Te +
fr

J
Ω +

1
J

TL

= Ω̇∗ − 1
J

Te +
fr

J
(Ω − Ω∗ + Ω∗) +

1
J

TL

= Ω̇∗ − 1
J

Te +
fr

J
Ω∗ − fr

J
x2 +

1
J

TL

(43)

Then, the system can be put in the form of a state space representation:{
ẋ1 = x2

ẋ2 = f (x) + gu + d
(44)

With f (x) = Ω̇∗ + fr
J Ω∗ − fr

J x2 , g = 1
J , u = Te, , d = 1

J TL.
In order to determine the continuous component (uc) of the SMC [57,58],

ṡ1(x) = s(x) = 0 (45)

Thus, considering (42) and (44), assuming that u = uc,

uc = g−1(− f (x)− d − λ1x2) (46)

The existence and convergence condition [58] is used to determine the discontinuous
component (ud) as follows:

s1(x) · ṡ1(x) < 0 (47)

Given that,
ṡ1(x) = ẋ2(t) + λ1 ẋ1(t) (48)

After simplification and by posing u = ud,

ud = −c1sign(s1) (49)

Knowing that the sliding mode control law is the sum of the continuous control and
the discontinuous components [58],

u = ueq + ud (50)
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By replacing (46) and (49) in (50),

u = JΩ̇∗ + frΩ∗ + (λ1 J − fr)eΩ + TL − c1sign(s1) (51)

where the control u represents the total reference torque T∗
e provided by the velocity

controller. The term TL is considered as a disturbance to be compensated by the controller.
The final sliding mode control law for velocity is

T∗
e = JΩ̇∗ + frΩ∗ + (λ1 J − fr)eΩ − c1sign(s1) (52)

4.1.2. Synthesis of a Conventional Sliding Mode for Currents Controllers

The same method of synthesizing the velocity control law is used for the two current
components id and iq. Similarly, the sliding surfaces (s2 and s3) are defined in terms of the
current tracking error (ed and eq) as follows:

⎧⎪⎪⎨
⎪⎪⎩

s2(t) = ed(t) + λ2

∫ t

0
ed(τ)dτ

s3(t) = eq(t) + λ3

∫ t

0
eq(τ)dτ

(53)

where λ2 and λ3 are positive constants.
The electrical Equation (3) can be rewritten in the following form:⎧⎪⎪⎨

⎪⎪⎩
did
dt

= vd − Ld
Rs

id + pLqΩ iq

diq
dt

= vq − Lq

Rs
iq − pLdΩ id

(54)

The terms pLqΩ iq and pLdΩ id are considered as disturbances to be compensated by
the current regulators. Thus, (54) becomes

⎧⎪⎨
⎪⎩

did
dt

= vd − Ld
Rs

id
diq
dt

= vq − Lq

Rs
iq

(55)

In the same way as the SMC velocity controller, to find the continuous components,
the following condition is used: {

ṡ2(x) = s2(x) = 0

ṡ3(x) = s3(x) = 0
(56)

Thus, the continuous components (vcd and vcq) have the following form:

⎧⎪⎪⎨
⎪⎪⎩

vcd = Ld
di∗d
dt

+ Rsi∗d + (λ1Ld − Rs)eid

vcw = Lq
di∗q
dt

+ Rsi∗q + (λ1Lq − Rs)eiq

(57)

In order to determine the discontinuous components, the convergence condition is
used as follows: {

ṡ2(x) < s2(x) = 0

ṡ3(x) < s3(x) = 0
(58)
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After simplification, the discontinuous components (vdd
and vdq ) are written as

{
vdd

= −c2sign(s2)

vdq = −c3sign(s3)
(59)

The sliding mode control law for the id and iq currents controllers is the sum of the
continuous and discontinuous components:{

ud = vdc + vdd

uq = vqc + vqd

(60)

where ud and uq represent the voltages generated by SMC id and iq currents controllers.
Finally, the conventional sliding mode control law of the currents id and iq can be written as{

vd = vdc + vdd

vq = vqc + vqd

(61)

4.1.3. Simulation Results

In this section, the conventional sliding mode controllers developed in the cascade
control strategy (see Section 2.2) are implemented using the optimal current calculation
method (OCCM). To evaluate the conventional SMC against the PI controllers, the same
torque and velocity profiles presented in Section 3.4 were used. The controller parameters
used are λ1 = 3, c1 = 1, λ2 = λ3 = 2, and c2 = c3 = 5.

Figure 15 shows a very good response over the entire velocity and torque range. In
contrast to the PI control (see Figure 12), the static error and tracking error are almost zero.
It should also be noted that the velocity fluctuations are very small or even negligible. The
velocity drops and overshoots when applying or removing the load have been significantly
reduced, as shown by the zooms in Figure 15.

From this result, the static and dynamic performance of the velocity response is
significantly improved by using an SMC velocity controller.
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Figure 15. Velocity response obtained by SMC controller and optimal currents calculations method.

For the currents control, Figure 16 shows good control of the id and iq current com-
ponents. The current curve shows large current peaks compared to the PI controller (see
Figure 13). These peaks are due to the high dynamics of the velocity controller to eliminate
the tracking error. Moreover, it is caused by the discontinuous theme of the SMC or, as it is
called in the literature, the chattering phenomenon.
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The torque response of the SynRM employing the SMC is shown in Figure 17. It can
be seen from this figure that the SMC with the optimal current calculation method ensures
a machine torque that can convince the resistive torque (TL) and the intrinsic torque ( frΩ)
of the machine.

When compared to the PI controllers, at a very low speed and under load, for example,
the torque response in the sliding mode shows a slight increase in torque ripples (10.07%
compared to PI 9.8%). These ripples are a consequence of the chattering effect which is a
drawback of the sliding mode control.

The next section suggests a control strategy based on the theory of higher-order sliding
mode control to address this flaw.

(a)

(b)
Figure 16. Response of the current components obtained by the SMC controllers and optimal currents
calculations method: (a) iq response and (b) id response.
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Figure 17. Torque response obtained by SMC controllers and optimal currents calculations method.

4.2. Higher-Order Sliding Mode Control

The control of systems by the classical sliding mode has shown that it presents an
undesirable chattering phenomenon. In order to reduce or eliminate these phenomena,
many solutions have been proposed in the literature [59].

The higher-order sliding mode has been chosen, and this method is based on the
theory of the classical sliding mode control presented previously. In addition, it ensures
that the desired performance is maintained and that there is a better convergence accuracy.
The discontinuous control term is applied to the higher-order derivatives of the sliding
variable while maintaining the advantages of the classical sliding mode control, because
the discontinuity does not appear directly in the control but rather in one of its higher
derivatives [59,60].

To lessen the chattering phenomenon, we suggest using a second-order sliding mode
control built on the super-twisting algorithm (STA) in this work. By minimizing this
phenomenon, the excellent static and dynamic performances offered by the conventional
sliding mode control are maintained while reducing the torque ripple. In order to determine
its effect on the torque ripple of the synchronous reluctant machine, we will thus propose
the STA for the velocity and currents controllers and evaluate it against the SMC and the PI.

4.2.1. Synthesis of the Velocity Controller by Super-Twisting Algorithm

For the synthesis of the speed controller, the sliding surface s4 is defined by

s4(t) = y1(t) = eΩ(t) + λ1

∫ t

0
eΩ(τ)dτ (62)

This sliding surface is chosen similarly to that of the conventional sliding mode control.
From the mechanical Equation (7) of the SynRM,

Ω̇ =
1
J

Te − f
J

Ω − 1
J

TL (63)

Using (62) and (63), the derivative of the surface is expressed as

Ω̇ =
1
J

Te − f
J

Ω − 1
J

TL (64)

It should be noted that the super-twisting algorithm system is specifically developed
for systems with a relative degree n = 1 whose goal is to reduce chattering problems. This
algorithm does not require the knowledge of the second derivative of the sliding variable
as in the case of other algorithms. Thus, the algorithm guarantees that the trajectories of
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the system twist around the origin in the phase portrait [61] which brings about having the
model of the system in relative order one:

ẏ1 = φ(y1, t) + Y(x, t)uST(t) (65)

with ẏ1 being the sliding surface, and φ and Y being bounded functions [62,63]:{
|φ| ≤ Φ

0 < Ym ≤ Y(x, t) ≤ YM
(66)

From Equations (65) and (64), we can deduce

ẏ1 = Ω̇∗ + f
J

Ω∗ + (
− fr

J
+ λ1)eΩ +

1
J

TL − 1
J

Te (67)

The definition of the upper and lower bounds of the previously defined functions is
chosen as follows [47]: ⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

φST = Ω̇∗ + f
J

Ω∗ + (
− f

J
+ λ1)eΩ +

1
J

TL

YST = 1

uST = −1
J

Te

(68)

So, the sufficient conditions of convergence can be chosen as

⎧⎪⎨
⎪⎩

W = 3ΦST

λ = 5
√

2ΦST

ρ = 0.5

(69)

By choosing S0 = s2
4, the order can be written as

uST = u1 + u2 (70)

With {
u̇1 = −Wsign(s1)

u̇2 = −λ|s1|0.5sign(s1)
(71)

4.2.2. Synthesis of Current Controllers by Super-Twisting Algorithm

In a similar way to the surface used in the classical sliding mode, the sliding surfaces
of the currents (s5 and s6) are defined by{

s5(t) = y2(t) = ed(t) + λ2
∫ t

0 ed(τ)dτ

s6(t) = y3(t) = eq(t) + λ3
∫ t

0 eq(τ)dτ
(72)

From the electrical equations of the machine, the surface derivatives can be expressed as

⎧⎪⎪⎨
⎪⎪⎩

ẏ2 = i̇∗d +
R
Ld

i∗d + (
−R
Ld

+ λ1)ed +
1
Ld

Eq − 1
Ld

vd

ẏ3 = i̇∗q +
R
Lq

i∗q + (
−R
Lq

+ λ1)eq +
1
Lq

Ed − 1
Lq

vq

(73)

From Equations (65) and (73), we can deduce
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

φdST = i̇∗d +
R
Ld

Ω∗ + (
−R
Ld

+ λ1)ed +
1
Ld

Eq

YdST = 1

udST = − 1
Ld

vd

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

φqST = i̇∗q +
R
Lq

i∗q + (
−R
Lq

+ λ1)eq +
1
Lq

Ed

YqST = 1

uqST = − 1
Lq

vq

(74)

The upper and lower bounds of the previously defined functions are chosen as follows:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ΦdST =

∣∣∣∣i̇∗d + R
Ld

i∗d + (
−R
Ld

+ λ1)ed

∣∣∣∣+
∣∣∣∣ 1

Ld
Eq

∣∣∣∣
YdmST

= 0.5 , YdMST
= 1

Ud = − 1
Ld

vdmax

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ΦqST =

∣∣∣∣i̇∗q + R
Lq

i∗q + (
−R
Lq

+ λ1)eq

∣∣∣∣+
∣∣∣∣ 1

Lq
Ed

∣∣∣∣
YqmST = 0.5 , YqMST = 1

Uq = − 1
Lq

vqmax

(75)

4.2.3. Simulation Results

Using the OCCM reference currents calculation bloc with the identical velocity and
torque profile in the PI and SMC case, the STA sliding mode controllers of the velocity and
currents were implemented in the cascade control strategy.

Figure 18 demonstrates excellent tracking over the whole velocity range. A zero
static error and zero tracking error are displayed in the velocity response. Overshoot and
undershoot are extremely rare, and there are barely any velocity fluctuations, as shown in
the zooms of the figure.
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Figure 18. Velocity response obtained by STA controller and optimal currents calculations method.

Figure 19 shows good regulation of the current components id and iq. The waveform
of the currents is similar to the SMC case with less fluctuation, as shown in the zooms.

Figure 20 depicts the torque response of the SynRM using the SMC. It shows that
the SMC with the optimal current calculation method assures a machine torque that can
convince the machine’s load torque (TL) and intrinsic torque ( frΩ). When compared to the
PI and SMC control, the torque response of the STA control demonstrates a reduction in
the torque ripple. As an illustration, at a low speed with load, the torque ripple rate in the
PI control is 9.8%, 10.07% in the SMC control, and 5% in the STA control.

Table 2 summarizes the machine torque ripple rate for low and high speeds with and
without load torque.
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Table 2. Comparison of torque ripple rates for the three control modes.

PI SMC STA

ΔTe Without Load With Load Without Load With Load Without Load With Load

At 300 r.p.m 38.08% 9.8% 43% 10.07% 29% 5%

At 1500 r.p.m 17.3% 10.8% 21.7% 10.8% 12.7% 8%

This table makes it abundantly evident that applying STA control considerably reduces
the torque ripple of the synchronous reluctance machine.

(a)

(b)

Figure 19. Response of the current components obtained by the STA controllers and optimal currents
calculations method: (a) iq response and (b) id response.
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Figure 20. Torque response obtained by STA controllers and optimal currents calculations method.

5. Conclusions

In this work, we addressed the problem of torque ripple reduction in a synchronous
reluctance machine for an electric vehicle drivetrain application.

We have based our approach on control-based solutions. In a cascade velocity/currents
control strategy, we first proposed a new reference currents calculation bloc based on the
optimization of the stator joule loss. In order to examine the contribution of this method
on torque ripple reduction, we compared it to two methods used in the literature, namely
the conventional field-oriented control and maximum torque per ampere. The simulation
results clearly show the effectiveness and superiority of this proposed method in reducing
the torque ripple of the machine.

To improve the system’s static and dynamic performance, in the second part, we
synthesized advanced velocity and current controllers based on the variable structure
theory. Classical sliding mode controllers have been proposed using the method provided
in the first part, namely the calculation of optimal currents. When compared to the PI
controllers, the simulation results demonstrate a gain in performance but a minor increase in
torque ripple. This is related to the chattering phenomenon, which constitutes the drawback
of conventional sliding mode control. We then presented second-order sliding mode
controllers based on the super-twisting algorithm to avoid this problem. The simulation
results show that in addition to the improvement in the drivetrain performance, the torque
ripples are significantly reduced.

In conclusion, a combination of the optimal current calculation method and the second-
order sliding mode control produces the most effective combination for improving the
synchronous reluctance machine’s performance and torque ripple reduction.
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Abbreviations

The following abbreviations are used in this manuscript:

EV Electric vehicle
SynRM Synchronous reluctance machines
PMSM Permanent magnet synchronous machine
WRSM Wound rotor synchronous machine
REMs Rare-earth materials
FOC Field-oriented control
DFOC Direct field-oriented control
IFOC Indirect field-oriented control
MTPA Maximum torque per ampere
OCCM Optimum current calculation method
PI Proportional integral
SMC Sliding mode control
STA Super-twisting algorithm
φs, φds , φqs Stator flux linkage in the d and q axes
id, iq Stator current in the d and q axes
Vd, Vq Voltages in the d and q axes
Lds , Lqs Inductance in the d and q axes
Li Stator inductance of phase i
Mij Mutual inductance between phases i and j
Ω Rotational velocity of the machine, in rad/s.
Ω∗ Rotational velocity reference of the machine, in rad/s.
Te Electromagnetic torque produced by the machine, in Nm
TL Load torque, in Nm
fr Viscous friction coefficient, in Ns2/m2

Fm The slope force or tractive force that is required to drive the vehicle up
faero Aerodynamic force created by the friction of the vehicle’s body moving through the air
Frr Rolling resistance force
Frc Resistance force exerted by the vehicle weight as it goes up and down a hill
M Vehicle mass
g The acceleration due to gravity on Earth
ρ Density of the air, in kg/m3

Cx Drag coefficient
S f Frontal cross-sectional area, in m2

Rsc Rolling resistance opposing the slope
i∗d , i∗q Reference current in the d and q axis
Δ Lagrangian function used to optimize the currents

Appendix A

Table A1. The synchronous reluctance machine’s parameters.

Parameter Value

Rated power Pn = 1.1 kW
Number of pole pairs p = 2

Rated RMS current I = 3 A
Power supply voltage 220/380 V

Phase resistance Rs = 6.2 Ohm
Direct inductance Ld = 0.34 H

Quadrature inductance Lq = 0.105 H
Rated speed 1500 r.p.m

Maximum velocity 1800 r.p.m
Torque at rated velocity 7 Nm

Torque at maximum velocity 5.8 N m
Machine inertia J = 0.005 kg · m2

Viscous friction coefficient f = 0.01 Nm/s
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Abstract: The torque ripples in a switched reluctance motor (SRM) are minimized via an optimal
adaptive dynamic regulator that is presented in this research. A novel reinforcement neural network
learning approach based on machine learning is adopted to find the best solution for the tracking prob-
lem of the SRM drive in real time. The reference signal model which minimizes the torque pulsations
is combined with tracking error to construct the augmented structure of the SRM drive. A discounted
cost function for the augmented SRM model is described to assess the tracking performance of the
signal. In order to track the optimal trajectory, a neural network (NN)-based RL approach has been
developed. This method achieves the optimal tracking response to the Hamilton–Jacobi–Bellman
(HJB) equation for a nonlinear tracking system. To do so, two neural networks (NNs) have been
trained online individually to acquire the best control policy to allow tracking performance for the
motor. Simulation findings have been undertaken for SRM to confirm the viability of the suggested
control strategy.

Keywords: variable reluctance motor; optimization problems; reinforcement learning (RL);
adaptive dynamic programming (ADP); neural network (NN); machine learning method

1. Introduction

Recently, the deployment of Switched Reluctance Motors (SRMs) in a vast scope of
car electrification and variable speed systems has garnered significant recognition. The
SRM is a flexible contender that might outperform other types of machines due to its
inherent durability, fault-tolerant capability, affordable pricing, and natural simplicity due
to its lack of magnets, brushes, and winding of a rotor [1,2]. Advancements in power
electronic devices and computer programming have increased their efficiency. SRMs are
now being considered for a number of applications requiring high-speed performance
and dependability, including those involving electric vehicles and aviation [3–7]. SRMs
have numerous benefits, but they also have certain drawbacks, such as huge torque ripples
that might result in loud noise and vibration when the motor is operating. The system’s
nonlinear electromechanical characteristic, which depends on current and rotor angle, as
well as severe magnetic saturation, to achieve great torque density, is the cause of the torque
ripples. As a result, extending the percentage of SRM in high-performance models requires
reducing the torque’s oscillations.

To limit torque ripples, there are two common approaches that have been employed.
The first entails improving the machine’s magnetic configuration [8–11]. In one instance,
the rotor and stator structures were changed by the SRM’s manufacturer to reduce torque
ripples; however, this might have degraded efficiency [12]. The second alternative is
designing a torque regulator to minimize ripples and address the model’s nonlinearity.
The SRM’s stator current ought to be precisely supplied and adjusted by the controller
at the right rotor angle, as well as achieving the current pulses’ quick rise and fall times.
This can be accomplished be inserting a considerable level of voltage from the DC supply
to handle the back electromotive force which occurs during the operating of the machine
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and simultaneously minify the inductance per phase. That is, as the rotor speed rises, the
induced voltage of the motor reaches a point at which the DC voltage pulses currently
produced are inadequate to control the torque. In order to reach the highest possible voltage
for high performance, the control mechanism would necessarily assume an optimum phase-
pulse mode which requires a high switching frequency. As a result, having a controller
with reduced torque fluctuations is a technical challenge for the SRM drive.

To relieve torque ripples, many strategies have been proposed. Bang–bang control,
sliding mode techniques, and enhanced Proportional-Integral-Derivative (PID) control are
several that are often used and simple to apply [13–19]. Bang–bang and delta-modulation
regulators have typically been applied to regulate SRMs. For these mechanisms, a number
of limitations, including significant torque pulsations, restricted switching frequency due to
semiconductor properties, and variable switching frequency, which results in less effective
regulation of Electro-Magnetic Interference (EMI) make them impracticable for many
applications. In such a model, the current pulse cannot be adjusted speedily enough by
the classical PID regulator. Indeed, even more advanced transitioning PID controllers are
unable to provide the best response. Additionally, researchers have studied direct torque
optimal control approaches. The direct instantaneous torque control (DITC) system can be
used to cope with the difficulty to represent the phase current as a function of torque and
rotor angles. Although DITC has a straightforward and easy structure, its implementation
necessitates complicated switching rules, unrestrained switching frequency, and a very
large sample rate [18–26]. Therefore, implementing a controller that can minimize the
torque ripples requires a very high dynamic scheme which allows high switching frequency.

In this article, a machine learning algorithm using RL techniques is employed to
track the reference signal and reduce pulsations on torque pulses of the SRM drive. This
unique approach is able to handle the model variances and produce excellent results even
though the SRM experiences nonlinearities dependent on current and rotor angles. In
this approach, the SRM tracking problem needs to be solved by optimizing the tracking
function and tracing reference trajectory. Dual-stream neural network strategies should
be employed and trained to provide optimized duty cycles based on the predetermined
utility function [27,28]. The nonlinear tracking Hamilton–Jacobi–Bellman (HJB) equation
of SRM is determined by modulating the NNs until convergence, providing the tracking
performance for the system model. The fundamental contributions of this research are as
follows:

I. Augmenting the SRM drive model to generate the tracking function;
II. Adopting a policy iteration method based on a reinforcement learning algorithm to

minimize the torque ripples of the SRM;
III. Deployment of two NNs to optimize the HJB equation and conduct tracking opera-

tions for the system.

2. Materials and Methods

The main framework of the proposed model is shown in Figure 1, where the dual neu-
ral network architecture using the policy iteration method has been executed to minimize
the torque ripples of the variable switched reluctance motor. The internal architecture of
the proposed model is further described in the following subsection.
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Figure 1. The proposed framework for minimizing torque ripples.

2.1. Modelling the Tracking Function for Srm Drive

In machine learning theory, tracking control is a method used to guide the state of a
system to follow a reference path, while the optimal regulation method aims to bring the
system’s state dynamics to a halt [29]. The tracking control for an SRM drive is designed
to align the machine’s output torque with the reference torque trajectory. Designing an
optimum control system depends on being able to solve the partial differential equation
known as the HJB equation, which represents the ideal control strategy for a nonlinear
system. Optimal tracking control involves both feedforward and feedback control to
accurately guide the system’s state towards a reference path while maintaining stability.
Using the inverse dynamic technique, one may solve the feedforward portion that achieves
tracking performance. By computing the HJB model, it is possible to conduct a feedback
function that maintains the system’s stability. The authors of [30] discuss the typical
responses for both concepts. The disadvantages of utilizing the usual approach are that it
needs the inversion of the drive’s characteristics in order to derive the control policy and
that it uses the full system’s parameters. Due to the complex nature of the controller, the
typical solutions are consequently not applicable to SRM. To remedy this, the optimum
tracking control of the SRM drive is intended to minimize a specified quadratic cost
function based on the augmented system model that comprises the machine parameter
and reference source model. This enhanced system requires that the reference signal is
supplied and generated by a distinct source model. Reinforcement learning consists of a
collection of techniques that enable the use of an expanded model in the construction of
adaptive tracking control for a nonlinear system. These methods are intended to tackle
the tracking issue online and in real time by monitoring data streams [27]. Enabling the
controller to calculate the system dynamics and tracking the inaccuracies after each iteration
is another method for estimating the inductance surface. All mathematical techniques
need an estimator to update the model, which may then be applied to a controller such
as model predictive control. Neural networks based on RL methods integrate adaptation
and tracking performance simultaneously into a single task. Therefore, to benefit from this
advantage while managing the non-linearity of the system, reinforcement dual-NN learning
architecture is proposed for minimizing the torque ripples of the machine. By applying
the neural network under the concept of value function approximator (VFA), this can
approximate the cost function using the least-squares method. In optimal control, there are
two techniques to solve the optimal tracking problem online in real time without requiring
full knowledge of the system. One approach to RL is based on iterating the Q-function,
which is called the Q-learning algorithm. However, this method is only applicable for the
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linear system. For nonlinear applications, another algorithm should be incorporated with
Q-learning to cope with the nonlinearity of the system. The other approach of RL is the dual-
neural-network architecture, which can solve the nonlinear system and be implemented for
applications such as SRM. Therefore, the dual-neural-network architecture is a fundamental
technique of reinforcement learning methods. This method includes two phases. The first
NN is responsible for determining the optimum phase voltage of control input in the first
stage of the process, which may be executed during the policy improvement phase. The
second NN must assess the control input according to the policy evaluation step in the
second stage.

Following is a discussion of the tracking issue for the dynamic model of the SRM drive
and the derivation of the HJB equation.

2.1.1. Updated Model of SRM Drive

SRM consists of a variable number of salient poles on both the stator and the rotor
of the motor. In order to generate the machine’s phases, the coils are wound around the
stator pole and then installed in pairs that are mirror-opposite to one another. After the
phase has been excited, the change in reluctances will cause the torque that is responsible
for aligning the rotor pole with the stator poles. Because of its minimal impact on torque
generation and dynamics, the mutual inductance between surrounding phases in an SRM
is often quite low and has been omitted in the modeling process. In general, the mutual
inductance between adjacent winding in an SRM is relatively tiny. As a consequence of
this, the voltage and torque equation for one phase of an SRM may be expressed as

V = Rsi +
dλ(θ, i)

dt
(1)

T =
1
2

i2
dL(θ, i)

dθ
(2)

where Rs is the phase resistance and λ is the flux linkage per phase computed by λ = L(θ, i)i.
L is the inductance profile as a function of the rotor position ( θ) and the phase current ( i).
As seen in (2), the electromagnetic torque of a single phase is proportional to the square
of the current in this type of machine. For this reason, the fundamental motivation for
using the infinite-horizon tracking technique is to find the most suitable scheme for the
system of SRM (1) that allows the output torque or the state x(k) to follow the reference
trajectory d(k). Subsequently, we can write out the error equation that leads to optimal
tracking performance as

ek = xk − dk (3)

To develop the enhanced model, it is necessary to make a claim. That is, the reference
signal of the machine for the tracking issue is generated by the combination of the reference
model and the dynamic model of the motor [31]. The generator model can be formulated as

dk+1 = βdk (4)

where β ∈ R
n. This reference generator does not account for the fact that it is stable and

may offer a broad variety of useful reference signals, including the periodic pulses of the
square wave, which is the SRM reference current and torque. The forward method is
used to estimate the discrete time domain of the SRM model during discrete execution.
Consequently, based on the discrete dynamic model of SRM and the reference generator
formulation, the tracking error (3) based on the input voltage signal may be calculated as
follows:

ek+1 = xk+1 − dk+1 = f (xk) + g(xk)uk − βrk = f (ek + dk)− βrk + g(ek + dk)uk (5)

where f (xk) = xk − (tRs / Lk)xk and g(xk) = t/Lk. xk ∈ R
n is the phase current (ik), uk is

the DC voltage generated from the DC power supply, t is the discrete sampling time, and
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Lk is the phase inductance fluctuation determined by rotor angle and phase current. The
reference signal model and the tracking error may be included in the simulation model as
an array by incorporating (4) and (5) to create the updated dynamic model:

Xk+1 =

[
ek+1
dk+1

]
=

[
f (ek + dk)− βrk

βrk

]
+

[
g(ek + dk)

0

]
uk ≡ Λ(Xk) + ∀(Xk)uk (6)

where Xk =
[
ek dk]

T ∈ R
2n is the updated state. Minimizing a quadratic performance

index function yields the optimal input signal that minimizes the tracking error. SRM’s
performance index function is established by weighing the cost of the voltage signal against
the tracking inaccuracy and taking the proportion of the two into account as follows:

V(Xk) =
∞

∑
i=k

γi−1
[
(xi − di)

TQ(xi − di) + uT
i Rui

]
(7)

where Q is a predefined weight matrix for the tracking error and R is a predefined weight
matrix for the control policy, and 0 < γ ≤ 1 is a discount rate that considerably lowers
the long-term cost. The value of γ should be smaller than 1 for SRM situations since γ = 1
only applies when it is known ahead of time, such as when obtaining the reference signal
from an asymptotically stable reference generator model [32]. The value function may be
expressed using the updated model (5) as follows:

V(Xk) =
∞

∑
i=k

γi−1
[

Xi
TQqXi + uT

i Rui

]
(8)

where

Qq =

[
Q 0
0 0

]
, Q > 0 (9)

The tracking issue is changed and transformed into a regulating issue by using the
updated system and discounted value function (6) [32]. With this improvement, it is feasible
to create a reinforcement learning regulator to address the SRM drive’s optimum tracking
issue without possessing complete information of the machine’s specifications.

2.1.2. Formulating the System Using Bellman and Hamilton–Jacobian Equation

One type of RL approach is based on dual neural networks, where the first NN
provides the control policy or the action to the machine, and the second NN evaluates the
value of that control policy. Different strategies, such as the gradient descent method and
least-squares method, may then be utilized to update the control input in the sense that
the new input is better than the old input. To allow the use of a RL method for tracking
applications such as torque ripple minimization, one can derive the Bellman equation for
the SRM drive. One of the adequate RL algorithms used to solve the Bellman equation
online in real time and achieve tracking performance is the policy iteration method; that is,
updating the policy until convergence leads to the optimal solution of the tracking problem.
Following the presentation of the augmented model of the SRM and the performance index
in the prior section, the Bellman and HJB equations of the SRM drive will be discussed.
This will make it possible for the tracking control to apply the RL online technique in order
to solve the issue. (8) may be recast as follows if one makes use of an applicable policy

V(Xk) = Xi
TQqXi + uT

i Rui +
∞

∑
i=k+1

γi−(k+1)[Xi
TQqXi + uT

i Rui] (10)

This can be derived, based on the Bellman equation, as

V(Xk) = Xi
TQqXi + uT

i Rui + γV(Xk+1) (11)
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The optimum cost function V*(Xk), based on Bellman’s optimality concept for infinite-
time conditions, is a time-invariant and satisfies the discretized HJB equation as follows:

V*(Xk) = min
uk

{Xi
TQqXi + uT

i Rui + γV*(Xk+1)} (12)

To obtain the optimal control policy which can minimize the torque ripples, the
Hamiltonian function of the Bellman equation can be expressed as

H(Xk, uk) = xT
k Qqxk + uT

k Ruk + γV*(Xk+1)− V*(Xk) (13)

At this point, it is crucial to execute the stationary condition dH(Xk, uk)/duk = 0.
This condition is necessary to achieve optimality [33]. Hence, the control policy that can
minimize the torque ripples for SRM drive is generated as

u*
k = −γ

2
R−1G(Xk)

T ∂V*(Xk+1)

∂Xk+1
(14)

2.2. Dual-Neural-Network Architecture for Learning the Tracking Problems of SRM Drive

Since the tracking HJB equation is unable to be solved accurately online using a
normal approach without incorporating a complete knowledge of the parameter model,
the reinforcement dual-neural-network learning methodology was used. Rotor angle and
current both have nonlinear effects on phase inductances. This inductance is at its highest
value when the stator and rotor poles are lined up, and at its lowest value when the poles
are not lined up. Figure 2 displays the inductance surface of the SRM used later in the
simulation. This figure is generated by quantizing the inductance profile derived using
finite element analysis of the SRM. A table holding the data of the inductance surface may
be produced. A 2D grid made up of a selection of several currents and rotor positions is
used to quantize this surface. A quantized inductance profile is obtained by recording the
inductance in a table at every point of this grid [34,35]. The bearings’ age, differences in
the airgap, chemical deterioration, and temperature changes may all lead to additional,
unidentified alterations in this characteristic. Other changes in the inductance curve
might result from inconsistencies between the real and predicted models caused by typical
manufacturing defects, such as variances in the permeability, the size of the airgap, or
even the quantity of turns in the coil. Adaptive approximation methods to improve the
machine’s dynamic characteristics may be carried out by utilizing the dual-neural-network
procedure. To solve the Bellman problem, the neural network is employed to optimize
the cost function values. The second neural network (NN) used in this technique, which
accounts for the approximate dynamic programming tracking control, is modified online
and in real time using information recorded while the machine is running, such as the
torque state, the future augmented state, and the model parameters. The first and second
neural networks are developed sequentially in this study, meaning that the first neural
network’s parameters will stay constant while the parameters of the second network are
trained until convergence. These procedures are repeated until the first and second neural
networks settle on the ideal trajectory. Using the neural network along with the value
function approximation (VFA) concept, an evaluation NN may be created to tune the
performance index function using the least-squares technique until convergence [27]. The
formulation of the first and second NNs to minimize the torque pulsating is demonstrated
in this section.
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Figure 2. The variation of the base inductance parameters as a function of the current.

2.2.1. Modelling of First Neural Network

This is conducted to develop an observer for the purpose of evaluating the performance
index, and as a result, this observer is used in order to generate the feedback control. It
is standard practice to use neural networks when attempting to estimate a smooth cost
function on a preset data set. The expression that may be used to describe how the weights
of the NN, which offer the optimum approximation solution of minimization problem for
the SRM drive, work is:

Vi(X) =
N

∑
j=1

sj
viBj(Xk) = ST

viB(Xk) (15)

where Svi are the approximated quantities of the first NN weights that can be produced in
linear system for the machine, shown as

Svi =
[
s11 s12 s22] (16)

where B(Xk) = Xk
⊗

Xk ∈ R
N is the vector of the convolution operation, and it represents

the number of neurons within the hidden layer. The Bellman equation can be reproduced by
incorporating the Kronecker concept, which converts the weights matrix (16) into columns
of bundling sequences [32].[

(Xk)
⊗

(Xk)− γ(Xk+1)
⊗

(Xk+1)
]
× vec
(

ST
vi+1

)
= Xk

TQqXk + ûT
i (Xk)Rûi(Xk) (17)

where
⊗

is the Kronecker product, and vec
(
ST

vi+1
)

is the weights matrix derived by aggre-
gating the entries of matrix Wvi. The left side of (17) can be defined as

ρ(Xk, ûi(Xk)) = Xk
TQqXk + ûT

i (Xk)Rûi(Xk) (18)

By exploring and gathering sufficient data packets throughout each cycle of the normal
running of the motor, including information on the modified state of the motor and the
input voltage, the solution of this equation can be can be obtained. The least-squares (LS)
approach can be used to improve the weights of the network. This technique is a potent
optimizer that does not need any additional model identification unless an observer is
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required to watch the appropriate data item sets. Thus, the first NN weight’s inaccuracy
error may be expressed as

ErrvN =
(
ρ(Xk, ûi(Xk))− ST

viB(Xk)
)

(19)

Prior to applying LS strategies and to address the policy evaluation method, the total
count of individual entities in the data vector should be greater than 3 samples per iteration
(17). The sequential least-squares response for the NN weights is then shown as

vec
(

ST
)
=

�Tσ

�T� (20)

where � = [Δ
−

XT
k Δ

−
XT

k+1 . . . Δ
−

XT
k+N−1], Δ

−
XT

k = BT(Xk)
⊗

BT(Xk)− γBT(Xk+1)
⊗

BT(Xk+1),

and σ = [ρ(
−
X1, ûi)ρ(

−
X2, ûi) . . . ρ(

−
XN, ûi)]

T. The dynamical parameters of the machine do not
need to be inserted in order to tune the weight matrix values, and as � has a complete rank,
B(Xk) is necessary to satisfy the persistence excitation condition. This can be achieved by
adding a modest amount of white noise to the input signal. It will thus be sufficient to attain
the persistence excitation condition [31].

2.2.2. Modeling of Second Neural Network

This section aims to create a phase voltage signal that minimizes the approximate
amount function of the first NN by approximating the ideal return voltage signal of the
machine. The ideal policy to minimize the torque ripples can be expressed as follows:

ûi(Xk) = argmin
u(0)

(
Xk

TQqXk + uT
i (Xk)Rûi(Xk)+γST

viB(Xk+1)) (21)

Once the first value matrix has been trained until the parameters settle to their ideal
values, the second online NN approximations are applied in order to achieve a result of
(14) to fulfill the tracking performance and mitigate the torque ripples. The second NN
formulation is described by the equation below.

ûi(X) =
P

∑
j=1

Sj
uiJj(Xk) = ST

uiJ(Xk) (22)

where J(Xk) ∈ R
H is the parameters of the activation function, where P is the quantity of

neurons in the hidden layer. As a result, the actor error may be calculated as the difference
between the machine’s phase voltage per phase and the control signal that minimizes the
predicted performance index in the second NN, which is expressed as

erru(Xk)
= ST

uiJ(Xk) +
γ

2
R−1G

(
Xk)

T ∂B(Xk+1)

∂Xk+1
Svi (23)

The gradient descent strategy may be used to tune the variables of the second NN in
real screen time. Because the network only runs a single adjusting sample, this approach is
simple to encode in memory. As a result, the second NN value update may be carried out
as follows:

Sui|z+1 = Sui|z −Φ ∂
∂Sui

[Xk
TQqXk + ûT

i (Xk)Rûi(Xk) + γST
viB(Xk+1)]

∣∣∣
Sui |z

= Sui|z − Φ × Π(Xk)
(

2Rûi + γJ
(

Xk)
T ∂B(Xk+1)

∂Xk+1
Svi

)T (24)

where Φ > 0 is a training parameter which represents the scaling factor, and z is the
repetition number. As demonstrated in (18), only J(Xk) values of the dynamical model are
needed to improve the weight of the NN. The policy iteration (PI) methodology has been
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utilized extensively for constructing feedback controllers among the RL techniques now in
use. Specifically, the linear quadratic tracker (LQT) problem is resolved using PI algorithms.
It is common knowledge that resolving an LQT is necessary to solve the Algebraic Riccati
equation (ARE). The PI technique starts with an acceptable control policy and iteratively
alternates between policy assessment and policy improvement phases until there is no
modification to the value or the policy. In contrast to the value iteration (VI) method, In
contrast to the value iteration (VI) method, PI is often faster than VI as the control input
converges to their optimal solution which achieve torque ripples minimization for the
system model. The following Algorithm 1 shows the process which will be executed for
the proposed control strategy.

Algorithm 1: Using policy iteration approach, compute the tracking HJB problem of the model
online.

Initialization: Launch the computation process with an allowable control policy. Perform and
modify the two processes below until convergence is reached.
1st NN:

ST
viB(Xk) =

(
XT

k
)
Qq(Xk) +

(
ui

k)
T R
(

uk)
i + γST

viB(Xk + 1)
2nd NN:

Sui|z+1 = Sui|z − Φ × Π(Xk)
(

2Rûi + γJ
(

Xk)
T ∂B(Xk+1)

∂Xk+1
Svi

)T

3. Simulation Results

To assess the tracking effectiveness of the suggested system, a dual-stream neural
network algorithm based on reinforcement learning techniques was created and simulated
for the SRM drive. The block diagram of the scheme is described in Figure 1. There are two
fundamental processing stages in the control system. The first NN approximates the utility
function by training the weights of NN using the least-squares (LS) method. To minimize
the estimated cost function, the input signal is updated in the second NN processing block.
Several data sets must be selected and estimated to train the cost function in the first NN.

To implement the proposed technique, three phases of 12/8 SRM were invested in and
modeled. The nominal current of the motor was 6 A, and the resistance per phase was 2 Ω.
The inductance curve fluctuated between 16 mH for maximum aligned inductance and 6
mH for minimum unaligned inductance. The rated wattage was 530 W, with a DC voltage
of 100 V.

The cutoff frequency of the controller was set at 12 kHz. The developed control
system’s procedure should initiate with the stabilizing control policy, according to the
policy iteration approach. To show the controller’s functionality, the augmented state
was set to X0 = [−10 10]T . In the utility function, Q and R are predefined matrices of
appropriate size, with values of 100 and 0.001, respectively. The discount factor used
to decrease future costs was set at γ = 0.8. A train of rectangular shape signals with an
ultimate peak value of 4A is generated by the reference signal generator. The second NN
examines 10 data objects every cycle to train its value and optimize the utility function
using the least-squares technique.

The parameters of the second NN approach to their ideal values after 10 epochs to
minimize the torque ripples and achieve excellent performance for the motor.

The optimal first NN values reached the ideal number values which could reduce the
torque ripples at

ST
ui =
[
100−100

]
(25)

To test the suggested controller in this research, the speed of the SRM was kept constant
and set at 60 RPM. The voltage provided to the motor was capped at 100 V because most of
the real DC hardware’s sources are rated to this limit.

Figure 3 shows the comparison between delta modulation and the proposed method.
It can be seen that RL architecture using dual NNs could efficiently minimize the torque
ripples. The total torque waveform per phase is demonstrated in Figure 4. In this figure,
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after the weights of NNs settle to their optimal number, the controller successfully minimize
the torque ripples. Figure 5 clarifies how the NN parameters settle to their ideal numbers
after the NNs are fully trained.

Figure 3. The phase torque of (a) the delta modulation method; (b) the proposed method.

Figure 4. The total torque per phase at constant speed.
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Figure 5. The convergence of the NN parameters to their optimal solutions.

In this article, the proposed dual NN architecture parameters are only the discount
factor and the learning rate. These parameters are determined based on the trial-and-error
technique. For weighting the Q and R matrices, the Q/R ratio is crucial for training NNs.
The linear quadratic tracker will fail to follow the reference if the weight R has a high
value due to the large cost in the control input. Additionally, if R = 0 or if the Q/R ratio
is extremely high, the controller will follow the reference in the first step because of the
extremely high applied control input. Hence, we chose the weights to be Q = 100 and
R = 0.001 as they were the best selection based on the design technique.

4. Conclusions

This paper has presented a new strategy to minimize the torque ripples using the
architecture of dual-stream NNs using Reinforcement Learning for the switched reluctance
motor. A new enhanced architecture for SRM has been created, which will aid in the
construction of the model’s optimum tracking control. To assess the machine’s control
performance, a quadratic value function for tracking and reducing the torque pulsations
on the motor was constructed. To do so, dual-stream NN estimation algorithms were
adopted to estimate the value function and to generate the optimal control policy. The
parameters of the first NN were trained online in real time using the least-squares method
until convergence. Additionally, the gradient descent logic was applied to tune the second
NN. The simulation results indicated that the suggested strategy was successful at adjusting
the motor’s torque and reducing its oscillations without adding additional procedures to
cope with the nonlinearity of the model.
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Abstract: One method for the remote management of electrical equipment is ripple control (RC),
based on the injection of voltage interharmonics into the power network to transmit information.
The disadvantage of this method is its negative impact on energy consumers, such as light sources,
speakers, and devices counting zero crossings. This study investigates the effect of RC on low-voltage
induction motors through the use of experimental and finite element methods. The results show that
the provisions concerning RC included in the European Standard EN 50160 Voltage Characteristics of
Electricity Supplied by Public Distribution Network are imprecise, failing to protect induction motors
against excessive vibration.

Keywords: induction motors; interharmonics; mains communication voltage; power quality; ripple
control; vibration

1. Introduction

In many countries [1], operators of distribution systems (DSs) use power lines to
transmit communication signals. One possible remote management method of DS opera-
tion [2] is based on the superimposition of interharmonics on the voltage waveform [1–11]—
components of frequency not being an integer multiple of the fundamental frequency. The
novelized version of the standard [12] (2019) calls the injected signals “mains communi-
cation voltage” (MCV) and specifies the frequency range as 0.1–100 kHz. In the case of
interharmonics with a frequency less than 3 kHz, the method is commonly dubbed “ripple
control” (RC) [1–11].

The RC signal was originally produced by motor–generator sets, which were later
replaced by static frequency converters [9]. The signal is in the form of telegram code [4,9],
for example, of duration ~100 s [5] and value 1–5% of the nominal grid voltage [1]. Of note,
this percentage can increase because of resonance phenomena in the power system [4,7,8].
The signal is typically injected into a medium-voltage network and transmitted to a low-
voltage grid via power transformers [6,9,11]. In the low-voltage network, it is used to
manage customers’ electric meters and various energy receivers [1–11]. Furthermore, it
can be applied for load peak reduction in the network [6,10]. If the power demand reaches
a programmable threshold, some loads, for example, hot water boilers, heat pumps, or
swimming pool pumps, can be switched off [6]. In practice, individual receivers can be
configured to recognize specific codes [6].

A new challenge for RC is the effective governing of residential photovoltaic systems
(PVs) and electric vehicle chargers and batteries [4,5,7,10]. For example, RC allows the
use of sun-tracking systems for PVs to adjust the generated power to the actual grid
demand [10]. Controlling PVs with RC is much more cost effective than with the Internet [5].
In summary, RC is considered an efficient, remunerative, and inherently cyber-secure
method of managing various electrical equipment [4,5].
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One drawback of RC is the negative impact on some energy receivers. It is reported to
cause light flickers, audible noise from speakers and ceiling fans, and incorrect working
of devices counting zero crossings [2,7,9]. Moreover, voltage interharmonics, applied in
this method, are considered harmful power quality disturbances (PQDs). Their occurrence
results in the poor operation of rotating machines, light sources, transformers, power
electronic appliances, and control systems [13–15]. Among the various equipment, rotating
machines are particularly sensitive to interharmonics (based on [14–25]). They cause
speed fluctuations, increases in power losses, torque pulsations, and lateral and torsional
vibrations, posing a risk of drivetrain damage [14–24]. The most exposed to failure are
some medium-voltage equipment, such as large synchronous generators, multi-megawatt
drivetrains with synchronous motors, and turbomachinery (based on [15,24]), which is
likely the reason the possible interharmonic limit values in the standard [26] are dedicated
to non-generation installations.

Interharmonic contamination usually originates from the working of wind power
stations and other renewable sources of energy, cycloconverters, various power electronic
equipment, and time-varying loads, including those from AC motors driving a pulsat-
ing anti-torque [3,24,27–30]. Especially significant sources of interharmonics are double-
frequency conversion systems, like high-voltage DC links and inverters [29,30]. That is,
voltage fluctuations across the capacitor in a DC link (or fluctuations of current flowing
through the inductance in a DC link) are transmitted to both the AC input and the AC
output of the double-conversion system [29–31], which may result in high interharmonic
contamination [29]. For example, [29] reported various co-occurring voltage interharmon-
ics, with values as high as 1.17%. These interharmonics were caused by the working of
high-power inverters.

To achieve appropriate voltage quality, power quality standards specify limited permis-
sible levels of various PQDs. However, the limits generally do not contain interharmonics.
In IEEE-519: Standard for Harmonic Control in Electric Power Systems [26], proposals
for two alternative limit curves for non-generation installations are discussed. One curve
generally limits interharmonic subgroups of frequencies less than 1 kHz to 0.3% and those
having frequencies within 1–2.5 kHz to 0.5%. According to the other limit curve, the
permissible value of interharmonics of frequencies less than 2.5 kHz is 0.5%. The exceptions
are interharmonics of frequencies close to harmonic frequencies, especially the fundamental
one. The limit of voltage interharmonics of frequencies of ~50–70 Hz (in a 60 Hz system)
should be based on the IEC flickermeter indication. The standard [26] warns that, in some
cases, no intentional emission of voltage interharmonics can interfere with RC signals and
underlines that “compatibility of voltage interharmonics with ripple control is necessary
(. . .) and requires country-based limits”.

Further, the European Standard EN 50160 Voltage Characteristics of Electricity Sup-
plied by Public Distribution Network [12] contains the following comment: “The level
of interharmonics is increasing due to the development of the application of frequency
converters and similar control equipment. Levels are under consideration, pending more
experience.” Nevertheless, the standard [12] provides permissible values of voltage interhar-
monics used for the MCV. The highest limit is for the frequency of 0.1–0.4 kHz—according
to [12], “for 99% of a day the 3 s mean value of signal voltages shall be less or equal to”
9%. For the higher frequencies of the MCV, the limits are much lower—at 100 kHz, the
permissible value is about 1%.

Previous research works [14–23,25] do not cover induction motors (IMs) under the
interharmonic values and frequencies admitted in [12] for the MCV. Many works [17–22,25]
deal with IMs in cyclic voltage fluctuations, which are considered the superposition of
interharmonics and subharmonics (i.e., components of frequency less than the fundamental
values) [3,13,22]. Notably, the results of these investigations [17–22,25] cannot be directly
applied to assessing the effect of RC on IMs. The impact of a single interharmonic tone
on IMs was analyzed in [14,15,22,23,25]. For instance, the authors of [25] presented cur-
rents and rotational speed fluctuations for interharmonics of frequencies not exceeding
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100 Hz. Other works [14,15,22,23] focused on currents, power losses, torque pulsations, vi-
brations for interharmonic values of 1%, and frequencies below 200 Hz. However, for these
interharmonic and frequency values (the lowest frequencies used in RC), a rather mod-
erate vibration was observed [14]. In summary, based on the current state of knowledge,
assessing the effect of RC on IMs is not possible.

Therefore, the objectives of this paper were formulated. This work aims to point out
that the limits of MCVs included in EN 50160 [12] are too tolerant and do not prevent IMs
from malfunctioning. The second aim is to extend the authors’ previous works [14,15,22]
and present the investigation results for interharmonic frequencies and values up to 400 Hz
and 9%, respectively. The considerations included in this study are limited to low-voltage
equipment and non-generation installations.

2. Methodology

The effect of RC on IMs was investigated using numerical and empirical methods.
The computations were performed with the two-dimensional finite element method (FEM)
for a cage induction motor TSg100L-4B (rated power of 3 kW), referred to as motor1. Its
chosen parameters are provided in Table 1. The model of the investigated motor was
identified based on measurement results [32,33] and design data. Firstly, an electromag-
netic circuit model was worked out using the RMxprt module and motor data, including
ratings, the magnetization characteristic of iron, and geometric dimensions. Furthermore,
based on the circuit model, a preliminary FEM model was elaborated. The original mesh
proposed by the RMxprt module consisted of about 5000 elements, and the air gap was
divided into two regions. Finally, some modifications were made to the field model. To
improve the solution convergence, the number of finite elements was increased, and the
air gap was divided into three regions. The tau-type mesh used for this study consisted of
~22,000 triangle elements—the stator core was divided into ~6200 elements, while the rotor
core comprised ~3700 elements. The maximal length of the stator core elements was about
0.68 mm and that of the rotor core elements was ~0.27 mm. For comparison, the inner stator
diameter was 94 mm. For the numerical analysis, the MAXWELL-ANSYS environment
(ANSYS Electronics Desktop version 2022R2.4, Canonsburg, USA) and a transient-type
solver were employed. Of note, some calculation parameters were found on the grounds
of the analysis of solution convergence. The impact of vibrations and deformations was
omitted during computations. The experimental validation of the field model is included
in [14,32,33].

Table 1. Chosen parameters of the investigated motors.

Motor Type
Rated Power

(kW)
Rated Speed

(rpm)

Rated
Voltage

(V)

Rated
Current

(A)

motor1 TSg100L-4B 3 1420 380 6.9
motor2 1LE1003-1BB22-2AA4 4 1460 400 7.9

The measurement setup comprised an AC programmable power source, a cage induc-
tion motor, a system for vibration measurements, and a computer-based power quality
analyzer. The applied power source comprised two units—a Chroma 61512 (master) and a
Chroma A615103 (slave) connected in parallel—totaling a rated power of 36 kVA. Addition-
ally, it was equipped with some protection appliances, such as a reverse current protective
unit, Chroma A615106. The power source could produce a voltage with programmable
PQDs, such as subharmonics and interharmonics (SaIs) of frequencies from 0.01 to 2400 Hz,
harmonics, voltage and frequency fluctuations, and phase or amplitude voltage unbalance.

The investigated motor 1LE1003-1BB22-2AA4 (rated power of 4 kW, referred to as
motor2) was coupled with an unloaded DC machine (PZMb 54a, working as a generator).
The motor2 nameplate parameters are provided in Table 1. Of note, the presence of the DC
generator resulted in a small anti-torque (caused by mechanical losses of the generator) and
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an increase in the moment of inertia of the powertrain (which significantly affects torque
pulsations under SaIs [22,33,34]). Additionally, the presence of the coupling may also exert
an impact on vibration. According to the authors’ experience (e.g., [15,22]), the vibrations
may differ considerably in the cases of an uncoupled motor and a motor coupled with any
machine (for instance, with an unloaded DC generator).

For vibration measurement, a Bruel & Kjaer (B&K) system was employed, which in-
cluded a four-channel data acquisition module (B&K model 3676-B-040), a three-axis
magnetically mounted accelerometer (B&K model 4529-B, with a frequency range of
0.3–12,800 Hz, sensitivity of 10 mV/ms−2, maximum shock level peak of 5100 g, and
weight of 14.5 g), a calibrator (B&K model 4294), and a computer with installed B&K
Connect 2022, version 26.1.0.251 installed. Since the motor casing was made of die-cast
aluminum, the accelerometer was attached to dedicated steel stands screwed into the motor
(Figure 1). Before each measurement session, the accelerometer was calibrated. After the
measurements were taken, the recorded accelerometer indications were filtered through
a low-pass filter and recalculated into the broad-band vibration velocity [35,36] using the
B&K Connect software. The vibration velocity was determined as per the main provisions
of ISO Standard 20816-1 Mechanical vibration—measurement and evaluation of machine
vibration—part 1: General guidelines [36].

 

Figure 1. Motor2 and the accelerometer (indicated with the red arrow).

The voltage and current waveforms were recorded using a digital oscilloscope Tek-
tronix TBS 2000 B equipped with additional measurement transducers. The interharmonic
content in the supply voltage and motor current was computed offline, employing fast
Fourier transform and software customized by the authors.

A simplified diagram of the measurement setup is presented in Figure 2 (based on [14]).

Figure 2. Simplified diagram of the measurement setup.
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3. Results

3.1. Preliminary Remarks

During this study, the supply voltage was assumed to contain a single positive-
sequence interharmonic of constant value. Numerical computations were performed for
the omitted load inertia of the driven appliance (the justification is included in [14,34]).
As the highest vibration of IMs caused by SaIs was observed for no load [15], all research
results concern this state. Of note, some motors temporarily work with much less output
power than rated [37,38] or even no-load conditions, for example, under the standard duty
type S6 15% [39]. The torques, currents, and their frequency components are presented in
relation to their rated values.

3.2. Currents

The primary source of the excessive vibration of IMs supplied with voltage with SaIs
is torque pulsations caused by the flow of current SaIs (based on [15,40]).

A sample current waveform and its spectrum are shown in Figures 3 and 4, respec-
tively, for motor1, in which the interharmonic frequency fih is 121 Hz and the value uih
is 9%. Aside from the fundamental harmonic, the most significant frequency component
is the interharmonic frequency fih = 121 Hz and value of 29.3% of the rated current Irat.
Additionally, the spectrum contains subharmonic components, which may produce voltage
subharmonics in a power system. Notably, subharmonics of apparently inconsiderable
values may harm the rotating machinery and transformers [13,15].
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Figure 3. Measured current waveform of motor1 under no load, supplied with voltage containing
interharmonics of value uih = 9% and frequency fih = 121 Hz.
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Figure 4. Spectrum of the current waveform presented in Figure 3.

The measured characteristic of the current interharmonics versus their frequency is
provided in Figure 5 for motor2. The characteristic generally decreased but with small local
extrema around the frequency fih ≈ 200 Hz, which may be due to resonance phenomena.
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The authors also carried out numerical investigations for motor1. Likewise, the computed
characteristic of current subharmonics (Figure 6) decreased as the frequency fih increased.
The general shape of the characteristics is due to the leakage inductance suppressing current
interharmonics more significantly for the higher frequency fih.

 

i

fih

Figure 5. Measured current interharmonics versus their frequency for motor2 under no load. Current
interharmonics are related to the rated motor current.

 

i

fih

Figure 6. Computed current interharmonics versus their frequency for motor1 under no load. Current
interharmonics are related to the rated motor current.

The analogical characteristics for the same motors at uih = 1% and frequencies of 50 to
100 Hz (motor1) or 200 Hz (motor2) are given in [14]. The main difference between these
characteristics and those in Figures 5 and 6 is the global maxima below 100 Hz caused by
the rigid-body resonance of the rotating mass.

In summary, for the investigated motors, the characteristics of current interharmonics
generally decreased as the frequency fih increased and did not show global maxima in the
considered frequency range.

3.3. Electromagnetic Torque Pulsations

Positive-sequence interharmonics cause a pulsating torque component (PTC) of the
frequency fp based on [25] the following:

fp = fih − f1 (1)

where f 1 is the fundamental frequency.
Figures 7 and 8 show the computed waveform and its spectrum of the electromagnetic

torque for motor1, respectively, supplied with a voltage having an interharmonic frequency
fih of 121 Hz and a value uih of 9%. The PTC frequency fp = 71 Hz reached 39.7% of rated
torque (Trat). In contrast, the constant component (resulting from the first current harmonic)
was approximately 1% of Trat, typical for low-power, four-pole IMs under no load.

53



Energies 2023, 16, 7831

 

−15

−10

−5

0

5

10

15

0.0 0.1 0.1 0.2 0.2
t

Figure 7. Torque waveform of motor1 under no load, supplied with the voltage containing the
interharmonic value uih = 9% and frequency of fih = 121 Hz.
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Figure 8. Spectrum of the torque waveform presented in Figure 7.

Figure 9 presents the PTCs of the frequency fp versus the interharmonic frequency fih.
For fih = 101 Hz, the PTC value was approximately four times that for fih = 399 Hz and
reached ~50% of Trat. Of note, this value is close to the maximal PTC observed for IMs
supplied with voltage containing a single subharmonic value ush = 1% [21], resulting in
extraordinarily high vibration [15,22].

 fih

Figure 9. PTC versus the interharmonic frequency fih for uih = 9% and motor1. PTC is rated to the
rated motor torque.

In some cases, the interharmonic value of 9% disturbed the starting process of mo-
tor2 (starting with the reduced supply voltage). This issue will be deeply analyzed in a
separate paper.

In summary, RC caused a significant PTC, leading to excessive IM vibrations.
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3.4. Vibration

For the assessment of vibration severity, the recommendations included in the stan-
dards [35,36] were employed. They specify four evaluation zones, denoted as Zone A,
Zone B, Zone C, and Zone D. Zone C corresponds to vibrations admitted for a limited time,
while the vibrations within Zone D “are normally considered to be of sufficient severity to
cause damage to the machine”. As the threshold values of each evaluation zone are not
univocally specified in the current standard [36], they were assumed based on its former
version [35]. Per [35], for low-power electric motors, a broad-band vibration velocity [35,36]
between 1.8 and 4.5 mm/s corresponds to Zone C, and a vibration velocity greater than
4.5 mm/s corresponds to Zone D.

Figure 10 presents the characteristics of the broad-band vibration velocity versus the
frequency of the voltage interharmonics for uih = 9% and motor2. The measured vibration
velocity reached 5.025 mm/s, exceeding the boundaries of Zone D for the frequency
fih ≤ 105 Hz. Furthermore, for a frequency fih of 106 to 170 Hz, the vibration velocity fell
into Zone C. Of note, the most severe vibration occurred for frequencies fih corresponding
to the highest PTCs (see the previous subsection). Nevertheless, “the magnitude of the
. . . vibration directly depends on the mechanical behavior of the motor structure and the
possibility of a resonance condition . . . on the structure of an entire unit or on the motor
components, such as a stator core or frame” [40]. Consequently, for other drivetrains, the
highest vibration may appear for other frequency fih values. Furthermore, the shape of the
characteristic under consideration can be explained by both the behavior of the mechanical
structure and the effect of leakage inductance (see Sections 3.2 and 3.3).

 
(a) 

v

fih

 
(b) 

v

fih

Figure 10. Measured broad-band vibration velocity in the horizontal (H), vertical (V), and axial (A)
directions versus the voltage interharmonic frequency for motor2 and interharmonic value uih = 9%.
Figure (b) is an enlarged fragment of Figure (a).

Figure 11 shows the characteristics of the broad-band vibration velocity versus the
interharmonic value uih for the frequency fih = 101 Hz and motor2. The plots show sig-
nificant non-linearity, probably due to the coupling reaction. For ush ≤ 7%, the vibration
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velocity gradually increased to 2.62 mm/s, exceeding the threshold value of Zone C for
ush ≈ 5%. In turn, between uih = 7% and uih = 8%, it rapidly increased to 4.97 mm/s and
fell into Zone D.

 

v

uih

Figure 11. Measured broad-band vibration velocity in the horizontal (H), vertical (V), and axial
(A) directions versus the voltage interharmonic value uih for motor2 and interharmonic frequency
fih = 101 Hz.

The characteristics presented in Figure 11 were measured using the frequency fih corre-
sponding to the highest vibration velocity (see Figure 10). Contrastingly, Figures 12 and 13
present analogical characteristics for frequencies at which motor2 showed comparatively
low vibration. The appropriate experimental investigations were performed for exemplary
RC signal frequencies [1,5,11]: fih = 175 Hz (Figure 12) and 208.3 Hz (Figure 13). The
maximal vibration velocity did not exceed 1.672 mm/s and fell into Zone B.
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Figure 12. Measured broad-band vibration velocity in the horizontal (H), vertical (V), and axial
(A) directions versus the voltage interharmonic value uih for motor2 and interharmonic frequency
fih = 175 Hz.
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Figure 13. Measured broad-band vibration velocity in the horizontal (H), vertical (V), and axial
(A) directions versus the voltage interharmonic value uih for motor2 and interharmonic frequency
fih = 208.3 Hz.
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In summary, the presented results of investigations indicate that the application of
MCVs at the values permitted in the standard [12] may result in IM failures due to excessive
vibration.

4. Discussion

A dynamic growth in the number of PV installations and electric cars presents a
new challenge for RC. The distribution network is expected to be increasingly contami-
nated with RC signals, which should be considered as a specific case of voltage waveform
distortions. One receiver especially susceptible to voltage waveform distortions (includ-
ing voltage harmonics and SaIs) is an induction motor. Voltage waveform distortions
cause various harmful phenomena, such as an increase in power losses, overheating, a
local saturation of the magnetic circuit, torque ripples, and excessive lateral and torsional
vibration [3,13–15,17–25,31–34,40–42], resulting even in powertrain destruction [31].

To prevent energy receivers from malfunctioning, power quality standards impose
limitations on various PQDs. Many European countries apply the standard EN 50160 [12],
which specifies the limits of RC signals. According to [12], within the frequency range
of 0.1–0.4 kHz, “for 99% of a day the 3 s mean value of signal voltages shall be less or
equal to” 9%. In practice, the standard does not limit the value of RC signals whose total
duration is less than 1% of the day; in practice, any signal values can be found acceptable
in light of [12]. Additionally, the 9% limit in [12] is inappropriate. Voltage interharmonics
within this limit cause significant torque pulsations, leading to excessive vibrations. For
the investigated motors, their levels fell into evaluation Zone D [35,36], in which they “are
normally considered to be of sufficient severity to cause damage to the machine” [35,36].

Currently, only the practice used by DS operators protects IMs from destructive
vibration, in which the value of RC signals is usually in the range of 1–5% [1], much less
than that permitted by [12]. Of note, the value of RC signals can be significantly amplified
because of resonance phenomena [4,7,8], even by a factor of three [8]. Such resonances in a
power system were observed at frequencies of 1 kHz [4,8]. At the same time, the vibration
of motor2 fell into Zone D for the interharmonic frequency fih ≤ 105 Hz and the value
uih ≥ 8%. In practice, such an RC signal is rather unlikely. Nevertheless, these standards
should enable the electrical equipment to operate reliably and durably rather than the
practice used by DS operators.

Furthermore, the PTC frequency may correspond to the natural torsional frequency of the
elastic-body mode [14]. In drivetrains with IMs, the elastic-mode resonance [16,24,31,43,44]
may lead to the amplification of PTCs by a factor exceeding 100 [31] and, consequently, a
coupling or shaft failure [31,43,44]. Notably, the resonance may cause drivetrain destruction
after a comparatively short time, for example, during repetitive starts [43]. The effect of the
elastic-mode resonance on IMs will be the subject of future investigations.

Given the above considerations, the provisions in question [12] are unacceptable. They
do not protect IMs from the potentially harmful impact of RC, especially with lateral and
torsional vibration. Revising the standard [12] requires in-depth investigations of the
undesirable phenomena caused by RC.

5. Conclusions

The provisions concerning RC laid in EN 50160 [12] are imprecise and too tolerant.
According to [12], any level of RC signals can be considered acceptable, provided that
their total duration is less than 1% of the day. For RC signals of longer total durations, the
maximal permitted value is as high as 9%. This research shows that, even for interharmon-
ics less than the limit, IM vibration may fall within evaluation Zone D, risking machine
damage [35,36]. Presently, only practices used by DS operators prevent IMs from excessive
vibration. The standard [12] should be modified taking into account the impact of RC on en-
ergy consumers, the real values of RC signals injected into DSs [1], a possible magnification
of the signal for some frequencies due to resonance phenomena [4,7,8], and the possible
interference of RC signals with voltage interharmonics occurring in the power system.
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Abstract: The Double Permanent Magnet Vernier (DPMV) machine is well known for its high torque
density and magnet utilization ratio. This paper aims to investigate the torque generation mechanism
and its improved design in DPMV machines for hub propulsion based on the field modulation
principle. Firstly, the topology of the proposed DPMV machine is introduced, and a commercial
PM machine is used as a benchmark. Secondly, the rotor PM, stator PM, and armature magnetic
fields are derived and analyzed considering the modulation effect, respectively. Meanwhile, the
contribution of each harmonic to average torque is pointed out. It can be concluded that the 7th-,
12th-, 19th- and 24th-order flux density harmonics are the main source of average torque. Thanks to
the multi-working harmonic characteristics, the average torque of DPMV machines has significantly
increased by 31.8% compared to the counterpart commercial PM machine, while also reducing the PM
weight by 75%. Thirdly, the auxiliary barrier structure and dual three-phase winding configuration
are proposed from the perspective of optimizing the phase and amplitude of working harmonics,
respectively. The improvements in average torque are 9.9% and 5.4%, correspondingly.

Keywords: hub machine; dual permanent magnet vernier (DPMV); air-gap field modulation; torque

1. Introduction

Due to increasing concerns about energy security and environmental impact, tra-
ditional vehicles with internal combustion engines are likely to be phased out in the
future [1–3]. The electrification of transportation has become a key development trend,
and such a revolution in mobility extends to light electric vehicles such as electric scooters
and bicycles [4]. Permanent Magnet (PM) hub machines have attracted much attention
due to their advantages of high efficiency, reliability, and compact structure [5]. With
the increasing travel demand, the high torque density requirements of hub machines are
becoming more stringent [6].

Significant works on torque improvement have been presented. Among them, increas-
ing the machine size and PM usage are effective ways to improve torque. However, these
methods also lead to unacceptable increases in weight and cost [7]. In [8], the stator structure
with unequal teeth was proposed to enhance fundamental harmonic components, thereby
offering useful performance benefits in terms of a higher torque capability and reduced
torque ripple. However, this structure is only suitable for single-layer winding structures.
In addition to optimizing stator structure, Halbach [9] and hybrid rotor [10] structures
were adopted to increase torque capacity. The former structure leads to manufacturing
difficulties, while the latter structure cannot meet the high torque density requirements
in the speed range. Further, the current harmonic injection can also be used to increase
torque capability, although it causes additional losses [11]. To sum up, the above methods
all have their limitations, and the torque improvement effect is not significant. The single
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working harmonic characteristic of conventional PM machines restricts the potential for
further torque improvement.

The improved torque density of Permanent Magnet Vernier (PMV) machines has
garnered significant attention in electric wheel applications due to their multi-working
harmonic characteristics [12–14]. The PMV machines can be divided into two types de-
pending on the location of PM, namely Stator-PM (PMS) and Rotor-PM (PMR) styles [14].
Further, [15,16] proposed a novel PMV machine with double stator and double rotor, respec-
tively. These machines achieve higher energy transmission and power conversion than the
single stator or rotor counterparts. However, the mentioned PMV machine creates complex
structures and increased difficulty in processing and assembly. By comparison, the Double
Permanent Magnet Vernier (DPMV) machine was proposed and analyzed in [17], featuring
the presence of PM on both the stator and rotor. Due to the bidirectional field modulation
effect, air-gap flux density harmonics of the DPMV machines are more abundant than
conventional PM machines. The torque capability of the DPMV machine is compared to
conventional PM and PMV machines in [18,19], respectively. The results indicate that the
DPMV machine can effectively improve the torque capability without increasing machine
dimensions. The Consequent Pole (CP) rotor structure was proposed to replace conven-
tional rotor structures such as surface mounted and spoke array structures [20,21]. In this
case, the PM is magnetized in the North Pole direction, and the salient iron core serves as
the South Pole. In [22], a 12-slot/10-pole PM machine with a CP structure achieves 92%
output torque via 65% magnet usage of its counterpart with a surface-mounted structure.
This shows that the CP structure in PMV machines can greatly improve the PM utilization
rate. The purpose of this paper is to theoretically analyze the harmonic components of
DPMV machine with a CP structure, verifying its multi-working harmonic characteristics
and advantages in average torque improvement and PM usage reduction. The main novelty
of our research is that the two new designs are proposed to further improve the average
torque of the DPMV machine from different perspectives, e.g., auxiliary barrier structure
and dual three-phase winding configuration.

This paper deals with the torque generation mechanism and its improvement design
in the DPMV machine for hub propulsion. This paper is structured as follows. In Section 2,
the topology and air-gap field modulation principle of the DPMV machine is presented.
The conventional PM machine is used as a benchmark. In Section 3, the PMR, PMS, and
armature magnetic fields are investigated in detail, and the emerging harmonics caused by
modulation effect are recognized. Then, the torque generation of the DPMV machine is
investigated, and the contribution of each harmonic to average torque is pointed out. Based
on the above analyses, two new designs to improve the average torque of DPMV machines
are proposed in Section 4. The improvement principle was elaborated from the perspective
of optimizing the phase and amplitude of working harmonics. Finally, conclusions are
presented in Section 5.

2. Topology and Modulation Principle Analysis

It is well known that the PMV machine is operated on the basis of the air-gap field
modulation principle. The armature magnetic field with small pole pairs PAR is modulated
by the stator modulation poles PS that correspond to the stator teeth, obtaining the harmonic
components that can interact with the PMR field with high pole pairs PPMR. The relationship
between PMR pole pairs, stator modulation poles PS, and armature winding pole-pairs
should be satisfied as follows [14]:

PPMR = PS ± PAR (1)

To further improve torque by taking advantage of the field modulation effect, the PM
is also placed on the stator modulation pole. Similarly, the armature magnetic field with
small pole pairs is modulated by the rotor modulation poles PPMR to obtain the harmonic
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components that can interact with the PMS magnetic field with high pole pairs PPMR.
Namely, it can be written as

yPPMS = PPMR ± PAR (2)

where y is positive integer.
A commercial PM hub machine in [4] for e-bike is selected as the benchmark and

shown in Figure 1a, in which the 12-slot/10-pole combination and interior PM (IPM) type
are adopted. In this section, the red, green, and blue windings always correspond to phase
A, phase B, and phase C, respectively. The arrows in PM always represent the direction of
magnetization. For comparison, the stator slot Q of the DPMV machine is 12 as well and
adopts a split tooth structure, as shown in Figure 1b. The number of stator modulation
poles PS is 24. Then, the pole pair of armature winding remains consistent with that of
the commercial hub machine, e.g., PAR = 5. Based on (1), the number of PMR pole pairs
PPMR should be 19. It is worth noting that both the PMR and PMS of the proposed DPMV
machine adopt the CP structure. The salient rotor teeth can also serve as modulation poles,
which will be elaborated in the following section. Table 1 lists the main specifications of the
two machines. They have identical volume, slot filling factor, and material. The PM weight
and electromagnetic load of the proposed DPMV machine are only 75% and 87% of that of
the IPM machine, respectively.

  
(a) (b) 

Figure 1. Cross-section of the PM machine: (a) commercial IPM machine; (b) DPMV machine.

Table 1. Main parameters of the IPM and DPMV machines.

Items Symbol IPM DPMV

Pole number of PMR PPMR 10 19
Pole number of PMS PPMS / 12
Number of stator slot Q 12 12

Stator outer diameter (mm) Do 90 90
Stator inner diameter (mm) Ds 52 52

Axial length (mm) Lsk 30 30
Air-gap length (mm) g 0.5 0.5

Stator slot area (mm2) Sslot 154 137
Turn number per coil Nc 23 20

Thickness of PMR (mm) hr 3 2.2
Thickness of PMS (mm) hs / 2

Pole-arc ratio of PMR kr 0.81 0.54
Pole-arc ratio of PMS ks / 0.27
Total PM weight (g) / 81 61

PM material / N40UH N40UH
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3. Torque Analyses with Multi-Working Harmonics

In this section, the PMR, PMS, and armature air-gap magnetic fields of the proposed
DPMV machine are investigated independently. Their interaction and torque generation
principle will be presented. Additionally, to obtain the analytical model of air-gap flux
density, the derivation in this section is based on the following assumptions [17]:

(1) The tangential components of the air-gap magnetic field are neglected for simplicity;
(2) The leakage flux is ignored; therefore, the waveform of air-gap primitive MMF is

considered as square waves. In addition, the end effect is also neglected, so the air-gap
MMF is regarded as the same in the axial direction;

(3) The permeability of stator and rotor iron is infinite, so the iron reluctance is neglected.

The general methodology of this section is as follows: Firstly, both PMR and PMS
are magnetized in the North Pole direction, and the salient iron core serves as the South
Pole. Therefore, the primitive air-gap PM flux density waveform within the PM range is
a positive square wave, while it is a negative square wave within the core range. Similarly,
the primitive armature winding flux density is the superposition of a series of square waves
considering the coil polarity. Secondly, the permeance functions accounting for winding,
PMS, and PMR slotting effect can be obtained by using the path of the flux lines in the
corresponding opening region. The flux line always flow through a smaller reluctance
path. Thirdly, the harmonic characteristics of each magnetic field are acquired by using FFT,
including the spatial order, amplitude, mechanical speed, and rotation direction. Finally,
the frozen permeability method is adapted to separate the torque generated due to the
interaction of different magnetic fields, recognizing the contribution of each harmonics to
average torque. Moreover, the torque waveforms of DPMV and counterpart IPM machines
are compared using the software Ansys Electronics Desktop.

3.1. PMR Flux Density

The primitive air-gap PMR flux density without modulation by the stator is shown
in Figure 2. B1 and B′

1 are defined as the magnitudes of PMR and iron poles, respectively,
which can be written as follows: ⎧⎨

⎩
B1 = Br

1+ gμr
hr(1−kr)

B′
1 = kr

1−kr
B1

(3)

where Br is the remanence flux density of PM, and μr is the PM relative differential perme-
ability. Further, the Fourier series expansion of the primitive PMR flux density B1 can be
deduced as follows:⎧⎪⎨

⎪⎩
B1(θm, t) =

∞
∑

j=1,2,3...
Bj cos{ jPPMR(θm − Ωmt − θ0)}

Bj =
2Brhr sin(jπkr)

jπ{ (1−kr)hr+gμr}
(4)

where Ωm is the mechanical angular speed, t is time, θm is the angular position in stator
reference, and θ0 is the initial phase (θ0 = 0 in this section).

The influence of winding and PMS slots on the PMR magnetic field can be accounted
by introducing a stator permeance function, as shown in Figure 3. Here, the brownish
red line represents the permeance curve caused by PMS slot, and blue line represents the
permeance curve caused by winding slot. The permeance function produced by winding
slot ΛSlot and PMR slot ΛPMS can be expressed as follows:

⎧⎨
⎩

ΛSlot(θm) = A0 + ∑
n=1,2,3

An cos(nQθm)

ΛPMS(θm) = C0 + ∑
n=1,2,3

Cn cos
{

nPPMS
(
θm − π

12
)} (5)
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where A0 and An are Fourier coefficients of the winding slot permeance function, and C0
and Cn are Fourier factors of the PMS slot permeance function. The focus of this section
is to highlight the modulation effects of topology structure on magnetic fields. Thus, the
detailed expression of the above Fourier coefficients will not be discussed. Based on (5), the
total stator permeance function is

Λs(θm) = ΛSlot(θm) · ΛPMS(θm) ≈ Λs0 +
∞

∑
n=1,2...

Λsn cos(nPSθm) (6)

where PS = Q + PPMS, and the Λs0 and Λsn are the Fourier coefficients of the total stator
permeance function. Thus, the modulated PMR air-gap flux density BPMR can be expressed
as follows:

BPMR(θm, t) =
∞
∑

j=1,2,3...
BjΛs0 cos[jPPMR(θm − Ωmt)]+

1
2

{
∞
∑

j=1,2...

∞
∑

n=1,2...
BjΛsn cos[(jPPMR + nPS)θm − jPPMRΩmt] +

∞
∑

j=1,2...

∞
∑

n=1,2...
BjΛsn cos[(jPPMR − nPS)θm − jPPMRΩmt]

} (7)

  

(a) (b) 

m=
r

Figure 2. Air-gap PMR flux density without stator modulation. (a) Model. (b) Waveform (θ0 = 0, t = 0).

 m

s

ks s

o

g

g

m

Figure 3. Air-gap permeance function accounting for winding and PMS slotting effect.

The last two items of (7) represent the modulation effect of stator structure on the PMR
magnetic field. The harmonic components with jPPMR ± nPS are generated, and the related
rotation speed is jPPMRΩm/(jPPMR ± nPS), as shown in Figure 4.
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Figure 4. Spectrum comparison of PMR flux density before and after stator modulation by FEM.

3.2. PMS Flux Density

The primitive air-gap PMS flux density B2 without PMR and winding slots modulation
is shown in Figure 5. The Fourier series expansion of the primitive PMS flux density can be
deduced as follows: ⎧⎪⎨

⎪⎩
B2(θm) =

∞
∑

v=1,2,3...
Bv cos(vPPMSθm)

Bv = 2Brhs sin(vπks)
vπ[(1−ks)hs+gμr ]

(8)

  

(a) (b) 

m=
s

m

s

ks sB

B'

B m

Figure 5. Air-gap PMS flux density without winding and PMR slots modulation. (a) Model.
(b) Waveform.

Then, the permeance function accounting for PMR slotting effect can be written
as follows:

ΛPMR(θm, t) = Λr0 + ∑
n=1,2,3

Λrn cos[nPPMR(θm − Ωmt)] (9)

The modulated PMS air-gap flux density BPMS can be expressed as follows:

BPMS(θm, t) = [B2(θm) · ΛSlot(θm)] · ΛPMR(θm, t)

=

[
∞
∑

v=1,2,3...
B′

v cos(vPPMSθm)

]
·
[

Λr0 + ∑
n=1,2,3

Λrn cos[nPPMR(θm − Ωmt)]

]

=
∞
∑

j=1,2,3...
B′

vΛr0 cos(vPPMSθm)+

1
2

{
∞
∑

v=1,2...

∞
∑

n=1,2...
B′

vΛrn cos[(vPPMS + nPPMR)θm − nPPMRΩmt] +
∞
∑

j=1,2...

∞
∑

n=1,2...
B′

vΛrn cos[(vPPMS − nPPMR)θm + nPPMRΩmt]

}
(10)

It can be seen that the winding slot has no influence on the harmonic order of the
PMS magnetic field, but only changes the harmonic amplitude. Therefore, the B′

v is used to
denote the amplitude of vth-order harmonics after winding slot modulation. Finally, the
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new harmonic components with vPPMS ± nPPMR are produced by the PMR slot modulation.
Correspondingly, the related rotation speed is ±nPPMRΩm/(vPPMS ± nPPMR), as shown in
Figure 6.

 

B'
v B0

0

0

0
mm

n

m

m

n

Figure 6. Spectrum comparison of PMS flux density before and after rotor modulation via FEM.

3.3. Armature Flux Density

Figure 7 shows the primitive air-gap armature MMF model and waveform, in which
the initial MMF of each single phase is equivalent to an ideal square wave. Firstly, the
winding function N(θm) of each phase can be expressed as follows [23]:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

NA(θm) = ∑
h=1,3,5...

Nh · cos(hθm + γh)

NB(θm) = ∑
h=1,3,5...

Nh · cos
{

h(θm + 2π
3 ) + γh

}
NC(θm) = ∑

h=1,3,5...
Nh · cos

{
h(θm − 2π

3 ) + γh
} (11)

where h is the spatial harmonic order, and γh is the initial angle. Based on the winding
distribution shown in Figure 7, γh = −180◦ (h = 1, 5, 9, 13, etc.), γh = 0◦ (h = 3, 7, 11, 15, etc.),
Nh is the Fourier expansion factor, and Nh = 2Nckwh/πh, and kwh is the winding factor of
hth-order harmonics. Then, the MMF expression is obtained by multiplying the winding
function by the current, yielding the following:

F(θm, t) = NA(θm)iA(t) + NB(θm)iB(t) + NC(θm)iC(t)

= 3Nh Imax
2

{
∑

h=6l−1
sin(hθm + PPMRΩmt + γh)− ∑

h=6l+1
sin(hθm − PPMRΩmt + γh)

}
(12)

  
(a) (b) 

m=

N m

mF m t

N

N

Figure 7. Air-gap armature MMF without winding, PMS, and PMR slots modulation. (a) Model.
(b) Waveform (t = 0).

l is either 0 or a positive integer. Imax is the amplitude of phase current. The armature air-gap
flux density BAR considering rotor and stator modulation can be expressed as follows:
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BAR(θm, t) = μ0
g · F(θm, t) · Λs(θm) · ΛPMR(θm, t)

=

[
∑

h=6l−1
Bh sin(hθm + PPMRΩmt + γ′

h)− ∑
h=6l+1

Bh sin(hθm − PPMRΩmt + γ′
h)

]
·
{

Λr0 + ∑
n=1,2,3

Λrn cos[nPPMR(θm − Ωmt)]

}

= ∑
h=6l−1

Λr0Bh sin(hθm + PPMRΩmt + γ′
h) + ∑

h=6l−1
∑

n=1,2,3

BhΛrn
2

{
sin[(h + nPPMR)θm + (1 − n)PPMRΩmt + γ′

h]
+ sin[(h − nPPMR)θm + (1 + n)PPMRΩmt + γ′

h]

}

− ∑
h=6l+1

Λr0Bh sin(hθm − PPMRΩmt + γ′
h)− ∑

h=6l+1
∑

n=1,2,3

BhΛrn
2

{
sin[(h + nPPMR)θm − (1 + n)PPMRΩmt + γ′

h]
+ sin[(h − nPPMR)θm − (1 − n)PPMRΩmt + γ′

h]

}
(13)

The modulation effect of winding and PMS slot on the armature magnetic field only changes
the amplitude and phase, and does not result in new harmonic orders generation. The Bh and γ′

h
represent the amplitude and phase of hth-order harmonics after winding and PMS slots modulation,
respectively. The new harmonic orders with h ± nPPMR emerged after rotor modulation, as shown in
Figure 8.

 

m
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m
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Figure 8. Spectrum comparison of PMS flux density before and after rotor modulation via FEM.

3.4. Torque Generation Principle
Based on the above analyses, the air-gap flux density harmonic order and corresponding

mechanical speed of three magnetic fields considering bilateral modulation can be obtained, and they
are presented in Table 2. The P, N, and S represent positive, negative, and stationary rotation directions,
respectively. Conventionally, the average torque is produced when the harmonic components of
different magnetic fields have the same order and speed [24]. As for the DPMV machine, there are
two possible cases:

(1) The two magnetic fields have the same order and mechanical speed, and they can interact with
each other directly and produce average torque;

(2) The two magnetic fields have different orders and mechanical speeds. However, there are flux
modulation poles between them. The average torque can still be generated if two magnetic
fields meet the following relationship:

{|jPPMR ± n1PS| = |h ± n2PPMR|
jPPMRΩm

jPPMR±n1PS
=

(1±n)jPPMRΩm
h±n2PPMR

or −(1∓n)jPPMRΩm
h±n2PPMR

(14)

{
|vPPMS ± n3PPMR| = |h ± n2PPMR|
±n3PPMRΩm

vPPMS±n3PPMR
=

(1±n)jPPMRΩm
h±n2PPMR

or −(1∓n)jPPMRΩm
h±n2PPMR

(15)

For clarity, Figure 9 is used to describe different working points. Here, point a implies that the
DPMV machine is jointly excited by three magnetic fields. Points b, c, and d indicate that the DPMV
machine is only excited by PMR, PMS, and armature magnetic fields alone, respectively. There is
almost no harmonic component between the PMR and PMS magnetic fields that satisfies (14) or (15),
so the average torque at operating point e is approximately 0. The total average torque Ta of the
DPMV machine is the superposition of the interaction between the PMR and armature magnetic
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fields, as well as the interaction between the PMS and armature magnetic fields. The contribution of
each harmonic to torque can be expressed as follows:

Ta(t) = Tf (t) + Tg(t)

= πr2 Lsk
μ0

⎧⎪⎪⎨
⎪⎪⎩
∫ 2π

0 Bf _ra(θm, t)Bf _ta(θm, t)dθm

Interaction between BPMr and BAr

+
∫ 2π

0 Bg_ra(θm, t)Bg_ta(θm, t)dθm

Interaction between BPMs and BAr

⎫⎪⎪⎬
⎪⎪⎭

= ∑
k

πr2 Lsk
μ0

Bra_kBta_k cos[θra_k − θta_k]

(16)

where r is the air-gap radius, Bra and Bta represent the air-gap radial and tangential flux densities
at corresponding working points, respectively, and k represents the harmonic order that satisfies
(14) or (15).

Table 2. Air-gap flux density harmonics of different magnetic fields.

Harmonic Order Mechanical Speed Rotate Direction

PMR magnetic field

jPPMR Ωm P
jPPMR + nPS jPPMRΩm/(jPPMR + nPS) P

jPPMR − nPS jPPMRΩm/(jPPMR − nPS) (jPPMR − nPS > 0) P
(jPPMR − nPS < 0) N

PMS magnetic field

vPPMS 0 S
vPPMS + nPPMR nPPMRΩm/(vPPMS + nPPMR) P

vPPMS − nPPMR −nPPMRΩm/(vPPMs − nPPMR) (vPPMS − nPPMR > 0) N
(vPPMS − nPPMR < 0) P

Armature
magnetic field

(h = 6l − 1)

h −PPMRΩm/h N

h + nPPMR −(1 − n)PPMRΩm/(h + nPPMR) n 
= 1 P
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Figure 9. Different working points are represented by B-H curve.

Further, the contribution of each flux density harmonics to average torque is shown in Figure 10.
It can be seen that the 19th-order harmonics of PMR and armature magnetic fields are the main
source of average torque Tf . Similarly, the 7th-, 12th-, and 24th-order harmonics of PMS and armature
magnetic fields are the main source of average torque Tg. By comparison, the working harmonic of
commercial IPM machine is only 5th-order. This demonstrates the characteristics of multi-working
harmonics in DPMV machine. Subsequently, the two torque components Tf and Tg are calculated
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with FEM considering frozen permeability, as shown in Figure 11a. Then, the torque waveforms of
the proposed DPMV and commercial IPM machines are compared in Figure 11b. The average torque
values of DPMV and IPM machines are 2.2 Nm and 2.9 Nm, respectively. The average torque of the
DPMV machine is improved by 31.8% compared to the IPM machine. Moreover, the DPMV machine
also has a torque ripple comparable to the IPM counterpart. Additionally, the variations in average
torque with current amplitude is compared in Figure 12. Although the increment percent decreases
as the current amplitude increases, the increment percent is always greater than 20% throughout the
current range (0–30) A. This is mainly due to the higher harmonic components of the DPMV machine
than the IPM machine. The above comparison results indicate that adopting the DPMV machine
instead of the original IPM machine based on air-gap magnetic field modulation can effectively
improve torque performance.

 

Tf  

Tg

Figure 10. The contribution of each flux density harmonic to average torque.

  
(a) (b) 

  Ta  Te+Tf+Tg

Te  Tf  Tg

Figure 11. Torque waveforms. (a) Torque separation of DPMV machine. (b) Torque comparison
between IPM and DPMV machines.

 

Figure 12. The variations in average torque with current amplitude.
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4. New Design to Improve Torque

The working harmonics of the proposed DPMV machine are identified based on the magnetic
field modulation, and the 19th-order harmonic is the largest contributor. In order to further improve
the average torque of the DPMV machine, two main aspects can be taken from (16). On one hand,
phase angle reconfiguration makes the phase difference between the radial and tangential of the 19th-
order harmonics smaller. On the other hand, the 19th-harmonic amplitude increases. Correspondingly,
the Auxiliary Barrier (AB) structure and Dual Three-Phase 30◦ (DTP-30◦) winding are adopted in this
section.

The detailed results of this section are all based on the commercial finite element software Ansys
Electronics Desktop, in which the 2D simulated models with different structures are established. The
air-gap flux density waveform represents its radial distribution at the air-gap centerline. Then, the
amplitude and phase characteristics of spatial harmonics throughout the time region can be obtained
using FFT. Finally, the torque waveform and its average value of different structures are compared.

4.1. Auxiliary Barrier Structure
Figure 13 shows the 1/3 model of the new stator structure with ABr, and other dimensions

consistent with the original structure. The epoxy material is used at the AB to fix the PMS. The β1
and β2 is the angle of left and right ABs, respectively. The influence of AB on the air-gap flux density
at the initial rotor position is shown in Figure 14. It can be seen that the waveform is shifted with
the position of the AB. Then, Figure 15 shows the phase difference between the radial and tangential
of the 19th-order harmonic throughout the position range. The cosine value of the phase difference
between the radial and tangential components of the 19th-order harmonic increases from 0.23 to 0.25,
and the amplitude of 19th-order harmonic remains unchanged basically. Undoubtedly, the average
torque of the DPMV machine further increases with the cosine value [13].

 

Figure 13. Schematic diagram of the stator with AB.

 

Bf m,t=

m

Figure 14. Influence of AB on the air-gap flux density at working point f.
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Figure 15. The cosine value of phase difference between radial and tangential components.

In addition, the effect of AB on average torque is also related to its dimensions. Figure 16
describes the variation in the total torque of the DPMV machine with angles β1 and β2. Consequently,
the angles β1 and β2 both are determined to be 2◦; in this case, the stator is still symmetrical. Finally,
the total torque waveforms of original and new DPMV machines are compared in Figure 17. The
total torque is increased from 2.9 Nm to 3.2 Nm without deteriorating torque ripple. This indicates
that the proposed new structure with AB is feasible for improving torque density.

 
Figure 16. Total torque variation in the DPMV machine with angles β1 and β2.

 
Figure 17. Total torque waveform comparison of the DPMV with and without AB.
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4.2. Dual Three-Phase Winding
The DTP-30◦ winding configuration is conducive to increasing the winding factor and thus

improving the average torque [25]. The winding factors of 5th-, 7th-, and 19th-order winding function
harmonics are all 0.933 when the DPMV machine employs the original three-phase winding. By
comparison, the winding factors of the above harmonics are all 0.966 when the DTP-30◦ winding
configuration is employed. Figure 18 shows the DPMV machine with DTP-30◦ winding configuration,
in which the ownership of winding corresponds to the color of the vector diagram. The winding
configuration has no effect on the PM magnetic fields, and this section compares armature flux
density with different winding configurations, as shown in Figure 19. Based on Figure 10, due to the
increase in armature flux density of the 12th-, 19th- and 24th-order harmonics, the average torque is
improved with employing DTP-30◦ winding. Figure 20 shows the total torque waveforms of DPMV
with different winding configurations. The total torque is increased from 2.9 Nm to 3.0 Nm, and the
torque ripple is superior as well. It should be pointed out that adopting the DTP-30◦ configuration
results in complex control topology and increased control difficulty.

 

Figure 18. The DPMV with DTP-30◦ winding configuration.

 

Figure 19. Spectrum comparison of armature flux density of the DPMV with different winding
configurations at point d.

 

Figure 20. Total torque waveform comparison of the DPMV with different winding configurations.
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5. Conclusions

This paper focuses on the torque analysis and improved design of the DPMV machine with
the air-gap field modulation principle. The MMF permeance models of PMR, PMS, and armature
magnetic fields have been established, and the modulation effect of topology structure has been
analyzed in detail. Afterward, the torque generation mechanism of the DPMV machine has been
investigated and the contribution of effective working harmonics to average torque has been identified
with the frozen permeability method. The results show that the 7th-, 12th-, 19th- and 24th-order
flux density harmonics are the main source of average torque, and especially the contribution of
19th-order harmonic exceeds 65%. Thanks to the multi-working harmonic characteristic, the proposed
DPMV machine improves average torque by 31.8% with 75% PM weight of the IPM counterpart. The
main contribution of this paper lies in proposing the auxiliary barrier structure and dual three-phase
winding to improve the contribution of 19th-order harmonic to the average torque, respectively.
While the auxiliary barrier structure is beneficial for increasing the angle difference between the radial
and tangential components of the 19th-order harmonic, the dual three-phase winding can improve
the amplitude of the 19th-order harmonic.

This paper solely focuses on the qualitative analyses of the torque generation mechanism of the
DPMV machine. Therefore, the leakage flux, end effect, and iron reluctance are neglected. Future
work will focus on the quantitative calculation of steady torque and torque ripple considering the
nonlinear characteristics, and manufacturing a prototype for validation.
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Abstract: The use of the common mode current for stator winding insulation condition assessment
has been extensively studied. Two main approaches have been followed. The first models the electric
behavior of ground-wall insulation as an equivalent RC circuit; these methods have been successfully
applied to high-voltage high-power machines. The second uses the high frequency of the common
mode current which results from the voltage pulses applied by the inverter. This approach has mainly
been studied for the case of low-voltage, inverter-fed machines, and has not yet reached the level
of maturity of the first. One fact noticed after a literature review is that in most cases, the faults
being detected were induced by connecting external elements between winding and stator magnetic
core. This paper presents a case study on the use of the high-frequency common mode current to
monitor the stator insulation condition. Insulation degradation occurred progressively with the
machine operating normally; no exogenous elements were added. Signal processing able to detect
the degradation at early stages will be discussed.

Keywords: high-frequency common mode current; inverter-fed motors; insulation monitoring

1. Introduction

Variable speed drives are commonly used in multiple fields such as transportation,
wind power, and industrial machinery, requiring high reliability. Stator insulation failure
has been reported as the second most frequently occurring fault in induction machines [1–3].
The exposition of the machine windings to high rates of voltage change (dv/dt) due to
switches commutation has been early reported to have adverse effects on the insulation [4],
which are worsened with the use of new fast switching wide-bandgap devices [5–9].

The better-established insulation monitoring methods are offline, most of them being
specific for high-voltage machines [2,3,10,11]. These include insulation resistance, high
potential, capacitance, dissipation factor, and partial discharge among others. A main
drawback is that the machine has to be removed from service; also, some of these tests
are invasive.

A number of methods have also been proposed for insulation monitoring of inverter-
fed low-voltage machines. Especially appealing are methods that use the phase cur-
rent as a vast majority of modern drives include current sensors for control and protec-
tion purposes. These methods are often referred to as Motor Current Signature Analysis
(MCSA) [12–16], but noting that many forms of signal processing are possible [17,18].
A concern with these methods is their capability to detect insulation faults at an early stage.
Current sensors are selected according to the control needs, and might not comply with the
bandwidth and sensitivity requirements to detect incipient faults. It is noted in this regard
that for the experimental verification, it is a common practice to add external resistors to
the test machine to emulate the fault [13–15,17–19]; there is no evidence that these kinds of
artificial faults will produce similar effects to those due to the actual insulation degradation.
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The use of the common mode current has been explored as a means to detect insulation
degradation at early stages. While the method is well established for high-voltage, line-
connected machines [2,3,20–22], its application to low-voltage, inverter-fed machines are
less mature [7–10,23–29].

This paper presents a case study on the use of the high-frequency common mode
current to monitor the stator insulation condition. Although this paper will focus on the
case of an induction machine, the conclusions might be extended to other types of AC
machines with similar stator designs as permanent magnet and synchronous reluctance
machines. Aging was accelerated by performing a sequence of experiments in which
the machine was forced to operate at temperatures above its insulation class. Insulation
degradation occurred progressively, and without adding exogenous elements. Methods for
the signal processing capable of detecting the degradation at early stages will be discussed.

The main contributions of the presented paper are: (1) insulation degradation is per-
formed progressively, without artificially provoking the fault and without any exogenous
elements (e.g., external resistors or capacitors) following, therefore, a process closer to
that occurring in real-world conditions; (2) it has been confirmed that the high-frequency
behavior of the zero sequence current is sensitive to insulation degradation even at incipient
stages (when the DC insulation resistance is still very high); (3) it has been shown that the
behavior of the zero sequence current during the degradation process differs significantly
from the behavior observed using artificially induced faults; (4) consequently, it has been
shown that signal processing methods and metrics developed based on results obtained
using such artificially induced faults might fail in real-world implementations.

This paper is organized as follows: common mode current modeling is presented in
Section 2; Section 3 describes test-bench and experiments; common mode current mea-
surement is addressed in Section 4; motor degradation is discussed in Section 5; signal
processing and results are presented in Section 6; finally, conclusions are summarized in
Section 7.

2. Common Mode Current Modeling

Two main approaches have been proposed in the literature for the use of the common
mode current for stator winding insulation assessment. The first requires a finite resistance
between winding and magnetic core; the second is based on the analysis of HF common
mode current resulting from the voltage pulses applied by the inverter. Both are discussed,
with the second being the approach used in this paper.

2.1. Modeling Using an Equivalent RC Circuit

For ground-wall insulation, the model in Figure 1a has been widely used [2,3,7,10,20–24,29].
The Dissipation Factor (DF) or alternatively the Power Factor (PF) can be used (1). These meth-
ods are especially indicated for machines with voltage ratings of 6 kV and higher [21,22].

DF = tan(δ) =
|Ir|
|Ic| ; PF = cos(90 − δ) =

|Ir|
|I0| (1)

Figure 1. Equivalent circuits: (a) RC used mainly for ground-wall insulation analysis; (b) RLC used
for HF response analysis. Components in blue can exist or not, depending on the approach.

76



Energies 2024, 17, 470

Detection of ground-wall insulation faults of inverter-fed machines has been reported
too. However, in the experiments provided in most of these works, the fault was induced
artificially. Capacitors [7] or resistors [2,10,24] were inserted between the neutral of the
machine and ground (frame). Capacitors connected to winding taps were used in [6,30]
to emulate changes in the inter-turn capacitance, but noting that in these works the phase
current transients instead of common mode current were analyzed. In all the cases, the test
machine voltage was in the range of hundreds of volts.

A concern for these reports is to what extent conclusions obtained from the analysis
of faults induced artificially can be extended to the real faults. A further concern is the
sensitivity required by the current sensors used to measure the leakage current in low-
voltage machines [7,20,29,30].

2.2. Common Mode Voltage Excitation

Common mode voltage pulses applied by the inverter provide a useful form of HF ex-
citation for methods using the HF components of the common mode current. The common
mode voltage applied by the inverter is defined as (2).

v0 =
va + vb + vc

3
(2)

The output voltage of a two-level inverter can take only two possible values with
respect to the midpoint of the inverter: −Vdc/2 and Vdc/2. It is deduced from (2) that
v0 can take four possible values, v0 = {−Vdc/2,−Vdc/6, Vdc/6, Vdc/2}. Use of (2) is
simplified if the phase voltage commands are zero (3), as in this case all phases will
switch simultaneously.

v∗a = v∗b = v∗c = 0 ; va = vb = vc = v0 (3)

For inverters using PWM/SVM, the three-phase voltages and the common mode
voltage will be a square wave signal (50% duty) varying between −Vdc/2 and +Vdc/2
in this case [see voltage wave shape in Section 3 Figure 5a] at the switching frequency
of the inverter. All the results shown in this paper will be obtained with this type of
voltage excitation. One possible disadvantage of this approach is that the method could
not be considered online, as it is unusual that the inverter operates with zero voltage
command. However, this is not considered a drawback. On one hand, the type of fault
being detected develops very slowly, with continuous monitoring not being required.
In addition, operating with a voltage command equal to zero is easy to achieve after the
turn-on of the drive. Furthermore, in this case, the machine would be at (or close to)
ambient temperature, mitigating the influence of temperature discussed later.

2.3. Modeling Using an Equivalent Resonant Circuit

The use of the HF components of the common mode current for diagnostic purposes
has been analyzed in [8,25–28]. Modeling of the oscillations of the common mode current
using equivalent circuits with passive elements requires the presence of a resonant LC
network. Several models of this type have been proposed in the literature. The simplest
circuit consists of an RLC network [28]. This would correspond to the circuit in black in
Figure 1b (i.e., Ct = Cpg = 0 and Rc = ∞). The corresponding transfer function is (4) in
this case.

I0

V0
=

CngS
LCngS2 + RCngS + 1

(4)

The ground-wall resistance Rc can be included in the model, the resulting transfer
function being (5).

I0

V0
=

CngRcS + 1
LCngRcS2 + (L + CngRRc)S + (R + Rc)

(5)
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This model has been used in [27], and with a slightly different arrangement in [25,26,31].
It is noted that [26,27,31] used distributed parameters, while in [25], lumped parameters are
used. In all the experiments performed during this research, it was not possible to detect any
dc zero currents between windings and magnetic core. However, the sensors and acquisition
being used were not specific for the detection of small leakage currents (see Section 4);
also, the voltage being applied was relatively small (hundred volts). Consequently, for the
analysis presented in this paper, the model in (5) would not add any benefits compared to
(4). However, the fact that it includes a zero was found useful for the identification-based
analysis presented in Section 6.1.

The model in Figure 1b including capacitors Ct and Cng has been used in [8,32]. It is
noted that [8,32] used distributed parameters. The fact that the common mode current can
flow through a purely capacitive path results in an improper transfer function, i.e., with
more zeros than poles. Therefore, model identification discussed in Section 6.1 cannot be
applied in this case. Consequently, this model will not be considered. Further discussion
on the use of the models presented in this section for insulation assessment is presented in
Section 6.1.

3. Test Bench and Experiments Description

One objective for the research presented in this paper was that insulation degradation
followed a similar process to that occurring in real-world conditions. The use of thermal
chambers to achieve accelerated aging has been reported [9,27,29,33]. In [29], the recom-
mendations from IEEE Std 117-2015 [34] were followed. The test conditions applied to
Class F motors in [27] were significantly more aggressive than those recommended in [34].
Maximum temperatures of 200 ◦C and 230 ◦C are reported in [9,33], respectively, but details
on the exposure times are not provided.

Regardless of the benefits of using a thermal chamber, drawbacks must also be con-
sidered. Feeding motors operated in a thermal chamber can be extremely challenging.
In addition, the thermal chamber results in temperature distribution within the motor,
which can be rather different from the temperature distribution in real operating conditions.
Although a climatic chamber is available for motor testing, its use was disregarded.

3.1. Test Machine and Three-Phase Inverter

The main test bench consists of two identical induction machines, denoted as Device
Under Test (DUT) and Auxiliary (AUX) motors (see Figures 2 and 3). Main motor parameters
are shown in Figure 3. Further details can be found in Section 5. The DUT fan was removed;
consequently, it reached higher temperatures than AUX. Both motors are fed by two three-
phase inverters connected back-to-back (see Figures 2 and 3), equipped with 600 V IGBTs.
The dc-link voltage was limited to 400 V. Phase currents and voltages of both machines were
measured using Hall-effect current and voltage sensors of 100 kHz bandwidth. Signals
from these sensors were sampled and 750 kHz with 16-bit resolution. A 1024-line encoder is
used to measure the speed. Five type-K thermocouple temperature sensors were installed:
two inserted into the end-windings of DUT motor (see Section 4), two attached to DUT
and AUX frames, and one for ambient temperature. Temperatures were sampled at 1 Hz.
For some of the initial experiments, temperature sensors were not operational (0 ◦C in
Figure 7).

The common mode current resonance frequency was found to occur at ≈3 MHz.
Consequently, the current sensor bandwidths and sampling frequencies described above
are inadequate to capture this signal. A second concern with the three-phase inverter
was that maximum dc link voltage was limited to 400 V. Higher voltages are desirable to
evaluate the influence of the dc voltage on the HF common mode current. To overcome
these limitations, a Full-Bridge (FB) and dedicated sensorization were developed, they are
described in Sections 3.2 and 4, respectively.
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Figure 2. Schematic representation of the experimental test bench using two back-to-back inverters.

Figure 3. Test bench pictures: (a) back-to-back inverters and, (b) DUT and AUX motors. Rated values:
V = 440 V; I = 2.74 A; P = 1.1 kW; f = 50 Hz; ωr = 1390 rpm; 4 poles .

3.2. Full-Bridge Converter

The schematic representation of the FB converter and HF sensorization developed
to capture the HF common mode current is shown in Figure 4. The FB converter uses
1.2 kV SiC MOSFET, with a dc-link voltage up to 720 V. The voltage applied by the FB
is the same as when the three-phase inverter is commanded zero voltage (3). However,
SiC MOSFET produces faster commutations than Si IGBTs. Furthermore, a voltage step
up to 1440 V is now possible, compared to the voltage step of 400 V achievable with the
three-phase inverter.

Figure 5a,b show the voltage pulses applied by the FB and the resulting common mode
current. Figure 5c,d show the same signals using a zoomed timescale. A conclusion from
Figure 5c,d is that the magnitude of the voltage pulses has no visible effects on the common
mode current transient. However, when the insulation fault developed, the magnitude of
the voltage clearly affected the speed of degradation. This will be discussed later.
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Figure 4. Full-bridge and current sensors used to measure the common mode current.

Figure 5. (a) Common mode voltage; (b) common mode current. FB switches at 2 kHz, vdc = 720 V;
(c,d) zoomed signals for the case of vdc = 720 V (red) and vdc = 360 V (blue) , respectively .

3.3. Experiment Description

Experiments were performed at a maximum rate of one per day, always starting with
the motors at ambient temperature. The DUT temperature increase is due exclusively to
losses induced during its operation. To accelerate degradation, in some of the experiments
DUT was forced to operate at temperatures above its class for small periods of time.
As mentioned, DUT fan was removed. Consequently, AUX temperature is significantly
lower, its insulation not being jeopardized.

Motors are fed using the back-to-back inverters in Figure 2. Phase currents, voltages,
speed, and temperatures are measured and stored. The operating conditions of the motors
(control and modulation strategy of inverter feeding DUT machine, speed, and torque)
vary from experiment to experiment, not being relevant to the contents of this paper. Most
of the time the machines operate at rated load as this produces higher losses.

The number of experiments before failure was 28. Figure 6 shows temperatures
vs. time for two of them. Both took ≈110 min, with a maximum DUT stator winding
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temperature of ≈110 ◦C and ≈160 ◦C, respectively. Figure 7 shows the duration and
maximum temperature for all the experiments carried out. Further discussion on Figure 7
is presented in Section 5.

Figure 6. Temperatures for experiments (a) #27 and (b) #20 (see Figure 7).

DUT phase-to-phase and phase-to-frame insulation was measured using an insula-
tion tester immediately before and after each experiment. The HF common mode cur-
rent measurement using the FB was not performed for all the experiments, as disconnec-
tion/reconnection of power converters was impractical. However, it was measured before
starting any new experiment once phase-to-phase insulation degradation was detected for
the first time with the insulation tester (experiment #24 in Figure 7).

Figure 7. Summary of experiments: (a) length in minutes; (b) maximum temperature. Experiments
marked with a solid dot indicate that a decrease in phase-to-phase insulation had been detected with
the insulation tester.

4. Common Mode Current Measurement

A variety of sensors have been reported in the literature for common mode current
analysis. The use of impedance analyzers with embedded sensors is reported in [25,28]; high
sensitivity 2 MHz bandwidth differential current transformers were used in [3,20], but noting
that in this case, the objective was to detect the leakage current through the winding-to-
magnetic core resistance; shunt resistors were mentioned in [27]; use of Rogowski coils
is reported in [35,36]; in [35] a 2 MHz magnetoresistive sensor was used; [7,8,29] used a
1 MHz bandwidth current transformer; a current transformer was also used in [26], but the
bandwidth was not specified.
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From the observed properties for the common mode current, it is concluded that
bandwidths in the range of MHz are required. Two current sensors were evaluated: (1) High
bandwidth, Hall-effect type instrumentation probe, and (2) Rogowski coil (See Figure 8).
For signal acquisition, a conventional digital scope was used. Sensors configuration and
connection are shown in Figures 4 and 8a. Measured signals are shown in Figure 9a. Both
provide similar responses, the differences could come from the fact that one sensor was
located at the cable feeding the stator and the other at the return cable.

Figure 8. (a) Yokogawa Hall-effect and PEM Rogowski sensors. Both provide 50 MHz bandwidth
and a maximum current of 30 A; (b) end-frame with the cables connected to two temperature sensors.
Temperature sensors are attached to the end coils.

Figure 9. Measured common mode current: (a) Hall sensor vs. Rogowski coil at ambient temperature;
(b) effect of a voltage sensor attached to the stator; (c) effect due to temperature; (d) effect due to
ground cable length; (e) effect due to ground cable resistance. Vdc = 360 V. Hall sensor was used for
cases (b–e). The trace in red in (a) is shown in all the subplots for reference.
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For a real implementation, there are two relevant aspects to consider. First, whether
the sensor would be installed permanently, or only when a measurement is to be taken;
second, the accuracy required both for sensors and associated electronics to achieve reliable
measurements. Considering that the faults being tracked develop slowly and the sensors
can be relatively expensive, having the sensors permanently installed might seem an
inefficient solution. However, installing the sensor when a measurement is to be taken
will give rise to additional concerns, e.g., if the sensor changes from measurement to
measurement, or tolerances mounting the sensor. Having the sensor permanently installed
would significantly reduce these concerns. In this case, sensor repetitiveness rather than
sensor accuracy would be the parameter to consider. On the other hand, Analog-to-Digital
Converters (ADC) with sampling rates in the range of at least tens of MHz would be required
to sample the HF common mode current. ADCs providing such sampling rates with 16-bit
resolution can be found at a reasonable cost. Having them permanently installed might not
be therefore prohibitive in some applications.

If the sensor is to be installed only when a measurement is required, the use of open-
core sensors would be advantageous. Consequently, the Rogowski coil seems a good
option in this case, as it is a flexible, clip-around sensor. Since the information of interest
is at HF, and in principle the low-frequency components of the common mode currents
do not contain useful information, the use of a Rogowski coil without an integrator at its
output might be viable [36]. It is noted, however, that this option has not been evaluated
experimentally. Sensitivity of Rogowski coil to environmental conditions should also be
considered [37].

HF Common Mode Current Sensitivity Analysis

A number of experiments were performed to understand the sensitivity of the HF
common mode current to operating and implementation issues. The results are shown in
Figure 9b–f. All the measurements were made using the Hall effect sensor. The trace in red
in Figure 9a is shown in all the cases for reference. The remaining subplots in Figure 9 show
the effect of: (b) connecting Hall-effect type voltage sensors to the stator; (c) increasing the
stator temperature; (d) increasing the ground cable length ×2; (d) adding a resistor to the
ground cable.

It is concluded from inspection of Figure 9 that the HF common mode current is
sensitive to changes in the machine temperature, cable impedance, as well as to other
elements that could be connected to the stator as voltage sensors. Consequently, to increase
the reliability of the measurements, special attention should be paid to minimizing the
changes of these parameters during measurements.

5. Motor Degradation and Post-Fault Analysis

The insulation level was measured before and after each experiment using an insu-
lation tester. Phase-to-phase insulation and phase-to-frame insulation for experiments #1
to #23 was >10 GΩ, which was the limit value of the insulation tester. U − W insulation
decreased to be in the range between <10 GΩ and >5 GΩ after experiment #24. U − W
failure occurred during common mode current measurement following experiment #28.
After this experiment, noise due to partial discharges was readily audible when a common
mode voltage of 720 V was applied. Initially, the noise disappeared when the common
mode voltage was 360 V. However, the fault evolved very quickly resulting in a net insula-
tion failure between phase U − W. No ground-wall fault was detected. Phase V remained
healthy as well. DUT motor was open after failure, with no deterioration in the stator
winding being visible.

Insulation fault occurred between phases U and W. As the stator winding has a
single layer with one phase per slot, the fault necessarily occurred in the end-winding. End-
windings have been reported to be the hottest spot in electric machines [38]. Figure 10 shows
the measured resistance between phases U and W using the four possible combinations and
the estimated location of the fault. The phase resistances and phase-to-frame capacitance
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for the healthy case and after the last test are shown in Table 1. Capacitance for phase U
and W after the fault is the same as they are short-circuited. Resistance and capacitance for
the healthy phase increased slightly.

Figure 10. Measured resistances and estimated location of the fault between phases U and W in p.u.
of winding length l.

Table 1. DUT dc stator resistance and capacitance.

Healthy Faulty Healthy Faulty

RU1−U2 9.67 Ω 9.8 Ω CU−g 0.852 nF 1.43 nF

RV1−V2 9.55 Ω 9.75 Ω CV−g 0.888 nF 0.977 nF

RW1−W2 9.7 Ω 9.9 Ω CW−g 0.959 nF 1.43 nF

Figure 11 shows captures with the thermal imaging camera when a dc voltage is
applied to the stator terminals indicated in the corresponding captions. The voltage was
adjusted manually to obtain the nominal current. The images confirm that the insulation
fault occurred in the end-winding, and not in the cables connecting the terminal box to
the winding.

Figure 11. Captures of the thermal imaging camera after test #28 when the stator is fed from a
dc voltage source between terminals indicated in the subcaptions. The stator has 24 slots, single-
layer winding.

6. HF Common Mode Current Analysis and Processing

Figure 12a shows the common mode current for the case of a healthy machine, and for
the case when an insulation decrease was detected for the first time with the insulation
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tester (experiment #24, see Figure 7). It is noted that although the figure shows a single
pulse, the response is highly repetitive.

At first glance, the response for both cases looks very similar. A closer look reveals that
the coincidence is most remarkable during the initial part of the transient. Figure 12b shows
the common mode current after removing the initial part of the transient in Figure 12a.
This signal is denoted as i0W . It is observed that the oscillations of DUT once insulation
degradation has started last longer (lower damping). Interestingly, this change in behavior
of the common mode current remained almost unaltered for all the measurements of the
common mode current performed previous to the start of experiments #25 to #28 in Figure 7.
Furthermore, the behavior persisted even when the machine could not be fed from the
inverter due to the lack of insulation between phases.

Different forms of signal processing of the common mode current are discussed in the
following subsections.

Figure 12. (a) Transient common mode current for the healthy and faulty cases. (b) Windowed
common mode current i0W ; obtained by applying a window W to i0. W = 1 for 0.75 μs < t < 1.7 μs;
W = 0 otherwise.

6.1. Insulation Assessment Based on Model Estimation

The peak value of the common mode current was used in [26,27] as a possible indicator
of the insulation condition. However, from the results obtained in this work, the peak
value alone was not found to be a reliable metric. The common mode voltage-to-current
frequency response function was used in [8,25,32]. Changes either in the peak value or in
the frequency response function would be connected with system pole migration in (4), (5)
due to changes in machine parameters. It would, therefore, be expected that the migration
of model parameters could provide useful information on the insulation condition.

Model identification using the measured common mode current was implemented
using Matlab. The function procest with a model structure of two underdamped poles and
a zero provided the best fit to estimation data, the system resulting from the identification
being of the form (6).

I0

V0
= k

(τzs + 1)
(τws)2 + 2ξτws + 1

(6)

Under the assumption that Rc � R, the following relationship can be found between
(6) and (5).

τw ≈
√

LCng; ξ ≈ R
2

√
Cng

L
; τz = CngRc; k =

1
L

(7)

To reduce the sensitivity to noise or other possible disturbances, parameter identifica-
tion was performed by averaging the common mode current resulting in eight successive
common mode voltage transitions, as shown in Figure 5.
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To validate the estimated model, its response was obtained using Matlab function
lsim, with the input being the measured voltage. Figure 13 shows the actual and simulated
common mode current. A good agreement is observed in general.

Table 2 shows the result obtained averaging the eight estimations, ωd = ωn
√

1 − ξ2

being the damped natural frequency. A difference between the healthy and faulty cases
in Figure 12 is the reduction in the estimated damping for the case of the faulty machine
(oscillations last longer). This is consistent with the behavior of the damping factor ξ
observed in Table 2. It is deduced from (7) that a decrease in ξ can be due to a decrease in
either R and/or Cng, or to an increase on L. Unfortunately, the decrease observed is in the
range of 5% to 10%, which might not be enough for reliable detection. A second difference
observed in Figure 12 between the healthy and the faulty cases is an increase in the damped
natural frequency ωd. However, this is not confirmed by the results in Table 2, as the trend
observed for the cases 360 V and 720 V are opposite.

Figure 13. Actual and estimated common mode current using the parametric model in (6).

Table 2. Model identification: Experimental results.

DUT Voltage (V) ωd (Hz) ξ 1/τz (Hz) k

Healthy 360 6,749,592 0.1167 6,820,495 380

Faulty 360 70,073,690 0.1042 7,089,280 340

Healthy 720 7,216,209 0.1103 7,261,304 417
Faulty 720 6,888,639 0.1049 6,941,588 359

6.2. Insulation Assessment Based on Frequency Analysis

It was already shown in Figure 12 that a remarkable difference between the healthy
and faulty cases was the persistence of the oscillations for the second case. This suggests
the use of frequency-based methods. For this purpose, it is advantageous to remove the
initial part of the common mode current transient due to two reasons: first, no relevant
differences are observed between the healthy and faulty cases during the initial part of
the transient; second, frequency-based methods are not effective in analyzing transient
phenomena. A similar approach to the one described following was proposed in [35].

Figure 14 shows the FFT of the common mode current after removing the initial part
of the transient (see Figure 12b. It is noted that with the time window used in Figure 12b,
the oscillation occurs at the 7th harmonic. The increase in the peak values between the
faulty and healthy cases observed in Figure 14 is seen in all cases in the range of 220%,
and can be considered therefore significantly more reliable than the changes in ξ observed
in Section 6.1.
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Figure 14. |FFT(i0W)| [see Figure 12b]. Left (a,b): single capture, right (c,d): average of eight succes-
sive captures. Top (a,c): Vdc = 360 V, bottom (b,d): Vdc = 720 V. Blue/Red: healthy/faulty machine.

Regardless of the promising results, there are a few aspects to consider for the described
signal processing. First, it is based on the assumption that the frequency of the oscillation
does not change significantly between the healthy and faulty cases. Also, the length of the
initial transient being removed, as well as the length of the common mode current window
being processed, were adjusted manually. It would be desirable to automatize this process.
For example, PLL could be used to estimate the frequency of the oscillation and adapt the
FFT. However, more experimental data is needed to solve these uncertainties.

6.3. Other Forms of Signal Processing

The dependency on the oscillation frequency discussed in the previous section could
be avoided if instead of focusing on a single component of the spectrum, the total energy
of the common mode current is considered. The RMS value of the common mode current
can be used for this purpose. Table 3 summarizes the results obtained using this approach.
It is observed that if the initial part of the transient is not removed, RMS(i0) actually
decreases for the faulty case with respect to the healthy case. This is due to the fact that
most of the energy of the signal occurs on the initial part of the transient, which is not
affected by insulation deterioration. This problem is solved by using RMS(i0W). However,
significant differences are observed for the case of Vdc = 360 and 720 V. Also, the sensitivity
is significantly smaller compared to using the FFT.

Table 3. RMS(i0).

DUT Voltage
(V)

i0 (A) i0W (A)
Voltage

(V)
i0 (A) i0W (A)

Healthy 360 1.807 0.436 720 2.67 0.792

Faulty 360 1.737 0.644 720 2.4722 0.897

Δ(i0)% 360 −4% 47% 720 −7% 13%

It is finally noted that many other forms of signal processing, e.g., based on correlations
or wavelet-based analysis [39], could be used. Independent of the approach being used, it
is concluded from the results presented in this work that a single measurement of the HF
common mode current is not enough to determine the insulation condition of a machine.
Tracking the deviations with respect to when the machine was healthy is required. It is
noted that the same applies to other methods for insulation degradation detection [21,22].
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7. Conclusions

A case study of stator windings insulation condition assessment for inverter-fed
machines using the HF common mode current has been presented in this paper. Imple-
mentation of the proposed method requires the use of a high bandwidth current sensor
and acquisition system. The cost of these elements can be relevant for low-power, cheap
induction motor drives. However, it could be fully justified in high-power (hundred kW),
high efficiency, expensive induction motor drives, e.g., for railway traction. Implementation
of the method does not require changes in the system layout and does not interfere with
drive normal operation either. These elements could be installed permanently or only when
a measurement is to be taken, both options having pros and cons.

Aging was accelerated by performing a sequence of experiments in which the machine
was forced to operate at temperatures above its class. Phase-to-phase insulation failure
finally occurred in the end-winding. Visual inspection did not reveal any anomaly.

Two main types of signal processing methods were used: model-based and FFT-based,
with the second showing a significantly better detection capability when applied to the
windowed common mode current. As the behavior of the common mode current is specific
to each machine design, the signal processing should be tuned accordingly.

The sensitivity of the HF common mode current to operating conditions and system
configuration was also evaluated. Winding temperatures can have significant effects. Con-
sequently, measurements should be carried out with the machine at a similar temperature.
Realizing the measurements at the start-up of the drive seems to be the most reliable option.

From the results shown in this paper, it is concluded that a single measurement of the
HF common mode current is not enough to determine the insulation condition, trends over
time should be tracked. It is noted that the same concern applies to other methods as DF
and PF.

A limitation of the results presented in this paper is that the analysis was limited to a
specific fault. However, this fault resulted from operating the machine repeatedly under
extreme working conditions; no external elements were added. Consequently, the results
shown are believed to be a true subset of the phenomena that could happen in practice.
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Abstract: This paper presents the development of a neural inverse optimal control (NIOC) for a
regenerative braking system installed in electric vehicles (EVs), which is composed of a main energy
system (MES) including a storage system and an auxiliary energy system (AES). This last one is
composed of a supercapacitor and a buck–boost converter. The AES aims to recover the energy
generated during braking that the MES is incapable of saving and using later during the speed
increase. To build up the NIOC, a neural identifier has been trained with an extended Kalman filter
(EKF) to estimate the real dynamics of the buck–boost converter. The NIOC is implemented to regulate
the voltage and current dynamics in the AES. For testing the drive system of the EV, a DC motor is
considered where the speed is controlled using a PID controller to regulate the tracking source in the
regenerative braking. Simulation results illustrate the efficiency of the proposed control scheme to
track time-varying references of the AES voltage and current dynamics measured at the buck–boost
converter and to guarantee the charging and discharging operation modes of the supercapacitor.
In addition, it is demonstrated that the proposed control scheme enhances the EV storage system’s
efficacy and performance when the regenerative braking system is working. Furthermore, the mean
squared error is calculated to prove and compare the proposed control scheme with the mean squared
error for a PID controller.

Keywords: electric vehicles; regenerative braking; inverse optimal control; buck–boost converter;
neural identifier

1. Introduction

Electric vehicles (EVs) have demonstrated, in the present day, their importance in
the solution of the environmental impact generated by conventional vehicles, such as
air pollution and CO2 emissions, and economic issues such as the gasoline prices [1].
The facility of using energy stored from the conversion of kinetic and potential energy into
electrical energy only by changing the operation mode of an electrical motor to use it as a
generator is one of the advantages of EVs that improve the driving performance and the life
of the storage system [2]. One proposal to enhance EVs’ driving range is the use of range
extenders such as internal combustion engines, free-piston linear generator, fuel cells, micro
gas turbines, and zinc–air batteries [3]. However, many disadvantages have been found
such as the nonreduction of gas emission in some combinations, and the hard accessibility
to some of the proposed range extenders. On the other hand, hybrid vehicles have been
presented as an alternative to improve the performance of EVs by combining an internal
combustion engine with an electric motor and reducing the emission of polluting gases [4].
Another proposed solution is the use of an external EV charger to administer energy to the
battery bank. This type of EV is called a plug-in hybrid electric vehicle [5]. The operation of
hybrid vehicles offers many advantages which also come with many challenges to ensure
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the switching between both installed supply systems because of the combination of many
technologies; as a result, these complex hybrid controllers are required [6]. The use of
fully EV technology combining the main energy system (MES) and an auxiliary energy
system (AES) can reduce the challenges described above [7]. The AES contains battery
banks, supercapacitors, and power electronic devices, which improves the efficiency of
these systems because of the latest advancements in MOSFETs [8].

In recent years, the regenerative braking capability in EVs has been one of the most
important characteristics because it helps to improve the operation and efficacy of the
regenerative braking system in electric vehicles [9]. As a result, numerous ideas have been
put forth to achieve greater performance when operating EVs in a variety of scenarios where
the main dynamics in storage systems are controlled. Due to the increasing production and
demand of EVs on a global scale, studies have demonstrated that regenerative braking is
an excellent strategy for energy conservation because it can retain any energy lost during
an electric vehicle’s braking.

Lately, many control strategies have been developed in different regenerative braking
architectures. A case study created in [10] considered a unilateral boost operation connected
to a DC motor and simulated the switched operation of the converter produced, which was
mainly comprised of IGBT bridges. A Lyapunov stability analysis was applied to ensure
the system’s stability, and a proposed switching control law was implemented to achieve
robust control.

In [11], a model predictive control was employed to manage the torque distributions,
optimizing the hydraulic braking and motor torque, maximizing the regenerative braking
system, and enhancing the energy storage system. This application of regenerative braking
was explored with Simulink’s AMESim software and was utilized to model the proposed
control strategy and analyze various driving scenarios. Additionally, a real-time test was
executed showing positive results.

The improvement of the driving range and battery extended life cycle was demon-
strated in [12] using a regenerative braking architecture consisting of a three-phase in-
duction motor powered by a DC–DC buck–boost converter connected in parallel with a
lithium-ion battery and a supercapacitor, where the current dynamics of the regenerative
braking mode were controlled by a PI controller. Additionally, a three-phase inverter and
the braking forces produced by the traction on the EV’s wheels were approximated using
an artificial neural network (ANN).

In [13], to recover the energy wasted during the deceleration, a regenerative braking
system composed of an ultracapacitor pack and battery was designed, obtaining an im-
provement in the efficiency of the regenerative braking in comparison with a standalone
battery system because of the additional ultracapacitor pack. In [14], a PI controller was
implemented with the same design as mentioned above to regulate the buck–boost con-
verter output voltage. Using the exponential reaching law and a parameter optimization, a
fuzzy logic sliding mode controller was implemented in [15] to keep the optimal slip value
for an antilock braking system in an EV. Comparing the fuzzy sliding mode control in [15]
and the fuzzy one in [16] with an intelligent sliding mode controller employed to track the
desired slip during braking implemented in [17], the energy recuperation was improved
considerably without overcharging the battery. Recently, nonlinear control algorithms, such
as the inverse optimal, feedback linearization, and sliding mode, have been implemented
in electrical drives, win systems, and biomedical applications among others.

In [18], inverse optimal control (IOC) was implemented to regulate the voltage of a DC–
DC converter and compared with a PID controller under the same conditions resulting in
better performance with the IOC. In [19], the same control scheme was proposed to ensure
the tracking of the desired trajectory of an induction motor and to avoid the instability
generated by disturbances. In [20], inverse optimal control was used in a feedback stochastic
nonlinear system and it was proved that the asymptotic stability was guaranteed for the
probability of control systems. However, the controllers previously mentioned require
previous knowledge of the system parameters since the analysis of the control algorithms
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is based on the mathematical models of the controlled system and these are not always easy
to access in real operations. Additionally, their robustness and stability are not assured in
the presence of disturbances [21].

The advances in technology create a need to solve problems presented in systems
with complex, unknown dynamics, and highly coupled behavior. Engineers should make
use of mathematical tools to solve these control problems. Neural networks are widely
implemented to obtain a mathematical model approximating the unknown dynamics and
use this information as the base to implement a conventional control algorithm. Different
control problems have been resolved by using neural control such as in biomedical applica-
tions [22], microgrids [23], and in multiagent stabilization systems [24]. Nevertheless, this
neural control is not widely implemented on regenerative braking systems for EVs [25].

This paper presents neural inverse optimal control (NIOC) for a regenerative braking
system implemented in EVs. The proposed controller is used to regulate the current and
voltage of the buck–boost converter related to the AES to recover the wasted energy during
braking and enhance the MES’s efficiency. The main contributions of the present paper are:
(1) An online-identification-based recurrent high order neural network (RHONN) trained
by an extended kalman filter (EKF) as a build-up to approximate the DC buck–boost
behaviors. (2) Based on the obtained neural model, the inverse optimal control strategy
is synthesized and implemented to track the buck–boost current and voltage desired
dynamics. (3) Since the proposed controller is based on a neural identifier, robustness to
parameter variations and disturbances is ensured. (4) To verify stability and robustness
of the proposed control scheme, a comparison with the conventional PID controller is
implemented. (5) By the implementation of the proposed controller for the AES, the storage
of energy in the MES has more efficiency, and the loss of energy is largely reduced in
comparison with a standalone MES.

The rest of the paper is organized as follows: In Section 2, the material and methods
used in the article are described and the steps followed to structure this paper are briefly
explained to get the major idea and process of this work. In Section 3, the regenerative
braking problem is described. In addition, the buck and boost operation of the buck–boost
converter is explained. In Section 4, mathematical preliminaries are introduced where the
fundamentals of the corresponding equations used to develop the system identification and
proposed control scheme for the regenerative braking system are presented. In Section 5,
the buck–boost converter system modeling, and DC motor mathematical modeling are
described. In Section 6, the neural controller design is presented. Additionally, the design
of the reference generator and the DC motor control equations are presented. Section 7
illustrates the simulation results for the different steps implemented in the article where
the validation of the neural controller with and without the regenerative braking system is
shown. Furthermore, the robustness test is implemented where the results are compared
with a PID controller and illustrated not only graphically but with results obtained from
the mean squared error. Finally, Section 8 is the conclusion of the article where the obtained
results are discussed and future work is proposed.

2. Materials and Methods

The method used to achieve the results obtained in this article follows the next steps:

• The goal of this article is to improve the regenerative braking system of an electric
vehicle. The element of that system that allows the control of the current and voltage
variables is the buck–boost converter. The validation and simulation of the proposed
controller and regenerative braking system are implemented using the SimPower
System toolbox of Matlab (Matlab, Simulink. de 1994–2022, ©The Math Works, Inc.).

• A mathematical model of the buck–boost converter [26] is used to develop the RHONN
equations as in [27].

• After the RHONN equations are acquired, the extended Kalman filter is used to train
the identifier and estimate the values of the dynamics in the buck–boost converter.
The validation is illustrated in Figures 1 and 2.
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• The trained RHONN allows the design of the neural controller. In our case, it is a
neural inverse optimal controller.

• The validation of the proposed control scheme is to track the proposed time-varying
trajectories without connecting the complete regenerative braking system. These
results are illustrated in Figures 3–5.

• After the control scheme is validated, the design of a reference generator is developed.
This reference generator provides the value in volts within which the buck–boost
converter must operate during a driving operation. This signal is generated through
the motor’s DC dynamics, which are regulated using a PID controller.

• Once the whole regenerative braking system is connected (battery bank, supercapacitor
and buck–boost converter, DC motor, etc.) the correct operation of the regenerative
braking system is validated.

• From this validation the controlled variables, the better performance in the state of
charge of the battery bank, and the correct operation of the supercapacitor charge and
discharge operation modes are illustrated in Figures 6–11.

• Lastly, the robustness test is implemented by comparing the performance of the
controller with a classic PID controller. In addition, not only the graphic results are
demonstrated in Figures 11–13 but the mean squared error is calculated to validate
the result obtained.

0 10 20 30 40 50
300

350

400

V
ol

ta
ge

 (
V

) (a)

x1 x1
n

0 10 20 30 40 50
t (Sec)

0

200

400
(b)

11 12 13

Figure 1. Voltage identification (a) and NN’s weights (b).
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Figure 2. Current identification (a) and NN’s weights (b).
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Figure 3. AES voltage trajectory tracking.

0 10 20 30 40 50
t (Sec)

-600

-400

-200

0

200

400

C
ur

re
nt

 (
A

)

Figure 4. AES current trajectory tracking.
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Figure 5. AES charging during trajectory tracking. (a) Illustrate the obtained current during the
tracking operation, (b) the obtained voltage during the tracking operation and (c) the state of charge
of the supercapacitor during the tracking operation. and discharging.
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Figure 6. Motor speed control.
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Figure 7. AES voltage control during regenerative braking.
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Figure 8. AES current control during regenerative braking.
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Figure 11. Influence of R changes on PI and NIOC: (a) voltage, (b) current.
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Figure 12. Influence of L changes on PI and NIOC: (a) voltage, (b) current.
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Figure 13. Influence of C changes on PI and NIOC: (a) voltage, (b) current.

3. Regenerative Braking Description

A regenerative braking system as depicted in Figure 14 allows the recovery of kinetic
energy produced during braking and its utilization to improve the energy storage efficiency
and extend the operating distance of the EV [2]. This system is composed of a supercapacitor
and buck–boost converter, which are part of the AES. In addition, a battery bank is used to
administer the energy to the electrical motor contained in the MES. The supercapacitor and
the buck–boost converter are connected as illustrated in Figure 15, with the objective of
increasing or decreasing the output voltage depending on the following operation modes.

Buck operation: In this mode, the output voltage is decreased regarding the input voltage.
To achieve this, T1 is off and T2 is activated, then, the energy is transferred from the
capacitor (Vc) to the supercapacitor voltage (Vsc). At the moment T2 is turned on, current
flows from the capacitor C, generating current Ic to the supercapacitor. As a result, a fraction
of this energy is charged into inductance L. On the other hand, when T2 is turned off, the
current charged in L is discharged into Vc through diode D1, driving the current in the
direction of capacitor C [14].
Boost operation: On the other hand, in this mode, the output voltage is increased. To do so,
T2 is deactivated and T1 is activated to transfer energy from supercapacitor Vsc to battery
bank Vc. When T1 is on, the energy is acquired from the capacitor, and stored in inductance
L. Reversely, when T1 is OFF, the energy stored in the inductance is transferred into the
capacitor through diode D2, and kept in the battery bank.
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Figure 14. Regenerative braking system topology.
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Figure 15. Buck–boost converter topology.

During the braking operation, the brake manages the electricity generated by the
motor into the batteries or capacitors. The DC–DC converter operates in boost function
during acceleration while it operates into buck function in deceleration, which makes it
easier to charge up the supercapacitor.

4. Mathematical Preliminaries

4.1. Discrete-Time Inverse Optimal Control

Consider the following perturbed discrete-time nonlinear system [28]

xk+1 = f (xk, k) + B(xk)u(xk, k) + d(xk) (1)

yk = h(xk) (2)

with xk the state variable, uk the input vector, yk the output vector to be controlled, f (xk),
B(xk), and h(xk) smooth and bounded vectors. Considering yk contains the full state
vector, the objective is to force the controlled dynamics to track selected trajectories, then
the tracking error is as follows

ek+1 = xk+1 − xre f ,k+1 (3)

with xre f ,k the desired trajectory vector. The error dynamics at k + 1 is expressed by

ek+1 = f (xk, k) + B(xk)u(xk, k) + d(xk)− xre f ,k+1 (4)
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For the optimal problem solution, the cost function is minimized by solving the
Hamilton–Jacobi–Bellman (HJB) partial differential equation (PDE). However, in some
cases the solution of these classes of equations is difficult to obtain [29]. For the tracking
trajectory, the cost function of system (4) is selected as

J(ek) =
∞

∑
k=0

(l(ek) + u − kT Ruk) (5)

where J: �n → �+ is a performance measure, l: �n → �+ is a positive semidefinite
function, and R: �n → �n×m is a positive real symmetric matrix. When the cost function
J is optimal, it is noted as J∗ and it is defined as Lyapunov function V(ek), which is
time-invariant and should satisfy the discrete-time Bellman equation defined as follows

V(ek) = min
uk

l(ek) + uT
k R(ek)uk + V(ek+1) (6)

Hence, the discrete-time Hamiltonian equation is expressed as follows

H(ek, uk) = l(ek) + uT
k R(ek)uk + V(ek+1)− V(ek) (7)

The optimal control law is obtained using H(ek, uk) = 0, and the gradient of (7)’s
right-hand side is calculated with respect to uk [28], then

u∗
k = −1

2
R(ek)

−1B(xk)
T ∂V(ek+1)

∂ek+1
(8)

where V(0) = 0 is the boundary condition of V(ek) which should be satisfied and uk∗ is
the optimal control law. Using (8) in (6), the discrete-time HJB equation is

V(ek) =
1
4

∂VT(ek+1)

∂ek+1
R(ek)

−1B(xk)
T ∂V(ek+1)

∂ek+1
+ l(ek) + V(ek+1) (9)

Determining the solution of the HJB PDE (9) for V(ek) is not trivial. To do so,
the discrete-time inverse optimal control (IOC) technique and a Lyapunov function are
used to synthesize the respective control law [29,30]. To state the above problem as an IOC
one, the following definition is established.

Definition 1 ([28]). For system (1), the control law in (8) is considered to be IOC (globally)
stabilizing if:

(1) It ensures that (8) has (global) asymptotic stability for ek = 0;
(2) It minimizes the cost function (5) for which V(ek) is positive definite function such that

V := V(ek+1)− V(ek) + u∗
k B(xk)u∗

k ≤ 0. (10)

Thus, the IOC synthesis is based on V(ek) from the previous definition. Then,

Definition 2 ([28]). Let us select V(xk), which is established to be a radially bounded positive
definite function such that for each xk there exist uk and

ΔV(ek, uk) < 0 (11)

where V(ek) is a discrete-time control Lyapunov function (CLF), which should be defined to satisfy
conditions (1) and (2) of Definition 1. Thus, the CLF is selected as follows

V(ek) =
1
2

eT
k P(ek) (12)
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with P ∈ �n×n and P = PT > 0. By selecting an appropriate matrix P, the control signal (8)
guarantees the equilibrium point ek = 0 of (4)’s stability. Additionally, the control law (8) with
(12), which is considered as an inverse optimal control law for (1), optimizes the meaningful cost
function in (5). Moreover, by using (8) in (12), the IOC law is established as follows:

u∗
k =

1
2

(
R +

1
2

B(xk)
T PB(xk)

)−1
B(xk)

T P( f (xk)− xre f ,k+1) (13)

where P and R are positive definite matrices. Details about the NIOC synthesis is explained in [28].
To achieve adequate performance of the discrete-time IOC scheme, a priori knowledge of the model
parameters is requested, which is not always fulfilled in real-time applications. In addition, since
this control scheme is based on a mathematical model, robustness to parameters variations and
disturbances cannot be ensured. To improve it, an RHONN identifier trained online with an EKF
is proposed.

4.2. Discrete-Time Recurrent High-Order Neural Networks

In these last years, recurrent neural networks have been implemented to identify
and approximate the mathematical models of complex systems [21]. The RHONN has
demonstrated that is a good choice in nonlinear system identification, which consists of
adjusting the parameters of an appropriately selected model according to an adaptive law.
Using a series–parallel configuration, the estimated state variable of a nonlinear system
using an RHONN identifier is given by [27]

χi,k+1 = ωT
i φi(xk) + ωT

i ϕi(xk, uk) (14)

where χi,k+1 is the state of the ith neuron which identifies the ith component of xk, xk =
[x1,k, ..., xn,k] is the state vector, ωi,k ∈ �Li are the adjustable synaptic weights of the NN,
ωi,k represent the adjustable weights, and ωi,k are the fixed weights, ϕi is a linear function
of the state vector or vector input uk depending to the system structure or external inputs to
the RHONN model, and u ∈ �m u = [u1.k, u2,k, . . . , uT

m,k] is the input vector to the network.
The function S(.) is a hyperbolic tangent function defined as

S(xk) = αi tanh(βixk) (15)

where xk is the state variable; α and β are positive constants. Figure 16 illustrates the ith

RHONN identifier scheme.

Figure 16. RHONN identifier scheme.

101



Energies 2022, 15, 8975

To train the proposed RHONN identifier, an EKF is used. The algorithm model is
defined as follows

wi,k+1 = wi,k + ηiKi,kei,k (16)

Ki,k = Pi,k Hi,k Mi,k (17)

Pi,k+1 = Pi,k − Ki,k HT
i,kPi,k + Qi,k (18)

ei,k = xi,k − χi,k i = 1, 2, · · · , n (19)

Mi,k =
[

Ri,k + HT
i,kPi,k Hi,k

]−1
(20)

with ei ∈ R the identification error to be minimized, ηi a training algorithm design pa-
rameter, Ki,k ∈ R

Li×m the Kalman matrix, Qi,k ∈ R
Li×Li and Ri,k ∈ R

m×m positive definite
constant matrices, Pi ∈ R

Li×Li an adjustable diagonal matrix, and Hi ∈ R
Li×m an adjustable

matrix defined as the state derivative with respect to the neural identifier’s adjustable
weights. Details of the RHONN identifier and the respective EKF training algorithm,
including a stability proof is explained in [21,31].

5. System Modeling and Neural Control

5.1. Buck–Boost Model

The used DC–DC converter in this application was composed of boost and buck
converters. The first one is used under charge conditions while the second one is used
under discharge conditions. The boost converter model is defined as [26]

x1,k = (1 − ts
RC

)x1,k − ts
c

x2,k (21)

x2,k = x2,k +
ts
L

Ubttuc (22)

The buck converter model is given by [26]

x1,k = (1 − ts
RC

)x1,k +
ts
c

x2,k (23)

x2,k = x2,k +
ts
L

Ubttuc (24)

where x1,k is the converter output voltage, x2,k is the output current, Ubtt is the battery
voltage, uc is the input vector, L is the inductance (H), R is the load resistance (Ω), C is the
capacitor (F), and ts is the sample time.

5.2. DC Motor

To illustrate the performance of the regenerative braking and for system completeness,
a DC Motor was used as a drive system of the EV [14]. The DC machine’s dynamics
are governed by two attached first-order equations concerning the armature current and
angular velocity as in [32]. The mathematical model is defined by [32]:

L
di
dt

= u − Ri − λ0 (25)

J
dω

dt
= kti − τl (26)

where i is the armature current (A), u is the terminal voltage (V), ω is the angular velocity
(rad/s), J is the inertia of the motor rotor and load (kg m2), R is the armature resistance
(ω), L is the armature inductance (H), λ0 is the back electromotive force (EMF) constant, kt
is the torque constant, and τl is the load torque.
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6. Neural Controller Design

To approximate the used buck–boost power converter’s dynamics, an RHONN identi-
fier trained online by an EKF was employed, then based on the obtained model, the IOC
was synthesized to manage the current flow and ensure the charging and discharging
operating modes of the AES. Due to the similarity between the buck and boost converter
models and the adaptive nature of the RHONN, a single neural identifier is proposed for
both cases as follows

x̂1,k = ω1,1(k)S(x1) + ω1,2(k)S(x2)

+ w1,3S(x1)S(x2) + �1x2 (27)

x̂2,k = ω2,1(k)S(x2) + ω2,2(k)S(x1)

+ w2,3S(x1)S(x2) (28)

Using the compact form, (27) and (28) can be rewritten as follows

x̂k+1 = F̂(xk) + B̂u∗
k (29)

ŷk = x2,k (30)

where [x̂1,k+1, x̂2,k+1]
T are the estimated dynamics of [x1,k, x2,k]

T , uk is the input signal, ŷk
is the output to be tracked, and B̂ is the control matrix defined as B̂ = diag[0, �2]. For the
controller design, the proposed controller was carried out for the current trajectory tracking.
The current tracking error at k + 1 was obtained as

êk+1 = ω2,1(k)S(x2) + ω2,2(k)S(x1)

+ w2,3S(x1)S(x2)�2uk − xre f ,k+1 (31)

Then, the equivalent NIOC was calculated using the same steps as in Section 4.1 as
follows

u∗
k =

1
2

(
R +

1
2

B(x2,k)
T PB(x2,k)

)−1
B(x2,k)

T Pek+1 (32)

where P and R are positive definite matrices.

Reference Generator Development

To define the buck–boost current desired value, a current reference generator was
developed. The charge reference was defined as the energy contained in the supercapacitor
as a function of the energy generated by the DC motor. Considering the work and en-
ergy theorem “the work done between point A and point B on a particle results on the

increase of its kinetic energy” cited in [33], the following expression can be written

WA→B =
∫ B

A
Pdt (33)

Using the work and energy theorem on the DC motor, the energy can be estimated for
an interval time t ∈ [kδ, (k + 1)δ)] as [14]

E(t) =
∫ t

kδ
Pkdξ + Ek (34)

where the DC motor power can be estimated as P = τeω. The energy in the supercapacitors
during the charging mode can be estimated as

Ere f−c
C (t) = −kp

∫ t

kδ
sat1(P)dξ + Eck (35)
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and during the discharging mode, it can be given as

Ere f−d
C (t) = kp

∫ t

kδ
sat2(P)dξ + Eck (36)

with Ere f−c
C (t), Ere f−d

C (t) and 0 < kp < 1 as the charge reference, discharge reference, and a
constant representing the lost energy during transformation, respectively. sat1 represent
a saturation function in the range of (−∞, 0) and sat2 the same function in the range of
(0, ∞). The energy reference for the supercapacitor is estimated as the sum result of both
references.

Ere f
C = Ere f−c

C + Ere f−d
C (37)

Then, the buck–boost voltage reference can be obtained using the last supercapacitor
energy equation resolved for the voltage

Vcr =

√
2EC

C
(38)

where Vcr is the reference voltage in the supercapacitor, Ec is the energy stored, and C is
the capacitance.

To track the buck–boost voltage, the NIOC scheme was applied. Using (27), the voltage
error at k + 1, evck+1 was calculated as follows

eVcr,k+1 = ω1,1(k)S(x1) + ω1,2(k)S(x2)

+ w1,3S(x1)S(x2) + �1x2 − Vcr (39)

Then, the NIOC was applied to determine the buck–boost current reference for the
supercapacitor as follows

icr =
1
2

(
R +

1
2

B(x1,k)
T PB(x1,k)

)−1
B(x1,k)

T PeVcr,k+1 (40)

The control scheme for the regenerative braking system using NIOC and the current
reference generator is illustrated in Figure 17.
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Figure 17. Regenerative braking system control scheme.
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The DC motor speed was controlled using a PI controller to track a desired reference

uω = kωl p(ωl,re f − ωl) + kωl i

∫ t

0
(ωl,re f − ωl) (41)

where ωl,re f is the motor reference speed and kωl p and kωl i are proportional and integral
controller gains, respectively.

7. Simulation Results

The proposed control scheme as well as the respective MES and AES were imple-
mented and evaluated using the SimPower System toolbox of Matlab (Matlab, Simulink.
de 1994–2022, ©The Math Works, Inc.). The parameters of the AES and MES are listed in
Table 1.

Table 1. Parameters of the AES and MES.

Description Unit

Converter resistance R. 50 Ω
Converter inductance L 13 × 10−3 H
Converter capacitance C1 2 × 10−3 F
Converter capacitance C2 1 × 10−6 F
Supercapacitor voltage Vsc 350 V
Battery bank voltage Vc 500 V
Initial SOC 80%
Sampling time (ts) 1 × 10−5 s

7.1. Neural Identification

The realized RHONN identification allowed us to obtain a satisfactory estimation of
the system states, which were, in this case, the voltage x1, k and the current x2, k during dif-
ferent operation modes. Figure 1 demonstrates the neural identification of the voltage (x1, k)
and its respective neural weights’ changes during the operation of the time-varying signals.

Figure 2 presents the neural identification of the current (x2, k) and its respective
neural weights’ dynamics that adjust over the operation with the time-varying trajectories.

From the obtained results, it is clear that the proposed RHONN identifiers successfully
approximated the voltage and the current dynamics of the AES, even though time-varying
trajectories were applied. In addition, all neural weights were bounded. This allowed a
correct operation for the recognition of the dynamics of the buck–boost converter because
the capability of identifying these variables over time-varying signals let the system operate
in different conditions. Furthermore, the implementation of the neural controller did not
represent a problem, with the neural identifier working correctly.

7.2. Buck–Boost Trajectories Tracking

In this test, the objective was to demonstrate the trajectories tracking of the AES
voltage and current to validate the correct operation of the proposed NIOC scheme. A
trajectory was proposed to show the dynamics regulation without connecting the whole
regenerative braking system.

The proposed trajectory to be tracked was a time-varying signal, whose amplitude
was changed between 340 V and 360 V. Figure 3 presents the obtained results for the voltage
(x1, k) at the output of the buck–boost converter used in the AES system controlled by
the proposed NIOC scheme. As is shown, the tracking made by the controller operated
correctly and followed the variations of the signal.

Figure 4 demonstrates the behavior of the current (x2, k), as measured at the inductance
of the buck–boost converter. As a result of the good performance of the neural controller for
the voltage (x1, k), the regulation and tracking of the current dynamics worked correctly.
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Figure 5a–c display the current, voltage, and state of charge (SOC) of the AES, re-
spectively. Different voltage values were applied to verify the charging and discharging
operations of the AES. The voltage had an initial value of 380 V where the buck mode
was activated and the supercapacitor was charging. Then, at 25 s, the voltage value was
modified to 340 V resulting in the boost mode turning on and the supercapacitor discharg-
ing. The conclusion obtained with the voltage values was that the supercapacitor had the
capacity to work over charging and discharging operations, which helped extend the life
cycle and SOC of the battery when the whole system was connected.

From the obtained results, it is clear that the proposed control scheme (NIOC) ensured
the tracking of the proposed trajectories for both the voltage and current of the AES.
In addition, the charging and discharging operation modes of the AES were achieved.

7.3. Regenerative Braking System Trajectories Tracking

The objective of this section was to test the complete system functionality including
the AES, MES, and the DC motor installed on the EV. The trajectories to be tracked were
calculated using the reference generative block (38) where the motor speed was the input
and the voltage reference (Vcr) was the output. This voltage output was used in the control
loop of the AES where a cascade-controller-based NIOC scheme was used to regulate the
voltage and the current of the buck–boost converter, respectively, with the objective to
ensure the charge and discharge of the AES supercapacitor. The speed of the DC motor
was controlled by a PI controller where a time-varying trajectory was tracked as presented
in Figure 6.

Figure 7 presents the voltage’s desired trajectory tracking, obtained from the reference
generator block (38), using NIOC when the EV was fully operated. During acceleration,
the voltage value decreased toward 340 V, the boost mode was activated, and the su-
percapacitor was discharging, allowing the AES’s participation in the total EV’s needed
energy; as a result, the MES’s charge duration was enhanced. However, during deceler-
ation the voltage value increased to reach 350 V, the buck mode was turned on, and the
supercapacitor was charging, which helped to recuperate the EV energy waste.

Figure 8 illustrates the current trajectory tracking using the proposed NIOC during
the regenerative braking, where the reference trajectory was obtained from the NIOC
voltage controller.

Figure 10 displays the SOC behavior of the MES battery bank without (blue) and with
(red) the AES during the operation of the regenerative braking system. This demonstrated
the enhancement of the battery operation using the regenerative braking system. The results
obtained showed that the battery SOC decreased slowly with the AES in comparison to
when the AES was not implemented.

The SOC of the AES as well the supercapacitor voltage and current are presented in
Figure 9, where the supercapacitor is discharging when the EV is in an acceleration state
and charging otherwise.

As results of this experiment, the proposed control scheme ensured the trajectory
tracking of the AES voltage obtained from the reference regenerative block. The voltage
value was automatically changed according to the acceleration or deceleration of the
motor EV. In addition, the proposed controller achieved an adequate trajectory tracking
of the AES current. On the other hand, the SOC of the MES was largely improved by
using the proposed AES control methodology, which helped to recuperate the energy
during deceleration and enhance the MES’s charge duration. This demonstrated that the
regenerative braking system had a good performance and operation when implementing
the complete scheme as illustrated in Figure 17. However, it is necessary to add another
test to prove even further the good operation of the EV architecture proposed in this article.

7.4. Robustness Test

In this test, the AES parameters were changed to examine the robustness of the
proposed NIOC. In addition, a comparison with the classical PI controller was done to
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illustrate the potential of the proposed neural control scheme. The obtained results of the
AES when varying the parameters are presented in Figures 11–13.

The goal of this test was to vary the nominal values of the components that integrate
the AES parameters described before in Table 1 and demonstrate the capability of the
neural controller to operate over changes in their conditions, which could be considered as
parasitic signals that were not part of an ideal electric vehicle’s system. Figure 11 illustrates
the voltage and current trajectories tracking of the AES when resistor R was changed by
200% of its nominal value.

Figure 12 demonstrates the voltage and current trajectories tracking of the AES when
inductance L was changed by 100% of its nominal value.

Figure 13 demonstrates the voltage and current trajectories tracking of the AES when
resistor C was changed by 70% of its nominal value.

From the simulation results, we can observe that parameter variations had an impor-
tant impact on the AES voltage and current controlled by the PI controller, with a high
coupling between the control axes and a sluggish response time. However, the proposed
controller (NIOC) ensured an adequate performance in the presence of parameter varia-
tions, the decoupling was ensured, and the response time was improved compared with
that of the PI controller. From this test, we can consider that the proposed controller had
better performance and was robust to AES parameter variations and these results were
supported by the mean squared error calculated to validate the statement made with these
results. Table 2 illustrates the results for the voltage control robustness test while Table 3
describes the mean squared error for the current dynamics. One of the disadvantages of
the PID controller was its capacity to reach the trajectory desired, which meant the squared
error was farther from zero in comparison with that of the NIOC.

Table 2. Mean squared error in x1.

Mean Squared Error of Tracking Trajectories in x1

Controller Mean Value

PID 16.026 × 10−11

NIOC 4.8822 × 10−11

Table 3. Mean squared error in x2.

Mean Squared Error of Tracking Trajectories in x2

Controller Mean Value

PID 140.290 × 10−9

NIOC 2.2314 × 10−9

8. Conclusions

This article presented a regenerative braking system for electrical vehicles controlled
by a neural inverse optimal controller. The control scheme was used to regulate the
dynamics of the AES composed of a buck–boost converter and a supercapacitor, with
the objective to enhance the energy recovery during braking and to participate in the
delivered MES’s energy during acceleration. The proposed controller was developed using
a recurrent high-order neural network identifier, and online training by the extended
Kalman filter based algorithm, which allowed us to approximate the AES’s behavior during
the different operation modes. The validation of the correct identification of the dynamics
with the RHONN was illustrated correctly with the results obtained in the simulation.
This responded to one of the statements mentioned about the implementation and correct
operation of recurrent high-order neural networks in nonlinear systems.
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The neural controller test with the proposed time-varying trajectories helped to achieve
the correct implementation and operation of the dynamics before the complete system
was connected. This was considered because working with the complete regenerative
braking system before the tuning of the controllers may present some issues that could
easily be solved by analyzing the controller separately first. The controller was used to
track the desired trajectories of the AES voltage and current, where a reference generator
block was utilized to define the voltage’s desired value considering the electrical vehicle
operation modes. This reference generator block was very important because this helped
to achieve the necessary current value for the correct operation of the regenerative braking
system. It is important to note the effects that the DC motor had on the EV system
and the good performance obtained by the neural controller. Additionally, the proposed
controller was compared with the PI controller, regarding reference tracking and robustness
against parameter variations. The obtained results illustrated the effectiveness of the
proposed control scheme for the AES trajectory tracking even in the presence of time-
varying references and disturbances. The mean squared error helped to get a better idea
of the improvement that the neural controller presented over a PI controller in this case.
The measure of the error showed by far the effectiveness of NIOC even in the presence
of disturbances or undesired signals. In addition, the charging and discharging of the
AES supercapacitor during acceleration and deceleration was ensured, which helped to
recover the wasted energy during braking and to participate in the MES’s power budget
during acceleration; moreover, it increases the lifetime of the battery bank. As a result,
the charge duration of the MES battery bank was largely enhanced, and the electric vehicle’s
efficiency and operation were improved. Finally, it is necessary to mention that a real-
time implementation is very important to consider; thus, the validation of the proposed
controller will let us know its real effectiveness in terms of real driving performance.
Moreover, new approaches for the inverse optimal and another neural controller such as
the neural sliding mode control could be the simulation of a fully electric vehicle model
system, where more important variables such as temperature conditions are considered,
and the controllers are validated during typical driving conditions.
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Abstract: In bearing fault diagnosis, ensemble empirical mode decomposition (EEMD) is a reliable
technique for treating rolling bearing vibration signals by dividing them into intrinsic mode func-
tions (IMFs). Traditional methods used in EEMD consist of identifying IMFs containing the fault
information and reconstructing them. However, an incorrect selection can result in the loss of useful
IMFs or the addition of unnecessary ones. To overcome this drawback, this paper presents a novel
method called combined modes ensemble empirical mode decomposition (CMEEMD) to directly
obtain a combination of useful IMFs containing fault information. This is without needing to pass
through the processes of IMF selection and reconstruction, as well as guaranteeing that no defect
information is lost. Owing to the small signal-to-noise ratio, this makes it difficult to determine the
fault information of a rolling bearing at the early stage. Therefore, improving noise reduction is
an essential procedure for detecting defects. The paper introduces a robust process for extracting
rolling bearings defect information based on CMEEMD and an enhanced deconvolution technique.
Firstly, the proposed CMEEMD extracts all combined modes (CMs) from adjoining IMFs decomposed
from the raw fault signal by EEMD. Then, a selection indicator known as kurtosis median absolute
deviation (KMAD) is created in this research to identify the combination of the appropriate IMFs.
Finally, the enhanced deconvolution process minimizes noise and improves defect identification in
the identified CM. Analyzing real and simulated bearing signals demonstrates that the developed
method shows excellent performance in extracting defect information. Compared results between
selecting the sensitive IMF using kurtosis and selecting the sensitive CM using the proposed KMAD
show that the identified CM contains rich fault information in many cases. Furthermore, our compar-
isons revealed that the enhanced deconvolution approach proposed here outperformed the minimum
entropy deconvolution (MED) approach for improving fault pulses and the wavelet de-noising
method for noise suppression.

Keywords: combined modes ensemble empirical mode decomposition; KMAD indicator; three-sigma
rule; enhanced minimum entropy deconvolution; rolling element bearing faults; fault detection

1. Introduction

The large-scale use of induction machines accounts for 90% of the industry’s total
energy consumption. Several defects often lead to unexpected failures. These defects can
lead to severe damage to the machine if they are overlooked initially. According to previous
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studies, the high percentage of failures in induction machines is caused by bearing faults.
As a result, it is highly recommended to monitor small and medium voltage machines
continuously for bearing faults [1,2]. Bearing health condition is commonly monitored by
vibration monitoring. The vibration signals provide a wealth of information regarding
machine health conditions [3]. Many approaches aim to pick up the characteristic defect
information from the rolling bearing’s non-stationary and nonlinear vibration signal by
employing appropriate signal processing techniques. Huang et al. [4] created a time-
frequency analysis approach known as empirical mode decomposition (EMD). EMD differs
from short-time Fourier transform and wavelet transform as it is not dependent on the
basis function. It is based on adaptive decomposition characteristics and decomposes
signals into intrinsic mode functions (IMFs). EMD is suitable for non-stationary and non-
linear vibration signals analysis [5], such as bearing faults, and has been widely used for
this purpose. However, a significant problem with EMD is the mixing of modes. As a
solution to this challenge, an improved version of EMD called ensemble empirical mode
decomposition (EEMD) is proposed in [6]. An IMF in the EEMD consists of the average
of a set of trials. The results of the EMD decomposition are used for each trial and a
finite-amplitude white noise [7]. Compared to the EMD, IMFs produced by the EEMD
can better highlight the signal’s significant features. The focus of researchers has always
been on how to identify EEMD’s important IMFs and how to improve the level of noise
minimization. These two main issues will be briefly discussed below.

Considering that the decomposed bearing vibration signal contains some IMFs repre-
senting defect features, as well as other IMFs containing unused information, researchers
have focused on identifying suitable IMFs. Wang et al. [8] suggested the use of the highest
value of kurtosis to pick the relevant IMF. Yang et al. [9] selected the effective IMF using
mutual information. Li J et al. [10] calculated each IMF’s similarity to the input signal based
on Spearman’s rho to identify the required IMF. A merit index for determining the relevant
IMF has been proposed in [11]. However, if only the most suitable IMF is considered, fault
information contained in other IMFs may be lost. In contrast, Li Z et al. [12] developed
a weighted kurtosis index difference spectrum (WKIDS) to choose the important IMFs.
Ma et al. [13] used the correlation coefficient to select the effective IMFs. Luo et al. [14]
identified the effective IMFs by using high kurtosis values. However, Damine et al. [15]
demonstrated that choosing the most suitable IMF can result in the loss of other important
IMFs, and that selecting multiple IMFs can result in the inclusion of unnecessary ones. To
address the abovementioned issues, this paper offers a novel approach called combined
modes ensemble empirical mode decomposition (CMEEMD). This method is based on the
extraction of combined modes (CMs) from the measured vibration signal. After that, a
selection indicator is created to identify the combination of suitable IMFs. The purpose of
this step is to obtain the most information about the defect directly from the input signal,
without having to pass through the IMFs selection and reconstruction processes. It also
ensures that no information about the defect is wasted or irrelevant data are included.

Owing to the effect of surrounding noise, extracting bearing fault information at the
early stage of damage is challenging. Therefore, it is essential to reveal the defect pulses
in the vibration signal. The most commonly used deconvolution process is the minimum
entropy deconvolution (MED). The MED is designed to retrieve the bearing defect pulses in
the input signal. Pennacchi et al. [16] examined the efficiency of the MED on experimental
signals and found that it can detect bearing defects. However, when the original signal
contains noise, the efficiency of MED is reduced. In addition, the output of MED will also be
affected by noise interference. Therefore, researchers were concentrated on increasing the
efficiency of the MED. Chatterton et al. [17] combined EMD with MED to improve bearing
defect detection. Ding et al. [18] introduced a deconvolution process using autoregressive
MED for extracting bearing features.

In view of the above considerations, this paper presents an enhanced deconvolution
approach, which focuses on eliminating the noise interference in the MED output by
introducing a de-noising method derived from the three-sigma rule [19]. A new procedure
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for extracting bearing defect features based on CMEEMD and an enhanced deconvolution
process is discussed in this research work. The following describes the originality of these
procedures. Firstly, the proposed CMEEMD decomposes the original signal into CMs. An
indicator is created to identify the appropriate combination that combines the effective IMFs
instead of selecting and reconstructing them. Secondly, an enhanced deconvolution process
based on MED and a noise suppression technique using the three-sigma rule is performed
on the selected CM. Finally, the envelope spectrum is applied, and the characteristic fault
frequency is extracted to diagnose the bearing fault.

The remaining sections of this paper are organised as following: Section 2 is dedicated
to the basic theories of EEMD, MED, and the rule of three-sigma de-noising method.
Section 3 details the proposed methods of this research. Section 3.1 gives the steps of the
CMEEMD. In Section 3.2, the process of selecting an appropriate combination is introduced.
In Section 3.3, the enhanced deconvolution strategy is presented. Section 3.4 describes
the new bearing fault diagnosis procedure. Section 4 presents the results of applying the
proposed method to the simulated signal. In Section 5, the suggested process is performed
on the experimental data, and the results are verified. In Section 6, the conclusion of this
paper is presented.

2. Theoretical Analysis

2.1. EEMD Method

By comparing EEMD and EMD, it has been concluded that EEMD may be more
effective at revealing the characteristic fault information of rolling element bearings [20].
EEMD solves the problem of mode mixing in EMD by adding Gaussian white noise to
the original signal. Thus, we can better highlight the signal’s intrinsic characteristics. The
algorithm of EEMD [7] is given below, and Figure 1 shows the process flow diagram.

(1) Add a random white Gaussian noise β wi(t) to the existing signal:

xi(t)= x (t) + β wi(t) (1)

where β wi(t) is the i-th added white noise series, and xi(t) represents the noise-added
signal (i = 1, 2, . . . , i).

(2) Divide by EMD the novel signal and obtain N sets of IMFs:

xi(t) =
N

∑
j=1

cij(t) + ri (2)

where cij(t) is the IMFs and ri. is the residue.
(3) Using the formula below, determine the ensemble means cj(t) of the I trials:

cj(t) =
I

∑
i=1

cij(t) (3)

where cj(t) (c1, c2,..., cN) is the IMFs divided by EEMD.
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Figure 1. Flow chart of the ensemble empirical mode decomposition (EEMD) algorithm to obtain the
intrinsic mode functions (IMFs).

2.2. Minimum Entropy Deconvolution Technique

MED was originally introduced by Ralph [21]. The MED highlights the transient
components of the signal with a finite impulse response (FIR) filter. It decreases a signal’s
randomness by minimizing its entropy. Two terms can represent a general signal x(n):

x(n) = z(n) * w(n) + η(n) (4)

There is a convolution between the defect impulse z and its excitation w, which is the
first term in the equation. The second term takes a random noise into account. FIR filter
h(n) can be used in minimum entropy deconvolution (MED) to process the original signal.
From [22,23], it is possible to obtain:

u(n) = x(n)∗h(n) =
M−1

∑
i=0

h(i)x(n − i) (5)

where n = 0, 1, . . . , N, N= T + M − 2. The deconvolution filter length is M, and the input
sequence x(n) length is T. In MED, a signal’s entropy is minimized by maximizing the
Varimax function. The Varimax function for u(n) is:
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V(u) =
∑N

n=0 u4(n)
(∑N

n=0 u2(n))2
(6)

The filtering parameters that maximize V(u) are such that:

∂V(u)
∂h(n)

= 0 (7)

As a result of substituting Equations (6) in (7) and solving the derivative, we obtain:

∑M−1
i=0 h(i)∑N

n=0 x(n − i)x(n − k) = ∑N
n=0

u3(n)x(n − k)
V(u) ‖ u ‖2 (8)

where k = 0, 1, . . . , M − 1.
Equation (8) can be written as:

RXXh = b (9)

where RXX corresponds to a matrix of autocorrelation, h is the filter coefficients vector, and
b includes the input of the filter x(n) cross-correlated with the cube of its output u(n). The
following steps summarize the optimal inverse filter solution:

• Assume that h(0) is a set of initial filter coefficients;
• Calculate u(0) and V(u);
• Calculate Rxx
• Determine b(1) and h(1);
• Repeat the procedure until an optimal filter is obtained.

2.3. The Three-Sigma Rule for Noise Minimization

In probability and statistics, the three-sigma rule states that approximately 99.73% of
data following a normal distribution are located inside a range of three standard deviations
from the mean [24].

P{μ− 3σ < Y < μ+ 3σ} ≈ 99.73% (10)

The mean and standard deviation are represented by μ and σ, respectively. The normal
distribution appears with:

E(Y) = μ = 0 (11)

D(Y) = E
(

Y2
)
− [E(Y)]2= E

(
Y2
)
= σ2 (12)

The variance and the expectation are represented by D(Y) and E(Y), respectively.
Based on Equation (12), the root mean square (RMS) value of Y is:

Yrms =

√
1
n ∑n

i=1[Xi,−, E(Y)]2 =

√
1
n ∑n

i=1 yi
2 =
√

E(Y) = σ (13)

where yi stands for the sample data of Y and n for the number of samples.
Using Equations (11) and (13), Equation (10) can be written as:

P{−3σ < Y < 3σ}= P{−3Yrms < Y < 3Yrms} ≈ 99.73% (14)

Based on the assumption that a fault-free rolling bearing follows the normal distribu-
tion [25], Equation (14) shows that nearly all the noise in the bearing vibration signal Y is
distributed within ±3Yrms. Due to this, it is necessary to remove the components within
±3Yrms. The steps of the de-noising process are as follows [26]:
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1. y (t) is normalized by using zero-mean normalization:

Z(t) =
y − μ

σ
(15)

where Z(t) is the normalized signal.
2. Determine Zrms of Z(t);
3. Replace the sampling data zi of Z(t) falling between ±3Zrms with zero while leaving

zi outside of ±3Zrms unchanged.

w(t) =
{

0, if |z i| � 3Zrms
zi(t), otherwise

(16)

where w(t) represents y(t) after removing the unnecessary components.

3. Proposed Methods

3.1. Combined Modes Ensemble Empirical Mode Decomposition (CMEEMD)

The proposed CMEEMD aims to extract all the CMs from the adjoining IMFs decom-
posed from the bearing fault vibration signal using EEMD. This process is described in
detail below with a flowchart shown in Figure 2. In this paper, adjoining IMFs are combined
using the following expression:

CMi→j= IMFi + . . . + IMFj (17)

where CMi→j is the combined modes of adjoining IMFs from the i-th mode to the j-th mode,
IMFi is the IMF that starts the combination, and IMFj is the IMF that finishes it. Extraction
of CMs is done as follows:

• Divide these CMs into groups. The first group consists of CMs starting with IMF1. By
using Equation (17), we obtain:

CM1→j = IMF1 + . . . + IMFj 2 ≤ j ≤ N (18)

where CM1→j is the combination of adjoining IMFs from IMF1 to the j-th IMF for
j = 2, . . . N, N is the number of IMFs.

• Using Equation (18), extract all CMs starting with IMF1:

CM1→2= IMF1 + IMF2
CM1→3= IMF1 + IMF2 + IMF3

...
CM1→N= IMF1 + IMF2 + IMF3 + . . . + IMFN

(19)

• The second group is constituted by CMs starting with the second mode. In this case,
Equation (17) can be expressed as:

CM2→j = IMF2 + . . . + IMFj 3 ≤ j ≤ N (20)

where CM2→j is the combination of adjoining IMFs from IMF2 to the j-th IMF for
j = 3, . . . N.

• Using Equation (20), extract all CMs starting with IMF2:

CM2→3= IMF2 + IMF3
CM2→4= IMF2 + IMF3 + IMF4

...
CM2→N= IMF2 + IMF3 + IMF4 + . . . + IMFN

(21)
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• The process continues until we reach the N − 1 group. In this case, the last combination
can be represented by the following equation:

CMN−1→N = IMFN−1 + IMFN (22)
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Figure 2. Flow chart of the proposed combined modes ensemble empirical mode decomposition
(CMEEMD).

3.2. Sensitive CM Selection Using KMAD Indicator

Once all the CMs have been extracted, we need to identify the appropriate combination
of sensitive IMFs. An indicator was required to select this combination among all the other
CMs. In many studies, maximum kurtosis was used to identify the most sensitive IMF.
However, if we consider only the best IMF, we may lose information about faults contained
in other IMFs [27]. Therefore, this paper uses the kurtosis of the combined IMFs. The
probability of identifying the appropriate combination is higher when the kurtosis value of
the corresponding combination is high. The expression of kurtosis is defined as follows [28]:

K =
1
N ∑N

i=1
(xi − μ)4

σ4 (23)

where the amplitude of the vibration waveform is indicated by xi, the mean of the signal by
μ, the standard deviation by σ, and the length of the samples by N. According to [29–31],
IMFs with high-frequency bands of the vibration signal contain the main fault information
about the rolling bearings. It is known that the higher the frequency band, the larger the
median absolute deviation (MAD). Therefore, the MAD can be used to identify IMFs with
high-frequency bands. The expression of MAD is defined as follows [32]:

MAD (y) = median (|yn − median(y)|) (24)

where yn represents the n-th sampling of the signal y. To ensure that only sensitive IMFs
are combined in the effective combination, the proposed selection indicator aims to prevent
unwanted IMFs from being added. Accordingly, as the number of IMFs in the combination
decreases, the probability of obtaining the required combination increases. Based on all the
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above, the paper proposes an indicator (KMAD), which combines kurtosis and MAD to
select the appropriate combination of sensitive IMFs.

KMADi→j =
Ki→j . MADi

∑
j
i MADn

(25)

In this equation, Ki→j is the kurtosis value of CMi→j, where CMi→j is the combined
modes of adjoining IMFs from the i-th IMF to the j-th IMF, MADi is the mean absolute
deviation of the i-th IMF that starts the combination, and ∑

j
i MADn means the sum of

MADs of IMFs from the i-th IMF to the j-th IMF. A combination with fewer IMFs has a
lower value of ∑

j
i MADn, which increases the probability of obtaining the combination of

useful IMFs. For each CMi→j, KMADi→j is calculated, where the highest value corresponds
to the required combination.

3.3. The Enhanced Deconvolution Process

One of the most commonly used methods for this is MED. However, when the input
signal contains noise, the effectiveness of the MED will be reduced. For this reason, noise
will affect the MED output. Therefore, an enhanced deconvolution approach is presented
in this paper, which aims to minimize noise interference in the MED output by integrating
the three-sigma rule (see Section 2.3). Figure 3 is a flow chart illustrating the enhanced
MED strategy, and the steps are as follows:

1. Apply the MED technique to the input signal;
2. Perform the de-noising method derived from the three-sigma rule on the MED output.

It consists of the following steps:

• Normalize the MED output using zero-mean normalization;
• Calculate the root mean square value Yrms of the normalized signal Y(t);
• Replace the sampling data yi of Y(t) falling between ±3Yrms with zero while keeping

yi outside of ±3Yrms unmodified.
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Input 

 signal   
MED  

output  
 

Normalized 
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Replace  
with zero 
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Out of range 
 MED  Zero-mean  

normalization 
Calculate   

Figure 3. Proposed enhanced deconvolution process flowchart.

3.4. The Proposed Strategy for Bearing Fault Detection

This paper describes a novel feature extraction method based on CMEEMD and
proposes a deconvolution process to diagnose the bearing fault from the vibration signals.
Figure 4 illustrates the flowchart of the proposed method for detecting bearing defects. The
detailed process of the feature extraction method proposed is as follows:

1. Perform CMEEMD on the fault vibration signal as follows:

• Decompose the fault vibration signal with the defect into IMFs by EEMD;
• Extract all combined modes (CMs) from adjoining IMFs (see Section 3.1).
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2. Select the appropriate combination using the KMAD indicator (see Section 3.2):

• Calculate the KMAD value of each CM;
• Select the required combination based on the highest value of KMAD.

3. Perform the enhanced deconvolution process on the selected CM (see Section 3.3).
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Figure 4. Proposed strategy using CMEEMD, kurtosis median absolute deviation (KMAD) and an
Enhanced Deconvolution Process for diagnosing bearing faults.
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4. The Simulation Validation

A simulation of an inner ring defect bearing is presented in this section to illustrate
the effectiveness and usefulness of the suggested method for extracting fault characteristics.
The periodic impulses represent the vibration waveform caused by a local failure in the
bearing. However, these impulses are usually buried in white noise. As a result, we can
obtain the simulated signal of the rolling bearing from [33]. In this paper, the sampling
frequency is 12,000 Hz, the resonant frequency is 3000 Hz, the inner-race fault frequency is
79 Hz, the time lag is zero, the rotational frequency is 28 Hz, and the damping ratio B = 500.
The random noise has a zero mean and variance of σ2 = 0.72. The data length of the signal
is 10,240. The simulated signal y(t) is plotted in Figure 5a. It can be seen that the noise effect
prevents the extraction of periodic impulses. From the envelope spectrum in Figure 5b,
although the fault characteristic fi and the first harmonic 2fi can be extracted, the remaining
harmonics are covered by noise interference. To improve fault detection, this signal needs
to be pre-processed.

 

 
Figure 5. Inner ring fault simulated signal: (a) waveform; (b) envelope spectrum.

4.1. Analysis of the Proposed Method

Based on the detailed flowchart of the proposed feature extraction method described
in Figure 4, the following processes are followed.

4.1.1. CMEEMD Analysis

According to [29–31], the significant defect information about rolling bearings is
included in IMFs with high-frequency bands. Therefore, the proposed CMEEMD uses the
EEMD to decompose this simulated signal into six IMFs. Then, one extracts all the CMs
from the adjoining IMFs. Based on the recommended method for extracting combined
modes CMs detailed in Section 3.1, fifteen CMs are generated from the six IMFs. The
obtained IMFs are plotted in Figure 6, and the extracted CMs are illustrated in Figure 7.
The next step identifies the most sensitive combination.
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Figure 6. Decomposed result of the simulated signal by EEMD.

 

 

-

Figure 7. Extracted Combined modes (CMs) from the adjoining IMFs.
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4.1.2. Selecting the Appropriate CM

Based on the time-domain waveforms given in Figure 7, the differences between the
CMs are insignificant. Therefore, the most effective combination is selected using the
proposed KMAD indicator. Based on Equation (25), the KMAD values of each combination
are illustrated in Figure 8. It is observed that the combination CM1→2 has the highest value
among all the other combinations. This indicates that it is the appropriate combination of
the sensitive IMFs, i.e., IMF1 and IMF2.

 
Figure 8. Kurtosis median absolute deviation (KMAD) values of each combination.

4.1.3. Performing the Proposed Deconvolution Process

This method focuses on minimizing noise interference in the MED output. The
first step is to highlight the fault impulses in selected combination CM1→2 using MED.
Following that, we minimize the noise using the rule of three-sigma. As illustrated in
Figure 9a, the noise is minimized, and the fault impulses are emphasized. From the
envelope spectrum in Figure 9b, we can efficiently and accurately extract the inner race
fault characteristic frequency fi and nine harmonics (2fi, 3fi, 4fi, 5fi, 6fi, 7fi, 8fi, 9fi, and
10fi). This indicates that the rolling bearing fault feature extraction method proposed in
this paper can extract fault information excellently.

  

  

  

Figure 9. Simulated bearing fault diagnosis results for processing the selected CM using: proposed
method (a,b); conventional MED (c,d); and wavelet denoising (e,f).

4.2. Advantages of the Proposed Methods for the Diagnosis of the Simulated Signal

To demonstrate the superiority of the proposed enhanced deconvolution process, the
conventional MED is performed on the selected combination CM1→2. Figure 9c,d shows
the results of processing the selected combination CM1→2. by the MED. As shown in
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Figure 9c, the fault impulses are highlighted, and the noise level is decreased. However,
some noise interference can still be seen. By comparing it with Figure 9a, it is clear that
noise interference has been reduced significantly. From the envelope spectrum in Figure 9d,
we can extract only the inner race fault characteristic frequency fi and five harmonics (2fi,
3fi, 4fi, 5fi, and 6fi). In comparison with Figure 9b, it is apparent that we can get more
fault information. The comparison results demonstrate that the proposed enhanced MED
outperformed the MED for improving fault detection. To demonstrate the superiority of the
enhanced MED approach in minimizing noise, the wavelet de-noised method is performed
on the selected combination CM1→2. Figure 9e shows that the noise interference is reduced
to some extent; however, the extracted fault frequency and its harmonics in Figure 9f are
not as good as in Figure 9b. In this case, the wavelet de-noising method is less efficient in
suppressing noise, making it difficult to extract fault information from the combination
CM1→2. The results demonstrate that the proposed enhanced MED outperformed the
wavelet de-noising method in suppressing noise. The inter-harmonics (inter-characteristic
frequencies of the faults) present the harmonics of the rotational frequency which are
considered as extracted information. In Figure 9b, one can see that the harmonics multiple
of the rotational frequency are obvious, while they are hidden in Figure 9d. This is due
to the fact that the noise has been minimised in Figure 9a. In addition, a comparison
of the conventional IMF selection method using maximum kurtosis with the proposed
KMAD selection indicator is presented to illustrate its advantages. Table 1 shows the
kurtosis values of the first six IMFs. It can be seen that IMF1 has the highest value of all
the decomposition results, so it is selected as a sensitive IMF. IMF1 was treated using the
enhanced deconvolution approach. As shown in the envelope spectrum of Figure 10a, the
extracted fault information is weaker than the extracted fault information in Figure 10b.
This indicates that the combination CM1→2 contains rich fault feature information. The
KMAD indicator identified CM1→2 as a combination of suitable IMFs, i.e., IMF1 and IMF2.
Consequently, if we choose only IMF1, the information contained in IMF2 will be lost. This
proves that selecting the appropriate combination using the KMAD selection indicator
overcomes the drawback of the IMF selection method using kurtosis to ensure that no
information about the defect is lost.

Table 1. Kurtosis values of each intrinsic mode function (IMF).

IMF Kurtosis

IMF1 4.6127
IMF2 3.2595
IMF3 3.0748
IMF4 3.0268
IMF5 2.9883
IMF6 2.8621

Figure 10. Diagnosis results of the simulated bearing fault using: (a) sensitive IMF-based Kurtosis;
(b) sensitive CM-based KMAD.
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5. Experimental Validation

Experimental data from the Case Western Reserve University [34] was used to validate
the proposed method’s effectiveness for detecting rolling bearing faults. As shown in
Figure 11, the experimental set is composed of a 2 hp motor, a torque sensor/encoder, a
dynamometer, and control electronics. Single point faults were introduced using electro-
discharge machining, providing defects in the outer ring, the ball, and the inner ring.
The rotating speed of the shaft varied from 1730 to 1797 RPM. We used the time signal
of the drive end bearing in this study, recorded for the inner race, outer race, and ball
fault. The data were gathered with 12,000 Hz. The deep groove ball bearing 6205-2RS JEM
SKF was used in this experimental test. The bearing parameters are detailed in [34]. The
bearing defect is localized in the early stages: a crack or spall. Rolling elements generate
shock impulses every time they hit a local fault in the inner or outer ring. These repeated
shock pulses produce a vibration at the frequency associated with the faulty element.
This frequency is usually called the fault characteristics frequency, for example, BPFI (ball
passing frequency inner race), BPFO (ball passing frequency outer race), and BFF (ball fault
frequency), which are related to the inner race, the outer race, and the ball, respectively.
The following are their mathematical equations [35]:

 

Figure 11. Experimental test rig from the Case Western Reserve University (CWRW) [34].

BPFI =
fr

2
Nb (1 +

DbCOSβ
Dc

) (26)

BPFO =
fr

2
Nb (1 − DbCOSβ

Dc
) (27)

BFF =
fr

2
Dc

Db
[1 −(

DbCOSβ
Dc

)2] (28)

Fr, Nb, Dc, Db, and β correspond to the frequency of rotation, rolling element number,
pitch diameter, ball diameter, and angle of contact, respectively.

5.1. Case 1: Diagnosis of the Inner Race Fault

In this case, the vibration signal emanates from the inner race fault. The shaft speed is
1772 rpm, the load is 1hp, and the fault size is 0.007 inches. According to Equation (26), the
calculated fault characteristic frequency for the inner race is 159.9 Hz. Taking 24,000 data
points for analysis, I measured original bearing signal with an inner race fault signal is
plotted in Figure 12a. The periodic impulses cannot be extracted due to the noise effect.
From the envelope spectrum in Figure 12b, the fault characteristic fi and the first harmonic
can be extracted. However, the other harmonics are surrounded by noise interference.
Therefore, this signal requires pre-processing to improve fault detection.
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Figure 12. Experimental inner race defect: (a) waveform; (b) envelope spectrum.

5.1.1. Analysis of the Proposed Method

First, the proposed CMEEMD is used to extract the CMs from the experimental inner
race fault signal. From the first six IMFs, fifteen combined modes (CMs) are generated using
the method detailed in Section 3.1. The obtained IMFs are plotted in Figure 13, and the
extracted CMs are illustrated in Figure 14. The next step is determining the most appropriate
combination. By looking at the time domain waveform of each combination in Figure 14,
it can be seen that the difference between the CMs is not significant. It is impossible
to recognize directly which combination contains the most information about the fault.
Therefore, the appropriate combination is selected using the proposed KMAD indicator.
Based on Equation (25), Figure 15 illustrates the KMAD values of each combination. The
combination CM1→2 has the highest value among all the other combinations, indicating
that it is the best combination of the sensitive IMFs, including IMF1 and IMF2. Following
this, the enhanced MED approach is executed on the selected combination. First, MED is
used to minimize the entropy of CM1→2. After that, the output MED noise is minimized
using the three-sigma rule. As illustrated in Figure 16a, the noise is restricted, and the fault
impulses are highlighted. From the envelope spectrum in Figure 16b, we can extract the
inner race fault characteristic frequency fi and ten harmonics (2fi, 3fi, 4fi, 5fi, 6fi, 7fi, 8fi,
9fi, 10fi, and 11fi). This suggests that the rolling bearing fault feature extraction method
proposed in this paper is able to extract rich fault information.

  

Figure 13. Decomposed result by EEMD.
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Figure 14. Extracted CMs result.

Figure 15. Sensitive CM selection using KMAD.
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Figure 16. Inner race fault diagnosis results for processing the selected CM using: proposed method
(a,b); conventional MED (c,d); and wavelet denoising (e,f).

5.1.2. Advantages of the Proposed Techniques for Inner Race Fault Diagnosis

Figure 16c,d shows the results of processing CM1→2 by the conventional MED. As
shown in Figure 16c, the fault impulses are emphasized, and the noise level is reduced.
However, it can be seen that some noise interference still exists. According to Figure 16a,
noise interference has been reduced effectively. From the envelope spectrum in Figure 16d,
we can distinguish only the inner race fault characteristic frequency fi and six harmonics
(2fi, 3fi, 4fi, 5fi, 6fi, and 7fi). By comparing it with Figure 16b, it is clear that we can get
more fault information. The comparison results show that the enhanced MED performs
better than the MED in improving defect detection. To show the enhanced MED approach’s
superiority in eliminating noise, the wavelet de-noised method is performed on the selected
combination CM1→2. As shown in Figure 16e, although the noise is reduced, the fault
impulses are not highlighted as in Figure 16a. In addition, the extracted fault frequency
and its harmonics in Figure 16f are not as excellent as those in Figure 16b. In this case, it
can be said that the inability of the wavelet de-noising method to reduce noise effectively
makes it difficult to extract rich fault information from the combination CM1→2. The
comparison results demonstrate that the enhanced MED performs better than the wavelet
de-noising method in eliminating noise. The amplitudes of the inter-harmonics shown in
Figure 16b,d,f are much smaller than those shown in Figure 9b,d,f, respectively. This is
due to the fact that a signal with high noise (σ2 = 0.72) is created in the simulation. This
makes it more difficult to eliminate noise interference in the simulated signal than in the
experimental signal. As a result, the amplitude of the noise interference will mix with
the inter-harmonics. To illustrate the advantages of the KMAD selection indicator, this
paper conducted a comparison with the IMF selection method using kurtosis. Table 2
shows the kurtosis values of the first six IMFs. It is evident that IMF2 has the highest
value among all the decomposition results, so it is selected as the sensitive IMF. IMF2 was
processed using the enhanced MED approach. From the envelope spectrum of Figure 17a,
it is clear that the extracted fault information is less than the extracted fault information in
Figure 17b. This shows that the combination CM1→2 holds rich fault feature information.
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The KMAD indicator selected CM1→2 as an appropriate combination of suitable IMFs,
namely IMF1 and IMF2. As a result, if we take only IMF2, the information in IMF1 will be
lost. This demonstrates that utilizing the KMAD selection indicator to select the appropriate
combination overcomes the disadvantage of using kurtosis to choose the sensitive IMF and
guarantees no information about the fault is lost.

Table 2. Kurtosis values of each IMF for Inner Race Fault Diagnosis.

IMF Kurtosis

IMF1 4.6903
IMF2 4.7682
IMF3 4.3248
IMF4 3.0268
IMF5 2.5395
IMF6 2.6651

 

 

Figure 17. Diagnosis results using: (a) sensitive IMF-based Kurtosis; (b) sensitive CM-based KMAD.

5.2. Case 2: Diagnosis of the Outer Race Fault

The vibration signal in this case is caused by an outer race fault, with the shaft rotating
at 1797 rpm and no load applied. The size of the fault is 0.021 inches, and the calculated
fault characteristic frequency is 107.01 Hz. Taking 24,000 data points for analysis, Figure 18a
shows the measured bearing signal with an outer race fault. It can be seen that the noise
prevents the periodic impulses from being extracted. From the envelope spectrum in
Figure 18b, although the fault characteristic frequency fo and the first harmonic 2fo can be
extracted, the remaining harmonics are shrouded in noise interference. Therefore, this fault
signal necessitates pre-processing to improve fault detection.

 

 
Figure 18. Experimental outer race defect: (a) waveform; (b) envelope spectrum.
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5.2.1. Analysis of the Proposed Method

In the first step, CMEEMD extracts the CMs from the experimental outer race fault
signal. Using the CMs extraction technique described in Section 3.1, fifteen CMs are created
from the first six IMFs. Figure 19 shows the resulting IMFs, and Figure 20 shows the
extracted CMs. The next step is to determine which combination is the most sensitive. The
time-domain waveforms of each combination in Figure 20 show that there is no noticeable
difference between the CMs. It is impossible to directly recognize the combination that
combines only the useful IMFs. As a result, the suggested KMAD indicator is used to iden-
tify the appropriate combination. Figure 21 shows the KMAD values for each combination.
The combination CM1→2 has the highest value. This indicates that it is a combination of
sensitive IMFs, i.e., IMF1 and IMF2. Following that, the combination CM1→2 was processed
using the enhanced MED approach. First, MED highlights the fault impulses of CM1→2.
Then, the MED output is treated to the de-noised method derived from the three-sigma
rule. As shown in Figure 22a, the noise is minimized, and the fault impulses are prominent.
From the envelope spectrum in Figure 22b, we can accurately extract the outer race fault
characteristic frequency fo and nine harmonics (2fo, 3fo, 4fo, 5fo, 6fo, 7fo, 8fo, 9fo, and 10fo).
This implies that the proposed method for bearing fault feature extraction can effectively
extract rich fault information.

5.2.2. Advantages of the Proposed Techniques for Outer Race Fault Diagnosis

The results of processing CM1→2 by MED are shown in Figure 22c,d. As seen in
Figure 22c, the noise level is decreased, and the fault impulses are accentuated. However,
there still exists noise interference. Compared to Figure 22a, noise interference has been
significantly reduced. Analyzing the envelope spectrum in Figure 22d, it can be seen that
we can extract less fault information than we can in Figure 22b. It is evident from the
comparison results that the enhanced MED is more effective in improving fault detection
compared to the MED. The wavelet de-noising method is performed on the selected
combination, and the results are shown in Figure 22e,f. Although the noise has been
reduced to a certain extent in Figure 22e, the extracted fault frequency and its harmonics in
Figure 22f are less accurate than those extracted in Figure 22b. In this case, the inability of
the wavelet de-noising to successfully decrease noise prevents the extraction of rich fault
information from the combination CM1→2. The results of the comparison confirm that the
proposed enhanced MED eliminates noise better than the wavelet de-noising method. To
show the advantages of the CM selection method using KMAD, this paper performs a
comparison with the IMF selection method using kurtosis. The kurtosis values for the first
six IMFs are presented in Table 3. It appears that IMF2 has the highest value, so it is selected
as a sensitive IMF. Next, IMF2 was treated using the enhanced MED approach. Based on
the envelope spectrum of Figure 23a, we can extract only the outer race fault characteristic
frequency fo and three harmonics (2fo, 3fo, 4fo). By comparing it with Figure 23b, it is
clear that we can extract more fault information (fo, 2fo, 3fo, 4fo, 5fo, 6fo, 7fo, 8fo, 9fo, and
10fo). This indicates that the selected combination contains rich defect information. The
KMAD indicator identified CM1→2 as an appropriate combination of suitable IMFs, i.e.,
IMF1 and IMF2. Therefore, if we only select IMF2, the fault information in IMF1 will be
wasted. This demonstrates that selecting the appropriate combination using the proposed
indicator overcomes the disadvantage of the IMF selection using kurtosis to assure that no
defect information is wasted.
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Figure 19. Decomposed result by EEMD.

Figure 20. Extracted CMs result.
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Figure 21. Sensitive CM selection using KMAD.

 

 

Figure 22. Outer race fault diagnosis results for processing the selected CM using: proposed method
(a,b); conventional MED (c,d); and wavelet denoising (e,f).

 

Figure 23. Diagnosis results using: (a) sensitive IMF-based Kurtosis; (b) sensitive CM-based KMAD.
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Table 3. Kurtosis values of each IMF for Outer Race Fault Diagnosis.

IMF Kurtosis

IMF1 17.7045
IMF2 25.1902
IMF3 10.6024
IMF4 8.8478
IMF5 10.0602
IMF6 11.0606

5.3. Case 3: Diagnosis of the Ball Bearing Fault

The ball race fault in this case generates the vibration signal. The shaft speed is
1772 rpm, the load is 1 hp, and the fault size is 0.028 inches. The calculated fault character-
istic frequency for the ball race is 139.18 Hz based on Equation (28). Analyzing 24,000 data
points, the bearing signal with a ball race fault is shown in Figure 24a. Due to the noise, it
is difficult to distinguish the impact characteristics. From the envelope spectrum in Fig-
ure 24b, although the fault characteristic frequency fb can be distinguished, its harmonics
are masked by noise interference. To improve fault detection, this fault signal requires a
pre-processing step.

 

 
Figure 24. Experimental ball bearing defect: (a) waveform; (b) envelope spectrum.

5.3.1. Analysis of the Proposed Method

First, CMEEMD extracts the CMs of adjoining modes resulting from the decomposition
of the ball defect vibration signal. The first six IMFs produce fifteen CMs using the CMs
extraction technique described in Section 3.1. The obtained IMFs are shown in Figure 25,
and the extracted CMs are shown in Figure 26. Identifying the most sensitive combination
is the next step. According to Figure 26, there is no noticeable difference between the
CMs based on their time-domain waveforms. Directly identifying the combination of
useful IMFs is impossible. Therefore, the suggested KMAD indicator is used to identify the
appropriate combination. According to Figure 27, the combination CM1→2 has the highest
KMAD value. Accordingly, it indicates that it combines sensitive IMFs, i.e., IMF1 and IMF2.
The combination CM1→2 was then performed using the enhanced deconvolution approach
presented here. The noise is reduced considerably as shown in Figure 28a, and rich fault
information (fb, 2fb, 3fb, 4fb, 5fb, 6fb, 7fb, 8fb, and 9fb) can be extracted from the envelope
spectrum presented in Figure 28b. This suggests that the proposed strategy can greatly
enhance fault identification. Additionally, this demonstrates the validity of the proposed
strategy for bearing fault feature extraction.
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Figure 25. Decomposed result by EEMD.

 

 

Figure 26. Extracted CMs result.
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Figure 27. Effective CM selection based on KMAD.

  

  

  

Figure 28. Ball fault diagnosis results for processing the selected CM using: proposed method (a,b);
conventional MED (c,d); and wavelet denoising (e,f).

5.3.2. Advantages of the Proposed Techniques for Ball Bearing Fault Diagnosis

Figure 28c,d shows the results of processing the combination CM1→2 by the MED. As
shown in Figure 28c, despite the noise level reduction, noise interference is still present.
Compared to Figure 28a, the noise interference has been successfully minimized. Based on
the envelope spectrum in Figure 28d, we can distinguish only the characteristic frequency of
the ball race fault fb and five harmonics (2fb, 3fb, 4fb, 6fb, 7fb). Comparing it with Figure 28b,
it is clear that the fault frequency with its multiplication components are extracted perfectly.
It is evident from the results of the comparison that the enhanced MED is better than
the MED for improving fault detection. The wavelet de-noised method is performed on
the selected combination, and the results are shown in Figure 28e,f. Although the noise
has been reduced to a certain extent in Figure 28e, the envelope spectrum presented in
Figure 28f shows that we can distinguish only the characteristic frequency fb and the first
harmonic, whereas Figure 28b shows that we can perfectly extract fault information (fb,
2fb, 3fb, 4fb, 5fb, 6fb, 7fb, 8fb, and 9fb). In this case, the inability of the wavelet de-noising
approach to successfully decrease noise prevents the extraction of rich fault information
from the combination CM1→2. It is evident from the comparison results that the enhanced
MED suppresses noise more effectively than the wavelet de-noising technique. As an
illustration of the advantages of the proposed CM selection method, we have compared it
to the IMF selection method using maximum kurtosis. From Table 4, it can be seen that
IMF5 has the highest value, so it is selected as a sensitive IMF. This IMF was processed
using the proposed enhanced MED, and the envelope spectrum is shown in Figure 29a.
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It is clear that no information about the defect can be extracted. This is due to the fact
that the use of maximum kurtosis to select the sensitive IMF failed in this case, while the
envelope spectrum in Figure 29b illustrated rich fault information. This is because the
KMAD indicator proposed here succeeds in selecting the combination of valuable IMFs
and proves its superiority for choosing the appropriate combination of useful IMFs.

Table 4. Kurtosis values of each IMF.

IMF Kurtosis

IMF1 3.9782
IMF2 3.6592
IMF3 4.4182
IMF4 4.4670
IMF5 5.0951
IMF6 3.5202

 

Figure 29. Diagnosis results using: (a) sensitive IMF-based kurtosis; (b) sensitive CM-based KMAD.

6. Conclusions

A novel rolling bearing fault feature extraction method is presented here, composed of
the following proposed ideas: CMEEMD, the KMAD selection indicator, and an enhanced
deconvolution approach. Firstly, the proposed CMEEMD extracts all the CMs from the
original bearing vibration signal. A selection indicator named KMAD is proposed to
identify the appropriate combination of suitable IMFs. This step aims to directly obtain
a signal containing the most characteristic information about the fault, without going
through the IMFs selection and reconstruction processes, and guaranteeing that no defect
information is lost. Secondly, due to the effect of background noise, it is difficult to obtain
rich fault information. Therefore, the proposed enhanced MED is performed on the selected
combination. The principle of the enhanced MED is to minimize the noise of the MED
output to obtain better analysis results. The selection method used in this paper has been
applied to several other bearing vibration signals. From these experimental data, we found
that the selected combination is most often CM1→2; however, in rare cases it can also be
CM1→3 and CM2→3. On the other hand, several researchers confirm that the bearing defect
information is included in the first IMFs. This supports and confirms the validity of the
presented method.

The analysis of the simulated signal (presented in Section 4) and experimental rolling
bearing cases (inner race, outer race, and ball race presented in Section 5) leads to the
following results being concluded:

1. Compared to the MED technique, the enhanced MED presented in this paper is more
robust in revealing defect pulses (taking Figure 9 as an example).

2. Comparison with the wavelet de-noising method demonstrated that the enhanced
MED performs well with noise suppression and is more effective in revealing fault
information (taking Figure 28 as an example).

3. Compared results between the sensitive IMF using maximum kurtosis and the sensi-
tive CM using the proposed KMAD indicate that the CM selected contains rich fault
feature information (taking Figure 17 as an example).
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4. CMEEMD and KMAD proposed herein solves the drawback of the IMF selection
method by using the maximum kurtosis value to ensure that no information about
the defect is wasted (taking Figure 23 as an example).

5. In contrast to the conventional IMF selection method that failed to identify the ap-
propriate IMF for the ball defect, the KMAD indicator was successful in selecting the
appropriate combination of useful IMFs (see Figure 29).

6. The analysis of simulated and experimental rolling bearing signals confirms that the
proposed strategy for bearing fault diagnosis can greatly enhance fault detection and
effectively extract rich fault information (taking Figures 9 and 28 as examples).
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Abstract: Multiple factors and consequences may lead to a stator winding fault in an external rotor
permanent magnet synchronous motor that can unleash a complete system shutdown and impair
performance and motor reliability. This type of fault causes disturbances in operation if it is not
recognized and detected in time, since it might lead to catastrophic consequences. In particular, an
external rotor permanent magnet synchronous motor has disadvantages in terms of fault tolerance.
Consequently, the distribution of the air-gap flux density will no longer be uniform, producing
fault harmonics. However, a crucial step of diagnosis and controlling the system condition is to
develop an accurate model of the machine with a lack of turns in the stator winding. This paper
presents an analytical model of the stator winding unbalance fault represented by lack of turns. Here,
mathematical approaches are used by introducing a stator winding parameter for the analytical
modeling of the faulty machine. This model can be employed to determine the various quantities of
the machine under different fault levels, including the magnetomotive force, the flux density in the
air-gap, the flux generated by the stator winding, the stator inductances, and the electromagnetic
torque. On this basis, a corresponding link between the fault level and its signature is established.
The feasibility and efficiency of the analytical approach are validated by finite element analysis and
experimental implementation.

Keywords: stator winding unbalance fault; external rotor permanent magnet synchronous motor;
fault harmonics; diagnosis; lack of turns; analytical approach; finite element analysis

1. Introduction

In recent years, external rotor permanent magnet synchronous motors (ER-PMSMs)
mounted directly in the wheels of vehicles has been one of the trends in drive systems
employed in hybrid and electrical vehicle (HEV) powertrains. The design of this type
of motor presents a challenge, as it must be characterized by high durability and energy
efficiency [1–3].

Interest in continually developing techniques for the diagnosis of faults in electrical
machines is related to several factors. Firstly, the overall number of embedded motors
that are employed in different applications, such as industrial systems, renewable energy
generating systems, and HEVs [4]. However, owing to the ageing of materials, manufactur-
ing faults, or sever conditions, various types of electrical, mechanical, and magnetic faults
can occur in the machine [5], for example: open phase faults, interturn short circuit faults,
lack of turns (LTs) faults in the stator winding, eccentricity, demagnetization, and magnetic
circuit faults [6]. Hence, the integration of detection strategies, diagnosis, and fault-tolerant
control becomes unavoidable. Moreover, during the real operation of the ER-PMSM, LTs
faults may emerge due to manufacturing tolerances or ageing issues. Therefore, once the
LTs fault appears, the stator current increases to generate enough torque, which leads to
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Energies 2023, 16, 3198

torque and speed ripples, and further exacerbates thermal problems. As a result, early diag-
nosis of the LTs fault is critical for preventing deterioration of ER-PMSM performance and
reducing eventual losses by implementing the most effective corrective measures. These
measures may consist of repairing the faulty machine or, in certain situations, appropriately
reconfiguring the control strategy [6].

Currently, several studies have been conducted on the diagnosis and localization of
stator winding faults in ER-PMSMs. Modeling and experiments have been used as the first
step in these studies, and research aims to extract electrical signals and quantities such
as voltage and currents, mechanical quantities such as speed, torque and vibration, and
magnetic field signals such as magnetic flux and density [7–9]. Secondly, appropriate signal
processing methods were employed to extract fault characteristics from various signals,
identify the mode, assess the severity, and classify the fault [10,11].

The lack of turns (LTs) faults can be detected via different approaches based on signals,
data, and models. The first technique aims to identify characteristic fault frequencies
in measured ER-PMSM signals [12,13], which are processed using time-frequency signal
analysis tools, such as the Fourier transform [14,15], wavelet transforms [16], and the
Hilbert–Huang transform [17]. Unlike the Fourier transform, the drawback of wavelets and
Hilbert–Huang transforms is their incompatibility with real-time analysis. Additionally, a
detection technique using an analysis of the external field, provided by sensors positioned
around the machine, using information fusion methods is proposed in [18–21], but these
methods require an accurate knowledge of the external stray flux.

Advanced machine learning method are also employed to detect ER-PMSM stator
faults. These methods are attractive due to their advanced data processing capabilities
combined with external machine signals, such as vibration, acoustic noise, and torque [22].
A one-dimensional convolutional neural network model, which analyzes torque and current
signals to diagnose the motor across a wide range of speeds, variable loads, and fault levels,
is proposed in [23]. These kinds of advanced algorithms are very efficient, but they require
a large amount of computation and historical data to form models and classify localized
defects, as well as extremely high hardware requirements.

This research focuses on the diagnosis of LTs faults in ER-PMSMs by examining and
analyzing the current and speed spectrum, allowing a simple and powerful implementation
of an online fault diagnosis approach. To better understand the influence and consequences
of the fault, an analytical approach and finite element model validation were employed.
The finite element analysis (FEA) offers the benefits of a well-established application
and high computational precision and accuracy. The analytical approach involves the
development of a mathematical model that replicates the behavior of the machine in the
presence of the fault. This model can be used to predict the impact of the fault on various
machine quantities, and can contribute to the development of effective fault diagnosis
methods. Overall, the combination of the analytical approach and FEA validation provides
comprehensive knowledge of the impact of the LTs fault on ER-PMSMs employed in electric
mobility.

The main contributions of this research are as follows: a novel technique and approach
for modeling LTs faults in ER-PMSMs. The suggested analytical model requires less
computational time and can subsequently provide an accurate reference for real-time fault
diagnosis, accuracy, and maintenance. Then, the experimental validation for an ER-PMSM
operating in the case of a motor is presented. Experimental measurements that must be
taken to ensure a reliable diagnosis are also presented.

The main structure of this paper is as follows: in Section 2, the healthy and faulty
analytical models are established to examine how the LTs fault impacts the various electrical
and mechanical quantities of the machine, and the FEA is used to verify the effectiveness
and accuracy of the proposed analytical model. The experimental setup is provided in
Section 3, and the experimental results are in Section 4. Finally, Section 5 summarizes the
conclusions and prospects of the presented work.
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2. Exhaustive Analysis of LTs Fault

After evoking the secondary consequences at the origin of the stator winding unbal-
ance fault illustrated by LTs, this section aims to provide a global comprehension of the
machine in healthy and faulty conditions using an analytical approach and numerical
validation.

The development of a mathematical model enabling simulation of the behavior of the
ER-PMSM in the two healthy and faulty operating modes is indicated below. This model
is based on a 2D extension of the winding function approach to determine the different
inductances of the machine, taking into consideration all the space harmonics, the real
geometry of the ER-PMSM, as well as the distribution of the windings in the stator slots.
The model of the 24 slots and 22 poles of the ER-PMSM with concentric winding is shown
in Figure 1. The major specifications of the machine are listed in Table 1.

LT Fault

 
Figure 1. The model of the double-layer fractional-slot concentrated-wound ER-PMSM.

Table 1. ER-PMSM parameters.

Parameter Symbol Value Parameter Symbol Value

Rated power (kW) P 1.5 Inner rotor diameter (mm) – 183
Rated speed (rpm) w 600 Length (mm) Laxe 35
DC bus voltage (V) VDC 150 Air-gap length (mm) g 1.365

Rated current (ARMS) IN 11 Stator slot width (mm) les 10.37
Rated torque (Nm) Гe 24 Stator tooth width (mm) lds 21.1431
Number of poles p 22 Stator fictive slot depth (mm) ps 2.0740

Number of phases m 3 Slot opening width (mm) 2
Number of slots Ns 24 Magnet thickness (mm) hm 3

Number of turns per coil NT 22 Residual flux density of PM (T) Br 1.26
Outer stator diameter (mm) – 112 Magnet-arc to pole-pitch ratio (%) αp 85.55

Inner stator radius (mm) Rs 88.6350 Permanent magnets – NdFeB N38SH
Outer rotor diameter (mm) – 186 Magnetic steel – M530-50A

The analytical model is developed based on the assumptions given throughout this
section, as follow [24]:

(1) Magnetic saturation is negligible;
(2) Ideal ferromagnetic steel and the magnetic energy is concentrated in the air-gap;
(3) Small air-gap relative to the internal diameter of the stator and radial magnetic field

(tangential magnetic fields are negligible);
(4) Neglected conductivity and eddy current effects.
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2.1. Analytical Approach
2.1.1. Distribution Function of the ER-PMSM

The distribution function of a coil placed in the magnetic circuit delivers information
about its position. Therefore, the objective is to apply the winding function approach
to compute the inductances of the 24 slots and 22 poles of a double-layer fractional-slot
concentrated-wound (FSCW) ER-PMSM (24/22) [24]. Their waveforms are shown in
Figure 2.
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Figure 2. Distribution function of ER-PMSM.

The Fourier decomposition of the distribution function can be given by:

Fdistribution =
Pe

2π
Oc +

2
π

+∞

∑
h=1

1
h

sin
(

hPe
Oc

2

)
cos(hPeθs) (1)

The total distribution function of a winding is the sum of the distribution functions
of a winding, and the sum of the distribution functions of the coils in a series of the same
phase per pair of poles of this winding.

Fdistribution,T(θs) =
q

∑
i=1

Fdistribution(θs) (2)

where Pe is the winding periodicity, Oc is the coil opening angle, q is the coil number, and
θs is the angular position in relation to the stator reference axis.

2.1.2. Winding Function of the ER-PMSM

The winding function presents the magnetomotive force (MMF) of a single-turn
winding carrying a unit current. We may represent these functions as a series of harmonics
due to the winding’s periodicity and each phase coil’s function, which contains periodic
square pulses. In this analysis instance, the mean value of the distribution function is
null. However, Figure 2 illustrates the winding function, which is proportional to the
distribution function.

Fw(θs) = Fdistribution,T(θs)−
〈

Fdistribution,T(θs)
〉

(3)

The spatial harmonic amplitudes of the winding function, obtained from Equation (3),
for a stator with concentrated winding around a double-layer tooth is illustrated in Figure 3.
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Evidently, the harmonic of rank h = 11 had the highest amplitude of 0.4396 for a machine
(24/22).
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Figure 3. Harmonic spectrum of the winding function.

2.1.3. Winding Factor of the ER-PMSM

The winding factor presents the efficiency of the coil arrangement to create a MMF
and determines the capacity of the electromagnetic torque production. We can write a
general presentation of the total winding factor Kw of harmonic h, using the voltage phasor
diagram [25]:

Kw = KdKp (4)

where Kd is the distribution factor, Kp is the pitch factor, αu = p 2π
Q is the slot angle, m is the

number of phases, Q = 2qpm is the number of slots, τp = πD
2p is the pole pitch, and D is the

diameter of the air-gap.

Kd =
sin
(
h qαu

2
)

q sin
(
h αu

2
) = sin

(
h Q

2pm
2πp
2Q

)
q sin
(

h 2πp
2q2pm

) =
sin
(
h π

6
)

q sin
(

h π
6q

) (5)

Kp = sin
(

h
Oc

τp

π

2

)
(6)

According to Figure 4, the spectrum represents the spatial distribution of the winding
factor. The maximum torque of the machine generated in the air-gap will be created by
the h11 component, with a winding factor of 0.949. This component corresponds to the
fundamental, with a rank h = p.
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Figure 4. Harmonic spectrum of the winding factor.

2.1.4. Magnetomotive Force (MMF)

A. Healthy MMF of the ER-PMSM

The MMF of a double-layer FSCW stator is rich in harmonics. However, this harmonic
content leads to torque ripples, unbalanced saturation, and iron losses [26,27]. For this
reason, the combination of slots and number of poles has specific features that must
be examined and studied before that the machine is designed. The harmonics of the
winding factor (Figure 4) are frequently employed as an indication of the properties of this
combination [28].

The spatial MMF distribution of a phase winding is obtained by superimposing the
MMF of all its coils. Due to the periodicity of the winding, the healthy MMF of each phase j
includes periodic square pulses, and can be represented by a Fourier series decomposition,
as follows:

εs
j(t, θs) = KwNTis

j (t)Fw(θs) (7)

where NT is the turns number and is
j (t) =

√
2Is

j sin
(
ωt + ϕj

)
is the temporal expression of

sinusoidal current.
The total healthy MMF generated by the 22 pole, 24 slot FSCW stator is determined

using the following formula:

εs(t, θs) =
m

∑
j=1

(
εs

j(t, θs)
)

(8)

εs(t, θs) =
1
π

mImaxNT

+∞

∑
h=1

1
h

Kw sin
(

hPe
Oc

2

)
cos(hPeθs − (ωt − ϕ)) (9)

The distribution of the total healthy MMF of the three-phase stator winding is shown
in Figure 5 when it is supplied with a balanced three-phase current of f = 110 Hz. The
harmonic spectrum of the total MMF distribution in the healthy case is determined from
Equations (8) and (9), and illustrated in Figure 6. We notice that the harmonic of rank h11 is
the most dominating of ER-PMSM (24/22).
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Figure 5. Healthy and faulty stator MMF distribution.
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Figure 6. Spatial harmonic spectrum of the total healthy and faulty MMF.

B. Faulty MMF of the ER-PMSM

When a stator winding unbalanced fault of LTs occurs in the machine, the stator
MMF will be impacted by the fault. The general analytic model of the faulty MMF is
obtained using the previously stated methodologies and is shown in Figure 5, which can
be represented by the following expressions:

εs
j, f aulty(t, θs) = KwFw, f aulty(θs)NTis

j (t) (10)

Fw, f aulty(θs) =
Nf

NT
Fw,a(θs) + Fw,b(θs) cos

(
ωt − 2π

3

)
+ Fw,c(θs) cos

(
ωt +

2π

3

)
(11)

εs
f aulty(t, θs) =

+∞

∑
j=1

εs
j, f aulty(t, θs) (12)

The analytical modeling in the faulty state is performed for two fault levels: 25% and
50% LTs in phase A.
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Where Fw,faulty is the winding function in the faulty state, and Nf is the number of
faulty stator turns.

A comparison between the harmonic content of the MMF is presented in Figure 6.
Evidently, when the machine is subjected to the LTs fault, all of the odd harmonics are
present in the spectrum, as well as the appearance of new harmonics that are due to the LTs
fault levels (Red arrows).

2.1.5. Air-Gap Flux Density

The permeance function is proportional to the inverse of the air-gap thickness, and
depends only on the average permeance of the air-gap and the form of the stator slots.

For determination of the air-gap permeance, a simplified geometry of the motor shown
in Figure 7 is considered, with a fictitious model for the slots resulting from the assumptions
for a nonsalient FSCW ER-PMSM, and with radial field lines.

℘(θs) = P0 +
+∞

∑
Ks=1

PKs cos(KsNsθs) (13)

P0 =
μ0

g + ps

(
1 +

psrs
d

g

)
(14)

PKs = 2μ0
ps

g(g + ps)

sin
(
Ksrs

dπ
)

Ksπ
(15)

where μ0 = 4π10−7 is the permeability of a vacuum approximately equal to that of the
air, ps = les/5 is the stator fictive slot depth [18], rs

d is the stator toothing ratio, and Ks is the
permeance rank.

lds
les

ps

Figure 7. Geometry adopted for the stator slots of the ER-PMSM.

The healthy and faulty air-gap flux density for a sinusoidal current system can be
written as the following expression:

bs(t, θs) = ℘(θs)ε
s(t, θs) (16)

bs
f aulty(t, θs) = ℘(θs)ε

s
f aulty(t, θs) (17)

Here, it is assumed that the magnetic field distribution would be affected in the fault
condition. Depending on the two levels of the LTs fault, there is a reduction in the flux
inside the stator core. Based on Figure 9, the magnitude of the flux density is considerably
impacted by the fault. The spectrum of the flux density harmonic in the air-gap is depicted
in Figure 10. The amplitude of the fundamental component in the healthy condition and
no-load case is 0.0652 T.

2.1.6. Inductances in Healthy and Faulty FSCW ER-PMSMs

To be able to determine the different parameters of the machine in healthy and dam-
aged modes for examining the structure of the ER-PMSM, it is crucial to calculate the

144



Energies 2023, 16, 3198

values of the self and mutual inductances. In order to examine several configurations,
these calculations are performed using an analytical approach, as well as a numerical and
experimental validation model.

Inductances have a crucial role in this modeling technique since they account for the
many effects that might occur in the machine. Accurate modeling will lead to additional
information of the signals, and a good compromise in terms of model accuracy.

The inductances of the machine will be determined analytically using the previously
stated winding function.

A. Healthy Magnetic Flux

The magnetic flux produced by a phase i flowing through a phase j winding is provided
by the following equations:

Φji,h(t) = NT

�
bs

i (t, θs)dsj (18)

Φji,h(t) = (NT)
2 Ii(t)RsLaxeKw

2π∫
0

Fdistribution,j(θs)℘(θs)Fw,i(θs)dθs (19)

The self-magnetic flux of phase A is given by:

Φaa,h(t) =
2
Pe

RsLaxe(NT)
2 2Imax

π
℘(θs)

+∞

∑
h=1

[
1
h2 Kw sin2

(
hPe

Oc

2

)
cos(ωt − ϕ)

]
(20)

The mutual magnetic flux between phase A and phase B can be expressed by:

Φab,h(t) = 2
Pe

RsLaxe(NT)
2 2Imax

π ℘(θs)
+∞
∑

h=1

[
1
h2 Kw sin

(
hPe

Oc
2

)(
sin
(

hPe
3Oc

2

)
− sin
(

hPe
Oc
2

))
cos(ωt − ϕ)

] (21)

where Rs is the inner stator radius.

B. Faulty Magnetic Flux

The self-magnetic flux of phase A in the faulty state is given by:

Φa11, f aulty(t) =
2
Pe

RsLaxe(Nf )
2 2Imax

π
℘(θs)

+∞

∑
h=1

[
1
h2 Kw sin2

(
hPe

Oc

2

)
cos(ωt − ϕ)

]
(22)

Φa12, f aulty(t) = − 1
Pe

RsLaxe(Nf )
2 2Imax

π ℘(θs)
+∞
∑
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[
1
h2 Kw sin
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hPe

Oc
2

)(
sin
(

hPe
3Oc

2

)
− sin
(

hPe
Oc
2

))
cos(ωt − ϕ)

] (23)

The total flux linkage of a phase winding is the sum of the aforementioned, as follows:

Φa, f aulty(t) =
8

∑
n=1

Φan, f aulty(t) (24)

A faulty mutual magnetic flux between phase A and phase b is given by:

Φa1b8, f aulty(t) = 1
Pe

RsLaxeNT Nf
2Imax

π ℘(θs)
+∞
∑

h=1

[
1
h2 Kw sin

(
hPe

Oc
2

)(
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(

hPe
3Oc

2

)
− sin
(

hPe
Oc
2
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cos(ωt − ϕ)

] (25)

Φa5b4, f aulty(t) = 1
Pe

RsLaxeNT Nf
2Imax

π ℘(θs)
+∞
∑

h=1

[
1
h2 Kw sin

(
hPe

Oc
2

)(
sin
(

hPe
3Oc

2

)
− sin
(

hPe
Oc
2

))
cos(ωt − ϕ)

] (26)
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Φab, f aulty(t) = Φa1b8, f aulty(t) + Φa5b4, f aulty(t) (27)

Figure 11 depicts the magnetic flux produced by the three phases with a fault of 25%
and 50% of LTs of phase A.

C. Inductances in Healthy and Faulty States

The ER-PMSM inductances are calculated using the approach provided in [25,29],
which uses the winding function corresponding to the MMF produced by the stator winding.
Accordingly, the self or mutual inductances are determined from the following relation:

Lji,h = (NT)
2RsLaxeKw

2π∫
0

Fdistribution,j(θs)℘(θs)Fw,i(θs)dθs (28)

According to the analytical modeling of the faulty magnetic flux proposed and calcu-
lated from Equations (25) and (28), the general form of the faulty self and mutual inductance
can be expressed as follows:

La−A25%/50% =
Φa, f aulty(t)

Ia(t)
; Ma−A25%/50%−b =

Φab, f aulty(t)
Ia(t)

(29)

where the faulty inductances depend on the severity of the LTs fault, and the number of
faulty stator turns Nf. The analytical calculation of self and mutual inductances is conducted
as an example to explain the complete procedure. The other inductances can be derived
similarly. Figure 12a–c exhibit, respectively, the healthy and faulty inductances according
to the two LTs fault levels. All of the results obtained for healthy and degraded operations
by the analytical and numerical approaches are close.

An AC immobilization test is employed for the experimental measurement (Figure 12).
In this method, an AC current flows in phase A, while the other two phases are in an open
circuit. The self-inductance is then obtained using the RMS voltage and current measured
at different rotor positions [30].

2.2. Numerical Validation: Finite Element Analysis

In order to evaluate and validate the analytical approach, a two-dimensional FEA-2D
model of the motor is tested and simulated (Figure 1). The analysis of the behavior for the
LTs fault, with consideration of the electrical and mechanical quantities of the machine in
operational mode, is performed in an open-loop system. All of the testing and analysis will
be focused on the intrinsic features of the LTs fault. The main structural parameters and
specifications are listed in Table 1. Figure 8 illustrates the study ER-PMSM machine with
faulted turns and the mesh of the FEA model.

The impact of the LTs fault is at first examined without the influence of the controllers
under two fault severities. The ER-PMSM with 24 slots and 22 poles is used for the fault
analysis. The following analyses are performed at a level of 25% and 50% of LTs in phase A
of the machine.
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(a) (b) 

Figure 8. ER-PMSM with LTs in phase A. (a) ER-PMSM stator winding with LTs fault in phase A;
(b) the mesh of the ER-PMSM FEA analysis.

Performance Analysis of ER-PMSM with LTs Fault

Figure 9 illustrates the radial air-gap flux density at no load obtained by the analytical
model and the FEA model in the healthy and faulty states according to the two LT fault
levels. In the case of an unbalanced stator winding fault, the amplitudes of the no-load flux
density waveforms drop. However, all analyses are consistent with the analytical analyses.
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Figure 9. Air-gap flux density distribution in the healthy and faulty cases.

The harmonic spectrum is depicted in Figure 10. The flux density in healthy and faulty
circumstances is mainly composed of the fundamental and other harmonics, as well as
the appearance of new harmonics attributable to the faults (red arrows). In addition, the
amplitude of the fundamental suffers a diminution in the faulty cases compared to the
healthy condition.
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Figure 10. Spatial harmonic spectrum of the healthy and faulty air-gap flux density.

Figure 11 shows the total fluxes generated by the stator power supply in the two
situations of the LTs fault of 25% and 50% of phase A, developed theoretically using the
analytical model described previously, and the finite element method at a speed of 600 rpm.
Due to the change in the stator winding induced by the fault in phase A, an unbalance
arises depending on the level of the fault, which leads to torque ripples (Figure 13). This
analysis will be used to determine the inductance of the machine in the presence of the
fault. The inductances take a critical role in the modeling process, since they consider the
many phenomena that might appear within the machine. Accurate modeling will lead to
additional information of the signals and a good compromise in terms of the accuracy of
the model.
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Figure 11. Total flux created by the stator winding, (a) Total flux with 25% of LTs fault; (b) total flux
with 50% of LTs fault.

The inductances of the ER-PMSM are reported in Figure 12. The values given for the
inductances, calculated using the winding function approach from the real distribution
of windings in the stator slots, are closer to those of the finite element analysis and the
experimental ones. On the other hand, a considerable discrepancy is noted between the
FEA and analytical findings for the analytically calculated inductance. This discrepancy
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can be associated with the inadequacy of the winding function to take into account the real
flux paths, geometry, and nonuniformly saturated iron in an FSCW ER-PMSM machine.
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Figure 12. Comparison between inductances derived by the analytical approach, FEA, and experi-
mental measurements. (a) Healthy inductances; (b) faulty inductances with 25% of LTs fault; (c) faulty
inductances with 50% of LTs fault.

In Figure 13, the ER-PMSM is operated at nominal load. The temporal representation
of the output torque of the machine by FEA for the three cases is provided. In the LTs fault
circumstances of 25% and 50% of phase A, the torque decreases accordingly concerning
the healthy state, according to the fault’s severity level. Moreover, due to the change of its
symmetry, torque ripples appear, which are due to the growth of harmonics. The evolution
of the faulty torque reveals torque ripples corresponding to the double of the frequency,
owing to the decrease of the resistance and the inductance of a phase, which makes the
bandwidth wider. The results concerning the torque are provided in Table 2. It can be
observed that the level of the torque ripples is related to the severity of the fault.
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Figure 13. Electromagnetic torque comparison.

Table 2. Summary of simulation results of electromagnetic torque.

State Torque Ripples (N·m)

Healthy ER-PMSM
{

Γe−min = 24.5023
Γe−max = 24.8956

Faulty state: LTs of 25%
{

Γe−min = 20.7869
Γe−max = 24.5755

Faulty state: LTs of 50%
{

Γe−min = 17.5335
Γe−max = 24.4895

3. Experimental Setup

This section describes the configuration and experimental campaign of the test bench
devoted to the control and diagnosis of the LTs fault of the ER-PMSM, to validate and
verify the theoretical and numerical methodologies. The parameters of the faulty machine
are reported in Table 1. The test bench is illustrated in Figure 14a. The structure of the
stator winding of the machine has been designed in such a way as to offer the possibility of
achieving various levels of LTs and interturn short circuit ITSC defects (Figure 14b). The
architecture of the experimental platform is given in Figure 14c. The experimental bench
for control and diagnosis consists mainly of a three-phase ER-PMSM of 22 poles and a
power of 1.5 kW, coupled to a permanent magnet synchronous generator (PMSG). This
PMSG is equipped with an incremental encoder connected to the interface with a specific
cable to measure the rotation speed, as well as to capture the exact position of the rotor,
whose stator is connected to a three-phase resistive load. The torque is measured via a
T22/50 Nm torque meter connected to an MX440B universal amplifier module from HBM’s
QuantumX. The machine is driven in a closed-loop and the motor is fielded by a Semikron
three-phase IGBT inverter at 5 kHz. The control and signal acquisition are performed via a
dSpace-MicroLabBox 1202 platform. The DC bus voltage VDC is maintained at 150 V by
the grid through the three-phase autotransformer and a diode bridge rectifier.
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Figure 14. Experimental setup. (a) Global view of the test bench setup for control and diagnosis
of the ER-PMSM; (1) ER-PMSM 1.5 kW; (2) torque meter T22/50 Nm; (3) load PMSG; (4) encoder;
(5) MX440B module; (6) dSpace 1202 MicroLabBox; (7) MATLAB/Simulink ControlDesk platform;
(8) DC power supply; (9) Semikron 3Φ inverter; (10) power supply 3Φ/50 Hz; (11) current sensors;
(12) voltage sensor; (13) digital oscilloscope. (b) Structure of the stator winding of the ER-PMSM;
(c) block diagram of the setup.

The faulty harmonics are aimed at kfs, with the values measured in decibels (dB). As a
result, for fault sensitivity, we consider the case of the LTs fault in half of an elementary
coil Ahalf, of 25% and 50%, corresponding, respectively, to 11 turns, 44 turns, and 88 turns.
In reality, the 25% and 50% cases are rarely possible, and the fault is often apparent on
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some turns. Nonetheless, these values, although large, provide a vision of the tendency to
monitor the machine with the fault and the evolution of these harmonics.

4. Experimental Results

Figure 14c depicts a synoptic diagram of the experimental implementation that indi-
cates the experimental validation of the ER-PMSM control results in the healthy condition
with an LTs fault of 25% and 50%. The experimental results are acquired by a digital
oscilloscope linked to the real-time interface. The choice of the sampling frequency sig-
nificantly impacts the quality of the signals, particularly the phase currents, speeds, and
electromagnetic torque, and whatever the control algorithm used. For each healthy/faulty
scenario, a load torque condition is tested: 8 Nm for a speed of 600 rpm. In this section,
we present the experimental results illustrating the behavior of the ER-PMSM impacted by
25% and 50% LTs fault in its stator winding. Figure 15 depicts the flow chart of the control
loop used in this paper with the LTs fault diagnosis.
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Figure 15. The flow chart of the proposed strategy.

4.1. Healthy State of the ER-PMSM

The following section examines the behavior of the machine in the healthy state.
Figure 16 depicts the electrical and mechanical quantities recorded in real-time. The
presentation of the experimental results will be restricted to the intersective PWM. We are
interested in the rotational speed and the waveform of the stator currents. Figure 16a shows
that the rotor speed follows its reference. The three-phase stator currents are shown in
Figure 16b and in the d-q rotating frame in Figure 16c. The spectral analysis of the signals
offers a way to diagnose this type of stator winding fault. We present the spectral analysis
of the rotational speed and the stator current, using the fast Fourier transform (FFT) in
steady state at rated load. We will show how this method makes it possible to determine
the frequency content of the rotational speed and the stator current, and thus to find the
lines associated with the LTs faults of 25% and 50%.
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Figure 16. Electrical and mechanical characteristics in the healthy state. (a) Rotor speed; (b) stator
phase currents; (c) direct and quadratic current component.

4.2. Faulty State of the ER-PMSM

The following section provides the experimental results of the machine with the LTs
fault. Figures 17 and 18 exhibit the results obtained from the control of the different
electrical and mechanical parameters of the machine with a fault in the stator winding. The
presence of the LTs fault in stator phase A, according to the severity level, shows:

- The rotor speed is not substantially influenced by the LTs fault because of the control
loop that hides and compensates for the effect of the fault;

- High ripples arise in the stator current of phase A, the direct current id, and the
quadratic current iq. The influence of the fault generates an unbalance and a noticeable
variation in the current envelope.
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Figure 17. Electrical and mechanical characteristics in the faulty state with an LTs fault of 25%.
(a) Rotor speed; (b) stator phase currents; (c) zoom of the stator phase currents; (d) direct and
quadratic current component; (e) zoom of the direct and quadratic current component.
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Figure 18. Electrical and mechanical characteristics in the faulty state with an LTs fault of 50%.
(a) Rotor speed; (b) stator phase currents; (c) zoom of the stator phase currents; (d) direct and
quadratic current component; (e) zoom of the direct and quadratic current component.

4.2.1. Motor Speed Signature Analysis

The examination of the motor speed signature analysis (MSSA) may provide a non-
invasive method applied for the detection of stator winding faults. It is a nonparametric
approach devoted to the analysis of stationary phenomena [31,32]. Figure 19 illustrates the
spectrum analysis of the speed in the presence of an LTs fault of 25% to 50%. According to
this study, we notice the appearance or the presence of several components having a direct
relation with the defect according to the specified degree of severity. The appearance of the
lines is an indicator of the existence of the LTs fault.
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Figure 19. Experimental speed spectrum of the ER-PMSM at 8 Nm load and 600 rpm, in healthy and
faulty conditions. (a) LTs fault of 25%; (b) LTs fault of 50%.

4.2.2. Motor Current Signature Analysis

The next stage is to evaluate the application of the spectral analysis of the stator
phase current envelope signal to LTs detection. The steady-state stator phase current
envelope spectra for the motor operating with fs = 110 Hz at 8 Nm load for 25% LTs fault
level is illustrated in Figure 20. The examination of the motor current signature analysis
(MCSA) reveals the influence of the LTs fault in the appearance of harmonics around
the fundamental, which increases with the fault intensity. The influence of the fault is
manifested by the presence of new visible frequency components in the current spectrum
around the fundamental at 2fs and 3fs. Based on this analysis, it can be inferred that the rise
in amplitudes induced by the fault is significant. We can also highlight more typical criteria,
such as the occurrence of kfs frequency lines near the fundamental (k = 1, 2, 3, 4 . . . ) on the
stator current spectrum. Table 3 illustrates the magnitudes and frequency of the ER-PMSM
stator current analysis fault.

Table 3. Experimental magnitude of current components generated by the ER-PMSM at 8 Nm load
and fs = 110 Hz.

ER-PMSM Magnitude (dB)
Current (dB)

fs = 110 Hz 2fs = 220 Hz 3fs = 330 Hz 4fs = 440 Hz 5fs = 550 Hz

Healthy state 0 −43.361 −41.096 −55.616 −23.937

Faulty state: LTs of Ahalf 0 −43.177 −35.001 −45.819 −22.828

Faulty state: LTs of 25% 0 −31.636 −20.759 −38.989 −21.159

Faulty state: LTs of 50% 0 −37.708 −20.689 −42.237 −31.881

According to Figure 20, we notice that after the presence of the fault at a level of 25%,
an appearance and increase of harmonics is reflected in the frequency domain. The presence
of the LTs fault causes torque and speed ripples, which leads to significant mechanical
vibrations in the machine, as well as an unbalance that manifests itself in the form of an
important increase in the current of the faulty phase and a less significant increase for the
other two phases. The spectral analysis of the MCSA indicates a visible rise in amplitude at
2fs, 3fs, and 4fs for both fault levels. However, the fifth harmonic of the spectrum (550 Hz)
will not be influenced by the 50% LTs fault. According to these results, we observe the
existence of proportionality between the severity level of the LTs fault and the amplitude of
the characteristic harmonic of the fault. Therefore, we can subsequently detect an incipient
fault, which is the main objective of the LTs fault diagnosis. All information acquired from
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the spectrum analysis can be employed in an automated fault detection process, while
analyzing the presence of new harmonics and setting detection thresholds using adaptive
observers for reconfiguration and fault isolation.
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Figure 20. (a–f) Experimental current spectrum of the ER-PMSM at 8 Nm load and 600 rpm, in
healthy and faulty conditions with an LTs fault of 25%.

The validity of the analytical model was proven by two approaches: FEA and exper-
imental measurement of inductances and electromotive forces of the healthy and faulty
machines. The occurrence of new harmonics can be attributed to several factors connected
to the LTs fault, including torque and speed ripples, system nonlinearity, and unbalance
of the ER-PMSM electromotive force. These factors can induce variations in the electri-
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cal and mechanical behavior of the machine, resulting in spectral alterations that can be
detected and analyzed to diagnose the fault. While validation of the analytical model by
FEA and experimental measurements is crucial, understanding the underlying reasons
for the spectrum changes is equally important for effective fault diagnosis in real-world
applications.

5. Conclusions

This paper presents a new approach for modeling lack of turns (LTs) faults in the
stator winding of external rotor permanent magnet synchronous motors (ER-PMSMs),
which are of major importance in permanent magnet (PM) electrical machines since, in
rotation, the induction effect generated by PMs aggravates the effects of these faults.
Different operating conditions of ER-PMSMs with LTs fault provide a reference for real-time
diagnosis, prediction, and maintenance planning. The suggested method has substantial
advantages, such as fast calculation, good precision, and explicit physical correlations
between different factors. For this purpose, theoretical operational performances of various
operating situations have been evaluated.

The paper also examines the problem of diagnosing LTs faults in ER-PMSMs at their
early stage by analyzing the spectral content of the speed and current signatures under
various operating situations. The provided results confirm the efficiency of the diagnosis
and the application of spectral analysis for the extraction of LTs fault indicators.

Future research will focus on the development and combination of adaptive fault-
tolerant control of LTs faults, advanced fault diagnosis methodologies for ER-PMSMs, and
the implementation of automated fault detection processes in automotive applications.

Author Contributions: Conceptualization, A.B., R.R., R.P., and D.B.; methodology, A.B., R.R., and
R.P.; software, A.B.; validation, R.R., R.P., D.B., and Y.Z.; formal analysis, A.B.; investigation, A.B.;
resources, A.B.; data curation, A.B.; experimental measurements, A.B.; writing—original draft
preparation, A.B.; writing—review and editing, A.B., R.R., R.P., and D.B.; visualization, A.B., R.P.,
Y.Z., D.B., and R.R.; supervision, R.R., D.B., R.P., and Y.Z.; project administration, R.R., D.B., R.P., and
Y.Z.; funding acquisition, R.R., and R.P. All authors have read and agreed to the published version of
the manuscript.

Funding: This research work received no external funding.

Data Availability Statement: Data sharing not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Łebkowski, A. Design, Analysis of the Location and Materials of Neodymium Magnets on the Torque and Power of in-Wheel
External Rotor PMSM for Electric Vehicles. Energies 2018, 11, 2293. [CrossRef]

2. Pop, C.V.; Fodorean, D.; Husar, C.; Irimia, C. Structural Behavior Evaluation of an In-Wheel Motor Based on Numerical and
Experimental Approach. Electr. Eng. 2020, 102, 65–74. [CrossRef]

3. Ma, C.; Gao, Y.; Degano, M.; Wang, Y.; Fang, J.; Gerada, C.; Zhou, S.; Mu, Y. Eccentric Position Diagnosis of Static Eccentricity
Fault of External Rotor Permanent Magnet Synchronous Motor as an In-wheel Motor. IET Electr. Power Appl. 2020, 14, 2263–2272.
[CrossRef]

4. Ebrahimi, S.H.; Choux, M.; Huynh, V.K. Real-Time Detection of Incipient Inter-Turn Short Circuit and Sensor Faults in Permanent
Magnet Synchronous Motor Drives Based on Generalized Likelihood Ratio Test and Structural Analysis. Sensors 2022, 22, 3407.
[CrossRef] [PubMed]

5. Ebrahimi, B.M.; Javan Roshtkhari, M.; Faiz, J.; Khatami, S.V. Advanced Eccentricity Fault Recognition in Permanent Magnet
Synchronous Motors Using Stator Current Signature Analysis. IEEE Trans. Ind. Electron. 2014, 61, 2041–2052. [CrossRef]

6. Belkhadir, A.; Belkhayat, D.; Zidani, Y.; Pusca, R.; Romary, R. Torque Ripple Minimization Control of Permanent Magnet
Synchronous Motor Using Adaptive Ant Colony Optimization. In Proceedings of the 2022 8th International Conference on
Control, Decision and Information Technologies (CoDIT), Istanbul, Turkey, 17–20 May 2022; pp. 629–635.

7. Orlowska-Kowalska, T.; Wolkiewicz, M.; Pietrzak, P.; Skowron, M.; Ewert, P.; Tarchala, G.; Krzysztofiak, M.; Kowalski, C.T. Fault
Diagnosis and Fault-Tolerant Control of PMSM Drives–State of the Art and Future Challenges. IEEE Access 2022, 10, 59979–60024.
[CrossRef]

158



Energies 2023, 16, 3198

8. Kudelina, K.; Asad, B.; Vaimann, T.; Rassõlkin, A.; Kallaste, A.; Khang, H. Van Methods of Condition Monitoring and Fault
Detection for Electrical Machines. Energies 2021, 14, 7459. [CrossRef]

9. Ullah, Z.; Hur, J. A Comprehensive Review of Winding Short Circuit Fault and Irreversible Demagnetization Fault Detection in
PM Type Machines. Energies 2018, 11, 3309. [CrossRef]

10. Chen, Y.; Liang, S.; Li, W.; Liang, H.; Wang, C. Faults and Diagnosis Methods of Permanent Magnet Synchronous Motors: A
Review. Appl. Sci. 2019, 9, 2116. [CrossRef]

11. Solís, R.; Torres, L.; Pérez, P. Review of Methods for Diagnosing Faults in the Stators of BLDC Motors. Processes 2022, 11, 82.
[CrossRef]

12. Liang, H.; Chen, Y.; Liang, S.; Wang, C. Fault Detection of Stator Inter-Turn Short-Circuit in PMSM on Stator Current and Vibration
Signal. Appl. Sci. 2018, 8, 1677. [CrossRef]

13. Hang, J.; Zhang, J.; Cheng, M.; Huang, J. Online Interturn Fault Diagnosis of Permanent Magnet Synchronous Machine Using
Zero-Sequence Components. IEEE Trans. Power Electron. 2015, 30, 6731–6741. [CrossRef]

14. Yepes, A.G.; Fonseca, D.S.B.; Antunes, H.R.P.; Lopez, O.; Marques Cardoso, A.J.; Doval-Gandoy, J. Discrimination Between
Eccentricity and Interturn Faults Using Current or Voltage-Reference Signature Analysis in Symmetrical Six-Phase Induction
Machines. IEEE Trans. Power Electron. 2023, 38, 2421–2434. [CrossRef]

15. Yang, M.; Chai, N.; Liu, Z.; Ren, B.; Xu, D. Motor Speed Signature Analysis for Local Bearing Fault Detection with Noise
Cancellation Based on Improved Drive Algorithm. IEEE Trans. Ind. Electron. 2020, 67, 4172–4182. [CrossRef]

16. Haje Obeid, N.; Battiston, A.; Boileau, T.; Nahid-Mobarakeh, B. Early Intermittent Interturn Fault Detection and Localization for
a Permanent Magnet Synchronous Motor of Electrical Vehicles Using Wavelet Transform. IEEE Trans. Transp. Electrif. 2017, 3,
694–702. [CrossRef]

17. Espinosa, A.G.; Rosero, J.A.; Cusido, J.; Romeral, L.; Ortega, J.A. Fault Detection by Means of Hilbert–Huang Transform of the
Stator Current in a PMSM With Demagnetization. IEEE Trans. Energy Convers. 2010, 25, 312–318. [CrossRef]

18. Pusca, R.; Romary, R.; Touti, E.; Livinti, P.; Nuca, I.; Ceban, A. Procedure for Detection of Stator Inter-Turn Short Circuit in Ac
Machines Measuring the External Magnetic Field. Energies 2021, 14, 1132. [CrossRef]

19. Irhoumah, M.; Pusca, R.; Lefèvre, E.; Mercier, D.; Romary, R. Stray Flux Multi-Sensor for Stator Fault Detection in Synchronous
Machines. Electronics 2021, 10, 2313. [CrossRef]

20. Irhoumah, M.; Pusca, R.; Lefevre, E.; Mercier, D.; Romary, R.; Demian, C. Information Fusion with Belief Functions for Detection
of Interturn Short-Circuit Faults in Electrical Machines Using External Flux Sensors. IEEE Trans. Ind. Electron. 2018, 65, 2642–2652.
[CrossRef]

21. Irhoumah, M.; Pusca, R.; Lefevre, E.; Mercier, D.; Romary, R. Detection of the Stator Winding Inter-Turn Faults in Asynchronous
and Synchronous Machines Through the Correlation Between Harmonics of the Voltage of Two Magnetic Flux Sensors. IEEE
Trans. Ind. Appl. 2019, 55, 2682–2689. [CrossRef]

22. Shih, K.-J.; Hsieh, M.-F.; Chen, B.-J.; Huang, S.-F. Machine Learning for Inter-Turn Short-Circuit Fault Diagnosis in Permanent
Magnet Synchronous Motors. IEEE Trans. Magn. 2022, 58, 1–7. [CrossRef]

23. Pietrzak, P.; Wolkiewicz, M.; Orlowska-Kowalska, T. PMSM Stator Winding Fault Detection and Classification Based on
Bispectrum Analysis and Convolutional Neural Network. IEEE Trans. Ind. Electron. 2023, 70, 5192–5202. [CrossRef]

24. Farshadnia, M. Advanced Theory of Fractional-Slot Concentrated- Wound Permanent Magnet Synchronous Machines; Springer:
Berlin/Heidelberg, Germany, 2018; ISBN 978-981-10-8708-0.

25. Pyrhonen, J. Juha Pyrhönen, Tapani Jokinen, Valéria Hrabovcová. In Design of Rotating Electrical Machines; Wiley: Hoboken, NJ,
USA, 2014; Volume 614, ISBN 9781118581575.

26. Bianchi, N.; Fornasiero, E. Impact of MMF Space Harmonic on Rotor Losses in Fractional-Slot Permanent-Magnet Machines.
IEEE Trans. Energy Convers. 2009, 24, 323–328. [CrossRef]

27. EL-Refaie, A.M. Fractional-Slot Concentrated-Windings Synchronous Permanent Magnet Machines: Opportunities and Chal-
lenges. IEEE Trans. Ind. Electron. 2010, 57, 107–121. [CrossRef]

28. Di Tommaso, A.O.; Genduso, F.; Miceli, R. A Software for the Evaluation of Winding Factor Harmonic Distribution in High
Efficiency Electrical Motors and Generators. In Proceedings of the 2013 8th Eighth International Conference and Exhibition on
Ecological Vehicles and Renewable Energies (EVER), Monte Carlo, Monaco, 27–30 March 2013. [CrossRef]

29. Hamiti, T.; Lubin, T.; Baghli, L.; Rezzoug, A. Modeling of a Synchronous Reluctance Machine Accounting for Space Harmonics in
View of Torque Ripple Minimization. Math. Comput. Simul. 2010, 81, 354–366. [CrossRef]

30. IEEE Std 115a; IEEE Standard Procedures for Obtaining Synchronous Machine Parameters by Standstill Frequency Response
Testing. IEEE: Piscatway, NJ, USA, 1987.

31. Shi, P.; Chen, Z.; Vagapov, Y.; Zouaoui, Z. A New Diagnosis of Broken Rotor Bar Fault Extent in Three Phase Squirrel Cage
Induction Motor. Mech. Syst. Signal Process. 2014, 42, 388–403. [CrossRef]

32. Moumene, I.; Ouelaa, N. Application of the Wavelets Multiresolution Analysis and the High-Frequency Resonance Technique for
Gears and Bearings Faults Diagnosis. Int. J. Adv. Manuf. Technol. 2016, 83, 1315–1339. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

159



Citation: Li, J.; Zhang, C.; He, Y.; Hu,

X.; Geng, J.; Ma, Y. Impact of

Inter-Turn Short Circuit in Excitation

Windings on Magnetic Field and

Stator Current of Synchronous

Condenser under Unbalanced

Voltage. Energies 2023, 16, 5695.

https://doi.org/10.3390/en16155695

Academic Editor: Gianluca Brando

Received: 6 June 2023

Revised: 23 July 2023

Accepted: 26 July 2023

Published: 29 July 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Article

Impact of Inter-Turn Short Circuit in Excitation Windings on
Magnetic Field and Stator Current of Synchronous Condenser
under Unbalanced Voltage

Junqing Li 1, Chengzhi Zhang 1, Yuling He 2,*, Xiaodong Hu 1, Jiya Geng 1 and Yapeng Ma 1

1 School of Electrical and Electronic Engineering, North China Electric Power University, Baoding 071003, China
2 Department of Mechanical Engineering, North China Electric Power University, Baoding 071003, China
* Correspondence: heyuling1@163.com

Abstract: Inter-turn short circuit in the excitation windings of synchronous condensers is a common
fault that directly impacts their normal operation. However, current fault analysis and diagnosis
of synchronous condensers primarily rely on voltage-balanced conditions, while research on short-
circuit faults under unbalanced voltage conditions is limited. Therefore, this paper aims to analyze the
fault characteristics of inter-turn short circuits in the excitation windings of synchronous condensers
under unbalanced grid voltage. Mathematical models were developed to represent the air gap flux
density and stator parallel currents for four operating conditions: normal operation and inter-turn
short circuit fault under balanced voltage, as well as a process without fault and with inter-turn
short circuit fault under unbalanced voltage. By comparing the harmonic content and amplitudes,
various aspects of the fault mechanism of synchronous condensers were revealed, and the operating
characteristics under different conditions were analyzed. Considering the four aforementioned
operating conditions, finite element simulation models were created for the TTS-300-2 synchronous
condenser in a specific substation as a case study. The results demonstrate that the inter-turn short
circuit fault in the excitation windings under unbalanced voltage leads to an increase in even harmonic
currents in the stator parallel currents, particularly the second and fourth harmonics. This validates
the accuracy of the theoretical analysis findings.

Keywords: synchronous condenser; unbalanced voltage; inter-turn short circuit in excitation windings;
finite element; fault analysis; stator parallel currents

1. Introduction

Currently, the ultra-high voltage direct current (UHVDC) system is rapidly developing,
imposing more significant requirements on reactive power within the power grid. Large-
scale synchronous condensers (LSSC), with high capacity, exhibit exceptional transient
reactive power support and short-term overload capabilities. By positioning LSSC at the
inverter end of a weak AC grid, commutation failures can be effectively prevented, and
fault clearing speed can be accelerated [1]. Consequently, ensuring the reliable operation of
LSSC is crucial in enhancing the dynamic voltage stability of power systems and ensuring
the stable operation of UHVDC transmission [2].

Inter-turn short circuit in the excitation windings of synchronous condensers is a
common fault not only limits the reactive power capability but also increases the excitation
current, power losses, and local temperature of the synchronous condenser. In severe
cases, it can exacerbate rotor vibrations, generate significant axial magnetization, and even
completely shut down the synchronous condenser [3]. Analyzing characteristic patterns
and accurately diagnosing inter-turn short circuit faults in the excitation windings are
complex tasks within the field of system engineering. Fault diagnosis is typically carried
out using methods such as the DC resistance method [4], AC impedance method [5], and
repetitive pulse method [6]. Since synchronous condensers share structural similarities
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with synchronous generators, research findings related to synchronous generators can be
utilized for synchronous condensers [7–11]. M. Xu et al. [12] comprehensively analyzed
the stator circulating current within parallel branches, considering various degrees and
positions of rotor inter-turn short circuits. The analysis was performed using the finite
element method, yielding valuable insights into the behavior of the circulating current.
Currently, several studies have been conducted on inter-turn short circuit faults in the
excitation windings of synchronous condensers. G. Xu et al. [13] present the single-phase
short circuit faults’ electromagnetic and temperature field calculation and the experimen-
tal validation. M. Ma et al. [14] investigated inter-turn short circuit faults in the rotor
windings of synchronous condensers by analyzing commutation failures in high-voltage
direct current transmission. Finite element analysis revealed that commutation failures can
cause abnormal vibrations in the rotor side of the synchronous condenser, which positively
correlates with the severity of the fault. Y. Zhang et al. [15] applied wavelet transform
to preprocessed excitation current signals extracted from normal and faulty states of the
synchronous condenser. The extracted features were input into a radial basis function
neural network for fault diagnosis. Z. Chen et al. [16] analyzed inter-turn short circuit
faults in the rotor windings of synchronous condensers from the perspective of temperature
distribution and validated the analysis through finite element simulations. C. Wei et al. [17]
investigated the relationship between the number of short-circuited turns in the excitation
windings of synchronous condensers and the magnetic field current in the rotor windings,
proposing an online monitoring fault diagnosis strategy. A. N. Novozhilov et al. [18] estab-
lished a mathematical model for inter-turn short circuit faults in the excitation windings
of synchronous condensers, achieving an accuracy range of 5% to 10%. Most existing
research on the mentioned faults primarily focuses on the short circuit between turns
in the excitation winding. However, the voltage waveform of the grid deviates from a
standard sinusoidal shape due to the non-standard sinusoidal waveform generated by most
generators. As a result, when a short circuit occurs in the excitation winding, it can be seen
as a combination of unbalanced voltage and a short circuit between turns in the excitation
winding. The prevalence of unbalanced voltage further complicates the fault analysis, as
the fault environments studied in literature may not accurately reflect real-world scenarios.
Consequently, matching the observed fault characteristics of the synchronous condenser
with known fault patterns during on-site diagnostics becomes challenging, often leading
to incorrect or even misdiagnosis. Therefore, it is crucial to research the compound fault
of unbalanced voltage and short circuits in the excitation winding. This research aims to
identify distinctive fault characteristics specific to this type of fault and differentiate them
from fault characteristics caused by individual faults. Such investigations are essential
for achieving accurate diagnosis and establishing reliable diagnostic criteria in scenarios
involving these compound faults. J. LI et al. [19] conducted a simulation study on the
inter-turn short circuit fault in the stator winding of a doubly-fed induction generator.
They used finite element modeling to analyze the changes in stator line voltage, rotor line
current, and electromagnetic torque when the excitation winding experiences an inter-turn
short circuit fault, considering the presence of inherent grid voltage imbalance and static
eccentricity. However, their study [19] focused solely on simulation modeling analysis and
did not investigate the theoretical research on mathematical expressions of the relevant
fault characteristic quantities after the occurrence of the fault. As a result, their study has
certain limitations that need to be addressed.

Among the electrical characteristic-oriented methods, the current-based method is
most widely employed since it does not require extra equipment and can make full use of
the stator winding as search coils for further processing. In addition, the parallel branch
circulating current signal in the stator winding carries valuable fault information and,
in certain cases, offers more effective fault diagnosis than rotor vibration signals. To
address the issue of voltage imbalance, this paper begins by investigating the air gap flux
density and proceeds to derive expressions for both the air gap flux density and stator
parallel branch circulating current of the synchronous condenser in four distinct operating
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conditions. Additionally, it conducts a comprehensive analysis of the characteristics of the
stator parallel branch circulating current under different operating conditions, shedding
light on their intricate dynamics: normal operation of the synchronous condenser under
balanced voltage, inter-turn short circuit fault in the excitation windings of the synchronous
condenser under balanced voltage, normal operation of the synchronous condenser under
voltage imbalance, and inter-turn short circuit fault in the excitation windings of the
synchronous condenser under voltage imbalance. The degree of voltage imbalance is
varied by adjusting the voltage magnitude. Mathematical representations are derived,
and a finite element simulation model of the synchronous condenser is constructed to
validate the analysis. This study aims to provide a theoretical basis for diagnosing inter-
turn short circuit faults in the excitation windings of synchronous condensers under voltage
imbalance conditions.

The main structure of this paper is as follows: In Section 2, the expressions for the air
gap flux density and stator parallel currents under different fault types of a synchronous
condenser are derived, and the impacts of faults are analyzed from a theoretical perspective.
Section 3 validates the proposed analytical model’s effectiveness and accuracy using finite
element analysis, and the changes in air gap flux density and stator parallel currents after
faults in the synchronous condenser are analyzed using the finite element model, which is
consistent with the theoretical analysis. Finally, Section 4 summarizes the conclusions of
this paper.

2. Analysis of Composite Faults in Synchronous Condensers

To compare the variations in air gap magnetic flux density, stator parallel current
amplitude, and harmonic content under different operating conditions, this paper focuses
on four scenarios: normal operation of the synchronous condenser under balanced voltage,
inter-turn short circuit fault in the excitation windings of the synchronous condenser under
balanced voltage, normal operation of the synchronous condenser under voltage imbalance,
and inter-turn short circuit fault in the excitation windings of the synchronous condenser
under voltage imbalance. Compared to symmetrical grid voltage, it is assumed that when
the grid voltage becomes asymmetric, the amplitude of one or two phases is reduced.
Nevertheless, the derived formulas apply to all cases, demonstrating their universality.

2.1. Analysis of Air Gap Magnetic Field
2.1.1. Air Gap Magnetic Potential during Normal Operation of Synchronous Condenser
under Balanced Grid Voltage

Neglecting higher-order harmonics, the air gap magnetic potential of the synchronous
condenser during normal operation can be expressed as follows:

f (αm, t) = Fs cos(ωt − αm − ψ − π
2 ) + Fr cos(ωt − αm)

= F1 cos(ωt − αm − β)
(1)

F1 =

√
F2

s cos2 ψ + (Fr − Fs sin ψ)2 (2)

β = arctan
Fs cos ψ

Fr − Fs sin ψ
(3)

where ω is the stator current angular frequency and rotor rotational angular velocity, αm is
the stator spatial electrical angle, ψ is the internal power factor angle, Fs is the armature
magnetic flux amplitude, and Fr is the excitation magnetic flux amplitude.
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2.1.2. Air Gap Magnetic Potential during Inter-Turn Short Circuit Fault in the Excitation
Windings of Synchronous Condenser under Balanced Grid Voltage

When an inter-turn short circuit occurs in the excitation windings of the synchronous
condenser, it generates a counteracting magnetic field [20]. The reverse magnetic MMF
(Magneto-Motive Force) generated by the short-circuited winding is given by

Fd(θr) =

⎧⎨
⎩
− I f 0 Nshort(2π−α)

2π − α
2 < θr <

α
2

I f 0 Nshortα

2π other
(4)

where If0 is the excitation current, Nshort is the number of turns in the short-circuited
winding in the same slot, α is the mechanical angle between the slot where the short-
circuited winding is located and the adjacent slot, θr is the mechanical angle of the rotor.
The magnetic potential resulting from the short circuit can be expressed in terms of its
harmonic components through Fourier decomposition:

Fd(θr) =
−2Nshort I f 0

π

∞

∑
n=1

sin(nα/2)
n

cos nθr (5)

After performing the Fourier transform on Fd(θr), it can be observed that the main
magnetic field in the air gap exhibits various harmonics. When α 
= 2 kπ/n, taking n = 1,2,
and θr = ωt − αm, we have

f (αm, t) = Fs cos(ωt − αm − ψ − π
2 ) + Fr cos(ωt − αm)

−Fd1 cos(ωt − αm)− Fd2 cos(2ωt − 2αm)
= F1 cos(ωt − αm − β)− Fd2 cos(2ωt − 2αm)

(6)

Fd1 =
2Nshort I f 0

π
sin

α

2
(7)

Fd2 =
Nshort I f 0

π
sin α (8)

F1 =

√
F2

s cos2 ψ + (Fr − Fd1 − Fs sin ψ)2 (9)

β = arctan
Fs cos ψ

Fr − Fd1 − Fs sin ψ
(10)

2.1.3. The Air Gap Magnetic Potential of the Synchronous Condenser under Unbalanced
Grid Voltage Conditions without Any Faults Occurring

Under balanced grid voltage, the armature magnetic field of the synchronous con-
denser exhibits a synchronized circular rotation with the rotor. However, when the grid
voltage becomes unbalanced, the armature magnetic field undergoes distortion, assuming
an elliptical shape. The symmetrical component method can be applied to characterize the
armature magnetic field expression in such scenarios. In this method, the positive-sequence
armature magnetic field rotates synchronously with the rotor, while the negative-sequence
armature magnetic field rotates in the opposite direction. Meanwhile, the zero-sequence ar-
mature magnetic field remains at zero [21]. Consequently, in the presence of an unbalanced
grid voltage, the expression for the armature magnetic potential is given by

fs(αm, t) = F+
s cos(ωt − αm − ψ − π

2
) + F−

s cos(ωt + αm − ψ − π

2
) (11)

where Fs
+ is the positive-sequence armature magnetic flux amplitude, Fs

− is the negative-
sequence armature magnetic flux amplitude. Based on the previous assumption, both Fs

+

and Fs
− are smaller than Fs. The negative-sequence magnetic field caused by the unbal-
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anced grid voltage induces a double-frequency current in the rotor winding. Therefore, the
expression for the excitation current is as follows:

I f (t) = I f 0 + I f 2 cos 2ωt (12)

where If0 is the direct current excitation current generated by the generator excitation sys-
tem, If2 is the amplitude of the twice-frequency excitation current induced. The expression
for the excitation magnetic field generated by the excitation current is as follows:

fr(αm, t) = (I f 0 + I f 2 cos 2ωt)Nk cos(ωt − αm)
= Fr cos(ωt − αm) + I f 2Nk cos 2ωt cos(ωt − αm)

(13)

where k is the waveform coefficient of the excitation magnetic flux. Therefore, the expres-
sion for the synthesized air-gap magnetic potential generated under unbalanced voltage
conditions is as follows:

f (αm, t) = fs(αm, t) + fr(αm, t)
= F1 cos(ωt − αm − β) + F2 cos(ωt + αm − γ)
+ 1

2 I f 2Nk cos(3ωt − αm)
(14)

F1 =

√
F+2

s cos2 ψ + (Fr − F+
s sin ψ)

2 (15)

β = arctan
F+

s cos ψ

Fr − F+
s sin ψ

(16)

F2 =

√
F−2

s cos2 ψ + (
1
2

I f 2NK − F−
s sin ψ)

2
(17)

γ = arctan
F−

s cos ψ
1
2 I f 2NK − F−

s sin ψ
(18)

Equations (14)–(18) reveal that unbalanced voltage conditions lead to the induction
of a double-frequency current in the excitation winding of the synchronous condenser.
As a consequence, third harmonic components are produced in the air gap. It is worth
noting that the amplitude of the third harmonic exhibits a direct proportionality to the
double-frequency current.

2.1.4. The Air Gap Magnetic Flux in the Synchronous Condenser When There Is an
Inter-Turn Short Circuit in the Excitation Winding under Unbalanced Grid Voltage

Under unbalanced grid voltage, a negative-sequence magnetic field is produced,
generating double-frequency excitation current in the rotor. Therefore, it becomes essential
to account for the influence of this double-frequency current on the excitation magnetic
flux when investigating inter-turn short circuits in the excitation winding. The expression
for the air gap magnetic flux in the synchronous condenser under these circumstances is
as follows:

f (αm, t) = F+
s cos(ωt − αm − ψ − π

2 ) + F−
s cos(ωt + αm − ψ − π

2 )

+Fr cos(ωt − αm) + I f 2Nk cos 2ωt cos(ωt − αm)

−Fd1 cos(ωt − αm)− Fd2 cos(2ωt − 2αm)

−F′
d1 cos(ωt − αm) cos 2ωt − F′

d2 cos(2ωt − 2αm) cos 2ωt

= F1 cos(ωt − αm − β) + F2 cos(ωt + αm − γ)

−Fd2 cos(2ωt − 2αm) + ( 1
2 I f 2Nk − 1

2 F′
d1) cos(3ωt − αm)

− 1
2 F′

d2 cos 2αm − 1
2 F′

d2 cos(4ωt − 2αm)

(19)
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F′
d1 =

2Nshort I f 2

π
sin

α

2
(20)

F′
d2 =

Nshort I f 2

π
sin α (21)

F1 =

√
F+2

s cos2 ψ + (Fr − Fd1 − F+
s sin ψ)

2 (22)

β = arctan
F+

s cos ψ

Fr − Fd1 − F+
s sin ψ

(23)

F2 =

√
F−2

s cos2 ψ + (
1
2

I f 2NK − 1
2

F′
d1 − F−

s sin ψ)
2

(24)

γ = arctan
F−

s cos ψ
1
2 I f 2NK − 1

2 F′
d1 − F−

s sin ψ
(25)

According to Equations (19)–(25), the presence of unbalanced voltage, coupled with
an inter-turn short circuit in the excitation winding, gives rise to a multifaceted air gap
magnetic flux in the synchronous condenser. This flux encompasses several components,
namely even harmonic components induced by the inter-turn short circuit, a DC component
introduced by the rotor’s double-frequency current, and odd harmonic components.

2.1.5. Air Gap Magnetic Flux Density

During operation, the air gap magnetic flux density of the synchronous condenser,
denoted as Λ0 per unit area, remains constant. The following expression is derived to
represent the air gap magnetic flux density:

B(αm, t) = Λ0 f (αm, t) (26)

2.2. Analysis of Parallel Branch Current Circulation in the Stator

The stator winding of a large synchronous condenser is connected in a double Y
configuration, employing a three-phase double-layer winding form. This configuration
comprises two parallel branches for each phase (A, B, and C), with multiple coil windings
connected in series within each branch. Hence, the expression for the instantaneous value
of the induced electromotive force in a single branch of the parallel stator winding of the
synchronous condenser is as follows:

e1(αm, t) = Nzkw1B(αm, t)lυ
= Nzkw1B(αm, t)l(2τ f )
= 2Nzkw1τl f Λ0F1 cos(ωt − αm − β)

(27)

where l is the air gap length, f is the electrical frequency, Nz is the number of conductors
connected in series in a single stator branch, and kw1 is the fundamental winding factor. Fig-
ure 1 illustrates the equivalent circuit of the parallel branch in phase A of the synchronous
condenser. The circuit includes Ra1, Ra2, Xa1, and Xa2, which represent the resistance and
leakage reactance of the two branches. The circulating current is denoted as ic.
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Figure 1. A phase winding equivalent circuit diagram.

When the synchronous condenser is operating normally, applying Kirchhoff’s Voltage
Law (KVL) to the stator parallel circuit yields the following equation:

e1(αm, t) + e2(αm, t) + ic(Ra1 + Ra2) + jic(Xa1 + Xa2) = 0 (28)

The expression for the stator parallel circuit current can be obtained from Equation (28)
as follows:

ic = − e1(αm, t) + e2(αm, t)
(Ra1 + Ra2) + j(Xa1 + Xa2)

(29)

2.2.1. Under the Condition of Balanced Grid Voltage, the Synchronous Condenser Operates
without Any Faults

The induced electromotive force in the two parallel branches during the normal
operation of the synchronous condenser is given by the following expression:

{
e1(αm, t) = 2Nzkw1τl f Λ0[F1 cos(ωt − αm − β)]
e2(αm, t) = 2Nzkw1τl f Λ0[F1 cos(ωt − αm − π − β)]

(30)

The stator parallel branch current in this case is

ic = − e1(αm, t) + e2(αm, t)
(Ra1 + Ra2) + j(Xa1 + Xa2)

= 0 (31)

Based on Equation (31), it can be concluded that during normal operation of the
synchronous condenser, the stator parallel branch current is zero, indicating the absence of
any current flowing through the stator parallel branches in this case.

2.2.2. Grid Voltage Balance Synchronous Condenser Excitation Winding Inter-Turn Short
Circuit Occurs

When a short circuit occurs in the excitation winding of the synchronous condenser,
the induced electromotive force in the two parallel branches can be expressed as follows:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

e1(αm, t) = 2Nzkw1τl f Λ0

[F1 cos(ωt − αm − β)− Fd2 cos(2ωt − 2αm)]

e2(αm, t) = 2Nzkw1τl f Λ0

[F1 cos(ωt − αm − π − β)− Fd2 cos(2ωt − 2αm − 2π)]

(32)

The parallel stator current is given by

ic = − e1(αm ,t)+e2(αm ,t)
(Ra1+Ra2)+j(Xa1+Xa2)

= 4Nzkw1τl f Λ0Fd2 cos 2(ωt−αm)
(Ra1+Ra2)+j(Xa1+Xa2)

(33)

Based on the above analysis, it can be concluded that during an inter-turn short circuit
in the excitation winding of the synchronous condenser under balanced grid voltage, the
stator parallel current exhibits a second harmonic component that is directly proportional to
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Fd2. In other words, the magnitude of the parallel current is directly related to the severity
of the short circuit.

2.2.3. The Air Gap Magnetic Potential of the Synchronous Condenser under Unbalanced
Grid Voltage Conditions without Any Faults Occurring

In the case of unbalanced grid voltage, the induced electromotive force in the two
parallel branches of the stator is given by the following expression:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

e1(αm, t) = 2Nzkw1τl f Λ0[F1 cos(ωt − αm − β)

+F2 cos(ωt + αm − γ) + 1
2 I f 2Nk cos(3ωt − αm)]

e2(αm, t) = 2Nzkw1τl f Λ0[F1 cos(ωt − αm − β − π)

+F2 cos(ωt + αm − γ + π) + 1
2 I f 2Nk cos(3ωt − αm − π)]

(34)

At this time, the stator parallel current is given by

ic = − e1(αm, t) + e2(αm, t)
(Ra1 + Ra2) + j(Xa1 + Xa2)

= 0 (35)

Based on the analysis, it can be concluded that during the operation of the synchronous
condenser under unbalanced grid voltage conditions, there are no stator parallel currents
induced under normal operation.

2.2.4. The Air Gap Magnetic Flux in the Synchronous Condenser When There Is an
Inter-Turn Short Circuit in the Excitation Winding under Unbalanced Grid Voltage

In the presence of an inter-turn short circuit in the excitation winding of the syn-
chronous condenser under unbalanced grid voltage, the induced electromotive forces in
the two stator branches can be expressed as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

e1(αm, t) = 2Nzkw1τl f Λ0[F1 cos(ωt − αm − β) + F2 cos(ωt + αm − γ)

−Fd2 cos(2ωt − 2αm) + ( 1
2 I f 2Nk − 1

2 F′
d1) cos(3ωt − αm)

− 1
2 F′

d2 cos 2αm − 1
2 F′

d2 cos(4ωt − 2αm)]

e2(αm, t) = 2Nzkw1τl f Λ0[F1 cos(ωt − αm − β − π) + F2 cos(ωt + αm + π − γ)

−Fd2 cos(2ωt − 2αm − 2π) + ( 1
2 I f 2Nk − 1

2 F′
d1) cos(3ωt − αm − π)

− 1
2 F′

d2 cos(2αm − 2π)− 1
2 F′

d2 cos(4ωt − 2αm − 2π)]

(36)

At this time, the parallel stator current is given by

ic = − e1(αm ,t)+e2(αm ,t)
(Ra1+Ra2)+j(Xa1+Xa2)

= 4Nzkw1τl f Λ0
(Ra1+Ra2)+j(Xa1+Xa2)

[ 1
2 F′

d2 cos 2αm + Fd2 cos(2ωt − 2αm) +
1
2 F′

d2 cos(4ωt − 2αm)]

(37)

Based on the theoretical analysis presented, it can be concluded that the parallel stator
current in the synchronous condenser, under the combined conditions of unbalanced grid
voltage and inter-turn short circuit in the excitation winding, is predominantly character-
ized by even harmonics. The magnitude of the parallel stator current is determined by the
degree of grid voltage unbalance and the severity of the inter-turn short circuit.

Inter-turn short circuit faults in the excitation winding of the synchronous condenser
result in significant modifications to the air gap flux density and parallel stator current.
Unbalanced grid voltage conditions further influence these changes in characteristics.
Consequently, these distinctive variations can serve as reliable references for fault diagnosis.
A comprehensive verification will be conducted through finite element simulation to
validate our findings.
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3. Simulation Analysis

This paper presents a case study on the TTS-300-2 type novel synchronous condenser
at a specific power station. To investigate its behavior, a two-dimensional (2D) finite ele-
ment simulation model and its corresponding external circuit are developed using Ansys
Maxwell 2021 R1 software. This approach enables a comprehensive analysis of the syn-
chronous condensers’ performance and facilitates valuable insights into its operation. The
utilization of adaptive meshing in condensor modeling offers significant advantages by au-
tomatically adjusting the grid density in response to electromagnetic field variations. This
adaptive approach enhances the accuracy of simulation results, improves computational ef-
ficiency, and optimizes both time and computational resources. In this paper, we employed
an adaptive mesh design for the simulation. Details regarding the mesh partition can be
found in Table 1. The Finite Element Method is a numerical technique used to solve integral
and partial differential equations, offering superior accuracy compared to other analytical
analyses. It employs magnetic linearized parameters to accurately model electromagnetic
phenomena. In this study, a 2D field-circuit coupled model of the synchronous condenser is
developed in ANSYS Maxwell using the Finite Element Method. It is important to note that,
for simplicity, the model neglects the effects of skin effects and eddy current losses. The
electromagnetic field expression for the electrical machine is represented by Equation (38).{

∂
∂x (μ

∂A
∂x ) +

∂
∂y (μ

∂A
∂y ) = −Jz

A = A0
(38)

where A is the axial components of the magnetic vector potential; A0 is the magnetic vector
potential in the first boundary; JZ is source current density; μ is material reluctivity.

Table 1. The main information of Mmesh division in 2D finite element model.

Component
Num

Elements
Min Edge

Length (mm)
Max Edge

Length (mm)
Min Element
Area (mm2)

Max Element
Area (mm2)

Stator 13,303 0.0050 0.1044 2.65 × 10−5 0.00270
Rotor 5745 0.0035 0.0420 1.50 × 10−5 0.00054

OuterRegion 4914 0.0040 0.0237 1.20 × 10−5 0.00021
InnerRegion 1836 0.0035 0.0240 1.05 × 10−5 0.00015

Band 945 0.0073 0.0236 6.24 × 10−5 0.00020
Shaft 674 0.0079 0.0257 4.09 × 10−5 0.00023

Stator Coil 23 0.0060 0.0219 4.80 × 10−5 0.00012
Excitation coil 28 0.0096 0.0224 6.72 × 10−5 0.00016

Figures 2 and 3 illustrate the model and circuit schematic representations, respectively.
The critical parameters of the synchronous condenser are provided in Table 2. In Figure 3,
the symbols LPhaseA, LPhaseA1, LPhaseB, LPhaseB1, LPhaseC, and LPhaseC1 represent
the windings of the three-phase double parallel branches. The excitation winding is
denoted as LField, while the faulty portion responsible for the inter-turn short circuit is
referred to as LShortWinding. By manipulating the parameters LField and LShortWinding,
precise control over the number of turns in the short-circuited winding can be achieved.
Furthermore, the resistances LR and LShortR correspond to LField and LShortWinding,
respectively, and must be adjusted accordingly when altering the number of turns.
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Figure 2. Two-dimensional finite element model of new type synchronous condenser.
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Figure 3. External circuit settings.

Table 2. Parameters of New Synchronous Condenser.

Parameter Value Parameter Value

Rated capacity (Mvar) 300 Number of stator slots 48
Rated exaltation current (A) 1800 Rotor slot number 32

Rated field voltage (V) 407 Stator rated voltage (kV) 20
Number of conductors per slot of stator 2 Stator rated current (A) 8660

Number of turns per slot of rotor 12 Number of parallel branches of stator winding 2
Number of pole-pairs 1 Number of phases 3

Rotor body length (mm) 5950 Inner diameter of stator core (mm) 1240
Air gap length (mm) 70 Frame cushion diameter (mm) 2500

Maximum leading phase operation
capability (Mvar) −200 Rated power factor 0

No-load excitation voltage (V) 137 No-load excitation current (A) 705
Rated speed (rpm) 3000 Rated frequency (Hz) 50

3.1. Model Accuracy Verification

Given the short operating time and the absence of actual on-site fault data for large
synchronous condensers, conducting direct short-circuit experiments on-site is impractical.
Therefore, to validate the accuracy of the simulation model, simulations were performed
under rated operating conditions to analyze the output torque, stator phase voltage, and
phase current on the rotor shaft. The rated operating condition of the synchronous con-
denser refers to its operation at the rated voltage provided in Table 2, carrying the rated load
and being connected to the power grid. The specific results are illustrated in Figures 4–6.
Additionally, we conducted a comparative analysis between the actual data of stator phase
voltage and stator phase current obtained during the synchronous condenser’s rated opera-
tion and the corresponding simulation data. The detailed results are presented in Table 3.
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From the figures, it is evident that the average output torque of the synchronous condenser
is zero, which aligns with its expected operational state. Moreover, the phase voltages and
currents comply with the rated parameters, and the error falls within an acceptable range.
The three-phase currents exhibit symmetry, and there exists a time gap of approximately
5 ms between the stator phase current and the phase voltage. This gap indicates that
the stator phase current leads the phase voltage by 90◦. These observations confirm the
accuracy of the simulation model. By accurately simulating the output torque, stator phase
voltage, and phase current under rated conditions, the simulation model has demonstrated
its ability to replicate the behavior of the synchronous condenser. Despite the challenges
posed by the lack of actual fault data and on-site experiments, the validated simulation re-
sults instill confidence in the reliability of the model for further analysis and fault diagnosis.

 

Figure 4. Output torque.

 

Figure 5. Three-phase current.

 

Figure 6. A-phase winding terminal voltage and stator current.
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Table 3. Comparison of actual data and simulation data.

Data Type Actual Data Simulation Data Error

Stator phase voltage (kV) 11.547 11.536 0.0954%
Stator phase current (kA) 8.66 8.61 0.5774%

The 2D finite element simulation model of the TTS-300-2 synchronous condenser used
in this paper was based on operational parameters primarily extracted from the device’s
technical manual. Key electrical and structural parameters from Table 2 were accurately
applied during the model setup to ensure alignment with the equipment’s characteristics.
Furthermore, by conducting simulations at the rated voltage and load, we validated the
accuracy of torque, phase voltage, and phase current output results under the TTS-300-2
synchronous condenser’s rated operating conditions. As a result, the selected parameters
effectively mimic the actual device’s operational characteristics, guaranteeing the reliability
of the simulation analysis.

To simulate the short-circuit of the excitation winding, this study conducted simulation
analyses with different numbers of coil turns (1 turn, 3 turns, and 5 turns) short-circuited in
the first slot near the large tooth side. In the voltage imbalance simulation, the B-phase and
C-phase voltages were maintained at their rated values. In contrast, only the magnitude of
the A-phase voltage was adjusted to control the degree of voltage imbalance in the power
grid. Specifically, the A-phase voltage values of 96%, 93%, and 90% of the rated voltage
were chosen to highlight the simulation results. Due to space constraints, only a partial
waveform is presented in this section.

3.2. Analysis of Simulation Results
3.2.1. Analysis of Air Gap Flux Density and Stator Parallel Circulating Current in Faulty
Conditions of Synchronous Condenser under Balanced Grid Voltage

• Analysis of Air Gap Magnetic Flux Density

Figure 7a,b depict the analysis results of air gap magnetic flux density under balanced
grid voltage with a short circuit fault. Analysis of Figure 7a reveals that a rotor inter-turn
short circuit leads to a reduction in air gap magnetic flux density due to a loss of magnetic
potential. The severity of the inter-turn short circuit corresponds to a more pronounced
decay in the magnetic flux density. Figure 7b demonstrates that in the absence of an inter-
turn short circuit, the air gap magnetic flux density is primarily composed of fundamental
frequency and odd harmonic components, with only minor influence from slotting effects
in the stator and rotor, resulting in a small amount of even harmonic components. The
occurrence of a second harmonic in the air gap magnetic density under normal conditions
could be attributed to simulation errors resulting in non-uniformity within the air gap
magnetic field. However, the presence of an inter-turn short circuit significantly increases
the even harmonic magnetic flux density, which intensifies as the severity of the short circuit
increases. This observation confirms the accuracy of the derived magnetic field theory.

• Analysis of Parallel Circulation between Stator Branches

Figure 8a,b depict the analysis results of stator parallel branch circulating currents
under balanced grid voltage with a short circuit fault. In normal operating conditions,
no circulating current or harmonic component is present in the stator parallel branches.
However, the occurrence of a short circuit in the excitation winding leads to the generation
of circulating currents in the parallel branches, with a predominant presence of even
harmonic circulating currents, especially the second harmonic component. Moreover,
as the fault severity increases, the amplitude of the harmonic circulating currents also
intensifies. This observation confirms the accuracy of the theoretical derivation.
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(a) (b) 

Figure 7. (a) Air gap flux density of different short circuit degrees under grid voltage balance; (b) Har-
monic analysis of air gap flux density with different short circuit degrees under grid voltage balance.

  
(a) (b) 

Figure 8. (a) Stator parallel circulation with different short circuit degrees when grid voltage is
balanced; (b) Harmonic analysis of stator parallel circulating current with different short circuit
degrees under grid voltage balance.

3.2.2. Analysis of Air Gap Flux Density and Stator Parallel Circulation When the Grid
Voltage Is Unbalanced and the Synchronous Condenser Is Fault-Free

• Analysis of Air Gap Magnetic Flux Density

Figure 9a,b showcase the analysis results of air gap flux density under the condition of
unbalanced grid voltage. Based on the preceding analysis, it is evident that unbalanced grid
voltage causes a reduction in air gap flux density, with a greater degree of voltage imbalance
resulting in a more substantial loss of air gap flux density. In the presence of voltage
imbalance, the amplitude of the fundamental component exhibits a negative correlation
with the degree of voltage imbalance. In contrast, the amplitude of the third harmonic
component demonstrates a positive correlation. This behavior can be attributed to the
induction of twice the frequency current in the excitation winding by the negative-sequence
magnetic fields caused by voltage imbalance. Consequently, third-harmonic magnetic
fields are superimposed on the existing third harmonic, leading to an amplified amplitude
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of the third harmonic and an increased level of magnetic field distortion. According to
Equation (14), voltage imbalance in the grid leads to the emergence of third harmonic
components in the air gap magnetic field. Consequently, the magnetic field assumes an
elliptical shape, deviating from the circular shape predicted by Equation (1). This elliptical
magnetic field causes variations in both the amplitude and harmonic content of the air
gap magnetic field at different time points, as illustrated in Table 4. Table 4 illustrates
the temporal variations of the magnetic field under unbalanced voltage conditions. The
primary changes observed are in the amplitude and fundamental amplitude. Although
the third harmonic also undergoes changes, its magnitude remains relatively small and
inconspicuous due to the low degree of failure.

  
(a) (b) 

Figure 9. (a) Fault-free air gap flux density of synchronous condenser under unbalanced grid voltage;
(b) Harmonic analysis of fault-free air gap flux density of synchronous condenser under unbalanced
grid voltage.

Table 4. The values of air gap magnetic flux density at different time instants under 90% rated voltage.

Time/s Amplitude/T
Fundamental
Amplitude/T

Secondary Harmonic
Amplitude/T

Third Harmonic
Amplitude/T

0.48 1.166 1.034 0.000 0.147
0.485 1.252 1.097 0.000 0.146
0.49 1.191 1.035 0.000 0.147
0.495 1.250 1.097 0.000 0.146

0.5 1.166 1.034 0.000 0.147

• Analysis of Parallel Circulation between Stator Branches

Figure 10 depicts the analysis results of the stator parallel branch current under the condi-
tion of unbalanced grid voltage. The theoretical analysis, as indicated by Equations (34) and (35),
suggests that the stator parallel branch current remains unaffected by unbalanced grid
voltage and maintains a value of 0. However, in the simulation, various factors, such as
magnetic saturation and slot effects that occur during the operation of the synchronous
condenser, are considered, resulting in a negligible non-zero value for the stator parallel
branch current. Although present, the magnitude of this current is minimal and can be
disregarded. Thus, during normal operation without faults, the synchronous condenser
does not generate any significant stator parallel branch current in unbalanced grid voltage.
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Figure 10. Parallel circulating current of fault-free stator of synchronous condenser under unbalanced
grid voltage.

3.2.3. Analysis of Air Gap Magnetic Flux Density and Stator Parallel Circulating Current
under Unbalanced Grid Voltage with Excitation Winding Turn-to-Turn Short Circuit

• Analysis of Air Gap Magnetic Flux Density

Figure 11a,b visually represent the air gap magnetic flux density under different
degrees of turn-to-turn short circuits in the excitation winding when the grid voltage is
unbalanced. Similarly, Figure 12a,b depict the analysis results of air gap magnetic flux
density under varying levels of grid voltage imbalance with excitation winding turn-to-turn
short circuits. The observations from these figures reveal that unbalanced grid voltage
introduces distortions in the air gap magnetic flux density, which are further amplified in the
presence of turn-to-turn short circuit faults in the excitation winding. Consequently, there
is a significant loss of air gap magnetic flux density. Furthermore, the combined occurrence
of faults exacerbates the loss of air gap magnetic flux density compared to a single fault
scenario. As the degree of turn-to-turn short circuit in the excitation winding intensifies,
even harmonics, particularly the second harmonic, become more prominent in the air gap
magnetic flux density. Conversely, grid voltage imbalance primarily affects the fundamental
and third harmonic components of the air gap magnetic flux density. The fundamental
magnetic flux density decreases while the third harmonic magnetic flux density increases
with increasing voltage imbalance. These factors collectively influence the various harmonic
components. The simulation results align with the theoretical analysis conducted.

  
(a) (b) 

Figure 11. (a) A total of 90% rated voltage different short circuit turns air gap flux density; (b) Air
gap flux density harmonic analysis of 90% rated voltage with different short circuit turns.
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(a) (b) 

Figure 12. (a) Air gap flux density of 5-turn short circuit with different voltage balance; (b) Harmonic
analysis of air gap flux density of 5-turn short circuit with different voltage balance.

• Analysis of Parallel Circulation between Stator Branches

Figure 13a,b display the analysis results of stator parallel currents under different
levels of the rotor winding inter-turn short circuits and voltage imbalance in the power
grid. Likewise, Figure 14a,b illustrate the analysis results of stator parallel currents under
varying levels of the rotor winding inter-turn short circuit and voltage balance in the power
grid. Building upon the simulation results and the theoretical analysis discussed earlier, it is
evident that voltage imbalance in the power grid does not impact stator parallel currents in
the absence of a short circuit fault. However, following the occurrence of the rotor winding
inter-turn short circuit, voltage imbalance in the power grid influences the waveform of
stator parallel currents. Consequently, in the case of compound faults, the severity of rotor
winding inter-turn short circuits and the degree of voltage imbalance in the power grid affect
stator parallel currents. As the severity of rotor winding inter-turn short circuits and voltage
imbalance in the power grid intensifies, even harmonics, particularly the second and fourth
harmonics, become more prominent in the stator parallel currents. Nonetheless, compared to
the severity of rotor winding inter-turn short circuits, the influence of voltage imbalance on
stator parallel currents is relatively minor and more susceptible to environmental interference
during measurement. Therefore, fault diagnosis of the excitation winding inter-turn short
circuit should consider multiple fault characteristics to ensure accurate assessment.

  
(a) (b) 

Figure 13. (a) A total of 90% rated voltage stator parallel circulation with different short circuit turns;
(b) 90% rated voltage different short circuit turns stator parallel circulation harmonic analysis.
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(a) (b) 

Figure 14. (a) Five-turn short circuit stator parallel circulation with different voltage balance; (b) Har-
monic analysis of five-turn short circuit stator parallel circulation with different voltage balance.

4. Conclusions

This paper examines the impact of inter-turn short circuits in the excitation winding
and unbalanced grid voltage on the air gap magnetic flux density and circulating current
between stator parallel branches in a synchronous condenser. The study presents derived
mathematical expressions for these characteristics and validates them through finite ele-
ment simulation analysis using a TTS-300-2 synchronous condenser as a case study. The
simulation results align with the theoretical derivations, leading to the following conclusions:

1. The occurrence of an inter-turn short circuit in the excitation winding distorts the air
gap magnetic flux density. This distortion is further amplified by unbalanced grid
voltage, resulting in increased losses in the air gap magnetic flux density. When both
unbalanced grid voltage and inter-turn short circuit in the excitation winding are
present, the loss of air gap magnetic flux density is even more significant compared to
the case of a single fault.

2. In the absence of an inter-turn short circuit in the excitation winding, the impact of
unbalanced grid voltage on the circulating current between stator parallel branches
can be disregarded. However, when compound faults occur, both the degree of
unbalanced grid voltage and the severity of the short circuit can result in fluctuations
in the circulating current between stator parallel branches, with the severity of the
short circuit having a more significant influence on the circulating current.

3. When diagnosing minor faults in a synchronous condenser, relying solely on fea-
tures such as the even harmonic component of the circulating current may result in
inaccurate fault type determination. To enhance fault diagnosis in future research,
it is recommended to incorporate electromechanical information fusion, combining
mechanical and electrical characteristics, for more reliable results.

By studying the inter-turn short circuit fault in synchronous condensers under un-
balanced voltage conditions, this research provides references and guidance for the safe
operation of synchronous condensers. It also establishes a foundation for further research
on fault diagnosis in synchronous condensers.
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Abstract: Induction motors (IMs) are one of the most widely used motor types in the industry due
to their low cost, high reliability, and efficiency. Nevertheless, like other types of AC motors, they
are prone to various faults. In this article, a low-cost embedded system based on a microcontroller
with the ARM Cortex-M4 core is proposed for the extraction of stator winding faults (interturn
short circuits) and an unbalanced supply voltage of the induction motor drive. The voltage induced
in the measurement coil by the axial flux was used as a source of diagnostic information. The
process of signal measurement, acquisition, and processing using a cost-optimized embedded system
(NUCLEO-L476RG), with the potential for industrial deployment, is described in detail. In addition,
the analysis of the possibility of distinguishing between interturn short circuits and unbalanced
supply voltage was carried out. The effect of motor operating conditions and fault severity on the
symptom extraction process was also studied. The results of the experimental research conducted on
a 1.5 kW IM confirmed the effectiveness of the developed embedded system in the extraction of these
types of faults.

Keywords: induction motor drive; fault diagnosis; stator winding fault; supply voltage unbalance;
ARM Cortex; embedded system

1. Introduction

Induction motors (IMs) are widely used in drive systems due to their low production
costs, high reliability, and optimal efficiency. In today’s industrial landscape, three-phase
IMs dominate and account for over 85% of all electric motor utilization [1]. However,
despite the high reliability and durability of IMs, they are prone to various types of
faults [2]. The most common faults of IMs include bearings, rotor cages, and stator winding
faults. Stator winding faults are highly destructive and account for 36% of the total machine
failures for low-voltage machines and 66% for high-voltage machines [3].

Stator winding faults are mainly short circuits caused by damage to the winding
insulation due to excessive mechanical, thermal, or electrical stresses. There are different
types of short circuits: interturn short circuits (ITSCs), short circuits between the coils in
one phase, phase-to-phase short circuits, and phase-to-ground short circuits. Most often,
a stator winding fault begins with ITSCs and successively spreads from a single turn to
subsequent turns and coils in a very short time, leading to a phase-to-phase or phase-to-
ground fault. The rapid propagation of ITSC is caused by the very high current flowing
in the shorted circuit. For this reason, early and effective detection of this type of fault is
crucial and is still a very important research problem [4].

The efficiency and service life of IMs can also be significantly reduced when operating
under unbalanced supply voltage conditions, which is quite common in the industrial
field [1]. Such conditions can result from a variety of factors, such as unevenly distributed
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single-phase loads, malfunctioning power factor correction equipment in the same power
system, and open circuits in the primary distribution system. An unbalanced supply
voltage causes the increased heating of the stator winding, higher losses, vibration, and
reduced torque output. Most of these negative effects contribute to the shortened lifespan
of IMs [5]. Moreover, supply voltage asymmetry can complicate the process of diagnosing
stator winding faults, since even a small supply voltage unbalance results in a large current
asymmetry, which also occurs due to short circuits [6]. Therefore, detecting and distin-
guishing between stator winding faults and an unbalanced supply voltage is extremely
important to prevent serious failures and increase the reliability and safety of drive systems.
It will also contribute to avoiding motor operation with reduced efficiency, which is crucial
to reduce energy consumption and care for the environment.

The requirements for the safety and reliability of modern drive systems are increasing
every year. This is due in part to the increasing electrification in many industries and
the drive to maximize the lifetime of the equipment. Early detection of a fault can also
make it possible to plan motor overhauls accordingly, which will translate into lower
repair costs, shorter delays, and reduced potential production losses. For this reason, new
diagnostic methods are sought that can be used to diagnose faults at a very early stage of
their propagation.

Over the years, several methods for diagnosing IM stator failure have been devel-
oped [7–11]. These methods are based on various types of diagnostic signals, such as input
voltage [12], stator phase current [13], temperature [14], active and reactive power [15],
vibration [16], and axial flux [17]. To extract the fault symptoms from these signals, signal
processing methods can be used. Among the most popular and highly effective is the spec-
tral analysis of the signal using the Fast Fourier Transform (FFT). Methods that perform the
time-frequency analysis, such as the Short-Time Fourier Transform (STFT) or Continuous
Wavelet Transform (CWT) [18], are also attractive in the AC motors stator winding fault
diagnosis field. Automation of the AC motors stator winding fault detection and classifica-
tion process in recent years has most often been implemented using a variety of artificial
intelligence techniques [19], such as machine learning algorithms [20,21] and deep learning
(DL) [22]. When it comes to computerized diagnostic systems, the fastest growing area
in recent years is the application of DL, especially convolutional neural networks (CNN).
They are not only applied for fault detection and classification [23] but also for predictive
maintenance and remaining useful time estimation [24].

Detection of an unbalanced supply voltage is dominated by methods based on voltage
and current signals. The combination of the wavelet transform and principal component
analysis of the mains current signal for the detection of unbalanced supply voltage, au-
tomated with a support vector machine model, is presented in [25]. The diagnosis and
discrimination of the ITSC and unbalanced supply voltage fault method, based on the
analysis of the ratio of the third harmonic to the fundamental FFT magnitude component of
the three-phase stator line current and voltage, is presented in [26]. An effective approach
for the detection of the supply voltage unbalance condition in IM drives, based on a data
mining process using the amplitude of the second harmonic of the stator current zero
crossing instants as a supply voltage unbalance indicator, is presented in [27]. The online
detection method of the unbalanced supply voltage condition, by monitoring a pertinent
indicator calculated using the voltage symmetrical components, is shown in [28].

Nevertheless, most of the methods proposed in the literature for stator winding and
unbalanced supply voltage diagnosis have been described based on the results obtained
using high-end data acquisition (DAQ) equipment and software, such as LabVIEW or
MATLAB & SIMULINK [12,27,28], the price of which often exceeds the cost of the machine
being monitored. For this reason, the real potential of their industrial deployment is
diminishing, as there is no detailed description of the possibilities of low-cost hardware
implementation. In this article, special attention is paid to analyzing the possibilities and
describing how to apply an embedded system based on a low-budget microcontroller
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with an ARM Cortex-M core to extract the symptoms of the SI stator winding faults and
unbalanced supply voltage.

Embedded systems are used in most modern electronic devices and are a key compo-
nent of them. An embedded system is a type of system that is designed to perform specific
functions, usually in real-time. In recent years, embedded systems that utilize microcon-
trollers have been the most common. This allows the achievement of a high degree of
compactness, responding to increasing demands for the greatest possible miniaturization of
devices. The range of applications of embedded systems is very wide, from special-purpose
on-board systems, and inverters powering electric motors, to household appliances, HVAC,
and many other technical objects [29].

Microcontrollers are small single-chip microcomputers. They are equipped with
a variety of peripherals, which include analog-to-digital converters (ADCs), digital-to-
analog converters (DACs), comparators, counters, communication interfaces, as well as
RAM and Flash memory. In recent years, microcontrollers with the ARM Cortex-M core
have been particularly popular. ARM Cortex-M processors are currently one of the best
choices for a wide range of applications. In the fourth quarter of 2020, ARM reported
a record 4.4 billion chips shipped with Cortex-M processors, confirming their very high
popularity [30]. The Cortex M family is a subset of the Cortex family cores, which in turn
is a subset of the ARM architecture. Semiconductor manufacturers implement selected
versions of the cores, equipping them with peripherals and memory to produce a ready-
to-use microcontroller. ARM Cortex-M-based microcontrollers are characterized by high
reliability, high performance, and affordability [31]

Currently, there is a noticeable lack of research in the literature that deals with embed-
ded, low-cost implementation of AC motor fault diagnosis methods. In [32], the Arduino
board-based system is developed to monitor parameters such as speed, temperature, cur-
rent, and voltage of the one-phase IM. Authors believe that using these parameters, faults
such as over-voltage, over-current, overload, and excessive heating can be detected. In [33],
the 8-bit PIC16F877A microcontroller-based system is developed and programmed in C++
language for the detection of under-voltage, over-voltage, over-current, and line-to-ground
faults of one-phase IMs. The STM32F4V11VET microcontroller-based fault diagnosis sys-
tem is proposed in [34] for the detection of the faults of three-phase IMs. This method
is based on the stator phase current signals measured using MCR1101-20-5 (ACEINNA,
Phoenix, USA) current sensors. It is a promising AI-driven method but requires the current
measurement in each of the three phases and it is not strictly defined; the kind of faults the
system can detect (broken bearings and misalignment) are mentioned. There are also com-
mercial condition monitoring solutions available on the market that are characterized by a
relatively low cost, such as the VB300 G-Force datalogger by EXTECH Instruments, which
records a 3-axis shock and vibration and allows the detection of mechanical damage to IMs
based on the vibration signal. Nevertheless, it also requires additional PC software. No
work has been found that describes a low-cost embedded implementation of an IM stator
winding fault and unbalanced supply voltage diagnosis method based on the measurement
of the voltage induced by the axial flux.

In this paper, the feasibility of using a low-cost ARM Cortex-M4 core microcontroller
(STM32L476RG) to extract the symptoms of ITSCs in IM stator winding and supply voltage
unbalance, based on the voltage signal induced in the measuring coil by the axial flux,
is discussed. A NUCLEO-L476RG module with a 32-bit STM32L476RG microcontroller
(STMicroelectronics, Plan-les-Ouates, Geneva, Switzerland) is used to measure and acquire
the diagnostic signal. The method of measuring the diagnostic signal, its acquisitions, the
components of the prepared system, and the necessary configuration are presented in detail.
Experimental tests were carried out, the results of which confirmed the feasibility of using
an embedded system based on a microcontroller with an ARM Cortex-M4 core to extract
symptoms of SI stator winding faults and supply voltage unbalance.

The main theoretical and practical contributions of this research are as follows:
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(1) An analysis of the possibility of using and the proposal of the concept of an embedded
fault diagnosis system based on a low-cost ARM Cortex-M4 core microcontroller to
extract the symptoms of IM stator winding faults and unbalanced supply voltage,
including the comparison of the results with a high-end solution;

(2) A detailed description of the process of setting up diagnostic signal measurement and
acquisition using low-cost microcontrollers, which may serve as a guide for various
embedded system applications;

(3) A detailed analysis of the effect of an ITSC in the stator winding and an unbalanced
supply voltage of the IM drive on the waveform of the voltage induced in the measur-
ing coil by the axial flux;

(4) A detailed analysis of the effect of an ITSC in the stator winding and an unbalanced
supply voltage of the IM drive on the FFT spectrum of the voltage induced in the
measuring coil by the axial flux;

(5) An analysis of the possibility of distinguishing between ITSC in the stator winding
and an unbalanced supply voltage of the IM drive based on symptoms characteristic
of these abnormal conditions;

(6) A proposal for future research and plans to improve and develop the embedded
diagnostic system, including reference to current trends related to the Industry 4.0
paradigm.

The rest of the article is organized as follows: Section 2 describes the key parameters
of the NUCLEO-L476RG evaluation board, STM32L476RG microcontroller, and motor
test bench; Section 3 presents the configuration of the data acquisition system; Then, the
results of the ITSC and unbalanced supply voltage symptom extraction based on the
voltage inducted by axial flux are presented and discussed. This section also outlines key
discoveries and plans for future research; and finally, Section 5 concludes the paper.

2. Experimental Setup

2.1. Characteristics of the Development Board and Microcontroller Used

The development board used in the scope of this research was the NUCLEO-L476RG
evaluation board (Figure 1a). It is one of the most popular evaluation boards by STMicro-
electronics. The STM32 NUCLEO-L476RG (STMicroelectronics, Plan-les-Ouates, Geneva,
Switzerland) is a low-cost and easy-to-use development platform used in flexible prototyp-
ing to quickly develop projects based on STM32 microcontrollers. The NUCLEO-L476RG is
designed around the 32-bit STM32L476RG microcontroller in a 64-pin LQFP package.
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Figure 1. (a) Real view and (b) simplified hardware block diagram of the NUCLEO-L476RG evalua-
tion board.
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The STM32L476RG microcontroller is based on the ARM Cortex-M4 core that operates
at a frequency of up to 80 MHz. This microcontroller embeds 1 MB of Flash memory and
128 kB of SRAM memory. The ARM Cortex-M4 core features a single precision Floating
Point Unit (FPU) and a Memory Protection Unit (MPU). Its design also features 3 ADC mod-
ules and 2 DAC modules with 12-bit resolution. The key parameters of this microcontroller
are grouped in Table 1.

Table 1. Key parameters of the STM32L476RG microcontroller.

Parameter Value

Core ARM Cortex-M4 (32-bit)
Operating clock frequency Up to 80 MHz

Flash memory 1 MB
SRAM memory 128 kB

DMA 14-channel
Key communication interfaces USB OTG, 3× I2C, 5× USART, 3× SPI, CAN

ADC 3 × 12-bit
DAC 2 × 12-bit

Comparators 2× ultra-low power

The NUCLEO-L476RG evaluation board is equipped with ST-Link/V2, which allows
flash programming and microcontroller debugging. The power supply of the module is
flexible, being possible both via USB and from an external voltage source (3.3 V, 5 V, and
7–12 V). There are also three built-in LEDs on the PCB, which indicate USB communication
(LD1), can be programmed by the user (LD2), and indicate the module’s power supply
(LD3). The ST morpho extension pin headers and ARDUINO connectors are also available
on the board for full access to all STM32 inputs and outputs. The simplified hardware
block diagram of the board is presented in Figure 1b. A detailed specification of the
NUCLEO-L476RG is available on the manufacturer’s website [35].

2.2. Motor Test Bench

Experimental tests were carried out on a specially prepared test bench consisting
of an IM with a rated power of 1.5 kW (by Indukta) and a DC motor that provided the
load torque. The real view of the motor test bench is presented in Figure 2a. The rated
parameters of the IM under test are grouped in Table 2. The IM was powered directly from
the three-phase grid. The stator winding of the IM under test was wound in such a way
that its design allowed for the physical modeling of ITSCs with a certain number of turns.
Each phase of the IM under analysis consisted of a coil with 312 turns. During the tests, a
maximum of 8 turns were short-circuited, representing 2.6% of all turns in one phase. The
schematic diagram of the phase terminals led out to the board of this winding is shown in
Figure 2b. The numbers above each piece of winding, visible in Figure 2, are the number of
turns that correspond to the taps derived from the winding. The ITSCs were carried out
without additional current limiting resistance in the shorted circuit.

The diagnostic signal, the induced voltage in the measurement coil, was measured
not only by the NUCLEO-L476RG module described in the previous section but also in
parallel for comparison purposes by a high-end DAQ card by National Instruments (DAQ
NI PXIe-4492). The DAQ card was placed in an NI PXI 1082 industrial computer. The price
of the PXIe-4492 DAQ card was, at the time of article publication, more than 300 times
higher (≈USD 8240) compared to the price of the NUCLEO-L476RG board (≈USD 25).
Moreover, the PXIe-4492 has an ADC module with a significantly higher resolution (24-bit)
compared to the NUCLEO’s 12-bit ADC.
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Figure 2. (a) Real view of the motor test bench: A—SI under test, B—DC motor (load), C—measurement
coil, and D—terminal board; and (b) diagram of the derived stator winding terminals.

Table 2. Rated parameters of the tested IM.

Name of the Parameter Symbol Units

Power PN 1500 [W]
Torque TN 10.16 [Nm]
Speed nN 1410 [rpm]

Stator phase voltage UsN 230 V
Stator current IsN 3.5 [A]

Frequency fsN 50 [Hz]
Pole pairs number pp 2 [-]

Number of stator turns Nst 312 [-]

As presented in Figure 2a, the measurement coil was mounted coaxially with the shaft.
Proper mounting of the measurement coil is necessary to apply the proposed method in
practice. The design of the used coil and its location coaxially with the shaft does not allow
the installation of the cooling fan. Nevertheless, if a fan is necessary, the measurement
coil can also be placed on the top or the side of the motor housing. In this experiment, a
measurement coil with 300 turns and a DNE copper winding wire cross-section equal to
0.35 mm2 was used.

2.3. Details of the Developed Microcontroller-Based Fault Diagnosis System

Since preliminary tests have shown that the value of the voltage induced in the coil by
the axial flux as a result of the ITSC in the IM stator winding is in the order of mV, to obtain
the best possible resolution of the measurement, the signal of this voltage was amplified
using an ultra-precise INA241A2 amplifier from Texas Instruments (Dallas, TX, USA). This
amplifier has a gain of 20 V/V, a maximum gain error of ±0.01%, a maximum voltage offset
error of ±10 μV, and a CMRR (Common Mode Rejection Ratio) of 166 dB (typically). The
amplifier was powered directly from the NUCLEO-L476RG module with a voltage of 3.3 V.

The input and output pins of the INA241A2 amplifier, a diagram of its internal
connections, and the manufacturer’s (Texas Instruments) recommended configuration, as
well as a simplified schematic diagram and a photo of the whole prepared system, are
shown in Figure 3.
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Figure 3. (a) Input and output pins of the INA241A2 amplifier, (b) a diagram of its internal connec-
tions and the manufacturer’s recommended configuration, (c) a simplified schematic, and (d) a photo
of the whole system.
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The INA241A amplifier, as shown in Figure 3, is located between the STM32L476RG
microcontroller and the measurement coil. The IN− and IN+ inputs to which the mea-
surement coil is connected are characterized by a differential mode operation. The REF1
and REF2 pins are reference pins connected to the amplifier supply voltage and GND. The
OUT pin is the output voltage, which is connected to the PC3 pin of the microcontroller,
which is programmed to operate in ADC mode; it recognizes the conversion of the analog
voltage signal induced in the measuring coil into a digital signal. In future research, it is
planned to design a customized PCB, which will contain both the microcontroller and the
amplifier on a single board. The laptop shown in the lower right corner was needed only
for data visualization purposes. In the final system implementation, all functions could be
performed by an embedded system that would indicate the information about the stator
winding and supply voltage symmetry condition.

The application responsible for the data acquisition and processing was written us-
ing the C programming language. Programming and debugging were performed in
the STM32CubeIDE environment. Visualization of the values of variables from the mi-
crocontroller’s memory during real-time operation was carried out using STMStudio
(v3.6.0) software.

3. Configuration and Verification of the Data Acquisition Process

3.1. Configuration of the Measurement and Data Acquisition Process

To enable the effective extraction of the IM stator winding fault symptoms from
the diagnostic signal, it is necessary to properly configure the measurement and signal
acquisition process that is performed by the microcontroller. The microcontroller’s pin
configuration was done using the Integrated Development Environment (IDE) developed
by STMicroelectronics (STM32CubeIDE). STM32CubeIDE is an advanced programming
platform for C/C++ languages with the ability to recognize peripheral configuration, code
generation, compilation, and debugging for STM32 microcontrollers.

The key task at the stage of preparing the measurement and acquisition of the diag-
nostic signal is to correctly configure the microcontroller pin that will be associated with
the ADC module, which converts the analog voltage signal induced in the measurement
coil into a digital signal. Pin two of port C (PC2) was configured as the input of the ADC1
module (channel 3), operated in a single-ended operation mode.

To set the sampling frequency, fp, when using the microcontroller-based embedded
system, it is necessary to configure the timer accordingly so that it generates a cyclic
interrupt every specified time, during which the voltage measurement (sampling) will be
performed. Cyclic interruptions are used to trigger actions that need to be called at the
appropriate frequency. To determine at what frequency the interrupt-generating timer
will count, it is necessary to check the microcontroller’s specification to verify which bus
provides the clocking to the timer and the clocking frequency. In this project, a 16-bit TIM6
timer was used. It was located on the APB1 bus and clocked at 80 MHz. Obtaining this
information allows the TIM6 to be appropriately configured for measurement and signal
acquisition.

The TIM6 counts from 0 to the value defined in the AutoReload Register (ARR), then
generates an interrupt, and resets the counter register to 0 (after the defined time). The
frequency of the interrupt triggering (that is the sampling frequency) fp can be calculated
according to the following equation:

fp =
fCLK_CNT

TIM_ARR + 1
, (1)

where fCLK_CNT is the clock frequency of the bus on which the timer is located, and TIM_ARR
is the value written in the ARR register.
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The fCLK_CNT equals 80 MHz, while 4000 Hz was taken as the desired value of the
interrupt trigger frequency (corresponding to the sampling frequency). Hence, the value
written in the ARR register is as follows:

TIM_ARR =
fCLK_CNT

fp
− 1 =

80 · 106 Hz
4000 Hz

− 1 = 19, 999. (2)

3.2. Verification of the Measurement and Data Acquisition Process

After configuring the peripherals required for the project, it is necessary to verify the
correctness of the measurement and signal acquisition before proceeding with the tests. In
the first step, it was verified if the TIM6 settings were configured correctly. In the timer
interrupt handler function (HAL_TIM_PeriodElapsedCallback()), an additional function was
added to negate the state of one of the test pins, which was configured as a general-purpose
output (GPIO Output). Figure 4 shows the voltage waveform at the output of the test pin
recorded using a GW INSTEK MDO-2102A (Montclair, CA, USA) digital oscilloscope. As
can be seen, the state change at the output of this pin (state 0 corresponded to ground
level, while state 1 corresponded to 3.3 V) occurred every 250 μs. This confirms the correct
configuration of TIM6 and corresponds to a frequency of 4 kHz. The interrupt service
function will be called to measure (sample) the value measured by the ADC module.

 

Figure 4. The voltage waveform at the output of the test pin was recorded using a GW INSTEK
MDO-2102A digital oscilloscope.

The INA241A2 amplifier (Dallas, TX, USA), which is used in the measurement circuit,
not only amplifies the input voltage 20 times but also adds an offset (offset) equal to half
the value of its supply voltage. In the case of the supply voltage Vs = 3.3 V, this offset
equals 1.65 V. This offset allows the ADC module to measure negative voltages. The output
voltage of the INA241A2 amplifier in the absence of input voltage and supply voltage
Vs = 3.3 V is shown in Figure 5.

As expected, the value at the output of the amplifier, when there was no input signal
connected, was close to 1.65 V. In the next step, the results of signal acquisition recognized
by the internal ADC module of the STM32L476RG microcontroller were verified. The wave-
form of the read-out digital signal after converting the analog voltage signal at the amplifier
output by the ADC module (variable ui16RawADCResult) is shown in Figure 6a. To convert
the raw ADC value to voltage, it is necessary to perform the following calculations [36]:

VADC =
VREF+

FULL_SCALE
· ADC_DATA, (3)

where VADC is the actual voltage measured by the ADC module, VREF+ is the reference
voltage value of the ADC module equal to 3.3 V, ADC_DATA is the digital value converted
by the ADC module, and FULL_SCALE is the maximum digital value of the ADC output
equal to FULL_SCALE12-bit = (212 − 1) = 4095 for an ADC with 12-bit resolution.
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Figure 5. The output voltage of the INA241A2 amplifier in the absence of input voltage (amplifier
supply voltage Vs = 3.3 V).
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Figure 6. The waveform of (a) the measured digital signal after converting the analog voltage signal
at the amplifier output by the ADC module (ui16RawADCResult), (b) the voltage after converting the
raw ADC value (fAmplifierOutput), and (c) the actual amplifier output voltage after offset and gain
compensation (fActualVoltage).

Figure 6b shows the waveform of the fAmplifierOut variable carrying the information
about the voltage after converting the raw ADC value according to Equation (3). This value
coincides with the waveform recorded using a digital oscilloscope (Figure 5). After taking
into account the offset compensation and gain introduced by the amplifier, the waveform
of the actual voltage at the output of the amplifier (variable fActualVoltage) is shown in
Figure 6c. The value was close to 0, confirming that the measurement and acquisition
configuration were correct in the absence of input voltage.

The final step in verifying the correct configuration of the ADC module was to measure
a sinusoidal voltage signal with an amplitude of 50 mV and a frequency of 50 Hz, generated
using the NI myDAQ card and the NI ELVISmx Function Generator environment. The
waveform of this signal, recorded using a digital oscilloscope, is shown in Figure 7a, while
the measurement at the output of the amplifier by the ADC module of the STM32L476RG
microcontroller, after offset and gain compensation (×20), is shown in Figure 7b. The FFT
amplitude spectrum is shown in Figure 8. The frequency range of the spectrum includes
frequencies from 0 to 2000 Hz, which is due to the adopted sampling frequency of 4000 Hz.
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Figure 7. (a) The waveform of a sinusoidal voltage signal with an amplitude of 50 mV and a frequency
of 50 Hz generated using the NI myDAQ card and the NI ELVISmx Function Generator environment
(recorded using a digital oscilloscope), and (b) the waveform of the generated signal after conversion
and offset compensation measured by the ADC module of the STM32L476RG microcontroller.
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Figure 8. The FFT spectrum of a sinusoidal voltage signal with an amplitude of 50 mV and a frequency
of 50 Hz measured by the ADC module of the STM32L476RG microcontroller.

Based on the analysis of the results of the conducted verification of the reliability of the
measurement and signal acquisition, it was concluded that the configuration was carried
out correctly and the noise level was at a satisfactorily low level of about −125 dB.
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4. ITSC and Unbalanced Supply Voltage Symptom Extraction Based on the Voltage
Inducted by Axial Flux

Due to the limited accuracy of the technological processing of machine components,
IMs are characterized by the presence of certain asymmetries in electrical or magnetic
circuits. The effect of these imperfections is the occurrence of leakage fluxes, the value of
which will depend on the level of asymmetry of the motor. Since the axial flux finds its
source in the currents flowing through the motor windings, faults to the electrical circuits
will also be reflected in this signal. In the case of an undamaged motor, the axial flux
will have a very low value, close to zero [37]. In the following subsections, the effect of
the stator winding faults and unbalanced supply voltage on the waveform of the voltage
inducted by the axial flux, as well as on its FFT spectrum, will be analyzed. This will
allow the assessment of the possibility of extracting the symptoms of these abnormal motor
conditions using a low-cost system.

4.1. Stator Winding Faults (ITSCs)

To verify the validity of the measurement performed with the NUCLEO-L476RG
evaluation board, the initial results were compared with those obtained with a high-end NI
data acquisition board (DAQ), which has a built-in ADC module with a resolution as high
as 24 bits. Figure 9a shows a comparison of the waveform of the induced voltage in the
measurement coil by axial flux, umc, for an unloaded IM with undamaged stator winding
(Nsh = 0, Nsh—number of shorted turns), measured using the NUCLEO-L476RG module
and the DAQ NI PXI-4492 card. As expected, based on the analysis of these waveforms,
the value of the induced voltage in the absence of a stator winding fault was very low;
the signal amplitude was about 4 mV. The results obtained for the DAQ NI PXI-4492
measurement card and the STM32L476RG microcontroller were similar. Figure 9b shows a
comparison of the umc waveform for the same drive system operating conditions but with
8 shorted turns (Nsh = 8) in the IM stator winding. As a result of the damage to the stator
winding, the value of the amplitude of the voltage induced by the axial flux increased by
about 10 times. Again, both the measurement and data acquisition methods yielded similar
results, confirming the correctness of the measurement and signal acquisition performed
by the developed low-lost system.
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Figure 9. The waveform of the umc measured using the NUCLEO-L476RG module and DAQ NI
PXI-4492 measurement card for an unloaded motor and (a) Nsh = 0, (b) Nsh = 8.
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The effect of the stator winding fault can also be seen in the FFT spectrum of the
induced voltage signal as an increase of the selected characteristic frequency components.
These harmonics are described by the following equation [37]:

fsp = k fs ± n
1 − s

pb
= k fs ± n fr, (4)

where:

fs—fundamental frequency of the supply voltage;
fr—rotational frequency;
pp—number of pole pairs;
s—slip;
n—1, 3, 5, . . ., 2pp − 1;
k—consecutive positive integers (1, 2, 3 . . .).

Figure 10 shows the FFT spectra of the umc measured using the NUCLEO-L476RG mod-
ule and the DAQ NI PXI-4492 measurement card for an unloaded motor and
Nsh = 0 (Figure 10a) and Nsh = 8 (Figure 10b). Based on the analysis of these figures,
it was concluded that the amplitudes of the harmonics seen in these spectra were similar
for both methods of measurement and signal acquisition. The spectrum when the signal
was measured with the DAQ NI PXI-4492 card had a lower noise level (by about 30 dB).
The higher noise level for the NUCLEO-L476RG did not adversely affect the analysis of the
harmonic values. The spectra also show selected stator winding fault-specific frequency
components, calculated according to Equation (4). By comparing the spectra shown in
Figure 10a,b, it is possible to find the largest increase in the harmonic corresponding to
the frequency of the supply voltage (fs = 50 Hz) as a result of the damage. The results
confirmed the correctness of the measurement carried out using the NUCLEO-L476RG.
Therefore, further detailed analysis will be performed only for the proposed solution based
on the embedded system.
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Figure 10. The FFT spectrum of the umc measured using the NUCLEO-L476RG module and DAQ NI
PXI-4492 card for an unloaded motor and (a) Nsh = 0, (b) Nsh = 8 (fs = fsN = 50 Hz, fr = 24.9 Hz).
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Figure 11a shows the waveform of the umc for the measurement using the NUCLEO-
L476RG module, the motor loaded with the rated torque (TL = TN, TL—load torque.), and
different severities of the stator winding fault (Nsh = 0, Nsh = 2, Nsh = 4, and Nsh = 8).
Based on the analysis of these waveforms, it can be seen that there was a clear trend of
increasing umc amplitude values as the fault deepened. The FFT spectrum for the same
operating conditions and degrees of stator winding fault is shown in Figure 11b. Based on
the analysis of the amplitudes of characteristic frequencies, it can be concluded that the
largest increase in amplitude due to ITSCs was seen for the fs component. An increase in
other harmonics calculated according to Equation (4) can also be observed, especially the
fs − fr, fs + fr, fs + 5fs, and 3fs components.
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Figure 11. (a) The waveform and (b) the FFT spectrum of the umc measured using the NUCLEO-
L476RG module, for a motor loaded with rated torque and different severities of the stator
winding fault.

The effect of Nsh in the IM stator winding and the TL level on the increase in the
amplitudes of the characteristic fault frequencies (fITSC), fs − fr, fs + fr, fs + 5fs, and 3fs,
in the FFT spectrum of the um, is shown in Figure 12. The increase in the value of the
Adiff (fITSC) amplitudes is calculated as the difference between the amplitude value for the
undamaged winding and a given number of shorted turns. Based on the analysis of the
results shown in Figure 12, it can be concluded that the value of the amplitude of the fs
component increased significantly already with 1 shorted turn in the stator winding. In
addition, only a very small effect of the load torque was visible. A similar trend was seen
for the fs + fr (Figure 12c) and 3fs (Figure 12e) components. Nevertheless, the increases in
the amplitudes of these components due to ITSCs were lower compared to the amplitudes
of fs. For the fs − fr, and fs + 5fs frequency components, the increase in amplitudes due to
the ITSC did not occur for the entire range of analyzed stator winding conditions and TL
levels. Thus, it can be concluded that monitoring the amplitude of the fs and optionally
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fs + fr components can allow the detection of the IM stator winding fault at an early stage
of its propagation (Nsh = 1).
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Figure 12. The effect of Nsh in the IM stator winding and TL level on the increase in the amplitude
of the selected frequency components: (a) fs, (b) fs − fr, (c) fs + fr, (d) fs + 5fr and (e) 3fs in the FFT
spectrum of the umc.

4.2. Unbalanced Supply Voltage

To introduce a condition of power supply voltage unbalance, each of the phases of the
IM under study was supplied by a single-phase autotransformer allowing stepless voltage
regulation. The supply voltage value in one of the phases (phase A) was reduced from
230 V to 210 V. The analyzed levels of the supply voltage unbalance are grouped in Table 3.
The supply voltage unbalance coefficient, αu2, was calculated as the ratio of the negative
sequence supply voltage component to the positive sequence supply voltage component.

192



Energies 2024, 17, 387

Table 3. Analyzed levels of the supply voltage unbalance.

The RMS Value of the Supply Voltage of the
Phase C

Supply Voltage Unbalance Coefficient αu2

230 V 0.08%
228 V 0.32%
225 V 0.57%
220 V 1.39%
215 V 2.23%
210 V 2.84%

The waveforms of the voltage induced in the measuring coil by the axial flux for
different levels of power supply unbalance are shown in Figure 13. Based on the analysis of
these waveforms it can be concluded that the effect of the power supply unbalance on the
amplitude of the umc was significantly less visible compared to the effect of ITSCs. For the
analyzed range of supply voltage unbalance levels, the umc amplitude was close to 5 mV.
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Figure 13. The waveforms of the voltage induced in the measuring coil by the axial flux for different
levels of power supply unbalance.

The FFT spectrum of the umc measured using the NUCLEO-L476RG module for an
unloaded motor (Figure 14a), a motor loaded with the rated load torque (Figure 14b), and
different power supply unbalance levels is presented in Figure 14. Based on the analysis of
these spectra, it can be concluded that there was an increase in the amplitude of the fs + 2fr
and 3fs − 2fr frequency components as a result of the supply voltage unbalance.

One of the most important observations is that the frequency components that in-
creased as a result of the ITSC did not change their value due to the unbalanced supply
voltage, and the other frequency components (fs + 2fr and 3fs − 2fr) appeared. This may
allow the distinguishing between these two abnormal conditions (stator winding fault and
unbalanced supply voltage). Nevertheless, a more detailed analysis is needed.

The effect of the supply voltage unbalance level and TL on the increase in the am-
plitudes of the frequency components that increased the most significantly in the case of
the ITSC (fs and fs + fr), and the characteristics for supply voltage unbalance (according to
Figure 14) (fs + 2fr, and 3fs − 2fr) are presented in Figure 15. Based on the analysis of these
results, it can be concluded that the values of the amplitude of the fs and fs + fr did not
increase as a result of the unbalanced supply voltage. The amplitude increase of the fs + 2fr
component was visible already with an αu2 value of 1.39% (the phase voltage RMS value
reduced to 220 V). In the case of the 3fs − 2fr frequency component, the increase as a result
of the unbalanced supply voltage was more irregular for different levels of load torque but
still visible. Thus, it can be concluded that monitoring the amplitude of the fs + 2fr, and
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optionally 3fs − 2fr components can allow the detection of the unbalanced supply voltage
of the IM drive.
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Figure 14. The FFT spectrum of the umc measured using the NUCLEO-L476RG module, for
(a) an unloaded motor, and (b) a motor loaded with rated load torque, and different power supply
unbalance levels.
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Figure 15. The effect of unbalanced supply voltage level and TL on the increase in the amplitude of
the selected frequency components: (a) fs, (b) fs + fr, (c) fs + 2fr, and (d) 3fs − 2fr in the FFT spectrum
of the umc.
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4.3. Influence of the Power Supply Method on the Amplitude Increase of the Selected Harmonics

In the present work, special attention was paid to the IM powered directly from the
grid. Nevertheless, the effectiveness of the ITSC symptom extraction was also verified for
the IM powered by a Danfoss VLT AutomationDrive FC-302 inverter. The FFT spectra of the
umc measured using the NUCLEO-L476RG module for a motor loaded with rated torque,
the different severity of the stator winding fault, and the IM supplied by a Danfoss VLT
AutomationDrive FC-302 inverter, for three different values of fs, are shown in Figure 16.
Based on the analysis of the results, it can be concluded that both in the case of the IM
powered directly from the grid and a voltage source inverter, there was an increase in the
amplitude value of the fs component as a result of the ITSCs. It confirms the versatility of
the proposed solution in terms of the power supply method.
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Figure 16. The FFT spectra of the umc measured using the NUCLEO-L476RG module for a motor
loaded with rated torque, different degrees of stator winding fault, and power supply from voltage
source inverter, (a) fs = 50 Hz, (b) fs = 40 Hz, and (c) fs = 30 Hz.
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4.4. Discussion of the Key Results and Plans for Future Research and Development

Experimental tests made it possible to evaluate the performance of the developed
embedded system, analyze the effect of the IM stator winding fault and an unbalanced
supply voltage on the voltage induced in the measurement coil by the axial flux, and extract
the symptoms that appear in the FFT spectrum of this voltage as a result of these abnormal
conditions. The key discoveries are as follows:

• The results of the measurement and signal acquisition process performed using the
developed embedded system based on the STM32L476RG microcontroller did not
differ from the results obtained using the high-end PXIe-4492 DAQ measurement card
by NI;

• The ITSC in the IM stator winding resulted in a significant increase in the amplitude of
the umc regardless of the level of the load torque. The greater the severity of the fault,
the greater the increase in amplitude;

• The unbalanced supply voltage of the IM drive did not lead to an increase in the
amplitude of the umc;

• The value of the amplitude of the fs component in the umc FFT spectrum increased
the most as a result of the ITSC already with one shorted turn in the stator winding.
The amplitudes of the fs + fr and 3fs components also increased, but the increase was
smaller compared to fs;

• The value of the amplitudes of the fs + 2fr and 3fs − 2fr (particularly) components in
the umc FFT spectrum increased the most due to the unbalanced supply voltage;

• The distinguishing between the two abnormal conditions analyzed (stator winding
fault and unbalanced supply voltage) were recognized based on the monitoring of
the amplitudes of the fs (characteristic for stator winding fault) and the 3fs − 2fr
(characteristic for unbalanced supply voltage) components;

• The developed method of monitoring the condition of the IM stator winding proved
to be effective not only in the case of an IM supplied from the grid but also by
the inverter.

Even though the developed system, despite its low cost, already at this stage al-
lows monitoring of the condition of the IM stator winding and the symmetry of the
supply voltage, it will be developed in the future and improved with important functions
to meet the requirements for modern drive systems that are associated with the Indus-
try 4.0 paradigm. There are many specific areas for future research and development
(R&D), including:

• The improvement of the proposed system with the addition of a module that, based on
the input vector consisting of statistical information about the voltage signal induced
in the measuring coil by the axial flux and the values of harmonic amplitudes, will
automatically indicate the state of the stator winding and the symmetry of the supply
voltage;

• The integration of the amplifier and microcontroller on a single, specially designed
compact PCB that can be mounted at the installer’s convenience;

• An extension of the functionality of the developed system to measure other diagnostic
signals, such as stator phase currents, and the ability to detect other types of faults,
such as broken rotor cage bars, bearing faults, and others;

• An extension of the functionality of the developed system with other mathematical
apparatuses that can be used for diagnostic signal processing to extract the symptoms
of ITSC and unbalanced supply voltage, such as STFT;

• Adding the function of predicting the possibility of a given failure of the analyzed
machine; an extension with the functionality called predictive maintenance;

• The analysis of application possibilities and industry areas where the developed
system could be also applied.

From the above points, the first step will be to fully automate the process of monitoring
IM stator winding conditions and supply voltage symmetry using AI (machine learning
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and deep learning) techniques. A simplified block diagram of the flow of diagnostic
information processing from the measurement of the signal on the monitored object to the
automation of the process of inferring its condition (including the parts that have already
been implemented and future R&D plans) is shown in Figure 17.

 

Monitored IM Measurement and 
acuqisiton of the umc

umc

Calculation of the umc waveform 
statistical information 

(e.g. RMS), FFT analysis 

Already implemented Plan for future R&D activities

Automation of the IM fault diagnosis
(Artificial Intelligence-based)

Feature 
vector

Figure 17. Simplified block diagram of the flow of diagnostic information including the parts that
have already been implemented and future R&D plans.

5. Conclusions

The experimental results presented in this paper confirmed the feasibility of using a
module based on a low-cost ARM Cortex-M4 core microcontroller to monitor the condition
of the IM stator winding based on the voltage induced in the measuring coil by the axial
flux. The experimental results also proved that FFT analysis of this signal made it possible
to extract symptoms of an incipient ITSC, even with a single shorted turn in the stator
winding of IM. The results also showed that it was possible to detect and distinguish from
a short circuit an asymmetrical IM supply voltage based on analysis of the amplitudes of
selected harmonics in the induced voltage spectrum. This study was carried out over a
wide range of operating conditions of the drive system, including the verification of the
effect of the power supply method on the increase of individual amplitudes in the analyzed
spectrum of the voltage inducted by the axial flux.

The use of the proposed hardware implementation poses several challenges, including
those related to the correct configuration of the measurement and acquisition of the diag-
nostic signal, which is explained in detail and can be helpful in the process of preparing
an embedded system for diagnostic purposes for various types of applications. Since
the evaluation board used in this work (NUCLEO-L476RG with low-cost STM32L476RG
microcontroller) is much cheaper compared to the high-end data acquisition boards used,
such as DAQ NI PXI-4492, it has great potential for industrial applications.

Future research will focus on the development and hardware implementation (on a
low-cost microcontroller) of an algorithm that will fully automate the process of detect-
ing and classifying an ITSC in the stator winding of an IM, which will use the statisti-
cal information of the induced voltage waveform or the amplitude of selected harmon-
ics in the FFT spectrum of this signal. For this purpose, it is planned to use machine
learning algorithms whose computational complexity will allow implementation in an
embedded system.
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