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Preface

Oil and gas wells represent a unique channel in regard to oil and gas exploration and

production. The measurement, control, and optimization of oil and gas wells are crucial for

ensuring the safety, efficiency, and cost-effectiveness of drilling, logging, completion, stimulation, and

production operations. Indeed, the application and development of information theory, cybernetics,

system theory, and optimization theory have led to significant advancements in well-drilling,

logging, completion, stimulation, and production operations, with more scientific approaches

being utilized to help improve these areas of oil and gas production. Furthermore, numerous

advanced technologies have become significantly involved in the fields of measurement, control, and

optimization of wells. The accelerated exploration and development of deep-water, deep-formation,

and unconventional oil and gas resources has led to the continued challenges that are frequently

faced in the realm of oil and gas well engineering currently, such as high risks, low efficiency,

and high costs. These challenges are further compounded by complicated surface conditions,

complex geological conditions, high temperature and pressure (HTHP), strong vibrations, strong

corrosion, multi-physics, and multi-phase effects. Due to the rapid development and progress of

measurement and control technologies, big data, machine learning (ML), and artificial intelligence

(AI), the abovementioned issues are expected to become even more challenging, with interventions

being required in order to ensure the safety, high efficiency, and low costs of drilling, logging,

completion, and stimulation moving forward.

This Special Issue aimed to collect research papers and review articles encompassing the latest

advancements in measurement, control, and optimization technologies related to oil and gas well

drilling, logging, completion, and stimulation.

Tianshou Ma and Yuqiang Xu

Editors
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Oil and Gas Well Engineering Measurement and Control
Tianshou Ma 1,* and Yuqiang Xu 2
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Chengdu 610500, China
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Oil and gas wells represent a unique channel in regard to oil and gas exploration
and production [1,2]. The measurement, control, and optimization of oil and gas wells
are crucial for ensuring the safety, efficiency, and cost-effectiveness of drilling, logging,
completion, stimulation, and production operations [1–4]. Indeed, the application and
development of information theory, cybernetics, system theory, and optimization theory
have led to significant advancements in well-drilling, logging, completion, stimulation,
and production operations, with more scientific approaches being utilized to help improve
these areas of oil and gas production [1–4]. Furthermore, numerous advanced technologies
have becoming significantly involved in the fields of well-measurement, control, and
optimization. The accelerated exploration and development of deep-water, deep-formation,
and unconventional oil and gas resources has led to the continued challenges that are
frequently faced in the realm of oil and gas well engineering currently, such as high risks,
low efficiency, and high costs [5–8]. These challenges are further compounded by the
complicated surface conditions [9], complex geological conditions [10], high temperature
and pressure (HTHP) [11], strong vibrations [12], strong corrosions [13], multi-physics [14],
and multi-phase effects [15]. Due to the rapid development and progress of measurement
and control technologies, big data, machine learning (ML), and artificial intelligence (AI) [16–
18], the abovementioned issues are expected to become even more challenging, with
interventions being required in order to ensure the safety, high efficiency, and low costs of
drilling, logging, completion, and stimulation moving forward.

This Special Issue, “Oil and Gas Well Engineering Measurement and Control” (https://
www.mdpi.com/journal/processes/special_issues/Oil_Gas_Well_Engineering_Measurement_
Control), showcases the latest advancements in the measurement, control, and optimization
technologies related to oil and gas well drilling, logging, completion, and stimulation,
featuring a total 33 original articles authored by 167 scientists from China, Egypt, Germany,
Iraq, Kuwait, Russia, Saudi Arabia, Slovakia, Thailand, and the USA.

1. Advances in Oil and Gas Well Design and Drilling

Contribution 1 proposed a site selection model for multi-well pads of shale gas de-
velopment in mountainous areas that incorporates both surface pad and underground
wellbore construction costs, and it is based on digital elevation model (DEM) data. The
optimal site selection can help to minimize the environmental damage and total costs of
shale gas well construction.

Contribution 2 developed an optimization method for the lateral length of shale-gas
horizontal wells, integrating geological, engineering, and economic factors. The economic
lateral length was determined through a net present value model, and comprehensive as-
sessments were conducted to identify the cost-optimal lateral lengths of shale gas horizontal
wells in the Changning Block.

A mechanical specific energy (MSE)-based approach was formulated in Contribution
3, with the aim of detecting deep formation pore pressure. This new technique involved
correcting downhole torque on bit (TOB), weight on bit (WOB), and revolution per minute

Processes 2024, 12, 1034. https://doi.org/10.3390/pr12051034 https://www.mdpi.com/journal/processes1
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(RPM) data in order to obtain a more accurate MSE value under the conditions of compound
drilling. This approach is anticipated to overcome the limitations of the compaction theory,
creating a significant advantage over traditional pore pressure detection methods.

A cutting-edge method for detecting gas kicks using modern drilling technology and
sophisticated software was detailed in Contribution 4. An investigation into the most
appropriate procedure for gas well control, utilizing both the “driller’s method” and the
“wait and weight method”, was conducted, and the correctness of the procedure in regard to
gas well control was verified using the reaction to a gas kick from a well drilled in Hungary.

Contribution 5 involved the establishment of an experimental device for examining
the friction between planes throughout periodic changes in normal force. The results of this
experiment were used to modify the amplitude distribution model, featuring an average
error between experiment and calculation of 3.28%. It is anticipated that this innovative
concept will be implemented to reduce drill-string drag in drilling engineering.

The authors of Contribution 6 designed a new downhole robot actuator that incorpo-
rates a planetary roller screw mechanism (PRSM). The mechanical behaviors, contact load
distribution, and fatigue life of this PRSM in the downhole robot system were investigated.
It is believed that the work of this contribution will establish a solution to the challenges of
high-accuracy and long-life transmission in downhole robot systems.

Contribution 7 discussed a discrete element model that could simulate the cutting of
pebbled sandstone via a polycrystalline diamond compact (PDC) cutter, and the influence
of composite impact load on the cutting performance and vibration behavior was also
simulated and examined. The results revealed that the composite impactor can markedly
enhance the rate of penetration (ROP), diminish vibration, and also safeguard drill bits and
measurement while drilling (MWD) instruments in gravel-bearing formations.

Contribution 8 hypothesized a thermal-hydro-mechanical coupling model capable of
investigating the bottomhole stress and rock breakage mechanism involved in deep-well
drilling. The influence of formation properties and wellbore conditions on the bottomhole
stress was also simulated and evaluated. In future, this detailed article should assist in
comprehending the bottomhole stress and rock breakage mechanisms involved in the in
deep-well drilling process.

Contribution 9 proposed a surface axial vibration technology to reduce the drag
force of the drill-string in horizontal wells. This would consequently enhance the WOB
transfer efficiency, the ROP, and the extended-reach limit of horizontal wells. The results
demonstrated that the amplitude and frequency of the exciting force are the primary factors
influencing the efficacy of surface vibration.

A stick–slip vibration model of the drill-string based on the multidimensional torsional
vibration model was put contemplated in Contribution 10, and the impact of WOB, rotary
torque, and rotary speed on stick–slip vibration was also emulated and discussed within
the article. Finally, the drilling parameters were optimized for three different types of
formations, namely those that were soft, medium-hard, and hard.

Contribution 11 conducted a comprehensive evaluation of global well-killing tech-
nology while also developing a formula for the blocking compositions that prevent the
fluid loss during well-drilling operations. The physico-chemical, rheological, and filtration
properties were subjected to rigorous testing, and the efficacy of the formula in complex
conditions was validated. The solution provides a valuable means for enhancing fluid-loss
control in carbonate reservoirs.

2. Advances in Oil and Gas Well Cement and Completion

Contribution 12 presented a potential breakthrough pressure model for the cement
matrix and interfacial transition zone in underground gas-storage wells. The proposed
model was verified by using a breakthrough-pressure-testing device and program. This
work can be employed to assess the sealing capacity and sustained casing pressure of the
cement–casing system in underground gas-storage wells.
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Contribution 13 put forward a novel elastoplastic model for the cement sheath under
acid fracturing conditions. The 3D yield state of cement and temperature stress were
taken into account. The generation and evaluation mechanisms of the microannulus were
analyzed and clarified. This study can provide theoretical guidance for the preventing of
cement sealing failure and sustained casing pressure.

Contribution 14 provided a comprehensive overview of the characteristics of casing
deformation observed in shale gas wells in the Sichuan Basin. The primary factors that
exert a significant influence on casing deformation in shale gas wells were identified. To
prevent casing deformation, it is recommended to optimize well trajectory, improve casing
strength and cementing quality, or optimize fracturing operations.

Contribution 15 proposed an improved wellbore temperature and pressure model
in offshore HTHP production wells. The implementation of the gas−liquid two-phase
separated method has resulted in a notable improvement in the accuracy of the calculations
in comparison to that of the traditional model. This model can be utilized to facilitate a
comprehensive safety assessment of offshore HTHP production wells.

Contribution 16 hypothesized an elastic-plastic assessment model of the gas sealability
of a sphere-type premium connection. The influence of make-up torque on gas sealability
and contact pressure was investigated, and the additional make-up torque exerted a
profound influence on gas sealability. This method can be utilized to optimize the structural
design and technical parameters.

Contribution 17 presented a novel 3D stress analytical solution for the casing-cement-
formation system in an inclined well. A comparative analysis of the previous models
indicates a tendency to overestimate the absolute values of stress components and the po-
tential for failure of the casing and cement in both 2D and 3D scenarios. This novel solution
provides a foundation for benchmarking numerical simulation and a rapid assessment of
wellbore integrity.

Contribution 18 proposed a transient surge pressure model for casing running. A multi-
density slurry column structure integrated with an accurate wellbore pressure calculation
and exerting annular back pressure was utilized to address the issue of casing running in a
narrow safety mud-window formation. This approach is capable of achieving the desired
outcomes of leak-proofing and pressure stabilization.

Contribution 19 developed a numerical temperature and pressure prediction model for
steam injection in shale oil wells. The utilization of this model allows for the optimization of
completion methods and injection-production parameters, thereby reducing the incidence
of casing damage and enabling the extension of the casing’s operational life.

3. Advances in Oil and Gas Well Production and Monitoring

Contribution 20 proposed a novel water holdup measurement approach, which can
be utilized for monitoring the oil−water two-phase production profile in horizontal wells.
The test prototype was used for dynamic testing on the horizontal well simulation facility.
This novel approach is anticipated to address the challenges associated with water holdup
profile measurements in horizontal wells.

Contribution 21 introduced an accurate detection system for the scale thickness in
three-phase flow inside the oil pipes based on the attenuation of gamma rays. This detection
system consists of a dual-energy gamma source and a sodium iodide detector. The system
is capable of accurately detecting the scale value with the use of a single detector, thereby
providing a solution to the problem of sediment scale settlement.

Contribution 22 conducted a computational fluid dynamic (CFD) simulation to inves-
tigate the impacts of fluid state, pressure distribution, sand volume, and particle sizes on
the erosion rate of the electric choke valve in HTHP gas wells. This study can be utilized to
optimize the layout of the electric choke valve, thereby reducing the associated costs and
the number of required switching wells.

Contribution 23 conducted a CFD simulation to investigate the methane movement
in the goaf drained by a large-diameter drilling machine under “U”-shaped ventilation.

3
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The ideal spacing between large-diameter boreholes and the optimal distance between the
borehole and the upper corner were deliberated.

Contribution 24 saw the proposal of a dynamic model of sealing surfaces for the
premium connection, and the hysteresis features and energy dissipation mechanism of
sealing surfaces were analyzed. The results demonstrated the effectiveness of energy
dissipation theory in the analysis of the sealing performance of the premium connection,
which contrasts with the traditional static contact analysis.

Contribution 25 developed a novel perforation-creating approach for thorough hydro
jetting fracturing. This approach allows for the precise control of the perforation position,
angle, and length in true triaxial hydraulic fracturing specimens. The true triaxial acid
fracturing experiments were conducted. The perforation created by the novel approach
exhibited a high degree of similarity to that observed in situ. The acid pretreatment was
found to be an effective method of dissolving minerals, resulting in a notable reduction in
breakdown pressure of 7.7 MPa.

Contribution 26 developed a dynamic simulation system for HTHP ignition. The
system is designed to facilitate real-time monitoring and recording of oxidation parameters
during the combustion process of crude oil. The experiments were performed to determine
the ignition point of crude oil under a range of pressure conditions, heating rates, oil–water
ratios, and gas injection rates. This system can provide essential data for the implementation
of the project and numerical simulation.

4. Application of ML and AI in Oil and Gas Well Engineering

A new approach involving the combining of supervised and unsupervised ML was
postulated by Contribution 27. This method is aimed at joint predicting produced water and
natural gas associated with oil production from unconventional reservoirs. The approach
has been demonstrated to achieve an accuracy of 91% in joint prediction. Such model-
derived outlooks can assist operators in formulating management or remedial solutions.

Contribution 28 put forward a comprehensive artificial neural network (ANN) model
for the prediction of formation permeability. The ANN model was trained using approxi-
mately 500 core data points collected from the Western Desert and Gulf regions of Egypt.
The results demonstrate that the ANN model is capable of accurately forecasting core
permeability with a high degree of precision, achieving a 98% accuracy rate.

Contribution 29 presented a finite element model (FEM) for shale gas production with
free and adsorbed gas in both the matrix and fractures, and an ANN model was developed
to predict the gas rate and inflow performance in shale reservoirs. The proposed ANN
model exhibits considerable robustness and predictive capability in relation to gas rate
prediction in shale reservoirs.

Contribution 30 developed a multiscale generative adversarial network-based image
inpainting method for the treatment of formation micro imager (FMI) images. The residual
blocks were incorporated into the U-Net network with the objective of enhancing the
quality of the filled logging images. In contrast to the majority of existing filling algorithms,
the proposed method demonstrated superior performance when applied to images of
complex lithology.

Contribution 31 proposed a novel pattern-recognition-based approach to the early
detection of kick in offshore drilling. This approach integrated data filtering, pattern
recognition, Bayesian framework, and multiphase flow models. The results demonstrated
that the proposed approach exhibited a high precision in monitoring early kick while
maintaining a low false positive rate.

Contribution 32 established an integrated framework combining the sparrow search
algorithm (SSA) with the long short-term memory (LSTM) neural network. The integration
of data-driven techniques and mechanistic models has resulted in an improvement in the
precision of forecasting formation fluid-loss pressure, as well as the generation of valuable
insights for the prevention of lost circulation during drilling.
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Finally, Contribution 33 proposed a lost circulation prediction model combining the
improved whale optimization algorithm (WOA) and bidirectional long short-term memory
(BiLSTM) algorithm. In comparison to the LSTM, the BiLSTM, and WOA-BiLSTM models,
the improved WOA-BiLSTM model demonstrated superior performance in terms of lost
circulation prediction, as proposed in this study. This was evidenced by a 22.3%, 18.7%,
and 4.9% higher prediction accuracy, respectively.
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Abstract: Drilling and completion platform construction is a fundamental part of oil and gas reservoir
development, and the location of construction directly affects the whole process of shale gas drilling
and development. Due to the complex surface conditions and fragile ecological environment in
mountainous areas, having an appropriate platform location can significantly reduce shale gas
development and environmental costs. The DEM (digital elevation model) includes geographic
elevation, surface complexity, land use type, and other data, so it can be used for rapid site selection
for shale gas multi-well pad drilling. In this study, first, research results related to drilling platform
site selection were analyzed and summarized, and then a platform site selection method aiming to
minimize the total well construction cost was developed. Second, the well construction costs were
decomposed into the surface construction costs and the underground construction costs, and the
site selection model with the lowest total multi-well pad construction costs was established. Third,
ground feature data obtained from DEM (digital elevation model) processing were substituted into
the site selection model and solved using the genetic clustering algorithm. Finally, two practical cases
were used to verify the research method developed in this study. The results show that the platform
site selection results can be used to not only guide the formulation of development plans, but also to
reduce the scope of the field investigation in the process of site selection, reduce the intensity of field
work, and improve the work efficiency.

Keywords: shale gas; multi-well pad drilling; platform location; genetic clustering algorithm

1. Introduction

The success of the “shale gas revolution” in the United States and the rapid growth of
shale gas production in China have proven that the multi-well development mode has a
significant impact on the improvement of shale gas development efficiency [1,2]. The shale
gas production cycle has a direct impact on commercial development benefits. Shortening
well construction time, accelerating production, and improving development efficiency
are the only ways to realize commercial development, resulting in higher requirements
for shale gas development engineering technology. The location of a multi-well drilling
platform for shale gas directly affects the total drilling footage, which, in turn, affects
the total cost of drilling and completion. In addition, the location of the platform has a
great impact on the cost of the preliminary infrastructure construction, the difficulty of
drilling and completing wells, and the implementation of stimulation measures for shale
gas development. Under the current trend of the integration of geology and engineering in
shale gas development, the determination of the platform and well location in pre-drilling
engineering designs should first meet the geology and engineering requirements. When the
complex surface shape does not meet the construction requirements, the wellhead position
should be adjusted within the surface range permitted by the underground geological
targets [3]. The marine shale development area in South China is considered to be the most
promising shale gas block in existence [4–6]. However, the complex surface conditions
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in the area impose constraints on shale gas well placement, heavy cargo transportation,
water and electricity supplies, and environmental protection, increasing the costs and
technical difficulty of shale gas development in the area. Therefore, scientific site selection
for multi-well pad drilling is an important prerequisite for the efficient development of
shale gas.

Devine and Lesso [7] established an optimal location planning model for offshore
platforms with the objective of minimizing drilling costs. Later, Frair and Devine [8]
extended the above model, taking into account factors such as the platform construction
cost and output at each stage, and optimizing the model with the goal of maximizing the
net present value. Costa [9], Dogru [10], Grimmett [11], Garcia-Diaz JG [12], and others
also conducted further studies on this problem. Rodrigues H W L [13], Walesca [14], and
Mohammed Almedallah [15] et al. established a location optimization model for offshore
drilling platforms and proposed a linear programming model that minimizes the overall
development costs of a given oilfield. It addresses the number, location, and capacity of
production platforms; the number and location of wells; where manifolds must be installed;
the interconnections between platforms, manifolds, and wells; and whether each part of
the well should be vertical or horizontal. Zeeshan Tariq [16–20], Mohamed Mahmoud [21],
Mohammad Rasheed Khan [22], and Ah-med Sadeed [23] used machine learning, particle
swarm optimization, and other methods to optimize drilling and completion plans and
injection–production plans in real time, achieving results that significantly improved their
economic indicators.

Ge Yunhua et al. [24] established an optimization model aimed at minimizing the
sum of the investment in oilfield surface engineering construction and oil and gas well
construction, studying the internal rules concerning the size, number, and position of plat-
forms and the investment in oilfield surface engineering construction and oil and gas well
construction under the technical condition of horizontal well clusters. Yan Tie [25] investi-
gated well targets, such as the objective function of minimizing the sum of the horizontal
projection distance using projection disjoint or fewer intersections as constraint conditions.
They constructed a well cluster distribution model using the ant colony algorithm, which
can be used to quickly identify the optimal distribution plan for the wellhead; however,
they did not consider that the difference between the actual well track and the projection
may lead to errors in the model. Liu Zhen et al. [26] used graph theory and the weighted
center problem of network analysis to develop an optimal selection model for choosing the
location of the central platform for offshore oil fields. Shi Yucai [27] considered the drilling
target distribution and the minimum target horizontal displacement sum of squares as
the optimization targets, basing their construction on the number of platforms. Regarding
subordinate well relations, they used a combination of several different ocean drilling
platform location optimization model scenarios. Then, they used the dynamic clustering
analysis method for the evaluation.

According to the distribution of geological targets, Li Wenfei et al. [28] established a
mathematical programming model for the location optimization of clustered well drilling
platforms, solving the model with the genetic algorithm. Based on the minimum sum
of total well depth method, Zhang Yuchen et al. [29] comprehensively considered the
influences of the different drilling costs of different well types on the platform location and
optimized the platform location. Wang Zhiyue et al. [30] used the drilling learning curve
of the “well factory” to establish and solve a position optimization model for a horizontal
well platform under the well factory mode. Huo Hongbo et al. [31] established position
optimization technology based on an economic evaluation of an integrated exploration and
development platform in the Bohai Sea through a comparison between the new production
platform based on the exploration of the well’s location and the optimization scheme
without considering the location of the exploration well platform. This was combined with
an investigation of the influence of the location of the exploration well’s building platform
on the drilling difficulty.
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Although there have been many achievements regarding the optimization of drilling
sites or platform positions, all of the developed methods have some limitations: (1) The
common site selection method uses topographic and geological mapping combined with a
field investigation to identify the appropriate location for a well drilling site. However, the
traditional method mainly depends on the person’s subjective judgment, so it is difficult to
consider the complex location factors and their influences, and China’s enriched areas of
shale gas resources located in places such as forests or mountains cannot rely on having
artificial universal coverage advantageous drilling areas in field investigations, which
eventually leads to the development of a scheme to meet the demands of drilling and the
subsequent project. (2) All of the research methods fail to take into account the restrictions
of the surface conditions in terms of their effects on platform site selection, which has
a significant impact on the construction of shale gas drilling pads (from the aspects of
construction cost and environmental protection). Based on previous research results, this
study analyzed the influence of surface conditions on platform site selection and developed
a multi-well drilling pad site selection method based on regional digital elevation data to
produce site selection results that are more suitable for the efficient development of shale
gas in areas with complex surface conditions.

2. Problem Statement and Formulation

Of the total reservoir development costs, drilling and fracturing costs account for a
large proportion. Since the fracturing costs are not affected by the location of the platform,
the impact of the fracturing costs is not considered when the optimization goal is to
minimize the well construction costs. After determination of the reservoir development
plan, the more drilling and total footage of the drilling pad there is, the more land area
is required, the greater the surface construction costs for the drilling pad and for moving
and installing the rig are, and the greater the total well construction costs of the platform
are. Therefore, for a certain number of drilling pads, the total cost of well construction
should be the lowest possible to achieve the maximum development benefit. On the basis
of geological modeling, the locations and number of target points are known, and the
optimization objective is to minimize the total well construction costs of the horizontal
pad. A multi-objective optimization model was established for the location of the shale gas
platform to optimize the location of the multi-well drilling pad.

Based on the known coordinates of the underground well pattern, the surface mor-
phological characteristics, the land use, and various cost standards, investment in shale gas
development and construction can be divided into two aspects. On one hand, there is the
investment in drilling pad construction, including the construction costs of the platform
or well site and the cost of moving or installing drilling rigs. On the other hand, there are
the costs related to underground well construction, mainly drilling and completion costs.
Thus, the total investment in shale gas multi-well drilling pad construction is

C = CG + CD (1)

where C is the total investment in platform development and construction (in 104 $), CG is
the ground construction investment of the platform (in 104 $), and CD is the investment in
the underground well construction of the platform (in 104 $).

2.1. Ground Construction Cost Model

The amount of land required for shale gas development depends on the density of the
well cluster, the size of the well cluster, the number of wells in each well cluster, and the
specific conditions of the shale reservoir being developed. Shale gas development typically
uses the factory drilling model with multiple horizontal wells on a single tablecloth. This
significantly reduces the land use demand, especially in mountainous areas of southern
China and in places with complex surface conditions. The area of the multi-well drilling
pad for shale gas is determined by the number of wells on the platform, the well layout,
and the rig configuration. The platform wellhead arrangement can be divided into single
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layout and double layout wells. Drilling operations can be completed by single or double
drilling rigs. Commonly used drilling rig models can be divided into “ZJ50” and “ZJ70”
drilling rigs. The “ZJ50” drilling rig is suitable for drilling operations with depths of less
than 5000 m, and the “ZJ70” drilling rig is used for drilling operations with depths of more
than 5000 m. In addition, the “ZJ70” drilling rig is equipped with more equipment than the
“ZJ50” rig, and the cost of rig installation and relocation is also more than for the “ZJ50” rig.
Therefore, it is necessary to select a suitable type of rig to complete the drilling project at
the lowest possible cost.

In addition, the area of the well site should also meet the requirements of drilling and
fracturing operations. According to the demands of the well site for shale gas development
and construction, a calculation model for the drilling platform area was established:

S = [XR + (N/A− 1)× 5]×YA (2)

where S is the area of the platform well site (in m2); XR is the length of the well site which
drilling with different rig, such as a single drilling rig (XR = 65 m), double “ZJ50” drilling
rig (XR = 105 m), or another drilling rig combination (XR = 115 m); and YA is the width of
the well site which set with different layout wells. For single-layout wells, this is YA = 50 m;
for double-layout wells, it is YA = 80 m. N is the number of platform cloth wells and A is
the platform wellhead arrangement, where a single well has a value of A = 1 and a double
well has a value of A = 2.

The Digital Elevation Model (DEM) is a digital simulation of a topographic surface or
a digital representation of a topographic surface form developed with limited topographic
elevation. The DEM is equally spaced in the horizontal and vertical directions, and the
plane coordinates of the grid dot are hidden in the column number, which is usually stored
in the matrix structure; that is, the elevation values of the grid cells are recorded one-by-one
according to the row (or column). When adopting the DEM for site selection optimization,
the accuracy of the DEM in the study area is ε (in m). Then, the regional DEM can be
divided into grids with a size of ε × ε, and platforms with different well layouts and rig
configurations can be transformed into a region composed of X/ε × Y/ε DEM grids.

The costs involved in well site construction include the land requisition costs, well site
leveling costs, and infrastructure construction costs. The land requisition fee is determined
by the local government according to the area occupied and the type of land requisitioned.
It can be expressed as

Czd = S× Czds × K (3)

where Czd is the platform land acquisition cost (in 104 $), Czds is the unit price of the land
acquisition cost (in 104 $/m2), and K is the land type coefficient occupied by the platform.

The cost of well site leveling is determined by the level and area of land occupied by the
well site: the smaller the elevation difference is, the flatter the land will be, and the less basic
engineering needed to level the well site. Therefore, in terms of site selection, a location
with the flattest surface possible, a gentle slope, and a small degree of cutting should be
chosen. DEM raster data are used to extract the raster average elevation difference to
represent the land flatness, which can be specifically expressed as

Cpz = S×∑Ng
i=1 Gi × Cpzs. (4)

where Cpz is the cost of well site leveling engineering (in 104 $), Cpzs is the unit price for
well site leveling in (104 $/m3), Ng is the number of grids that make up the platform, and Gi
is the elevation difference in grid i (in m). Gi is calculated using the average elevation of a
single grid minus the average height of all grids in the well site. It is a single grid elevation
difference that levels a well site to the same elevation throughout the grid. Above average
heights can be extracted from the DEM data. The quantity of the well site can be determined
from the composition of the well site elevation difference for all grids multiplied by the
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area of the corresponding grid, where positive values indicate excavation and negative
values indicate filling, both of which are included in the engineered area.

Multi-well drilling pad infrastructure engineering mainly involves leveling the well
site, tamping the foundation, laying the ground of the well site, and building the foundation
conditions before drilling. Thus, the cost of the multi-well drilling pad infrastructure project
is mainly determined by the area of the well site. It can be expressed as

Cpc = S× Cpcs (5)

where Cpc is the cost of infrastructure construction projects (in 104 $) and Cpcs is the unit
price of the infrastructure project cost (in 104 $/m2).

Multi-well pad drilling for shale gas can significantly reduce rig moving and installa-
tion costs. In general, the fewer platforms there are in the block, the less the rig moves, and
the lower the rig moving cost is. The moving and installing costs of the platform rig are
determined by the number of wells on the platform, the method of well placement, and the
configuration of the rig. They can be expressed as

Cm = Cm1 + Cm2 × (N − 1)/A + Cm3/A (6)

where Cm is the cost of moving and installing the rig (in 104 $), Cm1 is the initial installation
cost of the rig (in 104 $), Cm2 is the cost of translating the well within the same row (in 104 $
per unit of time), and Cm3 is the cost of moving the drill well between rows (in 104 $ per
unit of time).

Based on the above analysis, the surface construction cost of a multi-well drilling pad
can be expressed as

CG = Czd + Cpz + Cpc + Cpr + Cm (7)

2.2. Drilling and Completion Cost Model

The costs of drilling and completion are determined by the well structure, borehole
trajectory, drilling construction procedure, and drilling and completion technology. When
the drilling and completion plan for the block have been determined, the main factors
affecting the drilling and completion costs are the shape of the well track and the length of
footage. Once the reservoir engineer has determined the well location, the target position,
vertical depth, and horizontal section length of the horizontal well are all fixed. When the
platform position changes, the wellbore trajectory and well depth change with the wellhead
position, resulting in changes in the drilling and completion costs.

The well trajectory design generally follows the following principles: (1) ensuring
that the purpose of drilling directional wells is achieved; (2) consideration of the ground
conditions; (3) correct selection of the deflection point, borehole curvature, and maximum
deviation angle; and (4) a profile design that is conducive to safe and fast drilling whilst
also reducing drilling costs [32]. Under the premise of satisfying the drilling purpose,
the vertical section should be kept as long as possible, and in order to adjust the vertical
depth at the end of the deflection section and improve the hit target rate, we adopted the
three-dimensional profile of the “vertical section + increasing deviation section + steady
deviation section + torsional azimuth section + horizontal section” to determine the well
trajectory. When calculating the trajectory parameters of a 3D horizontal well, it is necessary
to first provide some trajectory parameters and then determine the rest of the trajectory
parameters and the total footage.

In Figure 1, O is the wellhead position, Ka is the deviation building point, Kb is the
initial point in the stabilized section, Kc is the end point in the stabilized section, TA is the
first target in the horizontal section, and TB is the end target in the horizontal section. R1
and R2 are the curvature radii of the deflection section and the torsional azimuth section,
respectively. L1, L2, L3, and Lh are the length of the building section, the length of the steady
slope section, the length of the torsion bearing section, and the length of the horizontal
section, respectively.
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The known conditions include the TA coordinates of the first target in the horizontal
section (Xti,Yti,Zti), the Ka coordinates of the deflection point (Xki,Yki,Zki), the well inclina-
tion angle α3, the azimuth angle ϕ3, and the deflection slopes K1 and K2 of the deflection
section and torsional azimuth section. According to the analytical method used in [33,34],
the building section length L1, the steady section length L2, the torsional azimuth section
length L3, as well as the well inclination angle α2 and the azimuth angle ϕ2 in the steady
section were obtained through the following steps.

The solution to the 3D borehole trajectory design model was transformed into three
dimensional nonlinear equations:





2(Ts + L2)Lm + 2(Tt + L2)Ln + 2(1− cos θ)LmLn = H2 − L2
2

K1
2Lm

2[Ts + (1− cos θ)Ln + L2] = 2Lm + (1 + cos θ)Ln + L2 − Ts
K2

2Ln
2[Tt + (1− cos θ)Lm + L2] = 2Ln + (1 + cos θ)Lm + L2 − Tt

(8)

where H is the straight distance between the building angle and the first target (in m); Ts
and Tt are the projection lengths of the straight segment KATA on the direction vector of
the skew point and the horizontal segment, respectively (in m); and θ is the angle between
the borehole direction vector at the deflection point and the borehole direction vector in the
horizontal section.

H =

√
(xt − xk)

2 + (yt − yk)
2 + (zt − zk)

2 (9)

Ts = zt − zk (10)

Tt = [(xt − xk) cos ϕ3 + (yt − yk) sin ϕ3] sin α3 + (zt − zk) cos α3 (11)

Suppose that





x = Lm
H

y = Ln
H

z = L2
H

, and x, y, z ∈ (0, 1); meanwhile,

{
t1 = Ts

H
t2 = Tt

H
,

{
k1 = K1

H
k2 = K2

H
,

{
a = 1− cos θ
b = 1 + cos θ

. Thus, the ternary nonlinear equations can be transformed into





k1
2x2(t1 + ay + z) = 2x + by + z− t1

k2
2y2(t2 + ax + z) = bx + 2y + z− t2

2(t1 + z)x + 2(t2 + z)y + 2axy = 1− z2
(12)
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The nonlinear equations can be quickly solved by the quasi-analytical method, and the
design parameters of borehole trajectory were obtained. The values of the central angles θ1
and θ2 of the two arc segments can be calculated using the following formula:

cos θ1 = cos α2 (13)

cos θ2 = cos α2 cos α3 + sin α2 sin α3 cos(ϕ3 − ϕ3) (14)

After solving the track design parameters, the calculation expression of the total track
footage of a single well hole can be obtained as follows:

Li = Lv + L1 + L2 + L3 + LH (15)

In summary, the total well depth of the horizontal well on the platform is

LT = ∑N
i=1 Li. (16)

The drilling and completion cost is a function of the well depth and the drilling and
completion cost, expressed as

CD = ∑N
i=1(Lvi × Pvs + Lki × Pks + Lhi × Phs). (17)

where Pvs is the unit price of drilling and completion in the vertical section (in 104 $/m),
Pks is the unit price of drilling and completion in the deflecting section (in 104 $/m), and
Phs is the unit price of drilling and completion in the horizontal segment (in 104 $/m).

2.3. Constraint Conditions

In order to avoid fishhook boreholes and reduce the drilling difficulty, the center of
the platform should be located in the polygon area composed of all targets, that is, the
boundary of the area where all well targets are selected for the platform:

{
xmin < X < xmax
ymin < Y < ymax

(18)

According to the requirements of oil drilling HSE, the selected platform site should be
no less than 500 m away from the plane of residence:

√(
X± XR

2
− xh

)2
+

(
Y± YA

2
− yh

)2
≥ 500 (19)

where (xh,yh) are the grid coordinates of human settlements (in m).
The selected position of the platform should not occupy agricultural land or a river

water source. Based on the DEM grid data of land use in the block, unsuitable site selection
areas such as agricultural land and river water source areas were removed, and the feasible
region R for the platform’s location was determined:

(X, Y) ∈ R (20)

In order to obtain the range of R, different types of DEM data (such as elevation data,
land use type data, etc.) are used for a Boolean operation, and the intersection is obtained
as the area in line with the site selection requirements.

3. The Method and Process Used to Solve the Optimization Model

Because the subordination relationship between the platform and the well is known,
the exhaustive method can be used to solve the optimization problem; however, because
of the large amount of calculations involved, the genetic algorithm is used to solve the
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location problem. The genetic algorithm is a simulated evolutionary process of the random
search algorithm. First, randomly generated values that satisfy the restrictions of the actual
problem are used as the initial solution set (parent), and then through genetic coding,
genetic operations such as selection, crossover, and mutation determine the offspring
solution from the parent solution to better adapt to the given fitness function and determine
the optimal solution to the problem, or to approximate the optimal solution [35]. The basic
process of solving the genetic algorithm is shown in Figure 2.

1 
 

 
Figure 2. The process of determining the genetic algorithm solution.
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As shown in Figure 2, firstly, the model is initialized, and the chromosome encod-
ing and decoding rules are determined. Secondly, a population is randomly generated,
and the chromosomes in the population are taken as the primary solution. Thirdly, the
required length and width of the well site are determined according to the well layout
method corresponding to the initial solution, and the location of the well site is obtained by
grid clustering based on the center coordinates of the initial solution according to certain
rules. Fourth, the platform construction cost model and drilling cost model are used to
calculate the platform construction and drilling costs, respectively, which are put into the
site selection model to obtain the platform location and the total cost of well construction
corresponding to the initial solution. Fifth, the fitness of individuals in each initial popula-
tion is calculated according to the fitness function, and the fittest individuals are selected to
pass on to the next generation. All of the other chromosomes randomly generate mutation
and crossover positions for the offspring solution set and retrieve the level of fitness. Sixth,
the fitness of the new generation of individuals is recalculated. The best chromosome
is selected to move to the next generation, whilst the remaining the chromosomes cross
and mutate. The third step is performed until the condition indicating the end of the
algorithm is reached. Finally, the optimal solution decoded is used as the optimal site
selection scheme.

3.1. Initialization and Encoding

The initial population size is generated by random selection. The encoding method is
mixed, and the chromosome form is “well layout + rig configuration + well site location
(the grid position of the center of the well site)”. The specific encoding method is as follows:

In terms of the well layout code, a single layout well is indicated by “1”; double-
arranged wells are indicated by “2”.

The drilling rig configuration codes are as follows: “1” for “ZJ50”, “2” for “ZJ70”, “3”
for “ZJ50 + ZJ50”, “4” for “ZJ50 + ZJ70”, and “5” for “ZJ70 + ZJ70”.

In terms of platform center position coding, the grid number is coded from any vertex
in the feasible site area. For example, in the double-layout well mode, the “ZJ50 + ZJ70”
drilling rig is used, and the grid number of the platform center is (113,230), so the chromo-
some code is “1301130230”.

3.2. Cluster

The length and width of the platform were calculated according to the well distribution
mode corresponding to the chromosome and rig configuration. The grid corresponding
to the chromosome code was taken as the platform center, and the grid within a certain
distance was clustered with the central grid to form the platform. Then, the grid covered
by the platform was

{
OR ± (X/2ε + 1)
OC ± (Y/2ε + 1)

or
{

OR ± (Y/2ε + 1)
OC ± (X/2ε + 1)

(21)

where OR and OC are the row and column numbers of the platform’s center grid, respectively.

3.3. Selection

Taking the grid corresponding to the platform center position as the platform center,
the length and width of the platform, the platform construction cost for all grids within
the platform range, and the drilling and completion costs from the target point to the
platform center position were determined to form the fitness function. Optimal preservation
strategies were adopted to ensure that the chromosome with the highest fitness function
value in each generation could be further inherited:

fi = M− CGi − CDi (22)

where f is the fitness of the chromosome and M is an infinite number.
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3.4. Crossover

The crossover operation can randomly exchange some genes from two chromosomes
and generate new chromosomes. After crossover of the genes, it may appear that individu-
als do not meet the constraints of site selection. Therefore, the strategy of partial matching
crossover is adopted. The specific method used to determine the intersection position is
as follows:

Pc = random(1, 4) (23)

where Pc is the cross location and random(1, 4) represents the random generation of an
integer between 1 and 4.

3.5. Mutation

The mutation operation can randomly change the selected chromosome genes, which
can avoid the solution process falling into local convergence. For every part of each
offspring in the cross offspring set, a random number is generated. If the random number is
less than the mutation probability, the location of the mutant gene is determined according
to Equation (23), and the corresponding mutant gene is randomly determined within the
corresponding gene boundary range to form a new chromosome.

3.6. Calculated Fitness

The fitness levels of all chromosomes were recalculated. The chromosomes with
the greatest fitness levels in the father generation were copied to the offspring, and the
chromosomes with the least fitness in the offspring generation were eliminated, forming a
new offspring population. We then returned to step (3.2).

3.7. Termination of the Algorithm

The value of the chromosome fitness function in the population tends to be stable,
which represents the convergence of the algorithm, and the algorithm terminates.

4. Results and Discussion

According to the established site selection model, the location of the multi-well drilling
pad, the arrangement of the platform wellhead, and the configuration of the drilling rig can
be obtained with a minimal well construction cost by solving the site selection model under
the conditions of the known target coordinates of the horizontal section, the coordinates
of the building deviation point, and the relevant parameters of the directional well. The
parameters involved in the model solution are shown in Table 1.

Table 1. Basic calculation parameters obtained from experience.

Parameter Value Parameter Value

Czds ($/m2) 0.01 Pvs ($/m) 500

Cpzs ($/mp) 150 Pks ($/m) 1500

Cpcs ($/m2) 160 Phs ($/m) 2500

Cm1 ($)—ZJ50 120,000 Cm1 ($)—ZJ70 160,000

Cm2 ($)—ZJ50 19,000 Cm2 ($)—ZJ70 28,000

Cm3 ($)—ZJ50 33,000 Cm3 ($)—ZJ70 45,000

K (barren land) 1 K (forest) 1.2

4.1. The First Case

The Y well group is located in Xuyong County, Luzhou City, Sichuan Province, which
is located in the southern margin of the Sichuan Basin. The highest altitude in this area
is 1304 m; the lowest altitude is 480 m. These altitudes represent a mountain landform
with a deeply local topography cut. The area has convenient transportation and lush
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trees throughout. It is an environmentally sensitive area. There are five horizontal wells
in the well group. The target layer is the Lower Silurian Longmaxi Formation, which is
generally distributed in a comb shape on the plane and has a horizontal section length of
1000–1200 m, a well spacing of about 340 m in the horizontal section, and a depth of 500 m
for the inclination point. Table 2 shows the specific drilling design of the Y well group.

Table 2. Y well group drilling design.

Npw
Target Coordinates

Lh
xi yi zi

Y1 1664 1456 909 1200

Y2 1393 1247 934 1030

Y3 1084 1145 961 1000

Y4 763 1089 986 1100

Y5 396 1141 1016 1100

According to the geological design data from the well group, a single well arrangement
mode was adopted, and the length and width of the well site were determined to be 85 m
and 50 m by the platform area model. The center coordinates of the platform are (1207,1483)
and the corresponding rig model is “ZJ50” under the condition of the lowest cost obtained
by the genetic algorithm. As shown in Figure 3., the selected location is easily accessible
for engineering vehicles and is nonagricultural, which meets the HSE requirements for
shale gas drilling. The drilling design data show that the actual drilling platform centers
are located at (1496,1223), and the center of the selected platform is 388 m away from the
actual drilling platform center; however, there are many farmers around the actual drilling
platform, and the nearest farmer anomaly platform is only 80 m, which proves that the site
selection method in this paper is feasible and effective.
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4.2. The Second Case

The J59 well group is located in Fuling District, Chongqing City in China, which is
located in the transition zone between basins. The terrain is mainly low mountains and
hills and is generally high in the southeast and low in the northwest, with the highest
elevation being 1977 m and the lowest being 138 m, mostly ranging from 200 to 800 m. The
surface conditions are extremely complex. A total of six horizontal wells were deployed
and designed in the well group. The target layer was shale gas intervals of Upper Ordovi-
cian Wufeng Formation–Lower Silurian Longmaxi Formation, and the drilling rig was
configured as a dual drilling rig. The specific design is shown in Table 3.

Table 3. The drilling design of the J59 well group.

Npw zk
Target Coordinates

Lh
xi yi zi

J59-1 1000 3427 79 2533 1300

J59-2 1500 3427 679 2860 1300

J59-3 1450 3427 1279 2478 1300

J59-4 1700 1730 1279 2548 1700

J59-5 1600 1550 679 2566 1500

J59-6 900 1230 79 2618 1200

In order to avoid complex wellbore orbits and reduce the difficulty of drilling engi-
neering, different well layout methods in the feasible platform location regions can be
preliminarily determined according to the drilling design data. The area of the following
platform is then determined according to the actual demands of the well site, as shown in
Table 4.

Table 4. Possible wellhead alignment, combined with the rig configuration.

No. Npw A DM S (m2) XR (m) YA (m) Feasibility

1 6 1 ZJ50 + ZJ50 6500 130 50 Infeasible

2 6 1 ZJ50 + ZJ70 7000 140 50 Feasible

3 6 1 ZJ70 + ZJ70 7000 140 50 Feasible

4 6 2 ZJ50 + ZJ50 9200 115 80 Infeasible

5 6 2 ZJ50 + ZJ70 10,000 125 80 Feasible

6 6 2 ZJ70 + ZJ70 10,000 125 80 Feasible

As shown in Figure 4., the maximum designed drilling depth of the J59 well group
is 4710 m. According to the principles of drilling rig selection, “ZJ50” and larger drilling
rigs should be selected. The load capacity and configuration of drilling rig equipment
should meet the required well drilling depth of 5000 m, so the “ZJ50 + ZJ50” drill rig
configuration scheme was deleted. According to the above model, the length of the well
site was determined to be 125 m and the width was determined to be 80 m. Combined with
the DEM of the well area, the feasible platform site selection area was determined. Based
on the model of minimum well construction costs for the platform, the central coordinate
of the platform (the grid position of the center of the well site) with the double-layout
well and “ZJ50 + ZJ70” rig configuration was determined to be located at (2475,949), with
civil houses located 580 m southeast of the selected location. Transportation in the area is
convenient, the nonagricultural land is nearly 350 m away from the actual drilling platform
center, and the area meets the HSE requirements for shale gas drilling.
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5. Conclusions

Shale gas development is a capital-intensive project, and well construction investment
accounts for the largest proportion of total oilfield construction investment. Rapid site
selection under complex terrain conditions can effectively shorten the time required to
formulate development plans, and making shale gas to be rapidly developed and put into
production. From the perspective of the time value of capital, rapid well construction and
initiation of production can significantly improve development benefits.

By analyzing the factors influencing well construction cost, a construction cost model
of the shale gas factory multi-well pad and a drilling cost model were established and a site
selection scheme with minimum construction costs for the pad was proposed. The drilling
data from the first case were used to determine the location of the drilling platform, which
was 388 m away from the platform’s location; the selected location was found to meet
the requirements of drilling engineering and HSE, proving the feasibility of the location
selection model. In the second case, a quick site selection method was used to determine
the characteristics of the single pad and double layout well, where the length and width
of the well field were 125 m and 80 m, respectively. The selected rig configuration was
“ZJ50 + ZJ70”, and the selected wellsite location was 350 m away from the actual location.
The analysis shows that the method is not only applicable to platforms with known well
group relations, it is also applicable to symmetry relations of unknown situations, as it is
able to quickly choose a platform under complex initial position surface conditions on the
basis of further evaluation of the multi-well drilling pad position, and it can greatly reduce
the exploration field work required, thereby improving productivity.

This paper discussed the feasibility of rapidly identifying the location of a shale gas
multi-well drilling pad using the DEM, but there are still some factors that have not been
fully considered, such as the different angle penetration lengths in the strata, complex
geological structures, the sensitivity of the factors that affect costs, and the speed analysis
and comparison of algorithms. Moreover, the location methods for the resolution of terrain
data used in the article have a higher level of demand, and if the resolution increases,
the corresponding lattice grid number increases four-fold. Thus, the algorithm should be
improved to improve its speed and accuracy.
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Abstract: Horizontal wells with extended lateral lengths and large-scale hydraulic fracturing are a key
technology for shale gas development. Lateral length is the key factor in determining the production
and economic benefits of horizontal wells. Therefore, based on geology–engineering–economy
integration, a method for optimizing the lateral length of shale-gas horizontal wells is established.
Through fracture-shape prediction, productivity simulation and input–output analysis, the net
present-value model of the technical–economic evaluation of the economic lateral length is established.
A comprehensive evaluation of lateral lengths in Changning Block is then conducted. The results
show that, under the current geological, engineering, and economic conditions in Changning Block,
a horizontal well with a lateral length between 175 m and 3508 m is economically viable, and the
optimal economic lateral length is 2000 m. The porosity and thickness of the reservoir matrix,
the production time, the drilling investment, and the price of the natural gas wellhead in the first year
have a great impact on the economic lateral length. On one hand, we can increase the drilling rate by
increasing the technical research and development efforts. On the other hand, we can improve the
construction management level to reduce investment and reasonably increase the price subsidy to
optimize the lateral length of shale-gas horizontal wells.

Keywords: shale gas; horizontal well; economic lateral length; geology–engineering–economy
integration

1. Introduction

Energy is the blood of modern society and industrial civilization. China is gradually
transforming into a green, low-carbon-energy society, taking steps towards human devel-
opment as its economy is in a period of steady development. However, at this stage, fossil
energy remains the pillar of China’s energy consumption, with coal, oil, and natural gas
accounting for 85.7% of its primary energy consumption [1]. Natural gas is a relatively
clean, low-carbon fossil fuel. It is a practical alternative to low-carbon sources. According
to the resource evaluation results, China’s shale-gas resource endowment is outstanding,
with 21.8 × 1012 m3 of technically recoverable resources. However, the current proven rate
is only 4.79%. The industrial exploitation of shale gas cannot be realized because of its
ultra-low porosity, low permeability, and a lack of production capacity depending on the
natural energy of the formation. The horizontal well, combined with large-scale hydraulic
fracturing technology, has enabled the industrial exploitation of shale gas, which resulted
in the shale-gas revolution in the U.S.A. and demonstrated the great value of shale-gas
development in China.

After more than ten years of technology tracking, technology transplantation, and
independent research and development, China has mastered a series of technologies for
shale-gas development using horizontal wells and large-scale hydraulic fracturing. Hori-
zontal wells are a core technology utilized to realize the commercial development of shale
gas. The lateral length, which determines the contact area with shale-gas reservoir and the
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effective length of hydraulic fracturing, is an important technical parameter in determining
the productivity of a horizontal well [2,3]. Therefore, it is necessary to determine the
economic lateral length of horizontal wells in shale-gas development. Most existing studies
focus on the limited technical length of a shale-gas horizontal well from the perspective
of drilling or oil production, considering wellbore stability, pump pressure and wellbore
friction. Few studies focus on the economic lateral length of shale-gas horizontal wells.

Based on a genetic algorithm, Liu Yusong et al. [4] optimized the lateral length of a
horizontal well using the coupling model of the horizontal wellbore and reservoir, taking
into account the flow state of fluid in the wellbore, the friction pressure drop, and other
factors. Guo Xiaole et al. [5] established the hydraulic extension limit model of extended-
reach wells, which showed that the formation safety density window and the maximum
allowable total pressure loss were objective constraints on the hydraulic extension limit
of extended-reach wells in the Liuhua Oilfield in the South China Sea. Under the existing
equipment conditions, the hydraulic extension limit was mainly limited by the pump
pressure in the slope-stabilizing section, and the hydraulic extension limit length of the
slope-stabilizing section was 6500~7200 m. The horizontal extension length of horizontal
wells were determined by different factors and could be divided into three parts, including
the acceptable cutting bed height, cutting lifting efficiency, pump pressure, total circu-
lation pressure loss, well bottom pressure, and formation fracture pressure [6]. Based
on the established calculation model of the circulating pressure loss of horizontal wells,
Xu Kunji et al. [7] studied the lateral extension ability of horizontal wells and found that the
hydraulic extension ability of horizontal sections was affected by factors such as drilling
fluid density, the rated pressure of drilling pumps, the height of cutting beds, and the
drilling-fluid displacement. Jin Xiuju et al. [8] suggested that the lateral length of horizontal
wells in the Puguang Gas Field should be maintained within 400–600 m according to the
productivity data obtained from a single-well geological model simulation and the analysis
of factors such as reservoir thickness and productivity requirements. Yuan Junliang et al. [9]
conducted an integrated-rock mechanical study to evaluate the wellbore stability of a shale
horizontal well. The results showed that wellbore instability was related to the bedding
plane and azimuth angle.

Based on the horizontal-well productivity model, Chen Yaohui et al. [10] built an
equation demonstrating the relationship between the cost of the lateral section and the
production of a horizontal well to determine the optimal lateral length of a horizontal well
in a block in Daqing, combined with economic indicators such as the investment payback
period and net present value. Zhou Yingjie [11,12] proposed that the optimal lateral length
of oil wells in the area should be 200~250 m, determined via statistical analysis, numerical
simulation, analyzing actual data from the Shengli Oil Region, as well as a comprehensive
economic evaluation. T. Ariadji et al. [13] established the relationship function between
the cumulative gas production and the lateral length to quickly determine the economic
lateral length of a horizontal well, combined with the economic evaluation method. Based
on the model proposed by Fan Zifei, Zeng Xiaojing et al. [14] reasonably assumed and
simplified the flow of fluid in a reservoir to establish a new model to determine the optimal
lateral length of a horizontal well, with the impact of various drilling costs and oil prices
fully considered. Hu Junkun et al. [15] established the relationship curve between the net
present value and the lateral length of a horizontal well by determining the reasonable
production of the gas well and using numerical simulation software to dynamically predict
the production capacity of the gas well. They then determined the optimal economic value
of the lateral length of the horizontal gas well and conducted a sensitivity analysis of
factors such as the formation coefficient, natural gas price, and operating cost. Rammay
et al. [16] pointed out that the NPV of a shale-gas horizontal well can be maximized by
optimizing the lateral length and hydraulic fracturing operation parameters. Dosummu
et al. [17] determined the optimal lateral length and well parameters of a specific reservoir
based on the net present value method. They also discussed the impact of crude-oil
viscosity, horizontal permeability, and well diameter on the productivity of horizontal
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wells. Kalantari et al. [18] studied the effects of porosity, permeability, reservoir pressure,
production layer thickness, horizontal well length, natural fracture length, and density on
shale-gas production by using a numerical simulation method. The above parameters were
prioritized with the net-present-value theory and method. Lu Honglin et al. [19] built a
model for evaluating the technical and economic limit of the lateral length of a horizontal
well in a low-permeability gas reservoir based on the input–output analysis method and
discussed the influence of production parameters, gas reservoir parameters, and economic
parameters. Based on the productivity prediction of horizontal wells, Wang Dawei et al. [20]
and Sun Huachao et al. [21] built a model for evaluating the economic lateral length of a
horizontal well under specific parameters, taking into account fixed investments such as
drilling and completion, operating costs, and oil and gas sales revenue. The simulation
results of an integrated geological and engineering model and the calculation results of
economic limit production showed that only gas wells with a horizontal section length
of 2000 m could realize economic development, and a single-well EUR had to be more
than 154 million cubic meters [22]. He Chang et al. [23,24] used historical production data
from the Weiyuan Shale Gas Field to predict future production by analyzing empirical
production decline, and then carried out an input–output analysis to obtain the economic
lateral length of the horizontal well in the Weiyuan Gas Field. Zhang Jijun et al. [25]
optimized the drilling-platform location of a shale-gas multi-well pad based on a digital
elevation model and construction cost analysis.

Previous studies have laid an excellent foundation for this study, but there are several
problems. (1) The research on the lateral length of shale-gas horizontal wells mainly focuses
on two aspects of the technical length: drilling engineering and gas production. (2) Only a
few studies focus on the economic lateral length of shale-gas horizontal wells, and they aim
to obtain the economic lateral length of horizontal wells in specific gas fields through the
statistical analysis of historical production data and economic evaluation, which usually
ignore the influence of different hydraulic-fracturing designs [15] and require historical
production data from the block [23,24]. This study establishes a universal method for
determining the economic lateral length of shale-gas horizontal wells, which considers the
impact of hydraulic-fracturing design based on the geological parameters of the blocks.
This method does not need to use historical production data and can be used in new
shale-gas production areas.

2. Problem Statement and Formulation

In the context of the dual-carbon strategy, oilfield enterprises should accelerate the
establishment of a method for optimizing shale-gas development based on geology–
engineering–economy integration [26], which will not only reduce the cost but can also
keep the energy supply safe and stable [27]. However, scholars have not yet established
a clear method for evaluating the economic lateral length of horizontal wells in different
shale-gas blocks from the perspective of geology–engineering–economy integration [28],
so it is necessary to carry out targeted research to realize the economic development of
shale-gas fields, especially new production blocks.

Integrated development is focused on geological research, optimizing the quality
of drilling and completion and pursuing optimal economic benefits. Based on previous
studies [15,18,23], this paper proposes a method of optimizing the lateral length of shale-
gas horizontal wells based on geology–engineering–economy integration. The process
(Figure 1) is as follows. Firstly, the geological stratification and formation mechanics pa-
rameters are obtained by interpreting the logging curves of the target well with logging
software. Secondly, based on the geological and mechanical parameters of the reservoir
in the target work area, the Stimplan software developed by NSI is used to simulate the
hydraulic-fracture distribution with the actual fracturing process parameters, so the hy-
draulic fracture half-length and conductivity values under certain fracturing operation
parameters can be obtained. Thirdly, the dynamic productivity of shale-gas horizontal
wells is predicted using the CMG software developed by the Canada Computer Simulation
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Software Group. Fourthly, an input–output analysis of shale-gas horizontal wells is con-
ducted to build a technical–economic evaluation model for the economic lateral length of
shale-gas horizontal wells. The economic lateral length is then calculated under specific
reservoir, technical, and economic parameters. Lastly, the influence of reservoir geological
parameters, technical parameters, and economic parameters on the economic lateral length
of horizontal wells is further analyzed and corresponding optimization strategies are given.
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Figure 1. Flow chart detailing the process for the optimization of the lateral length of shale-gas
horizontal well based on geology–engineering–economy integration.

3. Model for Evaluating the Economic Lateral Length of Shale-Gas Horizontal Well

In order to establish a model for evaluating the economic lateral length of shale-
gas horizontal wells, an input–output analysis is required. The investment in shale-gas
horizontal wells mainly refers to the fixed-asset investment in well construction before
production, as well as the operation cost and taxes paid after production. The output refers
to the revenue from the sales of natural gas, not including the revenue from natural gas
by-products.

3.1. Input Analysis

Shale-gas horizontal wells mainly have fixed-asset investments such as drilling,
hydraulic-fracturing construction, and surface-engineering construction, as well as op-
erating costs and taxes after production. Drilling and hydraulic fracturing have a great
impact on the economic viability of shale-gas horizontal wells [29].

3.1.1. Drilling Investment

For convenience of calculation, referring to previous studies [19,30], the drilling invest-
ment is expressed as the drilling length, which is divided into the vertical section, inclined
section, and lateral section. The drilling investment of horizontal well is

Cd = Cvd + Csd + Chd (1)

where Cd is the horizontal well-drilling investment, Cvd is the drilling investment in the
vertical section, Csd is the drilling investment in the inclined section, and Chd is the drilling
investment in the lateral section.

Each investment in Formula (1) can be given as an expression related to length.
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The drilling investment in the vertical well section can be expressed as Formula (2)
and the drilling investment in the inclined section can be expressed as Formula (3).

Cvd = CvLv (2)

Csd = CsLs (3)

where Cv is the drilling investment per unit length of the vertical well section, Lv is the
length of the vertical section, Cs is the drilling investment per unit length of the inclined
section, and Ls is the length of the inclined section.

The drilling-rig rental fee, wage cost, and rotary steering cost increase with the growth
of the lateral length of a shale-gas well, as larger lengths require bigger drilling rigs and
longer construction periods, leading to an increase in the drilling investment per unit length
in the lateral section. To facilitate this calculation, the investment in the horizontal section
is expressed as the linear quadratic equation of the length of the horizontal section, namely:

Chd = a0 + a1Lh + a2Lh
2 (4)

where a0, a1 and a2 are coefficients and Lh is the lateral length.
Combined with the drilling investment data from 16 typical horizontal wells in the

Changning Block with a well depth below 5000 m and expert suggestions, the vertical
length is determined to be 3000 m, the unit investment is determined to be 3600 CNY/m,
the inclined length is determined to be 1000 m, and the unit investment is determined to be
6000 CNY/m. The values of three constants are fitted using the least-square method, so the
relationship between the horizontal section investment and lateral length is as follows:

Chd = 1039.78 + 0.21Lh + 0.0005Lh
2 (5)

Since a 50-type drilling rig is generally used for drilling horizontal wells less than
5000 m in depth and a 70-type or even 90-type drilling rig is required for drilling the
other ten horizontal wells greater than 5000 m in depth, the investment is increased when
compared with a 50-type drilling rig. In this study, the vertical length and inclined length
are fixed, so different lateral lengths determine different types of drilling rigs. When
Lh < 900 m, a 50-type drilling rig is selected; when 900 m ≤ Lh < 2500 m, a 70-type
drilling rig is selected; and when Lh ≥ 2500 m, a 90-type drilling rig is selected. Through
investment data fitting, it is found that the investment of a 70-type drilling rig is 1.1 times
that of a 50-type drilling rig, and the investment of a 90-type drilling rig is 1.3 times that of
a 50-type drilling rig. Therefore, the final relationship between horizontal well investment
and lateral length is as follows:





Cd = (Cvd + Csd + Chd)× 1.0, Lh < 900 m
Cd = (Cvd + Csd + Chd)× 1.1, 900 m ≤ Lh < 2500 m
Cd = (Cvd + Csd + Chd)× 1.3, Lh ≥ 2500 m

(6)

3.1.2. Investment in Hydraulic Fracturing

The number of hydraulic-fracturing sections, sand consumption and liquid consump-
tion will vary with the lateral length. Additionally, the economic lateral length will vary
with the half-length and conductivity of the hydraulic fracture. Therefore, referring to the
research results of Guo Jianchun et al. [31], the hydraulic-fracturing investment is expressed
as the relationship between sand consumption, liquid consumption, and other parameters,
as follows:

C f = CwVL + CPQsd + Ccz (7)

where C f is the fracturing investment, Cw is the unit price of the fracturing fluid, VL is
liquid consumption, Cp is the unit price of the proppant, Qsd is sand consumption, and Ccz
is the cost of the fracturing truck set, packer, perforating gun, and personnel.
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In order to facilitate the calculation, using the hydraulic-fracturing investment data of
26 typical wells in Changning Block, the relationship between Ccz and fluid consumption is
derived so that the hydraulic-fracturing investment can be expressed as

C f = 0.0223VL + 0.0713Qsd + 0.85 × 10−6VL
2 + 61.82 (8)

3.1.3. Other Investments

The operation cost is directly related to the output, so the operation cost is expressed
considering its the relationship with the output. Considering the change in the oper-
ation cost per unit output of horizontal wells over time and the benchmark discount
rate, the present value of the operation cost of fracturing horizontal wells [19] can be
expressed as

Cp(t) =
t

∑
j=1

QjCmg(1 + rm)
j−1 1

(1 + i)j−1 , (9)

where Cp(t) is the net present value of horizontal well operating cost from year one to year
t, t is the production life of the horizontal well, Cmg is the unit operating cost in the first
year, Qj is the annual output of the horizontal well, rm is the annual growth rate of the
operating cost, and i is the benchmark discount rate.

Comprehensive tax on a shale-gas horizontal well mainly includes the value-added
tax, urban maintenance and construction tax, education surcharge, resource tax, and income
tax. For the sake of convenience, the comprehensive tax in this paper is expressed as the
natural-gas sales revenue multiplied by the comprehensive tax rate, so the net present
value of the comprehensive tax for horizontal wells is

Ct(t) = CI(t)rtax (10)

where Ct(t) is the net present value of comprehensive taxes required for horizontal-well
production from year one to year t, CI(t) is the net present value of natural-gas sales
revenue from year one to year t, and rtax is the comprehensive tax rate.

According to the estimation of surface-engineering construction investment in Changn-
ing Block, the surface-engineering construction investment shared by a single shale-gas
well is CNY 1~3 million.

3.2. Output Analysis

In the process of natural-gas production, considering the change in the horizontal well
production, natural-gas sales over time, and the benchmark discount rate, the net present
value of horizontal-well sales income is

CI(t) =
t

∑
j=1

QjP
(
1 + Cp

)j−1 1

(1 + i)j−1 (11)

where CI(t) is the net present value of natural-gas sales revenue from year one to year t,
Qj is the annual output of the horizontal well, P is the natural-gas wellhead price in the
first year, and Cp is the annual growth rate of the natural-gas sales.

3.3. Evaluation Model of Economic Lateral Length

The cash inflow and outflow of the shale-gas horizontal well are clarified through
input–output analysis. The cash inflow is the sales revenue from natural gas produced
by the horizontal well. The cash outflow, which is the sum of the fixed-asset investments,
operating costs, and the comprehensive taxes of the horizontal well, is as follows:

CO(t) = Cd + C f + Cdm + Cp(t) + Ct(t) (12)
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The NPV is the difference between the cash inflow and the cash outflow of the hori-
zontal well, which is

NPV = CI(t)− CO(t) (13)

The productivity numerical simulation model, established using the CMG software,
can accurately simulate the dynamic productivity of horizontal wells with different lateral
lengths under specific hydraulic-fracture half-length and conductivity conditions. Com-
bined with the established model for evaluating the economic lateral length of a shale-gas
horizontal well, it can calculate and analyze the change law of the net present value of
shale-gas horizontal wells with different lateral lengths. On this basis, the sensitivity analy-
sis method is used to analyze the influence of reservoir geological parameters, technical
parameters (production time), and economic parameters on the extreme economic lateral
length and the optimal economic lateral length.

4. Calculation Results and Discussion

Due to space limitations, this paper only calculates the economic lateral length of
one horizontal well: Well A. It is particularly important to point out that changes in
various input parameters will cause changes in the economic lateral length, which can
lead to other changes. Well A in Changning Block is a horizontal well in a county in
southern Sichuan, located in the south wing of the Ordovician top structure in the Changn-
ing anticline structure. The completed well depth is 5000 m, and the artificial bottom is
4950 m, completed with casing and the completed horizon located in the Longmaxi For-
mation. Table 1 presents a list of geological parameters such as porosity and permeability.
Table 2 provides a list of technical parameters such as horizontal-well parameters and
production parameters. Table 3 presents a list of economic parameters such as the drilling
investment, hydraulic-fracturing investment, and operation cost.

Table 1. Geological stratification results.

No.
VD (m) MD (m) Formation

PropertyTop Bottom Top Bottom

1 3333.7 3336.6 3590.2 3600.7 Gas

2 3336.6 3338.7 3600.7 3608.3 Gas

3 3338.7 3339.7 3608.3 3611.8 Gas

4 3339.7 3341.2 3611.8 3615.3 Gas

5 3341.2 3342.8 3615.3 3622.2 Gas

6 3342.8 3345.1 3622.2 3631.5 Gas

7 3345.1 3347.0 3631.5 3645.4 Gas

8 3347.0 3349.9 3645.4 3657.5 Gas

9 3349.9 3351.5 3657.5 3670.0 Gas

10 3351.5 3353.6 3670.0 3789.3 Gas

11 3353.6 3355.9 3789.3 3818.2 Gas

12 3355.9 3358.0 3818.2 3832.5 Gas

13 3358.0 3360.3 3832.5 3975.0 Gas

14 3360.3 3363.8 3975.0 4975.0 Gas
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Table 2. Reservoir geological parameters of the shale gas horizontal well.

No. Parameter Name Quantity Sign Unit Value

1 Matrix permeability K mD 0.0005 0.0010 0.0015

2 Matrix porosity φ Dimensionless 5.0% 5.6% 6.2%

3 Reservoir thickness h m 30 40 50

4 Reservoir temperature T K 365.15

5 Deviation factor of
natural gas Z Dimensionless 0.87

6 Relative density of
natural gas γg Dimensionless 0.6

7 Viscosity of natural gas µg mPa.s 0.025

Table 3. Technical parameters of the shale-gas horizontal well.

No. Parameter Name Quantity Sign Unit Value

1 Production time t year 6 8 10

3 Production
differential pressure ∆P MPa 3 5 7

4 Vertical length Lv m 3000

5 Inclined length Ls m 1000

6 Lateral length Lh m 100~3600

7 Cluster spacing Lc m 20

8 Number of
perforating clusters Sp f cluster 3

9 Well control radius Re m 400

4.1. Calculation Example
4.1.1. Geological Modeling

Logging software is used to interpret the density (DEN), compression wave (DTC),
shear wave (DTS), and natural gamma ray (GR) logging curves of Well A so that geological
stratification can be conducted, which is shown in Table 1. The static Young’s modulus (E),
Poisson’s ratio (PR), and in situ stress (STRESS) are calculated using a built-in program,
which will be used in subsequent fracturing simulations.

4.1.2. Fracturing Simulation

The lateral length of the horizontal well is 1250 m, 1200 m of which will be fractured,
and the thickness of the reservoir is approximately 20 m. The Stimplan software is used
for fracturing simulation. The length of a single fracturing section is 60 m, the number
of fracturing sections is twenty, the number of perforation clusters in each section is
three, and the cluster spacing is approximately 20 m. The average half-length of the
fracture is 180 m and the conductivity is 300 mD · m under the pumping procedure condi-
tions of 1364.7 m3 liquid consumption and 467.1 t sand consumption in a single section.
The hydraulic-fracture morphology in a single fracturing section is shown in Figure 2.
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Figure 2. The hydraulic-fracture morphology in a single fracturing section.

4.1.3. Capacity Simulation

The CMG software is used to simulate the productivity of shale-gas horizontal wells
with a horizontal lateral length ranging from 100 m to 3600 m.

4.1.4. Calculation of the Economic Lateral Length

The net present value of a shale-gas horizontal well with a specific lateral length is
calculated using the methodology shown in Figure 3, with the second parameter in the
“parameter value” field in Tables 2–4 [16,19]. The above process is repeated to obtain
the relationship curve between the NPV of the shale-gas horizontal well and its lateral
length, as is shown in Figure 4. The average half-length of the fracture is 180 m and the
conductivity is 300 mD · m.
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Table 4. The economic parameters of the shale-gas horizontal well.

No. Parameter Name Quantity Sign Unit Value

1 Natural-gas wellhead price P CNY/m3 1.159 1.275 1.402

2 Annual growth rate of natural-gas wellhead price Cp Dimensionless 5% 10% 15%

3 Benchmark discount rate i Dimensionless 6% 8% 10%

4 Investment in surface engineering construction Cdm 104 CNY 100 200 350

5 Unit drilling investment in vertical section Cv 104 CNY/m 0.36

6 Unit drilling investment in inclined section Cs 104 CNY/m 0.60

7 Unit drilling investment in lateral section Ch 104 CNY Equation (6)

8 Unit operating cost in the first year Cmg CNY/m3 0.125 0.138 0.152

9 Annual growth rate of operating cost rm Dimensionless 5% 10% 15%

10 Comprehensive tax rate rtax Dimensionless 8% 10% 12%

11 Hydraulic-fracturing investment C f 104 CNY Equation (8)
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Figure 4. Relationship curve between the NPV and lateral length when the half-length of the fracture
is 180 m.

Figure 4 has three points: Pmin, Popt, and Pmax. The NPV corresponding to the Pmin
point is 0, and the corresponding lateral length is the minimum extreme economic length
Lmin, which is 175 m. The NPV corresponding to the Pmax point is 0, and the corresponding
lateral length is the maximum extreme economic length Lmax, which is 3508 m. The NPV
corresponding to the Popt point is the largest, and the corresponding lateral length is the
optimal economic length Lopt, which is 2000 m. The selection range of the actual lateral
length is 175 m ≤ L ≤ 3518 m under the parameters used in this example. The lateral
length of the 336 production wells in Changning Block range from 800 m to 3500 m [32],
which confirms the accuracy of this study to some extent.

The optimal lateral length is largely dependent on the hydraulic-fracturing design.
Therefore, the effects of a change in the economic length of the horizontal section are
investigated, when the half-length of the hydraulic fracture is 300 m and the conductivity is
300 mD · m, as is shown in Figure 5. The optimal lateral length is still 2000 m long, but the
minimum extreme economic length decreases and the maximum extreme economic length
increases. The increase of the half-length of the hydraulic fracture increases the optional
range of the economic lateral length.
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4.2. Sensitivity Analysis and Discussion

The control variable method is adopted to study the influence of six factors on the
economic lateral length, including reservoir matrix porosity, thickness, production time,
drilling investment, natural-gas wellhead price, and benchmark discount rate. The results
are shown in Figure 6.
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Figure 6. Relationship curves between the NPV and lateral length of a shale-gas horizontal well with
six changing factors. (a) the relationship curve between the NPV and lateral length with different
matrix porosities; (b) relationship curve between the NPV and lateral length with different reservoir
thicknesses; (c) relationship curve between the NPV and lateral length with different production
time; (d) relationship curve between the NPV and lateral length with different drilling investment
values; (e) relationship curve between the NPV and lateral length with different wellhead prices;
and (f) relationship curve between the NPV and lateral length with different benchmark
discount rates.
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4.2.1. Sensitivity Analysis of Reservoir Matrix Porosity

Generally speaking, the production of a shale-gas horizontal well increases with an
increased reservoir matrix porosity, which means that a shorter lateral length is more
economical. At the same time, the maximum extreme economic lateral length will also
increase because the increase in production is enough to offset the increase in drilling
and completion investment. Figure 6a shows that, with an increase in reservoir matrix
porosity, the curve moves to the upper right, the minimum extreme economic lateral length
decreases, the maximum extreme economic lateral length increases, and the economic
benefits of a horizontal well with the same lateral length improve.

4.2.2. Sensitivity Analysis of Reservoir Thickness

There is a strong positive correlation between the productivity of a shale-gas horizontal
well and its reservoir thickness. Therefore, an increase in reservoir thickness improves
the economic benefits of horizontal wells with a shorter lateral length. Figure 6b shows
that, with an increase in reservoir thickness, the curve moves to the upper right, the
minimum extreme economic lateral length decreases, the maximum extreme economic
lateral length increases, and the economic benefits of a horizontal well with the same lateral
length improve.

4.2.3. Sensitivity Analysis of Production Time

Both production practice and academic research show that 20 years is a reasonable
evaluation period for a shale-gas horizontal well [33]. The economic viability of a horizontal
well with the same lateral length increases with production time, which leads to a larger
range of lateral length. Figure 6c shows that, with an increase in production time, the curve
moves to the upper right, the minimum extreme economic lateral length decreases, the max-
imum extreme economic lateral length increases, and the economic benefits of horizontal
well with the same lateral length improve.

4.2.4. Sensitivity Analysis of Drilling Investment

Production is certain for a horizontal well with a specific lateral length. An increase in
drilling investment indicates worsening economic benefits, leading to a smaller range of
lateral length. Figure 6d shows that, with increasing drilling investment, the curve moves
to the lower left, the minimum extreme economic lateral length increases, the maximum
extreme economic lateral length decreases, and the economic benefits of a horizontal well
with the same lateral length worsen.

4.2.5. Sensitivity Analysis of Natural-Gas Wellhead Price

For a horizontal well with a specific lateral length in a specific reservoir, the production
is certain. An increase in the natural-gas wellhead price means an increase in the gas sales
revenue, which makes the horizontal well more economical and leads to a larger range of
lateral length. Figure 6e shows that with an increase in production time the curve moves to
the upper right, the minimum extreme economic lateral length decreases, the maximum
extreme economic lateral length increases, and the economic benefits of horizontal well
with the same lateral length improve.

4.2.6. Sensitivity Analysis of Benchmark Discount Rate

The benchmark discount rate represents the expected return on investment of the
project. In terms of the investment in a shale-gas horizontal well, a high-benchmark
discount rate will lead to a smaller range of lateral length, while a low-benchmark discount
rate will lead to a larger range of lateral length. Figure 6f shows that, with an increase in
the benchmark discount rate, the curve moves to the lower left, the minimum extreme
economic lateral length increases, the maximum extreme economic lateral length decreases,
and the economic benefits of the horizontal well with the same lateral length worsen.
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Table 5 shows the minimum extreme economic lateral length, the maximum ex-
treme economic lateral length, and the optimal economic length under different factors.
The influence of the natural-gas wellhead price in the first year, the reservoir thickness,
matrix porosity, production time, drilling investment, the benchmark discount rate on the
economic lateral length, and the economic benefits of the horizontal well are weakened
in turn.

Table 5. Economic lateral length of the horizontal well with six changing factors.

No. Parameter Value Minimum Extreme
Economic Length/m

Maximum Extreme
Economic Length/m

Optimal Economic
Length/m

1 Matrix porosity
5% 189 3373 1993

5.6% 175 3508 2000
6.2% 165 3633 2004

2
Reservoir
thickness

30 m 238 2972 1875
40 m 175 3508 2000
50 m 142 3962 2009

3 Production
time

6 years 203 3143 1957
8 years 178 3350 1984
10 years 175 3508 2000

4 Drilling
investment

90% of the standard value 159 3635 2015
Standard value 175 3508 2000

110% of the standard value 191 3398 1980

5
Natural-gas

wellhead price

1.159 CNY/m3 201 3229 1986
1.275 CNY/m3 175 3508 2000
1.402 CNY/m3 154 3787 2012

6 Benchmark
discount rate

6% 165 3626 2014
8% 175 3508 2000

10% 186 3408 1987

5. Conclusions

The lateral length of horizontal wells is an important parameter in shale-gas devel-
opment. Advances in engineering technology, the optimization of management measures,
and changes in the natural-gas wellhead price will alter the economic lateral length and
the economic benefits of horizontal wells. Therefore, it is necessary to adhere to the idea of
geology–engineering–economy integration and take the following measures to optimize
lateral length.

Applying the theory of technical economics to conduct interdisciplinary research
with the aim of achieving optimized engineering technical parameters and management
measures is a practical way to reduce costs and increase the efficiency of oil and gas enter-
prises, especially as drilling technology and reservoir-stimulation technology in petroleum
engineering have peaked and revolutionary breakthroughs are rare. The optimal lateral
length of horizontal wells in Changning Block is 175~3508 m and the optimal economic
length is 2000 m under the current geological understanding, engineering technology and
production-management level. The R&D of drilling technology and management opti-
mization should be a point of focus to further improve drilling engineering and to reduce
drilling investment. On one hand, we should actively pursue the continuous improvement
of technology to achieve technical breakthroughs and continue to tackle the key prob-
lems that long horizontal sections present to drilling technologies, especially issues with
geological-steering and rotary-steering technologies, environmentally friendly anti-collapse
drilling fluids, the reduction of drilling accidents, and an improvement in penetration rates.
On the other hand, the batch drilling mode of well plants should be further promoted,
and the construction links should be optimized according to the drilling investment list.
We should promote the marketization reform of natural-gas prices and reasonably increase
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the price of natural gas in non-livelihood areas through the reasonable evaluation of the
contribution of shale gas to the “dual-carbon” strategy. Subsidies should be established
considering the price of shale gas in high-risk blocks or upstream production blocks to
maintain competitive shale-gas wellhead prices and a certain annual growth rate.

This article discusses a method for optimizing the economic lateral length of shale-gas
horizontal wells. However, there are still several factors that have not been considered,
such as reservoir heterogeneity, early exploration investment, and workover investment.
Moreover, only a single-factor sensitivity analysis has been carried out, which cannot fully
meet the actual requirements on-site. The estimation of drilling investment and hydraulic-
fracturing investment is relatively rough, affecting the accuracy of the economic length of
the horizontal section. Therefore, a multifactor sensitivity analysis should be conducted
and the drilling investment and hydraulic-fracturing investment should be refined in the
next step to further improve engineering practices.
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Abstract: The detection of the formation of pore pressure while drilling is of great importance to
ensure safe drilling operations. At present, the dc-exponent concept is mainly used to detect pore
pressure while drilling. The dc-exponent concept is based on the theory of shale compaction, which is
limited when used in carbonate rocks. A mechanical specific energy (MSE)-based method is proposed
to detect pore pressure in deep, complex intervals. The method is based on the theory that the energy
consumed by the bit to break and remove a unit volume of rock can reflect the effective stress and
pore pressure of the rock in situ. In this paper, a torque and weight on bit (WOB) transfer model is
proposed for estimating the downhole torque and WOB using drill string mechanics. Meanwhile, the
rotary speed and torque of the positive displacement motors under compound drilling are considered,
and the model of total MSE under compound drilling is modified. The MSE-based method was used
to estimate the pore pressure in a region in western Sichuan, and there is a good agreement between
the detected and measured pore pressure. The results demonstrate that the accurate computed
MSE-based method is useful in detecting pore pressure in deep complex intervals.

Keywords: formation pore pressure; mechanical specific energy; drill string mechanics; effective
stress; compound drilling

1. Introduction

Pore pressure is the pressure of the formation fluid within the pores of the soil or
rock. In drilling engineering, accurate knowledge of pore pressure changes can provide
a basis for the optimization of drilling fluid density and well structure design to avoid
drilling incidents (e.g., well kicks/blowout and borehole collapse). There are three aspects
of pore pressure analysis: pre-drill prediction, detection while drilling, and post-drill
analysis [1]. The pre-drill prediction of pore pressure is usually based on seismic data
combined with logging data from the offset wells. Detection while drilling mainly relies on
logging while drilling (LWD), measurement while drilling (MWD) and drilling parameters.
Post-drill analysis summarizes pore pressure in a developed region using logging data from
drilled wells, which is an after-the-fact technique that can be used for pre-drill prediction
in future wells.

Hottmann and Johnson [2] were probably the first to use logging data (sonic and
resistivity) to make predictions of overpressure in shales. They found a linear relationship
between the common logarithm of sonic transit time or resistivity and depth in hydrostatic
pressure intervals, which they called the normal compaction trend (NCT). When entering
anomalous pressure intervals, the sonic transit time or resistivity trend will be deflected.
Pennebaker [3] was the first to apply seismic interval velocity data to the prediction of pore
pressure. Under normal conditions, interval velocity increases with depth, and when an
overpressure interval appears, it is often accompanied by a decrease in interval velocity.
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Processes 2022, 10, 1481

Based on data provided by Hottmann and Johnson, Gardner et al. [4] proposed an empirical
equation that can be expressed as a direct form of pore pressure (Equation (1))

Pp = σv −
(A− B ln ∆t)3(OBG− Png

)

Z2 (1)

where Pp is the formation pore pressure (psi); σv is the normal overburden pressure (psi);
∆t is the sonic transit time (µs/ft); OBG is the overburden pressure gradient (psi/ft); Png is
the normal fluid pressure gradient (psi/ft); Z is the depth (ft-TVD).

Eaton [5] proposed three sets of prediction equations for pore pressure based on resis-
tivity, sonic transit time and the dc-exponent, respectively (Equations (2)–(4)). Estimation
of pore pressures using Eaton’s model requires an accurate NCT and reliable input data, so
that accurate pore pressure can be obtained.

Ppg = OBG−
(
OBG− Png

)
×
(

Ro

Rn

)1.2
(2)

Ppg = OBG−
(
OBG− Png

)
×
(

∆tn

∆to

)3
(3)

Ppg = OBG−
(
OBG− Png

)
×
(

dco

dcn

)1.2
(4)

where Ppg is the formation pore pressure gradient (psi/ft); Ro is the observed shale resistiv-
ity at a given depth (ohm-m); Rn is the normal compaction shale resistivity at a given depth
(ohm-m); ∆to is the observed shale transit time at a given depth (µs/ft); ∆tn is the normal
compaction shale transit time at a given depth (µs/ft); dco is the computed dc-exponent
from the measured data at a given depth; and dcn is the dc-exponent from the normal
compaction trend at a given depth.

Fillippone [6] proposed an empirical equation for predicting pore pressures through
a comprehensive study of seismic, logging and drilling data in the Gulf of Mexico region
(Equation (5)). The new empirical equation does not rely on the NCT and can be used as an
effective pre-drill pore pressure prediction method [7].

Ppg =
vmax − v

vmax − vmin
OBG (5)

where v is the seismic interval velocity (ft/s); vmin is the seismic interval velocity when
rock rigidity is 0 (ft/s); and vmax is the seismic interval velocity when formation porosity is
0 (ft/s).

Bowers [8] derived the empirical equations between effective stress and sonic velocity
based on the effective stress principle. In this way, the pore pressure can be estimated
from the sonic velocity. He considered the relationship between effective stress and sonic
velocity from soil mechanics for different overpressure genesis. When the overpressure is
caused by uncompaction, the relationship follows the original curve (Equation (6)), while
when it is caused by the expansion of the fluid, the relationship follows the unloading
curve (Equation (7)). The values of parameters A and B can be calibrated with offset sonic
velocity versus effective stress data.

V = 5000 + AσB
e (6)

V = 5000 + A

[
σmax

(
σe

σmax

) 1
U
]B

(7)

σmax =

(
Vmax − 5000

A

) 1
B

(8)
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where V is the sonic velocity (ft/s); Vmax is the velocity at the onset of unloading (ft/s); σe
is the vertical effective stress (psi); and σmax is the vertical effective stress at the onset of
unloading (psi).

Most current pore pressure prediction methods are applicable to shale intervals,
where there is a strong relationship between porosity and pore pressure. In contrast,
carbonate rocks are harder, and overpressure has a weak effect on porosity. Atashbari and
Tingay [9] and Azadpour et al. [10] derived the relationship between the pore pressure
and compressibility to estimate pore pressure in carbonate rocks (Equation (9)). By further
studying the numerical empirical relationship between compressibility correlations and
porosity, a simplified approximation of Equation (10) with only porosity and effective stress
was obtained [11]. This new method requires sufficient logging and core data to obtain
regional formation porosity and pore volume compressibility.

Pp =

(
(1− φ)Cbσeff

(1− φ)Cb − φCp

)γ

(9)

Pp =

(
(1− φ)σeff

(1− 2φ)

)γ

(10)

where φ is the formation porosity (fraction); Cb is the bulk compressibility (psi−1); Cp is
the pore compressibility (psi−1); and σeff is the effective overburden pressure (overburden
pressure-hydrostatic pressure) (psi).

Due to complicated geological factors and variable causes of overpressure, the de-
velopment of deep and ultra-deep wells makes it difficult to accurately predict the pore
pressure simply by pre-drill prediction. Therefore, during the drilling process of deep and
complicated formations, it is inevitable to carry out the detection of pore pressure while
drilling. Real-time detection of pore pressure usually uses LWD and drilling parameters.
LWD generally offers more accurate results than methods based on drilling parameters.
However, the real-time performance of the LWD is not ideal because the LWD tool is
positioned before the drill collar, slightly far from the bit. Moreover, there is a time delay
in bottom hole data transmission [12]. Conversely, drilling parameters are real-time field
data that are easily obtained in the drilling process. This paper is concerned with drilling
parameter-based pore pressure detection.

Jorden and Shirley [13] proposed the concept of the d-exponent for pore pressure
detection by normalizing the factors (WOB, rotary speed, bit diameter) affecting the rate
of penetration (ROP). Making a normal compaction trend (NCT) in the shales, the d-
exponent will increase linearly with depth in normal pressure intervals. When entering the
overpressure intervals, the d-exponent will tend to deviate from the NCT in a decreasing
trend. The degree of deviation of the d-exponent could reflect the degree of overpressure.
During drilling, the increase in drilling fluid density will cover up the change in the d-
exponent, and a corrected d-exponent was proposed (Equation (11)) [14]. However, based
on shale compaction, it is not applicable for the d-exponent concept to detect pore pressure
in carbonate formations.

dc =
log
(

0.0547ROP
N

)

log
(

0.0684WOB
Db

) × NPP
ECD

(11)

where ROP is the rate of penetration (m/hr); N is the rotary speed (rpm); WOB is the
weight on bit (kN); Db is the bit diameter (mm); NPP is the normal pore pressure (sg); and
ECD is the equivalent circulating density (sg).

Belotti and Gerard [15] used the concept of sigmalog (rock strength parameter) to
detect the pore pressure (Equation (12)), which was based on the relationship between
rock strength, pore pressure and formation lithology. Likewise, the variation of sigmalog
with depth can be plotted, and a trend line can be created. There are a number of factors
that affect sigmalog, which can be divided into two aspects: geological factors and drilling
parameters. The effect of factors other than pore pressure and porosity on the sigmalog
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can be excluded by correcting the equation and adjusting the trend line intercept. In this
way, the pore pressure abnormality can be reflected by the inversion of the sigmalog curve.
Based on the drilling strength of the rock, it is usually not obstructed by lithology in the
detection of pore pressure. However, the application of the sigmalog method in carbonate
rocks is practically not ideal [16].

σ =

(
1 +

1−
√

1 + n2 × ∆p2

n× ∆p

)
×
[

WOB0.5 × ROP0.25

Db × N0.25 + 0.028×
(

7− h
1000

)]
(12)

where σ presents the rock strength parameter; n is the hole cleaning coefficient; ∆p is the
pressure difference between the drilling fluid and the hydrostatic pressure, kg/L; and h is
the drilling depth, m.

Recently, research on pore pressure detection about drilling parameters has begun
to use the mechanical specific energy (MSE) model. The original model of MSE was
proposed by Teale [17], which reflects the energy required to break and remove a unit
volume of rock. It is widely used for real-time detecting of drilling efficiency, optimization
of drilling parameters, downhole identification of inefficient working conditions, and
lithology identification [18–27].

Cardona [28] was probably the first to use the MSE concept to detect pore pressure.
Subsequently, Majidi et al. [29] proposed a method to detect pore pressure through down-
hole drilling parameters and in situ rock data using the concept of drilling efficiency and
mechanical specific energy (DE-MSE). The pore pressure was expressed as a function of
equivalent circulating density (ECD), DE, MSE, angle of internal friction, and uniaxial
compressive strength (UCS) of the rock (Equation (13)). Among them, the angle of internal
friction and UCS of the rock are computed from the compressional velocity and based on
empirical equations (Equations (14) and (15)).

Pp = ECD− (DEtrend ×MSE−UCS)×
(

1− sin θ

1 + sin θ

)
(13)

DEtrend = aφb
n (14)

θ = 18.53V0.5148
p (15)

UCS = 145× 0.43V3.2
p (16)

where Pp is the formation pore pressure (psi); DEtrend is the normal drilling-efficiency
trendline; MSE is the mechanical specific energy (psi); UCS is the uniaxial compressive
strength of the rock (psi); θ is the angle of internal friction (degrees); φn is the normal
compaction porosity trendline(fraction); and Vp is the compressional velocity (km/s).

Not taking into account the energy of hydraulic shock-assisted rock breaking, the MSE
model may have some limitations in estimating pore pressure in a soft rock environment.
An actual calculation case of a shallow interval shows that the contribution of hydraulic
energy to the total energy is up to 20% [30]. Therefore, Oloruntobi et al. [31] and Oloruntobi
and Butt [32] applied the hydro-rotary specific energy (HRSE) model (Equation (17)) and
the hydro-mechanical specific energy (HMSE) model (Equation (18)) to overcome this
limitation. The HMSE model was originally proposed by Mohan et al. [33], which includes
axial, torsional, and hydraulic energy. However, in conventional drilling, the assisted
breaking effect of hydraulic energy is relatively weak, so the HMSE model is more suitable
for high-pressure jet drilling. Moreover, for some deep wells and ultra-deep wells, the
deep rocks are harder. The role of hydraulic rock breaking is rather limited compared to
torsional rock breaking, and the MSE should be the main focus.

HRSE =
120π × N × T + 6× 104η × ∆Pb ×Q

Ab × ROP
(17)
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HMSE =
WOBe × ROP + 120π × N × T + 6× 104η × ∆Pb ×Q

Ab × ROP
(18)

where HMSE is the hydro-mechanical specific energy (MPa); WOBe is the effective weight
on bit (N); T is the torque (N-m); Ab is the bit area (mm2); η is the hydraulic energy
reduction factor; ∆Pb is the bit pressure drop (MPa); and Q is the flow rate (L/min).

Cui et al. [34] considered the MSE model under compound drilling (Equation (19)), in
which the bit is driven by both surface drive and a positive displacement motor (PDM).
The rotary speed and torque on the bit are both a combination of surface drive and PDM. In
addition, PDM is powered by drilling fluid and transmits power to the bit. The contribution
of PDM to total energy may indirectly account for the hydraulic energy term.

MSE = Ef ×

WOB

Ab
+

120π ×
(

N + Q
q

)
× (T + 159.24q× ∆P)

Ab × ROP


 (19)

where Ef is the Energy efficiency (fraction); q is the flow rate of the hollow rotor (L/r); and
∆P is the PDM pressure drop (MPa).

Torque and WOB are the main variables of the MSE, and in the absence of reliable
downhole measurements, torque is usually calculated using the model proposed by Pessier
and Fear [35] for estimating torque from WOB, the bit sliding friction coefficient and the
bit diameter (Equation (20)). However, the torque estimated in this way is essentially a
function of WOB, which may not take into account the role of torque. Majidi et al. [29]
emphasized the importance of downhole drilling parameters, especially the torque, by
comparing MSE calculated from the surface and downhole parameters. In the absence
of reliable downhole measurements, some studies have attempted to estimate friction
losses along the drill string by considering wellbore geometry and drilling equipment
parameters [36–38]. These new technologies use surface drilling parameters and drill string
mechanics to estimate more accurate drilling parameters at the bit in real-time.

T =
µ×WOB× Db

3000
(20)

where µ is the bit coefficient of sliding friction.
In this paper, a pore pressure detection method based on MSE is proposed. The new

method estimates the downhole parameters from surface measurements when reliable
downhole measurements are not available. Meanwhile, the model of total MSE under
compound drilling was modified by considering the effects of the PDM.

2. Theory

Teale defined MSE as the energy required to break and remove a unit volume of rock
by the bit, which is related to the strength of the rock (Equation (21)). It was confirmed by
experiments that the minimum MSE is roughly equal to the compressive strength of the
material drilled [17]. The effective stress is also related to the compressive strength of the
rock [39]. Moreover, the dependence of MSE on pore pressure was experimentally verified
in rock samples [40,41]. Therefore, the MSE obtained while drilling can reflect the effective
stress of the rock to some extent. The higher the effective stress, the greater the strength of
the rock, and the more MSE is required. At the same depth, overpressure intervals with
lower effective stress require less MSE than normal pore pressure intervals, and then the
pore pressure can be reflected indirectly.

MSE =
WOB

Ab
+

120π × N × T
Ab × ROP

(21)
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2.1. Downhole Parmeters

In the model of MSE, WOB and torque are the main variables. For conventional
drilling, there is generally a lack of the downhole WOB and torque measurements, so they
are considered to be computed from surface measurements (hook load, wellhead torque).
In some high-angle wells, especially directional and horizontal wells, the friction between
the tubular and wellbore wall is high, and there might be beds of cuttings. Therefore, the
influence of friction during the transmission of WOB and torque should be considered.

The following assumptions can be made for obtaining a simplified soft rod model for
estimating the friction: (1) the force and deformation of the drill string are within the elastic
range; (2) the borehole curvature of the calculation unit is a constant; (3) the drill string
touches the upper or lower side of the well wall with the same curvature; (4) the shear
forces on the cross-section of the drill string are neglected, and the effect of the drill string
stiffness is disregarded, but the drill string can withstand axial pressure; (5) the influence
of the dynamic effect of the drill string is neglected. The downhole WOB and torque are
calculated by Equation (22) and Equation (23), respectively [42]. Here, in the Figure 1, the
models for both WOB and torque are transcendental equations that need to be solved using
numerical calculations. A trial value is first taken at the bit, and the WOB and torque are
calculated from the bit to the wellhead by unit. Then, the trial results are compared with
the actual torque and hook load at the wellhead, respectively. Based on the error, the trial
value at the bit is adjusted for iteration.
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Where Fi is the axial force at the lower end of the unit (N); Fi−1 is the axial force at the
upper end of the unit (N); qm is the floating weight of the unit in the drilling fluid (N/m);
Li is the length of the i-th unit (m); βi is the overall angle change rate of the i-th unit (rad);
Ti is the torque at the lower end of the unit (N-m); and Ti−1 is the torque at the upper end
of the unit (N-m).

Fi−1 = Fi +
qmLi cos αi − µi|Ni|

cos βi
2 cos ∆αi

2

(22)

Ti−1 = Ti + µtri|Ni| (23)
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βi = cos−1(cos αi−1 cos αi + sin αi−1 sin αi cos ∆φ) (24)

Ni =

√
(Fi∆φ sin αi)

2 + (Fi∆αi + qmLi sin αi)
2 (25)

where αi is the average of the well slope angles at the ends of the i-th unit (rad); µi is the
friction coefficient of the i-th unit; Ni is the radial support force on the i-th unit (N); ∆αi
is the incremental well slope angle of the i-th unit (rad); µt is the circumferential friction
coefficient; ri is the radius of curvature of the i-th unit (m); αi is the well slope angle at the
lower end of the unit (rad); αi−1 is the well slope angle at the upper end of the unit (rad);
∆φ is the azimuth increment (rad); and ∆αi is the incremental well slope angle of the i-th
unit (rad).

2.2. Drilling Parameters under Compound Drilling

There are two sources of power for the bit: one is the surface drive, usually the rotary
table (RT) or the top drive system (TDS), and the other is the positive displacement motor
(PDM). Under compound drilling, the bit is driven by both the surface drive and the PDM
(RT/TDS + PDM). Therefore, the torque of the bit consists of the torque of the RT and the
PDM, and the rotary speed of the bit is calculated in the same way [34]. The PDM is a
volumetric power drilling tool driven by high-pressure drilling fluid. It is characterized
by an output shaft torque proportional to the pressure drop of the drilling fluid in it and a
rotary speed proportional to the flow rate of the drilling fluid. The total rotary speed and
total torque of the bit are calculated by Equation (26) and Equation (27), respectively.

Nt = N +
Q
q

(26)

Tt = 159.24q∆P + T0 −
n

∑
i=1

µtri|Ni| (27)

where Nt is the total rotary speed under compound drilling (rpm); Tt is the total torque
under compound drilling (N-m); and T0 is the wellhead torque (N-m).

The pressure drop of the PDM can be calculated by Equations (28)–(32) [43].

∆P =

(
Q
Q0

)1.8
P0 + k

(
aw + bw2

) f
(28)

a =
T1 − Tmax

(
W1

Wmax

)2

W1 − W2
1

Wmax

(29)

b =
T1 − aW1

W2
1

(30)

f =
ln P1−P0

Pmax−P0

ln T1
Tmax

(31)

k =
P1 − P0

T f
1

(32)

where Q0 is the maximum permissible flow rate of PDM (L/min); P0 is the pressure drop
at idle at a maximum flow rate of PDM (MPa); w is the weight on bit (kN); T1 is the output
torque of PDM (kN-m); Tmax is the maximum torque of PDM (kN-m); W1 is the working
weight on bit (kN); Wmax is the maximum permissible weight on bit for PDM (kN); P1 is the
recommended working pressure drop of the PDM (MPa); Pmax is the maximum allowable
pressure drop of the PDM (MPa).
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2.3. Normal Trendline

During drilling, excessive pressure overbalance conditions will increase the resistance
of rocks and cuttings to the bit, which may result in a reduction in ROP and increase the
MSE [32]. Therefore, the MSE was corrected with the regional normal pore pressure ratio
on equivalent circulation density (Equation (33)).

MSE =

(
WOB

Ab
+

120π × Nt × Tt

Ab × ROP

)
× NPP

ECD
(33)

We plot the MSE with depth on a semi-log. The interval with clean shale and reli-
able drilling parameters data is selected as the target interval for establishing the normal
trendline. For the abnormal points on the curve of the target interval, the values of MSE
are smoothed out by moving the average filtering of the five-point bell-shaped function
(Equation (34)) [44]. The coefficients β, γ and ε take the values 0.11, 0.24 and 0.3, respectively.

MSEi = β(MSEi−2 + MSEi+2) + γ(MSEi−1 + MSEi+1) + εMSEi (34)

2.4. Estimation of Pore Pressure

For the assessment of the formation of pore pressure, Eaton’s model based on MSE is
used (Equation (35)). The Eaton exponent (m) is a regional factor, and it can be obtained
from any known overpressure intervals in the offset or current wells [32]. The Eaton
exponent is estimated by substituting the overburden pressure, pore pressure, regional
normal pore pressure, MSE, and the MSE from the corresponding normal trendline into
Equation (36) for the target calibration interval, where the overburden pressure is obtained
by integrating the formation bulk density logs.

Gpp = Gob −
(
Gob − Gnp

)
×
(

MSE
MSEn

)m
(35)

m =
log
(

Gob−Gpp
Gob−Gnp

)

log
(

MSE
MSEn

) (36)

where Gpp is the formation pore pressure gradient (sg); Gob is the overburden formation
pressure gradient (sg); Gnp is the normal pore pressure gradient (sg); MSEn is the MSE
from the normal trendline at a given depth (MPa); and m is the Eaton exponent.

2.5. Methodology

(1) The downhole parameters were numerically solved using Equations (22)–(25) based
on the well geometry, bottom hole assembly (BHA), and surface measurements.
When using PDM, we estimated its contribution to bit torque and rotary speed using
Equations (26)–(32) based on the permissible and recommended parameters of the
PDM.

(2) We calculated the MSE at a given depth using Equation (33) and plotted the MSE
against depth on a semi-log.

(3) We selected a clean shale interval with reliable drilling parameters to establish the
normal trend line, which can be appropriately filtered for abnormal points.

(4) The Eaton exponent can be corrected by Equation (36) in overpressure intervals with
clear pore pressure from the offset or current well. Then, the pore pressure at a given
depth can be estimated using Eaton’s model.

3. Results

To demonstrate the applicability of the new technique in deep and complicated litho-
logical formations, we took well L and well M in a region in western Sichuan as case
studies. In this paper, all depths were referenced to the true vertical depth (TVD) below the
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rotary table. The marine strata start from the Leikoupo Formation at about 3850 m in this
region, and the strata above the Leikoupo Formation are dominated by clastic rocks such
as mud, shale, and sandstone, while limestone and dolomite gradually become the main
lithology in the following strata. According to the actual pore pressure measurements in
the overpressure intervals of the offset wells, the pore pressure gradient is about 1.70 sg in
this region near 4925 m. Therefore, the interval in well L near this depth was selected as
the calibration interval for the Eaton exponent. As shown in Figure 2, the average Eaton
exponent was fitted to 0.226.
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The well M is a sidetracking well, 6510 m deep, and was sidetracked from 5195 m
with a maximum inclination of 20.12 degrees. In this well, PDM was used extensively
for compound drilling, so both the influence of wellbore friction and the contribution of
PDM to the total MSE should be considered. The most realistic downhole parameters
can be obtained using MWD tools, but they are costly. Here, the downhole torque was
computed from surface measurements (hook load and wellhead torque), and the results
are plotted in the Figure 3b. The overall compliant trend of downhole torque is lower than
the wellhead torque due to the friction of the drill string with the wellbore wall. Moreover,
as the depth increases, the friction gradually increases. In the absence of reliable torque
measurements, some studies have estimated torque from WOB, bit coefficient of sliding
friction and bit size. The same operation was made here. The sliding friction coefficient of
the bit is related to the type of bit, lithology, rock strength, mud weight and bit wear. To
minimize the error in calculating MSE, it is reasonable to take 0.25 for roller-cone bits and
0.5 for poly-crystalline-diamond-compact (PDC) bits [45].

Since the friction coefficient between the drill string and the well wall was not suffi-
ciently known in well M, the WOB was calculated using the data from the field. The WOB
recorded in the field used the total weight of the drill string minus the hook load measured
while drilling, which may have some error with the real WOB; we simply take a trend of
variation. In fact, the contribution of WOB to MSE is rather limited compared to torque,
especially in deep intervals where PDC bits are mainly used, and rocks are largely broken
by the shearing of the bit.
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Figure 3. Drilling parameters under compound drilling for well M. (a) shows the weight on bit data;
(b) plots the theoretical total torque on the bit, considering downhole friction and PDM; (c) presents
the theoretical rotary speed of the bit under compound drilling.

The section from 1950 m to 6125 m was under compound drilling conditions. Based on
the type of PDM and flow rate used in each section, the torque and rotary speed of the PDM
were calculated. In contrast to the rotary table, the PDM drive is the main power for the bit
during compound drilling. Combining the torque and rotary speed of the rotary table, the
total torque and total rotary speed were calculated separately, as plotted in Figure 3.

Taking the sidetrack section in the well M as an example, the MSE was computed by
using the wellhead torque, the downhole torque, and the torque estimated from WOB,
respectively. Figure 4 illustrates the comparison of the pore pressure detection results for
these three cases.

The differences in the comparison of the MSE plotted in Figure 4b are striking, espe-
cially since the MSE computed from the torque estimated by the WOB is significantly lower
than in the other two cases, indicating the high sensitivity of the MSE to torque. Typically,
the mud weight (MW) has a safety adder of 0.07 to 0.15 sg compared to pore pressure. In
Figure 4c, the MW was reduced by 0.15 sg to serve as a rough reference for the comparison
of pore pressure detection values. It can be observed that the overall low pore pressure
reflected in the case of using wellhead torque, the detected values range from 1.27 to 2.35 sg
with an average of 1.85 sg. The MSE computation based on the wellhead torque does not
take into account the effect of downhole friction, resulting in a high reflected effective stress
and low pore pressure. In contrast to the former, when calculating MSE based on downhole
torque, downhole friction is taken into account, and pore pressure detection is fairly close
to the reference line of pore pressure estimated from MW, ranging from 1.34 to 2.38 sg with
an average of 1.92 sg. Interestingly, in the case of torque estimated from WOB, since the
MSE values are overall significantly lower than the previous two cases, the final indirectly
reflected pore pressure detection trend is instead closer to the reference line, especially in
the interval from 5395 m to 5944 m. Similarly, acceptable downhole torque appears to be
achieved with a more reasonable bit sliding friction coefficient.
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Figure 4. Comparison of detection results using torque from the wellhead, downhole and WOB for
well M. (a) shows the torque from the wellhead, downhole and WOB; (b) plots the MSE computed
from the different torque source; (c) presents the pore pressure detection values for the three cases.

4. Discussion

Here, a comparison between the dc-exponent method and the MSE-based method is
performed for the entire section from 1960 m to the bottom of the well. Gas drilling was
performed in the 361 m to 1950 m section of the well M, and the overall low dc-exponent
values were tried to correct. Of these, a normally compacted, clean mudstone section from
430 m to 960 m was used for the establishment of NCT for the dc-exponent. Simultaneously,
large changes in bit diameter and drilling fluid density in subsequent sections usually
cause significant changes in the dc-exponent, which are easily misinterpreted as significant
changes in pore pressure. Therefore, an attempt was made to correct the bit diameter
and drilling fluid density for the NCT-established section to re-establish the NCT for the
new section.

In well M, actual pore pressure measurements from two offset wells were used as
a rough reference because the measured pore pressure data were not sufficient. In the
section above 3850 m, the main lithologies are mudstone, sandstone and shale. As can be
observed in Figure 5, both the dc-exponent and MSE-based methods provide reasonable
estimates of pore pressure, and the MSE-based method has less scattering in its estimates.
However, in the section above 2891 m, the MSE-based method appears to over-detect
the pore pressure, and the dc-exponent provides more practical estimates. In the section
below 3850 m, where the predominant lithologies are limestone, dolomite and gypsum,
the pore pressure estimated by the MSE-based method matches better with the measured
values in the current and offset wells. Meanwhile, it can be found that the dc-exponent
approximately presents a tendency to a stable value at each hole section in the marine
carbonate formation. The carbonate skeleton is stiffer, and its porosity does not necessarily
tend to decrease with increasing burial depth, which may lead to the dc-exponent not being
sensitive enough to changes in pore pressure.
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Figure 5. Comparison of the MSE-based method and dc-exponent method for the pore pressure
detection in well M. (a) The NCT of dc-exponent method; (b) the NCT of MSE-based method;
(c) comparison of pore pressure detection between the dc-exponent method and MSE-based method.

Notably, the entire section from 1960 m to the bottom of the well was drilled extensively
with PDM in conjunction with PDC bits. Both sections from 3174 m to 3850 m and 6141 m
to 6189 m were replaced with roller-cone bits. Additionally, for both dc-exponent and
MSE, the pore pressure estimates near the freshly replaced bits show varying degrees of
scattering. The type of bits and the degree of wear on the bits both have a significant impact
on the drilling efficiency and MSE. Therefore, when the bit is changed frequently and the
bit wear is high, the MSE may not accurately reflect the effective stress, and the MSE-based
method should be used with caution. Especially when drilling through pressure transition
zones, the above factors can mask overpressure conditions.

5. Conclusions

(1) A mechanical-specific energy-based drilling parameter method is proposed and val-
idated to provide reasonable pore pressure estimates in deep complex lithologic
intervals. The computation of MSE uses downhole parameters as far as possible.
When reliable downhole measurements are lacking, a method based on drill string
mechanics is proposed to estimate friction losses along the drill string by considering
wellbore geometry and surface drilling parameters. In this way, more accurate drilling
parameters at the bit can be obtained in real-time.

(2) Torsional energy is the primary source of contribution to MSE, and MSE-based pore
pressure detection is highly sensitive to downhole torque. More attention and effort
should be paid to the measurement and estimation of downhole torque. It should also
be noted that when using PDM, the contribution of the PDM to the total MSE needs
to be fully considered.

(3) The new method relies on trend lines and requires correction of the Eaton exponent,
which has the influence of subjectivity. Moreover, all factors that are not related to
pore pressure but can lead to significant changes in MSE may cause the overpressure
conditions to be masked. At this point, the MSE-based method needs to refer to log
data and actual drilling conditions from offset wells.
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Abstract: When drilling to obtain hydrocarbons (oil and natural gas), we cannot underestimate the
anomalously high pressures in the deposit layers, as these pressures can cause an uncontrollable
eruption. Therefore, it is important to look for signs of anomalous high contour pressures over
time, which, according to a detailed analysis, could be used to predict and quantify high formation
pressures. These arise under conditions of intense vertical migration of formation fluids, where the
liquids in the well have to carry part of the weight of overlying rocks and are often also related
to tectonic activity. The main aim of the present study was to detect the emergence of a gas kick,
which, as a result of an improper technological procedure, can cause an uncontrollable eruption,
which can lead to a total accident of the well. In this article, we describe the use of modern drilling
technology and sophisticated software that displays the current status inside the well. These can
reveal impending pressure anomalies that can cause complications in managing the gas kick in oil and
natural gas drilling. We analysed the most appropriate procedure for well control in a hydrocarbon
well using the “driller’s method” and the “wait and weight method”. On the basis of theoretical
background, we verified the correctness of the procedure for well control and compared it with the
reaction to gas kick from a well drilled in Hungary. In the article, we highlight mistakes, as well as the
particular importance of properly managing gas kick and its early prediction. Proper management
of gas kick and its early prediction highlight the particular importance of implementing safe and
effective procedures in well drilling.

Keywords: modern drilling technology; procedure for well control; proper management of gas kick;
early prediction

1. Introduction

Very often, gas kick and related complications are manifested in oil and natural gas
wells and during drilling on geothermal water under pressure. According to theoretical
knowledge, the behaviour of these gas kicks can be predicted in advance and safely
eliminated. During well control by the “driller’s method” or by the “wait and weight
method” essentially assumes the pumping of a new drilling mud with a new adjusted
density. The gas kick is most often due to the fact that the current pressure ratios on the
bottom hole are disrupted. There is an uncontrolled release of oil or natural gas from
an oil or gas well after the failure of the drilling pressure control systems. Hydrocarbon
wells have systems (BOP systems: blowout preventer) to prevent gas eruptions. Random
sparks during an eruption can lead to a catastrophic oil or natural gas fire. Unmanaged gas
kick is one of the most tragic and expensive technical accidents that can occur in the oil
and gas industry. When an accident occurs, it is an immediate emergency situation that
endangers life, the environment and all related equipment. Gas kicks in deep sea drilling
for oil and natural gas are becoming serious with increasing drilling depth and a more
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complex geological environment. Their prediction and prevention represent one of the
main challenges for drilling companies and rock engineers. Gas kick manifestations of
hydrocarbon deposits are less documented, such as gas kicks and explosions of coal gas.
Therefore, the exchange of information is important, especially in the area of prediction and
prevention of gas kicks in oil and gas drilling. This contribution clarifies possible differences
between theoretical prediction and practical solutions to actual gas kick events. In this
article, we deal with the issue of theoretical and technical research concerning the prediction
and prevention of hydrocarbon gas kick, taking the example of a D-1 well in Hungary.
A comprehensive prediction method is proposed for a particular hydrocarbon well, and we
highlight the incorrect actions and decisions taken by the driller in an attempt to resolve
the situation. Such erroneous decisions in dealing with well control can cause uncontrolled
eruption, with the possibility of an accident at the well. Therefore, it is necessary to establish
a clear concept and procedure for dealing with such complications. InfoDrill and Drill
Lab MasterLog software were used in this case to process the detected data. Data were
collected and compared with the results of theoretical and actual well control situations,
with consideration of terrain monitoring, laboratory tests, and measurements, in order
to guarantee the accuracy of the well control forecast. The principle and scheme of the
hydrocarbon well were studied and modelled, on the basis of which it was possible to
deduce the correct technological procedure for well control in the hydrocarbon well [1].
The global oil and gas market has been changing dynamically in recent decades. The
exploration and production of newly discovered high-quality oil and gas deposits, as well
as government involvement in the development of unconventional low-carbon energy
resources, have led to the global market presently being shaped not only by supply but also
by demand [2]. Not all hydrocarbon deposits that are discovered are cost-effective. Mined
oil or gas deposits can also be used for other mining activities. The use of already extracted
oil and gas deposits is mainly aimed at the construction of underground natural gas storage
facilities, as well as the pumping of mining waters, sulphides, CO2, etc. [3]. These mined
wells must be deepened, cleaned, equipped and installed using underground technological
equipment [4]. The disposal of economically inefficient wells is an economically and
technically challenging task. Such situations require technical knowledge and necessitate
the use of quality materials, with emphasis on environmental protection [5,6]. For oil and
natural gas extraction itself, the casing has to be accordingly designed, tested, operated,
installed and monitored; failure to do so can cause notable problems and reduce the
durability of the well. In the lifespan of a hydrocarbon well, various processes are carried
out, including liner installation, drilling, pressure and temperature exploration, production
and pumping tests. In order to achieve technical success, safe management and well control,
a systematic understanding of the parameters during drilling and equipping of the well
is necessary [7]. Horizontal or direct natural gas and oil wells are difficult to evaluate
owing to the challenges associated with collecting data on formation pressure using a wire
line [8,9].

Well deviation control has become a bottleneck preventing the development of gas
drilling. Without greasing of the drilling fluid and the actuality of the negative pressure
differential, the cause of well deviation in gas drilling differs from that in mud drilling.
In this article, we analyse and consider the consequences of the stress distribution dif-
ference, well bore enlargement, the rock-breaking mechanism and water export in well
deviation during both mud drilling and gas drilling, with reference to previous studies.
Our conclusion is that the uneven crater formed by rock breaking, the new stress state in
the bottom rock and borehole enlargement are the main reasons for well deviation during
gas drilling [10]. According to the characteristics of horizontal wells, a multiphase flow
theoretical model of a horizontal well was established. The finite difference method was
adopted for solving mathematical equations. The bottom hole pressure of a horizontal well
during gas kick was analysed. The results indicated that the bottom hole pressure of a
vertical well decreases quickly, whereas the pressure of a horizontal well decreases after a
given time. In a horizontal well with a large curvature radius, the bottom hole pressure
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decreases less than that in a well with a small curvature radius with a horizontal section of
the same length. Comparing two wells with equivalent curvature radii, the bottom hole
pressure of that with a longer horizontal section reduces slower than that with the shorter
horizontal section. Increased build-up rate has no effect on the bottom hole pressure of
horizontal wells. In wells with a small hole, the bottom hole pressure first increases and
then reduces quickly after a given time. The pump output has little effect on the bottom
hole pressure of horizontal wells [11]. The differential pressure on the bottom hole is one of
the most important factors influencing mining speed [12]. Rock stress analyses for induced
seismicity monitoring are necessary operating procedures for the safe and effective produc-
tion of oil and gas. Analysis of the rock stresses on the bottom hole, as well as mechanisms
of clearing drill cuttings, suggests that hydraulic pulsation in the well can reduce pressure,
reduce the quarry strength of the rock and improve purification at the bottom hole, thus
improving drilling force and efficiency. The higher the pulsation value, the more effective
the acceleration of drilling speed; in contrast, as the depth of the well increases, the effect
of acceleration gradually decreases [13]. A series of steps can helps to ensure safe and
efficient production of natural gas and oil [14]. A stochastic drilling approach employs well
performance algorithms to determine the optimal drilling profundity measured in vertical
wells in three-dimensional space. The generated algorithms are then used to display the
measured depth of vertical wells in which the pressure expression is assumed. A total
of 15 hydrocarbon wells were designed and carried out in applicable rock environments,
most often in sandstones [15]. Due to its rock form, sandstone allows for the aggregation
and migration of hydrocarbons, such as natural gas and oil. To evaluate drilling cases and
applications, including drilling unpredictability and many other drilling issues, it is neces-
sary analyse the effects of hydrostatic and bearing pressure in the extracted rocks [16,17].
In order to increase the pressure, it is necessary to perform constant optimization and
analyse the measurement history. It is appropriate to decrease the number of measurements
in wells where issues have not been reported for a long period of time, focusing instead
on potentially troublesome wells [18]. Natural gas is also possible solution to the usage
of low-carbon fuel resources. One of the options for effective use of this energy source
is underground storage [19,20]. One possibility for acquiring natural gas from unusual
sources, especially from shale, is hydraulic fracturing.

Hydraulic fracturing techniques are especially effective in triggering the production of
hydrocarbons from oil formations or shale gas [21,22]. In this article, we call attention to the
significance of the dynamic increase in financial expenditure acquired by many countries
in recognizing and investigating gas deposits contained in rocks, hydrates or aquifers.
In terms of geological exploration, the volume of overall proven geological sources of
unconventional gas has increased by 66% in recent years [1]. In this article, we characterize
the consequences of utilizing innovative methods of natural gas exploitation in order to
achieve increased sustainability and balanced global economic development, as well as a
radical reduction in the cost of gas transport on a global scale. We are currently witnessing
a dynamic increase in financial expenditures of countries on all continents with respect to
exploration and analysis of gas deposits contained in rock or aquifer layers.

The aim of this article is to demonstrate how to proceed correctly in response to
the first warning signs of pressure expression in hydrocarbon wells. By using modern
software support, can detect deviations from the correct drilling mode. In this article,
we present a case study to demonstrate how a software system can alert the driller and
monitor any anomalies that may arise during the drilling process. This realistic example of
the hydrocarbon drilling process also draws attention to important functional parameters,
e.g., drilling depth, temperature and drilling pressure, weight on the hook, rotation per
minute on the drill string, weight on the bit, etc., which exert a fundamental influence on
the drilling process. Practical information and advice on procedures can help other drillers
in terms of safety and future prospects.
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2. Materials and Methods

A hydrocarbon well in Hungary was selected for our research (the Company Oil
and Gas Development Kft, Figure 1). The well was drilled by a Bentec AC 250 heavy
electric-hydraulic drilling rig with a load capacity of 250 tone (1600 horsepower), BOP
(135/8 “, 10,000 psi), double, single and Cameron annular.

Figure 1. Area of interest for oil and gas development Kft [19].

The following steps were carried out:

- Assessment of the correctness and suitability of standard theoretical procedures ac-
cording to the real in situ technological process under specific conditions;
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- Analysis, comparison and reference to frequent technological errors and decisions
with respect to recovery of well control in the drilling of hydrocarbon deposits; and

- Software modelling of a particular well control strategy under specific conditions.

The main cause of gas kick is the existence of a pressure difference between the
formation pressure and the pressure in the well (hydrostatic), which is transferred from the
formation layer to the well.

The accompanying phenomena of possible abnormal gas kick are:

1. Rate of penetration (ROP);
2. Change in drill cutting size;
3. Higher values of gas types:

(a) background gas;
(b) trip gas;
(c) connection gas;

4. Higher salinity or chloride values in drilling mud;
5. Higher temperatures of drilling mud;
6. Gas-saturated drilling mud;
7. Change of “D exponent”.

• Rate of penetration (ROP)

The speed of drilling is directly related to the type of drilled formations and the
drilling bit. Hydrocarbons are predominantly found in porous formations, so the drilling
of such formations is much easier, with intense speed increases compared to compact clay
overlying formations.

• Change of the drill cuttings

An increase in the size of drill cuttings can occur in hard formations (Figure 2) due
to increased pressure. Drill cuttings, on the other hand, may disappear altogether in soft
coastal and marine sediments. Occasionally, shale shakers can be completely blinded by
fragments of drilling cuttings.

Figure 2. Cuttings on shale shakers.

• Higher values of gas types: (a) background gas

The basic or normal curve of hydrocarbon gases that are discharged from the drilling
mud can be determined by means of a gas detector. In general, gas may appear as a
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background gas. During drilling operations, the gas, together with the cuttings, reaches the
surface and separates from the drilling mud. According to this principle, it is possible to
obtain a curve of this gas, which occurs in small amounts (Figure 3).

Figure 3. Arrow indicates background gas.

• Higher values of gas types: (b) trip gas

During swabbing or snubbing into or out of the well, pressure in the annulus may be
reduced, and the pressures in the well may become unbalanced, with gas appearing in the
drilling mud, which is easily identifiable on the curve (Figure 4).

• Higher values of gas types: (c) connection gas

When connecting another stand, the pumps are switched off, resulting in a sudden
reduction in the pressure in the well due to a loss of pressure in the annulus. With reduced
pressure in the well, the pressure of the formation releases gas into the column, resulting in
a noticeable increase in gas on the surface separated from the drilling mud (Figure 5).

In the case of the occurrence of the mentioned manifestations of gases, it is recom-
mended to implemented the following technological procedures:

- Use of a vacuum degasser;
- Change of job operations;
- Flow check.
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Figure 4. Arrow indicates trip gas.

Figure 5. Arrow indicates connection gas.

• Higher salinity or chloride values in drilling mud

When the pressure in formations increases, water is squeezed from the formation,
resulting in a higher concentration of salts in the remaining formations. Therefore, when
drilling an overpressurized zone, the salinity value increases.
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• Higher values of drilling mud temperatures

Because temperature and pressure are related to each other, the thermal gradient can drop
intensely just above the transition zone, increasing sharply in formations with abnormally
high pressure. In such cases, the normal curve of the thermal gradient can be determined and,
in cases of anomalously high pressure, be used to determine the formations.

The most common parameters that affect temperature are:

- The density of the drilling mud;
- The amount of solid particles in the drilling mud;
- Flow properties and yield point;
- Circulation rates; and
- The geometry of the well.

• Gas-saturated drilling mud

Gas-cut mud during drilling may not be a signal of pressure expression, as the pressure
on the bottom hole is not significantly reduced. Gas-saturated drilling mud can occur for a
variety of reasons. An example is the collector rock, which releases gas into the drilling
mud as it is crushed by the drill bit. This is a sign that a formation has been indicated.
However, this will not cause a decrease in the density of the drilling mud and will not cause
an imbalance of pressures in the well. In the case of any doubt, it is necessary to stop the
pumps and perform a flow check. Gas-cut mud also occurs when drilling low-transmittance
formations, which contain gas at a higher pressure than the hydrostatic pressure. Because
such formations are not very permeable, the gas inflow is slow (Figure 6).

Figure 6. Arrow indicates gas-cut mud.
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• Change of “D exponent”

“D exponent” is the value to traverse formations with abnormal pressure on the Gulf
coast and was designed in 1966 by Jorden and Shirley [23] (Figure 7).

Figure 7. “D exponent”.

“D exponent” is an approximate calculation of drilling parameters to obtain a trend
while drilling into overpressurized zones. Usually, mud logger will correct all data, calcu-
late the D exponent and plot the D-exponent valve on the curve. The D exponent can be
utilized to survey the transition from a normal pressure regime to an abnormal formation
pressure. A change in the drilling trend warns rig supervisors to exercise caution, as this is
one of the possible indicators for drilling control [24].

d =
log R

N

log W
Db

(1)

dc = d
MW1
MW2

(2)

where:

R = ROP (m/h)
K = const. 1
N = rate per minute (RPM) 1/min
E = RPM exponent = 1
W = weight on bit (WOB), (kg)
Db = diameter of bit (mm)
MW1 = original mud density (SG)
MW2 = new mud density (SG).

2.1. Warning Signs of Gas Kick during Drilling

The most common symptoms of emerging kick gas include the following:

- Change in drilling rate;
- Increase in flow of drilling mud from the well;
- Decreased mud pump pressure and increased strokes;
- Increase in rotary torque;
- Increased drilling string weight.
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• Change in drilling rate

Change in drilling rate is the first and fastest indicator that sand and shale formations
were drilled. When a drilling bit penetrates layers with abnormally high pressures, the
drilling speed increases, but when using OBM (oil-based mud) rinses, the speed can also
slow down. With experience, it is easy to identify a sudden increase in speed.

Procedure for a sudden increase in drilling rate:

1. Stop the rotation on the drilling string;
2. Pick up the drilling string to correct the position of the tool joint above the drilling table;
3. Stop the mud pumps;
4. Perform a flow check;
5. If there is no leak, continue to drill. When the well flows, the pressure manifestation

is declared, and the well is closed. Subsequently, stand-pipe pressure (SIDPP) and
SICP (casing pressure) values are subtracted.

The flow check takes approximately 5 min for water-based mud and approximately
30 min with OBM.

• Increase in flow of drilling mud from the well

Another indication of gas kick is increasing discharge of gain from the well. With
a device to measure the discharge from the float valve, it is possible to react in a timely
manner to the amount of drilling mud returning to the surface. In the event of low values
after subtraction, it is generally sufficient to increase the density of the drilling mud so
that the hydrostatic pressure is higher than the pressure of the formation. However, if the
subtracted parameters continue increase continuously, it is necessary to shut down the well.
If there is a gas kick, the amount and pressure of the influx from the deposits depends on
how quickly the well is closed.

• Decreased mud pump pressure and increased strokes

Circulation pressure is related to losses in the circulation circuit in the form of liquid
friction in the DP (drill pipe), DC (drill collar), jets in the drill bit, MM (mud motor) and in
the annulus. In addition, the circulating pressure is affected by the imbalance of hydrostatic
pressure between the inside and the outside of the DP. When drilling gas, the gas rises and
expands in the annulus. Depending on the weight of the liquid, the circulating pressure
gradually decreases, and the number of pump strokes increases.

• Increase in rotary torque

Torque increases depending on the depth. In the case of drilling a formation with
abnormally high pressure, the fragments are displaced more quickly from the formation,
exerting an increased influence on the drill bit and the string. Consequently, torque
suddenly increases sharply.

• Increase in drilling string weight

With a gas kick, layered liquids disrupt the homogeneity of the drilling mud and
become lighter; therefore, the weight of the string is increased. Not every indicator signal
provides an immediate warning about “drilling break”, but if multiple signals appear
simultaneously, it is necessary to react immediately [25].

2.2. Shut-In Procedures

Before a well is drilled, the drilling company must establish a procedure for shutting
the well. If any sign of pressure manifestation is observed, such as an increase in the flow
of mud from a well or the amount of drilling mud in the tanks, then the well has to be
closed immediately.

It is important to distinguish:

- A soft shut-in of a well during drilling;
- A hard shut-in of a well during drilling;
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- A soft shut-in of a well during tripping; and
- A hard shut-in of a well during tripping.

2.2.1. Reading and Recording SIDPP and SICP

Once the well is closed, it is important to record values from manometers on the drill
string and in the annulus for well control situations. Because SIDPP pressure values lead to
the drill bit, they indicate the pressure on the bottom hole. In the event that there is a float
valve in the string, the pressure in DP is 0. Given that the mud in the annulus contains drill
cuttings, which are suspended particles that enter the well due to increased pressure, this
pressure is not suitable for calculating the exact value to increase the density of drilled mud.

2.2.2. Shutting Down the Well during Gas Kick

Before drilling for oil and natural gas or water under pressure, it is essential that
drilling workers have a clear understanding of which type of well shutting will be imple-
mented in the event of increased pressure.

There are two types of well shutting during drilling: soft shut-in and hard shut-in:

(a) Hard shut-in

If hard shut-in is selected, the choke in the choke manifold and the HCR (hydraulic
choke valve) are set to the closed position.

Steps for hard well shutting:

- Close the BOP;
- Open the HCR (hydraulic choke valve);
- Read and record the SIDPP and SICP values from the manometers after allowing them

to stabilize;
- Read and record gain parameters before closing the BOP.

Advantages:

- Fast shut-in influx volume;
- The pressure in the annulus is lower;
- No need for additional procedures.

Disadvantages:

- A pressure pulse or “water hammer” effect is produced in the well bore when the
BOP is closed;

- Possible damage to the formation.

(b) Soft shut-in

During soft shutting the choke in the choke manifold is fully opened, and the HCR
(hydraulic choke valve) is closed.

Steps for soft well shutting:

- Open the HCR;
- Close the BOP;
- Close the choke;
- Read and record the SIDPP and SICP values from the manometers after allowing them

to stabilize;
- Read and record gain parameters before closing the BOP and before closing choke.

Advantages:

- A pressure pulse or “water hammer” effect is not significant when the BOP is closed.

Disadvantages:

- It takes longer to stop the penetration of the influx into the well;
- Higher pressure in the annulus;
- More steps need to be taken to shut down the well.
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2.3. Well Control

A number of procedures and methods are available for well control, with the aim of
killing the gas kick and bringing the well back under control.

Basic methods of well control:

- Driller’s method;
- Wait and weight method;
- Concurrent method;
- Volumetric method;
- Bullheading.

In our case, we chose to deal with pressure expression with the use of the following
two methods:

The driller’s method is the most basic of all methods and can be employed in a number
of well-controlled situations. Because it involves the use of many techniques common
to other well control methods, the driller’s method can be studied to learn basic well-
control procedures. To initiate the procedure, start circulating, open the choke, slowly
bring the pump up to the kill rate and hold the SICP at a constant value by adjusting the
choke. Keeping SICP constant for this short period of time maintains constant bottom-hole
pressure. When the pump is at kill-rate speed, observe the drill pipe gauge, which shows
the ICP. Circulate the influx out, holding SIDPP constant at ICP. When the pits are full of
kill-weight mud, open the choke and slowly bring the pump up to the kill rate, holding the
casing pressure and pump rate constant. If KRP is known, the final circulating pressure can
be calculated (Figure 8).

Figure 8. “Driller’s method” during two circulation steps.
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The “wait and weight” method is so named because the crew first shuts the well down,
waits for kill-weight mud to be prepared and then circulates the new, weighted-up mud
into the hole. At the same time, new mud is pumped in and old-weight mud and kick
fluids are removed through the choke. Pumping in new mud while removing old mud and
kick fluids may result in lower surface or casing pressure than when first circulating the
kick out with old mud and then circulating in new mud.

Both methods lead to successful management of pressure manifestation. The main
differences between these methods are that the “driller method” requires two cycles,
whereas the “wait and weight” method requires only one cycle. The advantages of the
“wait and weight” method are lower pressures at the bottom of the casing column during
circulation and lower pressure at the mouth of the well surface. The disadvantages include
the time required, the associated longer gas migration from the ground to the surface and
the required recalculation of the kill sheet. In practice, these two methods are most often
used to safely and successfully eliminate pressure sores. Therefore, in Section 3, we mainly
describe and analyse the “wait and weight” method [26].

3. Results and Discussion
3.1. Well Control In Situ

Figure 9 shows the two hydrocarbon formation areas of individual wells in the terrain
according to the well project, Company Oil and Gas Development Kft, in Hungary on the
D-1 well [19].

Figure 9. Map of hydrocarbon formation wells in Hungary [19].
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3.2. Origin and Analyses of the Problem

Figure 10 shows a real example of gas kick. In the first phase, from a depth of
1290–1295 m between 12:00 to 12:15 h, drilling takes place without an anomaly. At a depth
of 1298 m at approx. 12:23 p.m., a sudden increase ROP and an a decrease WOB are
observed. Consequently, SPP decreases and WOH increases.

Figure 10. Software data “InfoDrill“ kick.

In this case the driller has to react immediately:

- Pick up drilling tools;
- Switch off the mud pumps;
- Perform a flow check.

The error occurred at the moment when the driller decided to drill the stand of DP
and decided to connect another stand of DP. At 12:45 p.m., a continuous inflow of mud
gain into the tanks for 10 min is observed. After the conception, the driller switched on the
pumps and continued drilling. Figure 10 shows that ROP is two times higher than when
drilling the previous stand of DP where the drilling break occurred. At 1:10 p.m., the driller
switched off the pumps and closed the well. Values were been read and recorded from the
manometers: SIDPP = 28 bar and SICP = 38 bar, with a pit gain of approximately 1000 L,
which was subsequently used to calculate the kill mud. These calculations are the most
important step in the process of well control during oil and gas drilling.
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3.3. Shutting Down the Well

Based on the situation at the well, we proposed the use of the “hard shut” method
(Figure 11). Figure 11 shows the manual valves and their positions when the well is closed
by BOP. Annular BOP was used to close the well. Subsequently, the HCR and the manual
valve were opened to divert drilling mud into the choke manifold with the closed choke.
Behind the choke, the valves were opened and diverted to the trip tank, shale shakers or
via “poorboy” [27,28].

Figure 11. Schematic of hard shut-in.

3.4. Measured Values of the Gas Kick and Their Calculation

Software was used to calculate the well control values. With this program, the individ-
ual values for safe well control were calculated (Figures 12–14). The leak-off pressure of
the previous casing shoe and the reduced slow pump rate are entered (formation strength
data: A, B, C) in the upper-left side of the worksheet. The well verticality values are entered
(current well data) in the upper-right section. The capacity of strings, the recalculated
strokes of mud pumps and their lag times are entered in lower section, (calculated Data: D,
F, G, H, I) (Figure 12).

The kick data are entered on the second worksheet (Figure 13) after well shut-in, namely:

- Shut-in drip pipe pressure (SIDPP),
- Shut-in casing pressure (SICP),
- Pit gain value (PG).

After entering these values kill fluid density for well control is calculated. This
calculate obtains the values of the initial circulating pressure (ICP) and the final circulation
pressure (FCP) for the successful killing of the well.

The third page of the worksheet (Figure 14) shows the dependence of pressure on the
annulus and the number of pump strokes, as well as how to control the choke (open and
close) for well control.

The wait and weight method was suggested because of the long open hole section and
the low formation strength pressures in the casing shoe ((A)—23 bar, Figure 12).

After reaching the FCP pressure and completing the well inspection, the total volume
of the well system is circulated for one cycle (Figure 12, point I). Then, the sludge pumps
are turned off, the choke is left completely closed and the pressure increase in the annulus
is monitored. If the value is zero, the BOP opens, and a flow check is performed [29].
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Figure 12. First page of the “kill sheet” worksheet.
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Figure 13. Second page of the “kill sheet” worksheet.
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Figure 14. Third page of the “kill sheet worksheet.

3.5. Algorithm of Kill-Well Decision Tree during Drilling

Figure 15 shows a decision-making algorithm to simplify the following/pressure/kick
operations with the three most common well control methods (wait and weight method,
driller’s method and volumetric method).

The algorithm was created on the basis of experience of reactions and internal reg-
ulations all over the world. The speed of the response to pressure is paramount. This
algorithm provides helpful information for supervisors in the form of a checklist.

Based on the advantages of the InfoDrill and Drill Lab MasterLog software technol-
ogy [30] and the solution of key problems, this software represents a flexible technique in
the search for and extraction of hydrocarbon and geothermal deposits [31,32]. The data
from InfoDrill and Drill Lab MasterLog software are not compatible with other similar
software due to the paid license.

Other authors have reported new techniques that can be used for the drilling process,
such as slot impingement techniques, as well as techniques to cool materials [33,34].
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Figure 15. Kill-well decision tree during drilling.

4. Conclusions

Gas kick during hydrocarbon drilling occurs in formations with highly overpressur-
ized zones. It is essential to establish which technological processes (fastest and safest)
will be used to eliminate such pressure events. By predicting steps in a timely manner
and implementing the appropriate technological procedures for well control, undesirable
consequences can be safely predicted and eliminated, preventing a possible accident.

The algorithm presented in Figure 15 was developed to assist in decision making with
regards to determining the appropriate choice of procedure and steps (yes, no, maybe) for
well control.

By correctly predicting the development of the drilling process in high-pressure
formations, undesirable consequences it can be safely eliminated and prevented, avoiding
possible accidents. By linking appropriate methods using sophisticated software support,
it is possible to create an effective technological process to be implemented for emergency
well control. In terms of the oil and gas industry, we emphasise the need to use hydrocarbon
fuels (natural gas, oil and their products oils, i.e., gasoline, lubricants, etc.) in individual
countries. We therefore addressed this issue, considering that accurate prediction can be
carried out safely, efficiently and economically, with minimal impact on the environment.
The choice of an appropriate drilling method and the use of a kill sheet require considerable
expertise and practical experience in the field.
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Abbreviations

BOP blowout preventer
ROP rate of penetration
WOB weight on bit
SIDP shut-in drill pipe pressure
SICP shut-in casing pressure
HCR hydraulic choke valve
OBM oil-based mud
SIDPP shut-in drip pipe pressure
SICP shut-in casing pressure
DP drill pipe
DC drill collar
MM mud motor
LOT leak-off test

References
1. Li, X.Z.; Hua, A.Z. Prediction and prevention of sandstone-gas outbursts in coal mines. Int. J. Rock Mech. Min. Sci. 2006, 43, 2–18.

[CrossRef]
2. Failler, P. Special Issue on Global Market for Crude Oil. Energies 2021, 14, 1199. [CrossRef]
3. Pinka, J.; Wittenberger, G.; Engel, J. Borehole Mining, 1st ed.; FBERG TU: Kosice, Slovakia, 2007; p. 233.
4. Jung, J.; Han, D.; Kwon, S. Well placement optimisation using a productivity potential area map. Int. J. Oil Gas Coal Technol. 2021,

27, 41–53. [CrossRef]
5. Atashnezhad, A.; Wood, A.D.; Fereidounpour, A.; Khosravanian, R. Designing and optimizing deviated wellbore trajectories

using novel particle swarm algorithms. J. Nat. Gas Sci. Eng. 2014, 21, 1184–1204. [CrossRef]
6. Klempa, M.; Malis, J.; Sancer, J.; Slivka, V. Research of Stowing Material for Filling of Free Underground Spaces of Old Mine

Works. Inz. Miner. J. Pol. Miner. Eng. Soc. 2018, 2, 321–325. [CrossRef]
7. Marbun, B.; Sinaga, S.; Purbantanu, B.; Ridwan, R. Improvement of Loads Calculation of the Perforated Liner in a Geothermal

Production Well. Renew. Energy 2021, 174, 468–486. [CrossRef]
8. Bildstein, J.; Strobel, J. Formation Pressure while Drilling, a valuable alternative in difficult drilling environment in Northern

Germany. In Proceedings of the 67th EAGE Conference & Exhibition, Madrid, Spain, 13–16 June 2005. [CrossRef]
9. Sun, S.H.; Yan, T.; Bi, X.L.; Wang, P. Analysis on the Influence Factors of Well Deviation in Gas Drilling. Adv. Mater. Res. 2012, 577,

132–136. [CrossRef]
10. Su, K.H. Research on Bottom Hole Pressure of Horizontal Well during Gas Kick. In Proceedings of the International Conference

on Environmental Systems Science and Engineering, Dalian, China, 6 August 2010; Volume 1, pp. 318–325.
11. Chang, D.; Li, G.; Shen, Z.; Huang, Z.; Tian, S.; Shi, H.; Song, X. A Study on the Effect of Bottom-hole Differential Pressure on the

Rock Stress Field. Energy Sources Part A Recovery Util. Environ. Eff. 2014, 36, 275–283. [CrossRef]
12. Ni, H.; Wang, R.; Song, W.; Song, H. Study on the Mechanism of Bottom Hole Hydraulic Pulse Increasing Drilling Rate. Adv.

Mater. Res. 2012, 354–355, 621–626. [CrossRef]

72



Processes 2022, 10, 1106

13. Pindor, T. Innovative methods of natural gas exploitation as a factor of sustainable development of world economy. Ekon. I
Srodowisko-Econ. Environ. 2017, 4, 205–217.

14. Li, L.; Tan, J.; Wood, A.D.; Zhao, Z.; Becker, D.; Lyu, Q.; Shu, B.; Chen, H. A review of the current status of induced seismicity
monitoring for hydraulicfracturing in unconventional tight oil and gas reservoirs. Fuel 2019, 242, 195–210. [CrossRef]

15. Geertsma, J. Land subsidence above compacting oil and gas reservoirs. Pet Technol. 1973, 25, 734–744. [CrossRef]
16. Knez, D.; Rajaoalison, H. Discrepancy between measured dynamic poroelastic parameters and predicted values from Wyllie’s

equation for water-saturated Istebna sandstone. Acta Geophys. 2021, 69, 673–680. [CrossRef]
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Abstract: How to reduce the friction resistance between two planes is a difficult problem that has been
studied in the field of tribology. Aiming at this problem, the concept of reducing the friction resistance
by exciting the periodic change of normal force between the planes is proposed. A calculation
model of the displacement amplitude distribution of the plate is established based on the principle
of reciprocity of work, and the influence of the periodic change of normal force on sliding friction
between the planes is studied. Additionally, an experimental device for analysis of friction between
the planes under the periodic change of normal force is established. The calculation model of the
plate’s displacement amplitude distribution considering the change frequency of normal force is
verified and modified by experiments. The research results mainly show two aspects. On the one
hand, the calculation model of the displacement amplitude distribution of the plate is in good
agreement with the experimental results, which can effectively help to study the effect of periodic
change of normal force on sliding friction between the planes. On the other hand, the change of
amplitude and frequency of the normal force have an influence on the sliding friction between the
planes. That is, the latter decreases with the increase of the former. The above conclusions have great
reference significance for the study of vibration drag reduction in engineering production.

Keywords: normal force; vibration drag reduction; sliding friction; displacement amplitude;
friction change

1. Model of Influence of Normal Force’s Periodic Change on Sliding Friction
Characteristics between the Planes

Reducing the friction resistance of moving surfaces is an important problem in the
field of tribology [1–3]. In order to solve this problem, a series of engineering methods have
been formed, which are as follows: bionic drag reduction [4], chemical drag reduction [5],
vibration drag reduction [6], paint drag reduction [7], etc. Research and practice show
that vibration drag reduction is one of the most effective methods. To this end, various
engineering processes for vibration drag reduction have been formed, such as vibration
pile pulling [8], vibration conveying [9], and vibration screening [10]. However, as there are
many forms of vibration, the matching relationship between different forms of vibration
drag reduction and drag reduction’s working conditions has not been clear, and the research
on the influence of different vibration forms on characteristics of friction and drag reduction
has not been in-depth. Jae Hyeok Choi et al. studied the influence of contact vibration
on nano friction among graphene, Pt, Au and SiOx from the micro mechanism [11], but
for the actual engineering requirements, it is also necessary to study the influence of
friction between the two Q235A plates on vibration drag reduction under macro conditions.
For example, the vibration drag reduction between the drill string and the inner wall
of the casing during sliding guidance of oil and gas wells is not enough from the micro
perspective, but needs to be studied from the macro perspective. Therefore, in view of the
problem of how to reduce friction and drag between two planes, the author proposes the

Processes 2022, 10, 1138. https://doi.org/10.3390/pr10061138 https://www.mdpi.com/journal/processes74



Processes 2022, 10, 1138

concept of stimulating the periodic change of normal force between the planes to change the
friction resistance, establishes models and carries out related experiments so as to provide
theoretical support for using normal vibration to reduce drag in engineering.

1.1. Establishment of Calculation Model for the Influence of Normal Force’s Periodic Change on
Sliding Friction between the Planes

The study shows [12–14] that when the normal force of two plates in contact with each
other changes periodically, the high frequency mechanical collision will occur, resulting
in the constant change of real contact area. As shown in Figure 1a, when the plate is not
subjected to periodic change of normal force, no deformation occurs on the plate. At this
time, if there is relative movement between contact surfaces, the friction resistance on the
plate is the product of the positive pressure on the upper plate and the friction coefficient.

f1 = µN1 (1)
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Figure 1b shows the deformation of the plate under the action of the changing normal
force. When the plate is subjected to the normal force whose changing amplitude is less
than the plate’s gravity, the displacement amplitude of the plate in a certain area, near
where the normal force is applied, will be generated. In this area the two plates do not
contact and are still contact with each other in the rest of areas, which means that the contact
area of the two plates decreases compared with that before the deformation. When the
plate is subjected to the periodically changing normal force, the displacement amplitude
is in a dynamic change motion. Besides, the upper plate with displacement amplitude is
in a “weightless state”, that is, when the plate with displacement amplitude is deformed,
the positive pressure on the plate and the average friction resistance in relative motion all
decrease. At this time, the friction resistance between two plates is:

f2 = µN2 (2)

1.2. Model Building and Solving

According to the above analysis, as long as the distribution of the displacement
amplitude on the contact surface of the plate is obtained, the change of the friction resistance
under the excitation state can be got so as to analyze the influence of vibration on the
friction resistance.

In many engineering problems, one of the two objects in friction is elastic, such as
the stratum in the vibration pile pulling process mentioned above. Therefore, this kind of
research problem can be transformed into the force bending model of four-sided free plate
on elastic foundation. As shown in Figure 2, a flat plate with free four sides on an elastic
foundation is subjected to an arbitrary load (P) on the position (ζ, η), and the displacement
of the plate edge is assumed to be:

W(x, 0) = D1 + (D2 + D1)x/a +
∞

∑
m = 1

B1m sin kmx (3)
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W(x, b) = D3 + (D4 + D3)x/a +
∞

∑
m = 1

B2m sin kmx (4)

W(0, y) = D1 + (D1 + D3)y/b +
∞

∑
m = 1

B1n sin kmy (5)

W(a, y) = D2 + (D4 + D2)y/b +
∞

∑
m = 1

B2n sin kmy (6)
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In the formula, D1, D2, D3, D4 represents the displacement at the plate angle ((0, 0),
(a, 0), (0, b), (a, b)) respectively, and their units are mm.

At present, numerical method and analytical method are the main methods to deal
with plate bending. Numerical calculation methods mainly include finite element method
and boundary method [15] which lack universality. While in the analytical method, the
displacement function needs to be determined first, and then the unknown parameters
need to be calculated according to the boundary conditions, whose process is complicated
and is not conducive to engineering application. The use of the reciprocity theorem of
work can simplify the solution process [16], and the results have high reliability and strong
applicability. The theorem of reciprocity of work means that when two sets of generalized
forces act on a linear elastic body, the work done by the first set of force on the displacement
caused by the second set of force is equal to the work done by the second set of force on the
displacement caused by the first set of force.

Figure 3 shows a four-sided simply supported plate on an elastic foundation. Ac-
cording to the theorem of reciprocity of work, the work done on the displacement caused
by the periodically changing normal force in the system of Figure 2 is equal to the work
done by the displacement caused by the periodically changing normal force in the system
of Figure 3. According to the theory of elastic thin plate, the equilibrium equation of
four-sided simply supported plate can be obtained as:

∂4w1

∂x4 + 2
∂4w1

∂x2∂y2 +
∂4w1

∂y4 + Kw1 =
δ(x − ζ, y − η)

D
(7)
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In the formula, 1y (x,0, , )V   , 1 (0, , , )xV y   , 1( , , , )R x y    are the distributed shear 
force at the plate edge and plate angular reaction force along the x-axis and y-axis respec-
tively. The boundary condition of the four-sided free vibrating plate is:  
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Substitute (3)–(6) into (8) to get: 
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     
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(17)

Figure 3. Four-sided simply supported plate.

In the formula, w1 is the vertical displacement of the plate and its unit is mm; K is
the stiffness coefficient of the foundation reaction and its unit is N/mm; D is the bending
stiffness of the plate and its unit is N/mm; h is the thickness of the plate and its unit is mm;
δ(x − ζ, y − η) is the Dira Delta function.
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By applying the reciprocity principle of work to the systems in Figures 2 and 3, it can
be obtained that:

W(ζ, η) =
a∫

0
[V1y(x, 0, ζ, η)W(x, 0)− V1y(x, b, ζ, η)W(x, b)]dx+

b∫
0
[V1x(0, y, ζ, η)W(0, y)− V1x(a, y, ζ, η)W(a, y)]dy+

[R1(a, b, ζ, η)D4 − R1(0, b, ζ, η)D3]+[R1(0, 0, ζ, η)D1 − R1(a, 0, ζ, η)D2]

(8)

In the formula, V1y(x, 0, ζ, η), V1x(0, y, ζ, η), R1(x, y, ζ, η) are the distributed shear force
at the plate edge and plate angular reaction force along the x-axis and y-axis respectively.
The boundary condition of the four-sided free vibrating plate is:

∂3W(ζ, 0)
∂η3 + (2 − v)

∂3W(ζ, 0)
∂η∂ς2 = 0 (9)

∂3W(ζ, b)
∂η3 + (2 − v)

∂3W(ζ, b)
∂η∂ς2 = 0 (10)

∂3W(0, η)

∂ζ3 + (2 − v)
∂3W(0, η)

∂η2∂ς
= 0 (11)

∂3W(a, η)

∂ζ3 + (2 − v)
∂3W(a, η)

∂η2∂ς
= 0 (12)

∂2W(0, 0)
∂ζ∂η

= 0 (13)

∂2W(a, 0)
∂ζ∂η

= 0 (14)

∂2W(0, b)
∂ζ∂η

= 0 (15)

∂2W(a, b)
∂ζ∂η

= 0 (16)

Substitute (3)–(6) into (8) to get:

∞
∑
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B1n
2λ2

[
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sinhana − φ(βn ,n)sinhβn(a−ζ)
sinhβna

]
sin knη+

∞
∑
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B2n
2λ2

[
φ(an ,n)sinhanζ

sinhana − φ(βn ,n)sinhβnζ
sinhβnb

]
sin knη+

D1

[
(a−ζ)(b−η)

ab −
∞
∑

m = 1

λ2

mπ

[
sinham(b−η)
a2msinhamb − sinhβm(b−η)

β2msinhβmb + 2λ2(b−η)
a2m β2mb

]
sin kmζ

]
+

D2

[
ζ(b−η)

ab −
∞
∑

m = 1

λ2(−1)m

mπ

[
sinham(b−η)
a2msinhamb − sinhβm(b−η)

β2msinhβmb + 2λ2(b−η)
a2m β2mb

]
sin kmζ

]
+

D3

[
(a−ζ)η

ab −
∞
∑

m = 1

λ2

mπ

[
sinhamη

a2msinhamb −
sinhβmη

β2msinhβmb +
2λ2η

a2m β2mb

]
sin kmζ

]
+

D4

[
ζη
ab −

∞
∑

m = 1

λ2(−1)m

mπ

[
sinhamη

a2msinhamb −
sinhβmη

β2msinhβmb +
2λ2η

a2m β2mb

]
sin kmζ

]

(17)

Eight algebraic equations can be obtained by substituting (17) into (9)–(16) respectively
so as to get the unknown parameter (D1, D2, D3, D4, B1m, B2m, B1n, B2n) and then obtain
the theoretical solution of the equation. The value of m, n depends on the requirements of
calculation accuracy.

1.3. Instance Calculation

In practical engineering, steel and rock are the main materials that generate friction
and friction pair. The choice of steel for the plate in the model can make the results
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more practical. Q235A steel is taken as an example to calculate. When elastic modulus
E = 2.0× 106 t/m2, Poisson’s ratio v = 0.312, plate size a = b = 0.18 m, plate thickness
h = 0.03 m, the displacement amplitude distribution under load (P) of 5.7N is calculated
using the model.

Figure 4 shows the amplitude distribution of plate displacement under the action of
periodic normal force.
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occur on the plate, which decrease along the action point to the four edges. Considering 
the area of the plate as S, the friction resistance before excitation as f, the area of the dis-
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Figure 4. Displacement amplitude distribution of the plate on loading (P) of 5.7N.

It can be seen that under the action of periodically changing normal force, different
degrees of displacement amplitudes with the action point of the normal force as the center
occur on the plate, which decrease along the action point to the four edges. Considering
the area of the plate as S, the friction resistance before excitation as f, the area of the
displacement amplitude of the plate in the figure is 0.20 S, the friction resistance under
the corresponding conditions can be calculated to be 0.80 f according to the relationship
between the displacement amplitude of the plate and the friction resistance established in
Section 1.1.

2. Establishment and Analysis of an Experimental Device for the Analysis of Friction
between Planes under the Action of Periodically Changing Normal Force

In order to verify the reliability of the model, an experimental device for the analysis
of friction resistance between planes under the action of periodically changing normal force
is established, whose schematic diagram is shown in Figures 5 and 6.
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Under the same impact force, the percentage of friction reduction decreases with the 
increase of the action frequency. When the normal force change amplitude is 5.7 N, the 
percentage of friction reduction is 94.01%. When the action frequency is 10 Hz, the per-
centage of friction reduction is 86.07%. When the action frequency is 40 Hz and the friction 
resistance is reduced by 8.44%. The trend of the curve shows that the drag reduction effect 
increases with the increase of the normal force’s change frequency, which is because the 
change of the normal force, which belongs to the simple harmonic force, is generated by 
the inertial vibration exciter. The measured friction is the average value in a measurement 
period. When the action frequency increases, the number of actions per unit time also 
increases, which means that the number of displacement amplitudes of the plate increases 
so as to be beneficial to the friction reduction.  

Figure 5. Schematic diagram of an experimental device for the analysis of frictional resistance
between planes under the action of periodically changing normal force. 1. electric motor; 2. threaded
screw device; 3. tension sensor; 4. upper sample; 5. eccentric block of shaker; 6. single axis inertial
shaker; 7. inverter; 8. data collection system; 9. Shaker; 10. lower sample.
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Figure 6. Experimental device picture.

Figure 7 shows the variation curve of Q235A steel and −Q235A steel friction pair’s
friction reduction percentage with the amplitude, under different action frequency of
normal force. It can be seen that under the same action frequency, the percentage of friction
reduction decreases with the increase of the normal force amplitude. Under the action
frequency of 40 Hz, when the normal force amplitude is 5.7 N, the percentage of friction
reduction is 86.03%; when the normal force amplitude is 22.7 N, the percentage of friction
reduction is 26.02% and the friction resistance is reduced by 69.75%. The trend of the curve
shows that a higher normal force amplitude is beneficial to improve the drag reduction
effect, because a higher normal force amplitude can cause a larger range of displacement
amplitudes on the contact surface.
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Figure 7. Graph showing Q235A steel and -steel friction pair’s percentage of friction reduction
varying with the normal force amplitude’s change.

Under the same impact force, the percentage of friction reduction decreases with
the increase of the action frequency. When the normal force change amplitude is 5.7 N,
the percentage of friction reduction is 94.01%. When the action frequency is 10 Hz, the
percentage of friction reduction is 86.07%. When the action frequency is 40 Hz and the
friction resistance is reduced by 8.44%. The trend of the curve shows that the drag reduction
effect increases with the increase of the normal force’s change frequency, which is because
the change of the normal force, which belongs to the simple harmonic force, is generated by
the inertial vibration exciter. The measured friction is the average value in a measurement
period. When the action frequency increases, the number of actions per unit time also
increases, which means that the number of displacement amplitudes of the plate increases
so as to be beneficial to the friction reduction.

3. Model Validation and Modification

According to the friction reduction experiment of the periodically changing normal
force, it can be seen that the action frequency of the normal force has a certain effect on
the friction reduction. However, the displacement amplitude distribution model of the
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plate does not consider the situation under the action frequency, so the model needs to
be modified.

The plate has a displacement amplitude due to the changing normal force, which
reduces the friction resistance, so there are:

f0 − fd × C f = f1(N, f )·(C f > 0) (18)

In the formula, f0 represents the friction resistance of the plate without the action of
the periodically changing normal force and its unit is N; fd represents the reduced friction
resistance of the plate subjected to periodically changing normal force and its unit is N. Cf
represents correction factor of action frequency; f1 (N, f) represents frictional resistance of the
plate subjected to periodically changing normal force and its unit is N.

For the convenience of calculation, each item in the formula is expressed as the
percentage of friction reduction. That is, all the terms in formula (18) are divided by the
friction resistance not affected by the periodically changing normal force.

The frequency correction coefficient is calculated by taking the Q235A steel and -
Q235A steel friction pair, impact force of 5.7 N, impact frequency of 40 Hz as example.
Under this condition, when fd/f0 is 0.80 and f1(5,40) is 0.86, Cf can be got as 0.175. In the same
way, the correction coefficient curves with different frequencies under different amplitude
changes of normal force can be obtained, as shown in Figure 8.
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Figure 8. Curves of frequency correction coefficient under different impact.

According to the frequency correction curves under different normal force’s ampli-
tudes changes in Figure 8, the frequency correction coefficients can be obtained, which are
substituted into formula 18 to obtain the percentage of friction reduction after modification.

The comparison between the model results and the experimental results after the
modification is shown in Figure 9. The modified model results are more similar to the
experimental results, and the error value is reduced. Under this experimental conditions,
the average error rate between the calculated results of the modified model and the experi-
mental results is 3.28%, so the model used to explain the friction reduction mechanism of
periodically changing normal force is reliable.
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4. Conclusions

1. The amplitude distribution model of plate displacement is established and the in-
fluence of periodically changing normal force on plane sliding friction is studied.
According to the model, the change of displacement amplitude of contact surface
under the action of periodically changing normal force is the main reason for the
change of friction resistance of contact surface. Under the action of the periodically
changing normal force, the displacement amplitude of the upper plate deviates from
the contact surface and is in the state of “weightlessness in the air”. Then the positive
pressure on the contact surface decreases, which is finally manifested as the reduction
of friction resistance.

2. An experimental device for friction analysis between plates under the action of
periodically changing normal force is established to study the influence of normal
force’s amplitude change and action frequency on friction. The experiments show that
under the action of the periodically changing normal force, the friction decreases with
the increase of the action frequency, and decreases with the increase of the normal
force’s amplitude change.

3. The frequency modification of the model is carried out through the experimental
results. The calculation results of modified model are in good agreement with the
experimental results, and the error between them is low. Under the experimental
conditions, the average error value is 3.28%.

4. The model is reliable for calculating the friction resistance between planes under the
action of the periodically changing normal force, which can provide a theoretical basis
for the technology of using the excited normal force to reduce friction in engineering.
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Abstract: This paper designs a new class of actuators for the downhole traction robot system to
achieve high-accuracy transmission, which is realized by the planetary roller screw mechanism
(PRSM). As the downhole environment is a non-structure one, which increases the difficulty of the
load analyses and distributions of the downhole robot system to complete a predesigned mission.
Traditional achievements about the mechanical behavior analyses of PRSM ignore the effects of radial
loads and torque elastic deformation errors, which are inevitable for the downhole robot actuator, and
the results of which would affect the load distribution and fatigue life of the PRSM-aided actuator. To
assist the complex task, in this study the mechanical behavior analyses of PRSM for the downhole
robot system are investigated by considering axial loads, torque elastic deformation errors, and radial
loads. Moreover, the calculation models for contact load distribution and fatigue life are established
by utilizing the equivalent contact load and Hertz contact theory. Two cases for the robot actuator in
the downhole environment are addressed, the results of which indicate that the contact load change
and decrease with the thread growth direction of the PRSM, the first several threads bore most of the
loads, and the last several threads only took a few loads. Additionally, the fatigue life reduces sharply
under the condition that the axial loads, radial loads, and rotation speeds increase. Compared with
the other two effectors, the fatigue life is more sensitive to the radial loads. The results show the
sustainability of the presented screw–roller–nut and provide a potential reference for the downhole
robot actuator motion analyses.

Keywords: downhole robot actuator; PRSM; elastic deformation errors; axial loads and radial loads;
load distribution; fatigue life

1. Introduction

Horizontal wells are widely used in the exploration and development of deep sea
complex oil and gas resources. As the depth and the length of horizontal wells continue to
increase, it is urgent to create a new model to deal with the increasingly complex mission
of resource explorations, which can be realized based on horizontal wells and downhole
robot technologies.

The concept of the downhole robot was first proposed by H. Jørgen in 1987 [1], which
can be divided into two categories according to its structural characteristics and application
conditions: downhole traction robots and downhole drilling robots [2]. Downhole robots
play an indispensable role in drilling and completion operations to transport downhole
tools to designated locations, and to achieve explosive fracturing. Additionally, the down-
hole robot can solve the buckling deformation of coiled tubing, the difficulty of running
downhole tubing strings in horizontal well logging, fracturing, and other operations. Nowa-
days, the downhole robot has been widely used in downhole operations in long horizontal
complex wells.
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The structure of the downhole robot mainly includes a right and left body-support
mechanism, traction mechanism, power mechanism, and so on. As shown in Figure 1,
according to their structures and different actuators, downhole traction robots can be
divided into three categories, which are the wheeled traction robot, pedrail traction robot,
and telescopic traction robot. Additionally, more concretely, the driving forces of the
downhole robot can be founded as two kinds, i.e., hydraulic cylinder and motor. Compared
with the other two traction robots, the telescopic type has a good performance in terms
of passing over the obstacle. From the perspective of driving power in the hydraulic
cylinder scheme, some complex oil circuits should be designed and arranged in a small
robot system, which decreases the flexibility of the downhole robot system. On the other
hand, the unnecessary oil circuit can be omitted in the motor driving framework, and the
power supply and communication can be integrated. This motivates the motor-driven
actuator design of this study.

Figure 1. Brief introduction of the downhole robot system.

It should be noted that the traction devices used by the previous downhole robots
are hydraulic telescopic and wheeled [3,4]. However, the wheeled downhole robots have
a large diameter and cannot be used in tiny boreholes [5]. On the other hand, signal
feedback is troublesome during the operation of the robots for the hydraulic power traction
condition. Additionally, the solenoid valve is limited to withstand high temperatures;
indeed, the solenoid valve and hydraulic oil passage are easy to enter and block impurities,
which limits the application of the hydraulic telescopic power mechanism [6–8]. From the
transmission accuracy and control response speed perspective, the planetary roller screw
mechanism (PRSM) has been widely used in aerospace, ships, medical equipment, special
machinery, weaponry, and other precision fields [9,10] owing to its high transmission
accuracy in recent years. However, only a few studies have investigated the application of
PRSM to downhole robot systems. This work presents a class of downhole robot systems,
the traction actuator mechanism of which is a planetary roller screw traction mechanism
one. The PRSM is a power unit that converts the rotational motion of the lead screw into
the linear motion of the nut, which can achieve a precision transmission task. With the
PRSM actuator mechanism, the actuator is driven by a motor rather than a hydraulic
ram, which implies that the structure is simplified due to the omission of some hydraulic
oil circuits. With the continuous development and application of long horizontal wells,
the well structure will have local bending an inclination due to the change of deflection
parameters in long-horizontal complex-structure wells. When the robot works in the
downhole, the non-structural shaft wall will cause different degrees of extrusion to affect
the robot. In addition, the high temperature and pressure in the downhole have also posed
challenges to its mechanical behaviors and fatigue life.

There are many factors affecting the safety and stability of PRSM. The existing achieve-
ments could provide a theoretical basis for the load distribution calculation and fatigue
life analysis. For example, in [11], the authors studied the effects of uniformly distributed
loads on the carrying capacity of PRSM. Furthermore, an improved iterative algorithm was
proposed for multi-objective optimization, such as for contact deformation and finding the
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best pitch. In [12], Fu et al. studied the influences of unevenly distributed load on the trans-
mission accuracy and life of PRSM; the results show that it will accelerate the destruction of
the thread contact surface and reduce the transmission stability when the screw rotates at a
high speed. The results in [13,14] studied the effects of assembly errors and external loads
on PSRM, and safe transmission mechanisms were discussed. Aur′egan and Yao, et al.,
respectively, investigated the effects of wear behavior, uncertain factors of the elastic–plastic
contact characteristics, and machining errors on the PRSM in [15,16]. In [17], the nature of
the contact with friction between the threaded surfaces in a PRSM was investigated, and the
calculation model was established and simulated. The achievements in [18,19] discussed
the load sharing and pitch deviation of the PSRM. The results show that the deformation
also has a great influence on the fatigue life. More recently, the transmission efficiency of
PRSM was studied in [20–22]; for instance, Mamaev, et al. reached the conclusion that the
stiffness and bearing capacity will increase the transmission efficiency of PSRM in [20].
Auregan, et al. in [21], verified that the reason for reducing the transmission efficiency of
PSRM was the complete sliding of the PRSM pair, which was caused by the plastic–flow
ratio between the thread engagements. In [22], the author discussed Hertz contact model
and a multi-axial fatigue criterion of PSRM, and the results were applied to two cases
to verify the reliability. However, the aforementioned results have rarely discussed the
PRSM utilized in the downhole environment, which is more complex and has some new
challenges. Furthermore, the coupled torque elastic deformations and radial loads for the
PRSM of the downhole robot system not have been explored.

As aforementioned, the performance of PRSM were affected by multiple factors,
including the external loads, elastic errors, and even the complex working conditions.
In this note, a class of traction robot systems was designed. The PRSM is introduced as
the actuator. Additionally, the mechanical behavior of the PRSM used in the downhole
robot system was investigated. The load distribution and fatigue life calculation models
are established. The contributions of this study can be highlighted as follows:

(1) A new actuator is designed for the downhole traction robot system. Compared with
the aforementioned downhole robot in [6–8], in this note, the PRSM is introduced.
Moreover, the driver power can be supported by a motor instead of the hydraulic
cylinder, which indicates that some hydraulic oil circuits can be omitted and then the
structure of the robot system can be simplified.

(2) The mechanical analyses of the PRSM in the downhole environment is investigated.
This is different from the existing achievements in [18–20], where the load distribu-
tions are analyzed by considering axial loads and external deformations. For the
downhole traction robot system, the working environment is a non-structure one,
which means that the radial loads and torque deformations cannot be ignored, and
the load distributions and fatigue life will be affected. In this note, we establish the
calculation and fatigue life calculation models for the presented actuator by consider-
ing the axial loads, radial loads and torque elastic deformations, simultaneously, with
the help of the equivalent contact load and Hertz contact theory.

The remainder of this study is organized as follows. In Section 2, the mechanical
model is discussed and the problem is formulated. In Section 3, the elastic deformation
error is analyzed. In Section 4, the mechanical behavior analysis is verified. In Section 5,
some simulation results are given. Finally, we conclude this study in Section 6.

2. Mechanical Model and Problem Formulation
2.1. Downhole Robot System Actuator Model Analysis and Design

As mentioned before, two driving power mechanisms are contained in the telescope
traction robots. In this subsection, the comparison results of the two driving power mecha-
nisms in the telescopic traction robot is expressed in Table 1. Some more detail results of
the downhole robots can be found in the work [1].
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Table 1. Comparisons of two driving powers in downhole telescopic traction robot mode.

Power Actuator Model Advantages and Analyses Disadvantages

Hydraulic Hydraulic cylinder Telescopic traction robot Accessories are necessary;
less structure design free-
dom and the control of the
cylinder is difficult

The sensor require-
ment is high and
lacks of feedback
data; control preci-
sion is not so high;
signal transmission is
difficult; control logic
is complicated

Electro-hydraulic Motor and hydraulic
cylinder

Wheeled and Telescope More structure flexibility,
higher traction force; good
performance of trade off ve-
locity range

Difficult to control;
larger size; require-
ment of sealing per-
formance; more pa-
rameters to be ad-
justed

Motor (Our presented) PRSM (Our presented) Telescopic traction robot Easy to control; more de-
sign freedom; integration of
power supply and commu-
nication; sensor data can be
transmitted

The mechanical be-
havior of the PRSM
should be analyzed

In this study, we designed a new actuator for the telescopic traction robot to complete
complex tasks in the downhole, as shown in Figure 2. The PRSM is introduced in the
downhole robot system design scheme. In our presented robot, the power is supported
by the motor, and the PRSM is driven by the motor. It should be mentioned that the
PRSM in the robot system can help the robot walk forward in the downhole. However,
as the downhole environment is complex, the PRSM will suffer from radial force and
elastic deformation, which will affect the load distribution on the threads of the PRSM.
To guarantee high transmission accuracy, the mechanical behavior analysis of the actuator
in the downhole should be made.

Figure 2. The presented downhole robot system

2.2. Analysis and Problem Formulation

The three dimensional model of the downhole robot system is shown in Figure 3a.
The downhole robot system works in a retractable mode, as shown in Figure 3b, to complete
the downhole task, eight steps are consisted in one cycle motion. The motion procedure of
the robot system can be expressed as follows.

(a) Initial position. The left support cylinder, left support arm, PSRM, right support arm,
and right support cylinder are all in the initial states, which are shown as in Figure 3;

(b) The left support mechanism of the robot system works with the cylinder;
(c) The motor rotates forward; the nut moves forward to drive the right support arm and

the right main body to move forward;
(d) The left support arm contracts and moves forward with the left retractable cylinder;
(e) The right support arm completes the operation of the contract with the right support

cylinder;
(f) The motor rotates in reverse and nut fixed; the screw draws the right support cylinder

and the right main body to move forward;
(g) The right support arm completes the support operation with the right support cylinder;
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(h) The left support arm completes the operation of the contract with the left support
cylinder, and then goes back to state b;
Repeat steps b–h.

(a)

(b)

Figure 3. (a) The three-dimensional model of the downhole robot system; (b) the working mechanism
of the downhole robot system.

It should be noted that during the working procedure, the mechanical behavior of
PRSM is one of the most important parts of the robot system. In what follows, the contact
load and the deformation of the PRSM are analyzed when the downhole robot works.
The scheme of the PRSM of the robot system is depicted in Figure 4. We number the threads
of each roller individually along with the axial direction. For the downhole robot system,
two cases are contained to complete the predesigned task.

Figure 4. The threads number of each roller for the downhole robot system.

Case 1: The robot moves forward through the screw and roller, which are driven by
the motor. In this condition, the nut is fixed and the screw is rotating and moving.

Case 2: The forward motion of the accessory support frame happens through the
movement of the nut. In this condition, the screw is driven by the motor and only rotates
without moving.

Before we give our main results, the following assumption is made.

87



Processes 2022, 10, 1520

Assumption 1 ([23]). The deformations considered of the screw to roller and roller to the nut are
elastic and satisfy the Hertz contact theory.

Assumption 2. The centrifugal force and gyroscopic moment are neglected.

3. Elastic Deformation Error Analysis of the PRSM
3.1. Robot Elastic Deformation Error in Case 1

When the screw works in condition 1 in the downhole robot, it means that the motor
drives the screw to rotate and move, and the axial load Fa is shown in Figure 5. In this
condition, an additional radial load Fζ exists as the screw drags some accessories and the
downhole environment is non-structural. Additionally, a torsion deformation occurs when
the screw works.

Figure 5. The diagram of the deformation in case 1.

For the downhole robot system in case 1, when the screw rotates and moves, the thread
plays the main role in power and motion transmission. From the results in [24,25], the de-
formations caused by axial loads Fa and torsional T in the axis direction can be obtained
as follows,

λa1 =
4Falx

Eπdz
(1)

where λa1 is the axial deformation caused by the tension load. lx denotes the nut work-
ing position. E represents the elastic modulus of materials, and dz is the diameter of
screw thread.

λb =
16Tlslz
π2d4

zG
(2)

where λb represents the axial deformation caused by the driving torque. T is the driving
torque. lz denotes the lead of the screw. ls is the length of screw against the torque, and G
is the shear modulus.

In order to drag the accessories, the driving torque can be calculated as

T =
Falz
2πµ

(3)

where µ denotes the transmission efficiency. From the Equation (3), Equation (2) can be
reformulated as

λb =
8Falz2ld
π3d4

zGµ
(4)
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Then, the total deformation error of the screw in the axial direction can be obtained as

λs = λa1 + λb =
4Falx

Eπdz
+

8Falz2ld
π3d4

zGµ
(5)

3.2. Robot Elastic Deformation Error in Case 2

As expressed in Figure 6, in this condition, only pressure deformation occurs in the nut,
which means that the total deformation λs = λa2, and the deformation can be obtained as

λa2 =
4Falx

Eπdz
(6)

Figure 6. The diagram of the deformation in case 2.

Now we are in the position to analyze the contact deformation of the threads of
screw-to-roller and roller-to-nut of the downhole robot system.

4. Mechanical Behavior Analysis
4.1. Robot Contact Deformation Analysis

As described in Figure 7, Fζ denotes the radial loads. When the robot moves in the
downhole, the PRSM is subjected to a non-structure radial force. As a result, a non-structure
radial deformation of the roller at different position is generated correspondingly when the
roller rotates. As expressed in Figure 7, the solid line denotes the initial position without
the non-structure radial force, and the dashed line represents the new position when the
nut is subjected to the radial loads. For the downhole robot system, the axial loads of screw
and nut are the prior known knowledge and then the axial deformation can be obtained. It
should be noted that the axial loads of each roller are not equal and difficult to calculate
when the robot moves in the hole through the PRSM. In this study, the axial deformations
of each roller of all threads are identical, and the radial deformations can be calculated
by [26]

ζr(n,j) = ζr cos ϕi (7)

where ζr is the radial deformation, ϕi is the so-called position angle of the ith roller.
By defining the angle between two adjacent rollers φ = 2πna

z , where z and na represent the
number of rollers and work cycles. Then, ϕi can be calculated as

ϕi = θ + (i− 1)φ (8)

By changing the value of θ, the radial deformations of all the threads can be calculated.
In this study, the equivalent deformation concept is adopted, i.e., the normal deforma-

tions of the screw-to-roller and roller-to-nut are calculated by

ζe(n,j) = ζa(n,j)sin β
/

cos v + ζr(n,j) cos β cos φ (9)

where ζe(n,j) denotes the equivalent normal deformation of the thread, ζa(n,j) is the axial
deformation, β and v are the contact angle and helix angle, respectively.
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Figure 7. The diagram of deformation when subjected to radial loads.

From the Hertzian contact theory, the equivalent contact load of the contact point can
be calculated via:

<e(n,j) = κ

(
1

Gra + Grb
ζe(n,j)

) 3
2

(10)

where κ is an indicator with κ ∈ {0, 1}, which means that the threads are contacting when
κ = 1, and the threads contact are abnormal when κ = 0. Gra and Grb represent the stiffness
coefficients in the contact threads of the screw-to-roller and roller-to-nut, which can be
obtained as [27] 



Gra =

Qes
πmvs

3
√

9E2 ∑ ρas
/

4

Grb = Qen
πmvn

3
√

9E2 ∑ ρan
/

4
(11)

where Qes and Qen are two elliptic integral parameters of the screw-to-roller and roller-
to-nut contact threads. mvs and mvn denote two semi-axis coefficients of the two contact
threads. ∑ ρas and ∑ ρan represent the curvature sum of the two contact interfaces.

Remark 1. In this study, the PRSM will be subjected to radial loads and axial loads during the
working process in the downhole environment. However, in the existed achievements, most of the
studies have only considered axial loads and the corresponding load distributions. There are rare
results that have discussed the axial loads and radial loads simultaneously, and it should be noted
that the loads of each roller of the PRSM are not equal when considering the radial loads. From this
point of view, the equivalent contact load and Hertz contact theory are used to calculate the loads of
all threads in this work.

By combing Equations (7)–(11), the equilibrium equations in the radial and axial
direction can be expressed by





Fζ −
N
∑

n=1

Pz
∑

j=1
ζe(n,j)cosβ cos φ = 0

Fa −
N
∑

n=1

Pz
∑

j=1
ζe(n,j) sin β cos v = 0

(12)

where N and Pz stand for the numbers of rollers and threads. Furthermore, the axial load

of the nth roller can be calculated by Fan =
Pz
∑

j=1
ζe(n,j) sin β cos v.

4.2. Robot Contact Load and Deformation Analysis

As described above, two cases are considered for the downhole robot system. In case 1,
the screw is moving and the nut is fixed, which implies that the screw is in tension and
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the nut is in compression (Sc − Nt). In case 2, the screw rotates and the nut moves, which
means that both the screw and nut are in compression (Sc − Nc).

4.2.1. Deformation in Sc − Nt

As shown in Figure 8, denoting =S(n,j) and =N(n,j) as the thread contact loads of the
screw and nut, when the PRSM works on the equilibrium point, the axial load for the case
can be obtained as [23]

=S(n,j) = =N(n,j) = Fan −
j−1

∑
h=1

ζe(n,h) sin β cos v (13)

where ζe(n,h) can be solved by (12).

(a) (b)

Figure 8. The sketches of the axial deformations in two cases.

Furthermore, when the screw is driven by a motor and subjected to external loads,
some errors are evitable for the PRSM. Additionally, correspondingly, the following equa-
tions are derived

h̄SZ(n,j) = h̄w − h̄q =
1

sin β cos v

(
υSZ(n,j−1) − υSZ(n,j)

)
−
(
<SZ(n,j−1) −<SZ(n,j)

)
(14)

where h̄SZ(n,j) denotes the contact deformation in the screw to roller interface, which
satisfies the Hertz condition. υSZ(n,j−1) and υSZ(n,j) represent two consecutive contact
surfaces of the screw-to-roller. <SZ(n,j−1) and <SZ(n,j) are the contact interface axial elastic
deformation errors of jth and (j− 1)th threads caused by driven torque and loads.

Similarly, the deformation occurs in the roller-to-nut with elastic errors can be calcu-
lated by

h̄ZN(n,j) = h̄d − h̄ f =
1

sin β cos v

(
υZN(n,j−1) − υZN(n,j)

)
−
(
<ZN(n,j−1) −<ZN(n,j)

)
(15)

where υZN(n,j−1) and υZN(n,j) express two consecutive contact surfaces deformations of
roller to nut. <ZN(n,j−1) and <ZN(n,j) depict the elastic deformation errors of jth and
(j− 1)th threads in the roller to nut interface caused by driven torque and loads.

From the Equations (14) and (15), the combined axial deformation errors by consider-
ing the elastic deformation errors can be obtained as

h̄(n,j) = h̄w − h̄q + h̄d − h̄ f

= 1
sin β cos v

(
υSZ(n,j−1) − υSZ(n,j)

)
−
(
<SZ(n,j−1) −<SZ(n,j)

)

+ 1
sin β cos v

(
υZN(n,j−1) − υZN(n,j)

)
−
(
<ZN(n,j−1) −<ZN(n,j)

)

= 1
sin β cos v

[
υr(n,j−1) − υr(n,j)

]
−
[
<r(n,j−1) −<r(n,j)

]
(16)
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where υr(n,j−1) = υSZ(n,j−1) + υZN(n,j−1), υr(n,j) = υSZ(n,j) + υZN(n,j), <r(n,j−1) = <SZ(n,j−1) +<ZN(n,j−1),
<r(n,j) = <SZ(n,j) +<ZN(n,j).

For the downhole robot system in case 1, the axial deformation can also be formulated as




h̄S(n,j) =
=S(n,j)ρa

2Es As

h̄N(n,j) =
=N(n,j)ρa
2EN AN

(17)

where h̄S(n,j) and h̄N(n,j) represent the deformations in the screw-to-roller and roller-to-nut
contact threads. ρa stands for the pitch, Es. EN , As, and AN are the elastic modulus and
cross sectional areas of the screw and nut, respectively. As and AN can be calculated as
As = πRs

2, AN = π
(

R2
N1 − R2

N2
)
, where Rs is the radius of the screw. RN1 and RN2 are

the external and normal radius of nut.
In accordance with (17), similar to (16), the combined axial deformation can be

obtained as

h̄(n,j) = h̄S(n,j) + h̄N(n,j) =
=S(n,j)ρa

2Es As
+
=N(n,j)ρa

2EN AN
(18)

By combing (16) and (18) yields,

=N(n,j)ρa(AN + As) sin β cos v

2Es As AN
=
[
υr(n,j−1) − υr(n,j)

]
− sin β cos v

[
<r(n,j−1) −<r(n,j)

]
(19)

According to the Hertzian contact theory, the following recursive condition can
be derived

<e(n,j−1)
2
3 −<e(n,j)

2
3 =

sin β cos v[<r(n,j−1)−<r(n,j)]
(Gra+Grb)

+

(
Pz
∑

j=1
ζe(n,j) sin β cos v−

j−1
∑

h=1
ζe(n,h) sin β cos v

)
ρa(AN+As) sin β cos v

2Es As AN(Gra+Grb)

(20)

Now, we are in the position to analyze the deformation of case 2.

4.2.2. Deformation in Sc − Nc

For the Sc − Nc condition, the axial load =S(n,j) and =N(n,j) of the screw and nut can
be reorganized as [23]





=N(n,j) = Fan −
j−1
∑

h=1
ζe(n,h) sin β cos v

=S(n,j) =
j

∑
h=1

ζe(n,h) sin β cos v

(21)

Moreover, accordingly, the deformations in the threads of the screw-to-roller and
roller-to-nut in the axial direction can be calculated similarly as in Equations (14) and (15),
while the roller-to-nut deformation is revised as

h̄ZN(n,j) = h̄ f − h̄d =
1

sin β cos v

(
υZN(n,j) − υZN(n,j−1)

)
−
(
<ZN(n,j) −<ZN(n,j−1)

)
(22)

From (14) and (22), the total axial deformation by considering the elastic deformation
error can be obtained as

h̄(n,j) = h̄w − h̄q + h̄ f − h̄d

= 1
sin β cos v

(
υSZ(n,j−1) − υSZ(n,j)

)
−
(
<SZ(n,j−1) −<SZ(n,j)

)

+ 1
sin β cos v

(
υZN(n,j) − υZN(n,j−1)

)
−
(
<ZN(n,j) −<ZN(n,j−1)

)

= 1
sin β cos v

[
ῡr(n,j−1) − ῡr(n,j)

]
−
[
<̄r(n,j−1) − <̄r(n,j)

]
(23)
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where ῡr(n,j−1) = υSZ(n,j−1) + υZN(n,j), ῡr(n,j) = υSZ(n,j) + υZN(n,j−1), <̄r(n,j−1) = <SZ(n,j−1) +<ZN(n,j),
<̄r(n,j) = <SZ(n,j) +<ZN(n,j−1).

By combing (17) and (21), it is straightforward that

h̄(n,j) = h̄S(n,j) + h̄N(n,j) =
=S(n,j)AN ρa

2Es As AN
+
=N(n,j)Asρa
2EN As AN

=

(
Fan−

j−1
∑

h=1
ζe(n,h) sin β cos v

)
AN ρa

2Es As AN
+

j
∑

h=1
ζe(n,h) sin β cos vρa Asρa

2EN As AN

(24)

Furthermore, according to the Hertzian contact theory, the corresponding recursive
equation in case 2 can be obtained as

<e(n,j−1)
2
3 −<e(n,j)

2
3

=
sin β cos v[<̄r(n,j−1)−<̄r(n,j)]

Gra+Grb
+

j
∑

h=1
ζe(n,h) sin β cos vρa Asρa sin β cos v

2EN As AN(Gra+Grb)

+

(
Fan sin β cos v−

j−1
∑

h=1
ζe(n,h)sin2βcos2v

)
AN ρa

2Es As AN(Gra+Grb)

(25)

In this subsection, the mechanical analyses of the presented PRSM have been made
by referencing the work in [23] and some ball rollers in [26]. The calculation process
seems similar to the results in [23]. For example, in Section 3.2, the recursive equations
of the contact load on the threads of two cases have been calculated; for details see (20)
and (25). In Sections 2.2.2 and 2.2.3 of the work in [23], the contact deformations are
also calculated. The calculation ideas of the work in our study and [23] may be similar,
and this can be explained as follows. On the one hand, the force analysis model after
simplifying for the downhole traction robot actuator is similar to the work in [23], i.e., both
the external loads are axial load and radial load, and the difference lies in that the driven
torque elastic deformation is considered. Additionally, the parameters of the PRSM are
designed according to the downhole traction robot working condition, which are different
from the work in [23]. On the other hand, the contact theory used in the two achievements
are similar. In our study and the work in [23], the equivalent Hertz contact theory is utilized
to analyze the contact load distribution, which in return implies that some equations and
calculation idea may similar.

4.3. Downhole Robot Contact Load and Deformation Coefficient Analysis

As depicted in the aforementioned part, for the downhole robot system, the driven
torque and external loads will cause elastic deformations and even errors, which will
degrade the transmission accuracy in return. It should be also noted that elastic deforma-
tions will cause the change of load distribution. By considering the elastic deformation,
the deformation coefficient is investigated in this note. Similar to [23], to express the defor-
mation rate, we define this coefficient as the ratio of the normal contact deformation in the
condition without and with the elastic deformation errors.

λ̄(n,j) =
ζsw(n,j)

ζst(n,j)
(26)

where ζsw(n,j) and ζst(n,j) denote the normal contact deformation in the condition without
and with the elastic deformation errors.

Here, by considering the contact load and the Hertzian contact theory, we have

λ̄(n,j) =

(
<sw(n,j)

<st(n,j)

) 2
3

(27)
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where <st(n,j) and <sw(n,j), respectively, represent the contact loads by considering the
elastic deformation errors or not.

When the PRSM works, the load distribution is very important. We introduce the load
coefficient to better show the mechanical behavior of the PRSM, which is defined as follows

ε(n,j) =
<sw(n,j)

min
(
<sw(n,j)

) (28)

where ε(n,j) is the load coefficient, <sw(n,j) denotes the minimum value of contact load

min
(
<sw(n,j)

)
.

4.4. Fatigue Life Analysis

For the downhole robot system, the non-structured environment increases the diffi-
culty of analysis of the PRSM. As the PRSM would work for a long time in the downhole,
the PRSM switches back and forth between the two cases to guarantee the complex task.
Moreover, the fatigue life is a crucial performance that should be emphasized. From the
stress life method, the estimation of fatigue lifetime is given as follows [23,26]

LS =
Ns(κs + 1)

60wsκs(κs + 2)
(29)

where Ns = kα
ms N0, κs = ds

dr
, ws is the rotating speed. kα and N0 are the stress ratio and

circulation of the material, ms is an index corresponding to the material, and ds and dr are
the diameters of the screw and roller, respectively.

Remark 2. It should be noted that the effects of the fatigue of roller screws can be listed as materials,
stress, working conditions, and other effectors, such as lubrication. Here, we use the fatigue life
equation of ball screws to estimate the fatigue life of roller screws, which means that (29) is not an
accurate result, it is an estimation of fatigue life.

Remark 3. In Section 2.4 of the work in [23], the authors have considered the lifetime and mechan-
ical analyses for the PRSM when subjected to axial load, radial load, and machine errors. However,
in this study, the considered PRSM is utilized in the downhole environment, the parameters and
working conditions are different from the case in [23] but somewhat similar. We established our
estimation lifetime model by referencing [23,26], and the ball rollers. The idea of the lifetime estima-
tion model is similar to [23], and we hope we can consider some more complex conditions for the
downhole robot actuator, such as the lubrication analysis and thermal analysis in our future work,
and that we can establish some more accurate calculation model for the lifetime by carrying out some
experimentation.

5. Analytical Calculations and Discussions

In this section, some numerical analyses are given to show the validity of the presented
model for the downhole robot system. The calculation flow can be seen in Figure 9, and the
detail analysis parameters are given in Table 2.
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Figure 9. The mechanical behavior analysis flow of the downhole robot system.

Table 2. The designed parameters of the PRSM for the downhole robot system.

Parameters (Unit) Screw Roller Nut

Radius (mm) 15 5 25
Contact angle (◦) 45 45 45

Starts 5 1 5
Pitch (mm) 0.8 0.8 0.8

Number 1 10 1
External radius (mm) / / 30

Additionally, the left parameters are given as E = 2.12× 1011 (Pa), N0 = 2.5× 108,
ms = 6.

5.1. The Effects of Axial and Radial Loads

For the downhole robot system, two cases are contained in a complete work procedure.
In case 1, the axial loads are chosen to be Fa = 20 KN, Fr = 4 KN. Additionally, Fa = 30 KN,
Fr = 4 KN in case 2.

From the calculation flow in Figure 9, the corresponding relationship of the contact
load and thread number of the two cases can be obtained. The results can be found in
Figures 10–15. As depicted in Figures 10–12, the contact load distribution of case 1 for
the designed PRSM actuator of the downhole robot system is presented when the PRSM
is subjected to axial loads, radial loads, and elastic deformation errors. From Figure 10,
the contact loads of all the rollers decreases along the roller axial direction. The results are
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consistent with the real application and can be explained as follows. The first several threads
bear most of the loads, and the last several threads take only a few loads. Additionally,
the #1 and the #10 rollers bear the two largest loads, and the loads that are distributed on
other rollers reduce gradually from the radial direction. One can also find that the roller
that without radial loads bears the lowest contact load. The result indicates that the radial
loads should act on the PRSM as uniformly as possible, which in return can help to design
and explore good trajectory planning. It should also be noted that the last two threads of
the screw, roller, and nut decrease dramatically for the downhole robot system.

Figure 10. Contact load distribution in different threads of the robot system of case 1.

Figure 11. Contact load distribution cycling process without radial load of case 1.

To show the effects of the radical loads on the PRSM, Figures 11 and 12 express
the load behaviors in several cycling processes. From Figure 11, we take the first roller
as an example. When there are no radial loads, the contact load stays the same in the
cycling process, and different threads have their loads. As each roller has the similar load
distribution, we only provide the #1 roller of the PRSM. Shown in Figure 12, one can see
that the contact load varies when the radial loads are applied to the PRSM. Different from
the results in Figure 11, when the radial loads are considered, the bearing force of the
roller changes periodically, and different values appear alternately at different positions on
the circumference.
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Figure 12. Contact load distribution cycling process with radial load of case 1.

Figure 13. Contact load distribution in different threads of the robot system of case 2.

Figure 14. Contact load distribution cycling process without radial load of case 2.

97



Processes 2022, 10, 1520

Figure 15. Contact load distribution cycling process with radial load of case 2.

Figures 13–15 show the load distribution behaviors of case 2 for the robot system,
where the contact load behaviors are similar to the case 1. For example, the contact load
decreases in the axial direction of each roller, and the mechanical behavior of the first
and last rollers are the closest but there are still differences. This phenomenon can be
understood as follows: on the one hand, the effect of axial loads on the rollers is relatively
symmetrical; however, for the robot system, the downhole is not a structural environment,
which means that the radial load is not an ideal symmetrical one for the rollers in the
circumferential direction. Meanwhile, an angle exists in the first and last roller. As observed
from Figures 14 and 15, one can see that the contact load of each thread maintains in the
same without radial loads and varies when the external radial loads are applied to the
PRSM. As the load distribution behavior of each roller is similar, in this note, we take the
first roller as an example. The results show that the radial loads have significant effects on
the load distribution, which means that the contact load may be different once the radial
loads become inconstant.

5.2. The Effects of Axial Load

Figures 16 and 17 show the load distributions on the threads with different axial
loads and the same radial loads. As each roller has a similar load distribution, we take
one of them as an example in this note. From Figures 16 and 17, we can see that each
load has a corresponding curve. When the PRSM works, the load distribution on the
threads will increase on the condition that the axial load increases. On the other hand,
the total load reduces along the thread number increasing direction, which has the same
tendency in Figures 10 and 13. We can also see from the two figures that the curve has some
partial overlap, which means that each thread could be subjected to the same load with the
increasing axial load when the PRSM works in both cases of the downhole robot system.
The results show us the contact load law of the roller, which gives us the idea that the load
optimization could be made based on the results in the two figures, and this part can also
extend to our future work.
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Figure 16. The effects of different axial loads in case 1.

Figure 17. The effects of different axial loads in case 2.

5.3. The Effects of Radial Loads

Figures 18 and 19 express the effects of the radial loads. As depicted before, the down-
hole is a non-structural environment, and the radial loads are inevitable which have
important influences on the PRSM. As expressed in the two figures, when the screw drags
the tools to walk forward in the hole or the nut pushes the tools forward, with the growth
of the thread number, the load distribution decreases when the PRSM is subjected to a fixed
radial load. In Figures 18 and 19, one can see that when there are no radial loads, the total
loads are distributed only on the first dozen threads, and the subsequent threads hardly
share the loads, which has the same tendency in Figures 10 and 13. From the two figures,
we can also see that the total load distribution decreases in the threads’ growth direction,
and only the radial loads are distributed on the last dozen threads. This means that the
radial loads influence each thread, while the axial loads mainly affect the front threads of
the PRSM.
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Figure 18. The effects of different radial loads in case 1.

Figure 19. The effects of different radial loads in case 2.

5.4. The Results of the Fatigue Life

Figures 20 and 21 show the results of the fatigue life of the PRSM in case 1, to inves-
tigate the effects of external loads on the threads and explore the influences of rotation
speeds on the fatigue life. In these cases, we set ws = 100 rpm, ws = 300 rpm, ws = 350 rpm,
ws = 500 rpm, and ws = 700 rpm. As shown in Figure 20, we assume that Fr = 4 KN,
and Fa = 10 KN, Fa = 20 KN, Fa = 30 KN, Fa = 42 KN, and Fa = 55 KN. We can see
from Figure 20 that the fatigue life decreases rapidly first and then decreases slowly with
the increase of axial load. More specifically, when the axial loads increase from 10 KN to
20 KN, the fatigue life reduces from nearly 12,000 h to nearly 7000 h. Moreover, when the
axial loads increase from 20 KN to 55 KN, the fatigue life reduces from nearly 7000 h to
nearly 4000 h, which means that the fatigue life is more sensitive when the axial loads are
relatively small and not so sensitive when the axial loads become large. This tendency can
also be found in (30). Additionally, from Figure 20, one can also see that the fatigue life
reduces sharply with the growth of rotation speed and the same external load. One can
also see that the fatigue reduces faster when the axial loads are small and slower when
the axial loads become bigger, which implies that the fatigue life is more sensitive under
relatively small axial loads and low rotation speed changes.
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Figure 20. The fatigue life with different axial loads of case 1.

Figure 21. The fatigue life with different radial loads of case 1.

From Figure 21, one can observe that the fatigue life reduces sharply under the
condition that the axial loads remain the same while the radial loads increase gradually.
More precisely, the fatigue life reduces fast when the radial loads increase from 1 KN
to 2 KN, and the fatigue life reduces slower when the radial loads turn 4 KN to 8 KN.
Compared with the result in Figure 20, we can see that the fatigue life is more sensitive to
the radial loads than the axial loads. Figures 22 and 23 show the results of the fatigue life of
the PRSM in case 2. As each roller has a similar tendency, in this subsection, we take one of
the rollers as an example. Similar to the results in case 1, the influences of different axial
loads, radial loads, and rotation speeds are considered. The results show that the fatigue
life reduces sharply at first and then slower, and the variation tendency is similar to case 1.
The results in turn indicate that excessive radial force should be avoided as far as possible
in the operations of the downhole robot system.

101



Processes 2022, 10, 1520

Figure 22. The fatigue life with different axial loads of case 2.

Figure 23. The fatigue life with different radial loads of case 2.

6. Conclusions

In this work, a new downhole robot actuator is presented by introducing the PRSM,
and the mechanical behavior analysis is developed for the PRSM during the operations in
the downhole environment. The torque and axial elastic deformation errors and the influ-
ence of the radial loads are considered when establishing the calculation load distribution
model. The fatigue life analysis is also executed. The effects of the axial loads and radial
loads on the contact load distribution and the fatigue life are simulated. The following
conclusions can be obtained:

(1) The contact load decreases with the thread growth in the downhole robot system
when it subjected to radial and axial loads. The first several threads bear most of
the loads, and the last several threads take only a few loads. The axial loads are
almost distributed on the first several threads while the effects of the radial loads are
distributed on each thread.

(2) In the condition that the PRSM works in a different cycling process, when there is
no radial load, the contact load stays the same in the cycling process, and different
threads have their loads. When the PRSM is subjected to a radial load, the contact
load varies periodically, and the mechanical behaviors have similar properties.

(3) For the condition in which the axial loads are different and that in which the axial
loads are consistent, the contact load distribution varies and decreases along the axial
direction. The tendency in two cases of the downhole robot system stay similar to
some degree. Additionally, when the axial loads stay constant and the radial loads
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increase, the contact load is distributed only on the first dozen threads while the
subsequent threads hardly share the loads.

(4) The rotation speed and external load would affect the fatigue life of the PRSM of the
robot system. The fatigue life reduces sharply under the condition that the axial loads,
radial loads, and rotation speeds increase gradually. Compared with the axial load,
the fatigue life is more sensitive to the radial load, which indicates that the radial
load should be as small as possible, and the load distribution optimization could
be investigated.
However, the numerical analyses of the stress and strain contours are not simulated in
this study, which can help to verify the results of the designed actuator. Indeed, this re-
mains one of the working directions of our study. Additionally, the dynamic analyses,
lubrication, and load distribution optimization can also extend to our future work.
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Nomenclatures

Fζ the radial load
Fa the axial load
T driving torque
λa1, λa2 the axial deformation caused by the tension load in case 1 and

in case 2
λb the axial deformation caused by the driving torque
λs the total deformation error of the screw in the axial direction
ζr the radial deformation
β, v the contact angle and helix angle
Gra,Grb the stiffness coefficients in the contact threads of the screw to

roller and roller to nut
=S(n,j),=N(n,j) the thread contact loads of the screw and nut
h̄SZ(n,j), h̄ZN(n,j) the contact deformation in the screw to roller interface and the

roller to nut with elastic errors
ρa the pitch
Es, EN the elastic modulus of screw and nut
As, AN the cross sectional areas of screw and nut
υSZ(n,j−1), υSZ(n,j) two consecutive contact surfaces of the screw to roller
<SZ(n,j−1),<SZ(n,j) the elastic deformation errors of jth and (j− 1)th threads in

the screw to roller t interface
υZN(n,j−1), υZN(n,j) two consecutive contact surfaces deformations of roller to nut
<ZN(n,j−1),<ZN(n,j) the elastic deformation errors of jth and (j− 1)th threads in

the roller to nut interface
Fan the axial load of the nth roller
N the numbers of rollers
Pz the numbers of threads
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ζsw(n,j), ζst(n,j) the normal contact deformation in the condition without and
with the elastic deformation errors

λ̄(n,j) the deformation coefficient
ε(n,j) the load coefficient
LS the fatigue lifetime
ws the rotating speed
ds the diameter of screw
dr the diameter of roller
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Abstract: Downhole vibrations caused by rock breaking when drilling through pebbled sandstone
formations negatively affect the rate of penetration (ROP) and the safety of downhole tools. Therefore,
it is of great significance to study the cutting characteristics of pebbled sandstone and find a method
of reducing the drilling vibrations of pebbled sandstone formations. Based on the DEM (discrete
element method), a simulation model of pebbled sandstone considering the random filling of high-
strength gravels was established by using the random polygon distribution method. The influence of
gravel content on the strength parameters and the breaking state of the pebbled sandstone samples
was analyzed. Additionally, a DEM model of PDC cutting rocks loaded by a spring–mass system
was established, and the Stribeck effect of contact friction between the PDC cutter and the rock was
analyzed. The periodic vibration and the stick–slip phenomenon of the cutting system during the
drilling process were presented by this model. The model was employed to simulate and explore the
influence of composite impact load on stick–slip vibration during PDC cutting of pebbled sandstone.
The simulation results showed that the composite impact load had a more obvious effect on mitigating
the vibration of PDC cutting of pebbled sandstone under the condition of a higher horizontal impact
amplitude coefficient (qh = 40%). Based on the simulation results, a composite impactor with a large
impact angle α = 70◦ was selected to conduct the field tests in the pebbled sandstone formation of
Well T1. The results showed that, compared to conventional drilling, the average WOB (weight on bit)
of the section drilled with the composite impactor decreased by 57.13%, the standard deviation of the
WOB decreased by 57.29%, and the average ROP increased by 98.31%. The employing of composite
impactors in pebbled sandstone formations can significantly reduce drilling vibration, improve ROP,
and protect bits and downhole instruments.

Keywords: discrete element method; pebbled sandstone; impact drilling; composite impactor;
PDC cutter

1. Introduction

Increasing drilling rate of penetration (ROP) is the primary way to save drilling in-
vestment and increase the benefit of oil and gas resource development. However, with
long-term, large-scale exploration and development of oil and gas resources, the engineer-
ing environment of newly discovered oil fields is very unfriendly to drilling, which makes
it increasingly difficult to increase the ROP [1]. For example, more and more gravel-bearing
formations are being drilled, but the economic and time costs of drilling operations in
these formations are generally higher due to highly heterogeneous rocks and strong and
abrasive gravel particles. Drilling into formations bearing high-strength gravel particles
is easy to cause severe vibrations of the bit, including stick–slip and bit bouncing, which
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then lead to serious damage, fracture, or even collapse of the bit cutters. The working time
of a bit is very short, and the trip time will significantly increase. Besides, when drilling
into these formations, it is common to weaken the drilling parameters to reduce downhole
vibrations, which further restricts ROP improvement. Therefore, it is crucial to study the
characteristics and performance of cutting highly heterogeneous gravel-bearing rocks to
improve ROP and reduce drilling risks related to vibrations.

Polycrystalline Diamond Compact (PDC) bits have been used in rotary drilling since
about the 1900s and have become the most commonly used type of bits in oil and gas
drilling [2]. In China and the United States, more than 85% of the drilled footage in
recent years used PDC bits. PDC cutters are in direct contact with formation rocks during
drilling, and the study of PDC rock-breaking characteristics has the most direct guiding
role in realizing efficient rock breaking. Aiming at the problem of PDC bit rock breaking,
researchers have carried out a lot of theoretical and numerical simulation research. In
the early research, the relation between the load state of a PDC bit and the rock-breaking
volume was examined, aiming to predict the ROP and the wear of the bit [3–7]. Warren and
Sinor [8] (1989) proposed a drag-bit performance model to predict the removed volume
of rock penetrated by the designed layout of bit cutters. The model predictions compared
well to laboratory drilling tests for four radically different bit designs when used on four
different rocks. The relationship model between bit force and ROP is widely adopted as
the bit boundary conditions in the process of drill-string mechanical modeling [9,10]. With
the development of computer technology and the demand for rock-breaking enhancement
of PDC bits, numerical simulation has become one of the important ways to analyze the
rock-breaking performance of the bit. In the beginning, rock-breaking simulations of tools
were not included in the cutting behavior, and the focuses were on the process of the
tools when invading a rock under a static load. Chiaia [11] (2001) built a lattice model to
discuss the process of indentation of brittle and quasi-brittle materials and pointed out that
increasing the size of the indenters improves the local fracture mechanisms. The number
of indenters also has a significant effect on the rock-breaking process and the generation
of cracks in the rock. Simultaneous loading of multiple indenters with an appropriate
line spacing seems to provide a possibility of forming larger rock chips, controlling the
direction of subsurface cracks, and consuming a minimum total specific energy [12]. Later,
the rock-breaking behavior of PDC cutters was studied by using the finite element method
(FEM) and discrete element method (DEM). The effects of rock type and material model
on PDC cutting force and cutting depth were studied to verify the simulation method and
obtain reliable modeling parameters [13–16]. Jaime [17,18] (2011) employed LS-DYNA
to simulate the rock-cutting process of PDC cutters; introduced the modeling method,
material model selection, and parameter modification process in detail; and analyzed the
sensitivity of rock-breaking behavior to loading parameters and material parameters. In
addition, the effects of cutter velocity, friction coefficient, and rake angle on rock cutting
were investigated to explore the rock-breaking mechanism of the bit and to optimize the bit
design [19]. These simulations demonstrated the importance of the explicit finite element
model for simulating the rock cutting and fragmentation process.

With the development of bit machining and design technology, the techniques of
percussion drilling and non-plane cutter bit are widely used at present, and corresponding
numerical simulation methods have been explored. In addition, the temperature and
pressure of a wellbore have a significant influence on rock failure [20–22]. Therefore,
various factors, such as bottom hole pressure and temperature influencing rock-breaking
performance, are considered [23]. Guarin et al. [24] (1949) introduced the first case, in
the oil field history, of rotary drilling with an impact tool that accomplished extended
intervals of formation for sustained periods of time. Melamed et al. [25] summarized
several early percussion drilling tools. Subsequently, numerous studies and experiments
were conducted to explore impact drilling techniques. The effects of cutter geometry
parameters, cutting angle, impact load, and cutting speed on crack propagation, debris
formation, and damage evolution of rock were extensively studied [26,27]. Xiong et al. [28]
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(2021) investigated mixed tool cutting of granite with stinger PDC cutters and conventional
PDC cutters, and they pointed out that the hybrid PDC bits that combine conventional
and stinger PDC cutters have significant advantages in drilling hard, interbedded, and
highly abrasive rocks. Dong and Chen [29] (2018) conducted a 3D full-scale PDC bit model
to study the dynamic damage characteristics of anisotropic shale during impact rotary
drilling. The aim of these studies is to explore the mechanism of PDC cutting rock under an
axial impact load or a torque impact load and find realistic ways to improve the efficiency
of rock drilling [30]. In recent years, improving the rock-breaking efficiency of PDC bits and
reducing bit vibrations have been considered equally important in dealing with complex
downhole drilling conditions [31,32]. Additionally, a compound impact load is considered
to be an effective method to achieve this goal [33].

The heterogeneity of rock is one of the main causes of bit vibration and significantly
impacts the strength and fracture characteristics of rock [34]. Therefore, it is necessary
to consider the heterogeneity of rock when simulating rock cutting under a compound
impact load [34]. The possibility of simulating heterogeneous rock failure using the finite
element method (FEM) or the discrete element method (DEM) has been confirmed [35].
It is more convenient to establish a DEM heterogeneous model by changing the bond
strength between the contact particles [36]. However, in the aforementioned studies of
rock-breaking mechanisms, the investigation of gravel-bearing rock, which has stronger
heterogeneity caused by the huge strength difference between the matrix and the gravel
broken by a PDC cutter, under a compound impact load is still in the exploratory stage.
Furthermore, the simulation method using a constant boundary of bit loading or cutting
depth to characterize such cutters has obvious defects. The stick–slip phenomenon and
continuous cutting in the process of rock breaking cannot be simulated at the same time.

In this paper, a heterogeneous rock modeling method based on the discrete element
theory is proposed. In this method, a random polygonal aggregate is used to characterize
the gravel particles inside the rock. The fracture characteristics of a PDC cutting heteroge-
neous gravel-bearing rock under the action of a compound impact load are simulated and
studied. On this basis, field tests to reduce the rock-breaking vibration of gravel-bearing
formation with a composite impactor are carried out. The method and conclusions of this
paper provide theoretical basis and technical reference for ROP improvement and safe
drilling in gravel-bearing formations.

2. Simulation Method

The DEM was first introduced into rock mechanics by Cundall, and a particle assembly
program based on the DEM was proposed in 1979 [37]. It is based on the idea that the object
researched is composed of a certain number of arbitrary particles or particle clusters with
mass and volume in the particle assembly procedure. The particles are specified as disks
with unit thickness in the two-dimensional (2D) model, whereas the particles are assumed
to be spherical in the three-dimensional (3D) model. The particles interact with each other
through the prescribed contact model and follow Newton’s law and Hooke’s law. The
macro performance of the object is described by calculating the motion and stress state of
each particle. It has high operability in rock microstructure modeling. It is simpler and
more intuitive than the finite element method during the mechanical behavior simulation
of discontinuous rock mass. Additionally, it has been widely used to solve rock mechanics
problems [38], as shown in Figure 1.

Using a particle flow program is an essential method of solving practical problems
using the discrete element theory. It is assumed that particles (clusters) are rigid bodies with
a certain mass and interface, and each particle (cluster) can translate or rotate independently.
Additionally, the particles (clusters) are allowed to overlap with one another in a relatively
small area of the interface contact. There is a finite stiffness bonding at the contact, which
can bear a specific load. The bonding will be removed when the load reaches the bonding
strength. The interaction law between the particles (clusters) and between the particles
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(clusters) and the boundary is specified in the contact model, which is used to calculate the
relative motion and the load transfer between the particles (clusters) [39].
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where gc is the minimum gap length between the contact disks, with gc = d−
(

R(A) + R(B)
)

;

d is the center distance between two contact parts, with d = ‖x(B) − x(A)‖; and
.
xc is the

translational velocity at the contact, with
.
xc =

.
x +ω(xc−x).
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velocity
.
δ and the relative angular velocity

.
θ along

^
nc and

^
tc, respectively, as shown in

Figure 3.
.
δ =

.
δn +

.
δt (5)

.
θ =

.
θbk (6)

where
.
δn is the relative translational velocity of the contact along

^
nc, with

.
δn =

.
δn ·

^
nc;

.
δt

is the relative translational velocity of the contact along
^
tc, with

.
δt =

.
δ−

.
δn; and

.
θbk is the

angular velocity around
^
k at the contact.
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Assuming that the time step is ∆t, the relative displacement increment ∆δ and the rela-
tive rotation angle increment ∆θ of the contact can be expressed using Equations (7) and (8),
respectively:

∆δ = ∆δn
^
nc + ∆δt

^
tc (7)

∆θ = ∆θb =
.
θbk∆t (8)

where ∆δn is the displacement increment along the coordinate axis
^
nc, with ∆δn =

.
δn∆t,

and ∆δt is the displacement increment along the coordinate axis
^
tc, with ∆δt =

.
δt∆t.

The contact kinematics law obtained from Equations (1)–(8) is the basis for judging the
contact state and calculating the load transfer. It is assumed that the contact components
contact each other and activate the contact model, when the traverse contact gap, gs ≤ 0, is
based on the reference contact distance of gr, as shown in Figure 4. The contact in the model
can be regarded as a combination of linear contact (the contacts only transfer compression,
but not tension and torque) and adhesive contact (the contacts are rigid connection) when
the failure of cemented materials (such as rock) are calculated.

Processes 2023, 11, 671 6 of 20 
 

 

components contact each other and activate the contact model, when the traverse contact 
gap, gs ≤ 0, is based on the reference contact distance of gr, as shown in Figure 4. The contact 
in the model can be regarded as a combination of linear contact (the contacts only transfer 
compression, but not tension and torque) and adhesive contact (the contacts are rigid con-
nection) when the failure of cemented materials (such as rock) are calculated. 

 
Figure 4. Sketch of the bound contact model. 

The linear contact model and the parallel-bond model are shown in Figure 5 [40]. The 
parallel-bond force and torque calculation formula is expressed in Equation (9): 

l d
c

c

 = + +


=

F F F F
M M

 (9) 

where cF  and cM  are the contact force and contact torque, respectively; lF is the lin-

ear contact force; dF  is the dashpot force; F  is the parallel-bond force; and M  is the 
parallel-bond moment. 

 
  

(a) (b) (c) 

Figure 5. Contact rheological components (a) of the linear parallel-bond model (b) and the linear 
contact model (c). 

According to the definition of the parallel-bond model, the parallel-bond stress σ  
(tensile stress if σ  > 0) is calculated based on Equation (10). The bond will be broken 

when cσ σ>  , and cσ   is defined as the bond strength. In this case, 0=F  , 0=M  , 
and the parallel-bond contact model changes to the linear contact model. 

bn
RF

A I
σ β= +

M
 (10)

Here, nF   is the normal parallel-bond force; A   is bonding cross-sectional area, 

with 2A Rt=  , 1t =  , and ( ) ( )min( , )A BR R R=   in the 2D model; β   is the 

Figure 4. Sketch of the bound contact model.

110



Processes 2023, 11, 671

The linear contact model and the parallel-bond model are shown in Figure 5 [40]. The
parallel-bond force and torque calculation formula is expressed in Equation (9):





Fc = Fl + Fd +
¯
F

Mc =
¯
M

(9)

where Fc and Mc are the contact force and contact torque, respectively; Fl is the linear

contact force; Fd is the dashpot force;
¯
F is the parallel-bond force; and

¯
M is the parallel-

bond moment.
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According to the definition of the parallel-bond model, the parallel-bond stress σ
(tensile stress if σ > 0) is calculated based on Equation (10). The bond will be broken

when σ > σc, and σc is defined as the bond strength. In this case,
¯
F = 0,

¯
M = 0, and the

parallel-bond contact model changes to the linear contact model.

σ =
Fn

A
+ β
‖

¯
Mb‖R

I
(10)

Here, Fn is the normal parallel-bond force; A is bonding cross-sectional area, with
A = 2Rt, t = 1, and R = min(R(A), R(B)) in the 2D model; β is the contribution coefficient

of torque to contact stress, with β ∈ [0, 1];
¯
Mb is the parallel-bond moment; and I is the

moment of inertia, with I = 2
3 tR3.

3. Modeling of Pebbled Sandstone
3.1. Modeling Steps

The inhomogeneity of pebbled sandstone is mainly manifested in the material inhomo-
geneity between the sandstone matrix and the filled gravel. The matrix area and the gravel
area are separated by generating a stochastic regular polygon closed boundary. These
polygons are set as the gravel material and are surrounded by sandstone material. The
modeling process is shown in Figure 6, which includes the following steps:

(1) Establish the polygon-generating area according to the size of the rock and generate

points p(i)0

(
x(i)0 , y(i)0

)
randomly in this area.

(2) Take a random radius r(i) within the set granularity range (rmin, rmax) to generate a

circle Θ(i) with p(i)0 as the center and r(i) as the radius.
(3) Judge whether Θ(i) intersects with the circumscribed circle Θ(j)(j = 1, 2, · · · , i− 1) of

all the polygons generated, and return to Step 1 in the case of intersection.
(4) Take point p(1)1

(
x(1)1 , y(1)1

)
on the circle to generate an arbitrary regular n(i) polygon

with circle Θ(i) as the circumscribed circle and p(i)1 as the vertex. The included angle
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between the line between point p(i)0 and point p(i)1 and the x-axis square is a random
angle α(i).

(5) Calculate the sum of the areas of all polygons currently generated and the volume

ratio of the rock sample, P(i)
g =

i
∑

j=1
Ap

(j)

A × 100%, to characterize the gravel content. If

P(i)
g ≥ Pset, the cycle ends, where Ap is the polygon area, A is the rock model area,

and Pset is the gravel content.
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In the modeling program, the coordinates of the polygon center point
(

x(i)0 , y(i)0

)
, the

radius r(i) of the circumscribed circle, the polygon rotation angle α(i), and the number n(i)

of polygon sides can be adjusted by establishing different random distribution models to
choose the distribution law of the generated random numbers.

3.2. Comparison and Validation

In the process of rock-breaking simulation using the particle flow code, the mechanical
properties of particles and bonds are characterized by micro-mechanical parameters. The
micro-mechanical parameters adopted in the simulation are not directly related to the
macro-mechanical parameters of the natural rock, but they can be determined by the
simulation tests. The simulation tests adopt the trial-and-error method to compare the
results of the simulated macro-mechanical parameters of the rock obtained from each
test with the actual rock sample until the error is acceptable. At this time, the adopted
micro-mechanical parameters are the DEM modeling parameters of the actual rock sample.
In the calibration process of the micro-mechanical parameters of the discrete element rock
model, the filling gravel of the rock samples refers to the test data of the actual rock samples
in the Tabei area, and the material parameters of the pebbled sandstone matrix refer to
the pure sandstone rock samples [41]. The macro-mechanical parameters of the rocks are
shown in Table 1. The micro-mechanical parameters of the DEM rock models are calibrated
using the UCS (uniaxial compression strength) simulation tests, and the results are shown
in Table 2.
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Table 1. Comparison of mechanical parameters between the rock samples and the DEM rock model.

Rock Samples Compressive
Strength/MPa

Elastic
Modulus/GPa Poisson’s Ratio

Sandstone 33.10 8.25 0.33
Sandstone model 32.97 8.24 0.32

Gravel 203.45 70.47 0.177
Gravel model 206.95 70.41 0.177

Table 2. Material parameters of the DEM pebbled sandstone models.

Rock Composition Rock Matrix Gravel

Particle density/(kg/cm3) 2000 2650
Effective modulus/GPa 4.33 33.82

Normal-to-shear stiffness ratio 1.50 1.58
Bonding effective modulus/GPa 4.33 33.82

Bond normal-to-shear stiffness ratio 1.50 1.58
Tensile strength/MPa 9.98 67.20

Cohesion/MPa 11.96 78.33
Friction angle/◦ 32 25

Friction coefficient 0.65 0.65

In order to obtain the mechanical properties of gravelly sandstone with different gravel
content, the uniaxial compression and crushing process of pebbled sandstone with 5–45%
Pg is simulated. The physical model is established by using the stochastic regular polygon
filling method. Some rock samples after particle filling are shown in Figure 7. The light
parts in the figure are pure sandstone material, and the dark parts are filled gravel material.
The rock sample used in the simulation is a standard core column of 50 mm × 100 mm in
size. The minimum radius of the modeled particles is 0.3 mm, and the maximum particle
size is 0.5 mm. A total of 8753 particles are generated.
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The uniaxial compression stress–strain curves of the rock samples with different
gravel contents are shown in Figure 8a, and the change curves of the macro-mechanical
parameters are shown in Figure 8b. The simulation results show that the elastic modulus
of pure sandstone is the lowest. With an increase in gravel content in the rock models,
the elastic modulus of the rock samples increases linearly, while the peak strength of the
rock samples decreases slowly at first and then increases gradually. The UCS test results
conducted on the pebbled sandstone model established in this paper show that the gravel
content in the rock increases from 0 to 40%, the elastic modulus of the rock increases by
87.86%, and the peak strength of the rock increases by 12.41%, indicating that a rise in the

113



Processes 2023, 11, 671

gravel content has a greater impact on the elastic modulus of the rock samples compared to
the peak strength.
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Figure 8. Simulated UCS tests results of DEM pebbled sandstone samples, (a) strain–stress plot and
(b) trend analysis of rock Elastic Modulus and peak strength.

The fracture characteristics of the simulated rock samples are shown in Figure 9. The
gray part and the black part in the figure represent the split rock fragments; the blue part
represents the gravels; and the broken red lines indicate the crack distribution. These
characteristics are in good agreement with the experimental results and the numerical
simulation results of previous researchers [34,42]. The figure shows that the distribution of
gravel has a significant impact on the formation and propagation of cracks. Cracks pass
through gravel, bypass gravel, and cut off after encountering gravel. In addition, the elastic
modulus of the rock is greatly increased due to gravel packing, which leads to an increase
in rock brittleness. The number of cracks in the final wreck tends to increase.
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Figure 9. Failure results of the DEM rock samples after the simulated UCS tests.

4. Simulation of PDC Cutting Pebbled Sandstone
4.1. Loading Model of PDC Cutter

The rotary table or top drive transmits torque to the bit through the drill pipe and drill
collar while drilling. At the same time, part of the gravity of the drill collar also acts on the
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bit so that the bit can cut and break rocks. In the previous modeling process of rock breaking
using PDC single-tooth cutting, the cutting speed of the PDC cutter is set to be uniform,
and the cutting depth of the cutter in the cutting process is fixed. However, for PDC bits,
the penetration of the cutter in the process of rock breaking is mainly controlled by the
vertical load acting on them. In the process of movement, due to the great slenderness ratio
of the drill string, the torsional stiffness of the cutter on the cutting plane becomes smaller,
and the cutting speed is not fixed, which will cause fluctuations and stick–slip.

The force state of the PDC bit and the cutter during drilling is shown in Figure 10.
When the drill bit rotation angle ∆Φ is small enough, the movement of the cutter can be
approximately regarded as a linear movement. In the rock-breaking process, it receives
the support force Fn from the rock, the force Fwob of weight on the bit, the friction force
Ff, and the cutting-resistance forces Fcx and Fcy of the rock to the cutter. Ft refers to the
thrust formed by the top drive torque transmitted to the bit along the drill string when
the top drive rotates. Under the action of Ft, the cutter breaks the rock at the speed of
vcx and vcy. In the process of rock cutting, because torsional vibration always exists, the
speed of the cutter is not uniform. Therefore, the spring–mass unit is considered in the
model to simulate the process of the loading torque on the bit by the top drive through the
drill string.
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vt (m·s−1) 1 khb (N·m−1) 1 × 109 
xmax (m) 0.16 chp (N·m·s−1) 5 × 104 
xkp (m) 10 α 0.005 
xkb (m) 10 β 0.01 
Fwob (N) 200 γ 0.001 

 

Figure 10. Schematic of the load state of the PDC bit and the cutter during drilling.

Based on the above analysis, a rock cutting model is established in this paper. In
Figure 10, xkp and xkb, respectively, represent the initial length of the simulated spring; vt
represents the system driving speed; vm represents the movement speed of the mass unit;
vcy and vcx represent the vertical speed and the horizontal speed of the cutter, respectively;
and Meq represents the mass unit. This model can simulate the vibration of the cutter,
especially the formation and development of stick–slip vibration, and is used to study the
vibration suppression method and its impact on the cutter. Since stick–slip vibration is the
main reason for the damage to drill components, the control model is simplified, ignoring
the elasticity and damping in the vertical direction. In order to facilitate the comparison
test, the proportional coefficient is defined. The expression form is shown in Equation (11),
and the model parameters are shown in Table 3.

Table 3. Parameter values used for spring-mass-damping system.

Parameters Value Parameters Value

vt (m·s−1) 1 khb (N·m−1) 1 × 109

xmax (m) 0.16 chp (N·m·s−1) 5 × 104

xkp (m) 10 α 0.005
xkb (m) 10 β 0.01

Fwob (N) 200 γ 0.001
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



α =
mpdc
Meq

β =
khp
khb

γ =
chp
chb

(11)

Here, α, β, and γ are the dimensionless proportional coefficients; mpdc is the mass of
the PDC cutter, in kg; Meq is the mass of the mass element, in kg; khp and khb represent the
elastic coefficients of the first and second spring damping systems, respectively, in N·m−1;
and chp and chb represent the damping coefficients of the first- and second-stage spring
damping systems, respectively, in N·s·m−1.

In addition, the effect of Stribeck is considered in the friction calculation, that is, in the
process of low-speed movement, the friction coefficient decreases with an increase in the
relative speed between the contact surfaces [43,44]. The friction model expression is shown
in Equation (12):

µ = µd + (µs − µd)e
−( |∆v|

Vr )
2

(12)

where the friction coefficient between the research objects is µ; the static friction coefficient
is µs, and for the contact between the rock and the cutter, µs = 0.82 [9]; the dynamic friction
coefficient is µd, where µd = µs·Vs, Vs is the proportional coefficient, and in this paper,
Vs = 0.7; ∆v is the relative velocity between the contact objects, in m·s−1; and Vr represents
the characteristic parameter, with Vr = 0.2 m·s−1.

4.2. Physical Model

As shown in Figure 11, a 2D DEM rock cutting model is established, and the PDC
cutter is modeled by particle clusters. The density of the cutter is 3200 kg/m3, the diameter
is 16 mm, the thickness is 8 mm, and the cutting angle is 15◦. The length of the rock sample
is 200 mm, and the height is 40 mm. For the convenience of calculation, the initial cutting
depth is set as 1 mm, and the maximum cutting displacement of the cutter is 160 mm. The
verification process of the model has been elaborated in previous studies [45].
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Figure 11. The PDC cutter and rock sample geometry.

In order to study the rock-breaking performance and vibration characteristics of the
cutter when the vertical impact and torsional impact act on the cutter at the same time, the
impact loads are set in both the horizontal and vertical directions of the cutter, as shown in
Figure 12. Assuming that the impact load changes in a sinusoidal form, the vertical load
of the cutter is Fy = f y(t), and the horizontal load is Fx = f y(t). It is also assumed that the
impact frequency and phase of the horizontal impact load and the vertical impact load are
the same. Since different loading angles have obvious influences on rock failure [46], the
proportional coefficient qv of the axial impact amplitude and Fwob and the proportional
coefficient qh of the torsional impact amplitude and Fwob are defined, respectively. See
Equation (13) for the expression.

{
Fx = Ft +

qh·Fwob
2 [1 + sin(2π · f · t)]

Fy = Fwob +
qv·Fwob

2 [1 + sin(2π · f · t)] (13)
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where Fx and Fy are, respectively, the horizontal thrust and vertical compression on the
cutter, in N; Ft is the thrust of the mass unit to the cutter, in N; qh and qv are proportional
coefficients, in %; f is the impact load frequency, in Hz; and t is the action time of the impact
load, in s.
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4.3. Numerical Simulation

The rock-cutting simulations are carried out on a pebbled sandstone with 40% gravel
content, the Fwob is set to 2 kN, the driving speed is set to 1 m/s, and the impact frequency
is assumed to be 200 Hz. The pebbled sandstone cutting is calculated under different
impact amplitude proportional coefficients qh and qv. All parameters of the test set are
summarized in Table 4. The impact load parameters are specified with regard to the
performance parameters of the multi-dimensional impactor.

Table 4. Parameters of the simulated test set.

Case qh/% qv/%

T-1 0 0
T-2 20 40
T-3 40 20
T-4 40 40

The comparison of the cutting and crushing states of the rock under static and impact
loads is shown in Figure 13, where the broken red lines indicate the cracks and the colored
blocks indicate the rock-crushing blocks. The broken state figure shows that multiple cracks
extending to the interior of the rock are generated when the rock is cut under the impact
load. The formation of such cracks is helpful for subsequent cutters to break the rock
continually. Different from homogeneous rocks, more gravel is stripped as a whole during
the cutting process of pebbled sandstone, as outlined in Figure 13. In particular, the case of
T-2 has the largest number of stripped gravels. After the vertical impact amplitude and the
horizontal impact amplitude are increased simultaneously, the largest number of cracks
extending to the interior of the rock are generated in the case of T-4.

The velocity and force signal simulation results of each component of the cutter loading
model are shown in Figure 14. When the cutter breaks the pebbled sandstone, the velocity
fluctuation range is significant, and there are data points of vm = 0 and vcx = 0 in each
simulation case. That is, the cutter has stick–slip vibration in varying degrees during rock
breaking. The stick–slip vibration of drag bits has been widely investigated in theoretical
calculations and field tests [47]. The results from the simulated tests in this study are in
agreement with Richard et al. [48] (2007) and Germay et al. [49] (2009). In the field, this
phenomenon is reflected in the torsional vibration of the drill string caused by top drive’s
startup [50]. However, in the range of the simulation parameters, the case of T-4, with
the highest amplitude of composite impact load, has the lowest stick–slip degree, and the
fluctuation of the driving thrust on the mass unit is relatively minimal.
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The boxplot and standard deviation analysis of the horizontal and vertical velocities of
the PDC cutter are shown in Figure 15. The fluctuation in the cutting velocity and force on
the cutter tends to increase at first and then decrease. Increasing the amplitude of the vertical
impact load alone may lead to an intensification of the cutting vibration. The analytical
results of the case of T-4 show that, within the range of the simulation parameters, increasing
the amplitude of impact load in the horizontal and vertical directions to qh = qv = 40% at
the same time can effectively alleviate the fluctuation in the cutter velocities. At this point,
the peak value of each parameter is relatively small, so it can be presumed that the cutting
vibration and stick–slip are effectively suppressed in this case. According to the rock-
breaking specific energy and average cutting depth illustrated in Figure 16, compared to
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increasing the vertical impact amplitude, a reduction in cutting stick–slip and rock-breaking
MSE (mechanical specific energy) can be achieved by increasing the horizontal impact
amplitude, and the cutting depth is also significantly increased.
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5. Field Test of Composite Impactor
5.1. Structure Introduction

The structure diagram of the composite impactor is shown in Figure 17. The main
components of this impactor are the upper sub, pulse nozzle, shell, load transmission
rod, and lower sub. A periodic fluid pulsation is generated when the drilling fluid flow
in the Helmholtz cavity I and II of the impactor [51,52]. The fluid pulsation acts on the
upper end-face of the load transmission rod to form the composite impact. The composite
impactor is connected to the bit while drilling, which can simultaneously exert axial impact
and torsional impact on the bit.
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The impact amplitude of the composite impactor can be tuned by selecting Helmholtz
cavities and nozzles of different sizes. The distribution ratio of the axial impact component
and the torsional impact component can be modified by changing the spiral angle of the
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upper end-face of the load transmission rod, as shown in Figure 18. At present, there are
three types of load transmission rod with helix angles of 10◦, 50◦, and 70◦. According to the
conclusions obtained from the simulation study in Section 4, a composite impactor with a
large torsional impact component and an impact angle α = 70◦ was selected for the field
test in order to reduce the axial vibration and stick–slip of the bit when drilling encounters
the gravel layer, and the detailed performance parameters of the impactor are shown in
Table 5.
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Table 5. Key parameters of the composite impactor.

Parameters Value

Diameter/mm 245
Spiral angle α/◦ 70

Number of spiral faces 5
Pressure/MPa 2
Axial load/kN 24

Torsional load/N·m 3479

5.2. Field Drilling Test

A field test was carried out in shallow formations in Well T1 to verify the vibration
control effect of the impactor. The Well T1 is a straight well, and the test drilling layer
is a shallow pebbled sandstone formation. The formation restricts the enhancement of
drilling parameters and has a negative effect on the use of downhole tools. Therefore, this
application aims to reduce the severe vibration of the bit, restrain the severe fluctuation of
bit weight and torque, and maintain the stability of the bit and the drill string.

Before the test section, the well section 1© was drilled to 2850 m using a conventional
double-stabilizer BHA. Due to the severe drill string vibrations caused by the pebbled
sandstone, a turbodrill was selected to continue drilling to 3207 m of section 2©. The ROP
(rate of penetration) remained at a low level while drilling the well section 1© and section 2©.
Therefore, in order to verify the damping capacity of the composite impactor and protect
the downhole instruments, the drilling test of the composite impactor was carried out in
this well section. The test well section 3©was 3207–3569 m, the total footage of the impactor
was 362 m, and the pure drilling time of logging was 103.12 h. The recorded WOB signal
and ROP are shown in Figure 19.

The test results are shown in Table 6, and the standard deviation is used to evaluate
the fluctuation amplitude of the bit vibration. The data evaluation demonstrates that the
volatility of the WOB in the test section of the composite impactor is similar to that of the
section drilled with the turbine, both with lower vibration than the section drilled with
a conventional drill string assembly. Compared to the conventional drilling section, the
average WOB of the well section drilled by composite impactor is reduced by 57.13%, the
standard deviation of the WOB is reduced by 57.29%, and the average ROP is increased by
98.31% and 56% compared to the conventional and turbine drilled sections, respectively.

120



Processes 2023, 11, 671

These results show that the composite impactor that can simultaneously generate axial and
torsional impacts has the ability to suppress drilling vibration and improve ROP.
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Table 6. Comparison of field test results of different drilling methods.

Drilling Method Conventional Turbine Drill Composite Impactor

Test section/m 2612–2850 2850–3207 3207–3569
WOB/kN 115.27 49.95 49.42

Standard deviation of WOB/kN 22.97 11.21 9.81
ROP/(m/h) 1.77 2.25 3.51

ROP enhancement rate/% / 27.12 98.31

6. Conclusions

This paper proposes a heterogeneous rock modeling method based on the discrete
element theory and presents a rock-breaking model for a single PDC cutter. Using the
proposed methods, the mechanisms and characteristics of cutting a heterogeneous gravel-
bearing rock under a compound impact load are simulated and studied. Finally, field
tests of the composite impactor in a gravel-bearing formation are carried out. The main
conclusions for this paper are as follows:

The random regular polygon filling method is a simple and feasible modeling method
for heterogeneous rocks, which can simulate and analyze the crack growth, crushing
state, and strength characteristics of heterogeneous rocks, such as gravel-bearing and hole-
bearing rocks, by changing the distribution law of polygon, the geometric size, and the
filling material parameters. The results show that the peak strength of the rock samples
decreases slowly at first and then increases with an increase in the gravel content in the
rock model. Compared to the peak strength, the increase in gravel content has a greater
impact on the elastic modulus of the rock samples.

In the cutting process with a compound impact load, a higher horizontal impact
amplitude coefficient (qh = 40%) has a more obvious effect on alleviating the vibration
induced by the PDC cutting gravel-bearing rock. The field tests show that the composite
impactor can remarkably reduce the vibration level in the gravel-bearing formation. The
average WOB is reduced by 57.13%, the standard deviation of the WOB is reduced by
57.29%, and the average ROP is increased by 98.31%, compared to a conventional double-
stabilizer BHA.

Improving the rock-breaking efficiency and the working life of PDC bits has always
been the goal pursued by drilling engineering researchers. Optimizing the amplitude–
frequency characteristics and the component ratio of the combined impact load plays a
critical role in improving the ROP and suppressing bit vibration. In the future, the develop-
ment of higher-performance composite impact tools and bits will be an important research
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direction to further improve drilling efficiency. For example, tools that automatically adjust
the impact parameters will allow rapid adaptive drilling in different formations. Further-
more, with the mutual exchange and integration of multi-disciplines, it will become an
important direction to carry out research on transformative rock-breaking methods when
mechanical rock-breaking methods gradually reach their limit.
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43. Saha, A.; Wiercigroch, M.; Jankowski, K.; Wahi, P.; Stefański, A. Investigation of two different friction models from the perspective

of friction-induced vibrations. Tribol. Int. 2015, 90, 185–197. [CrossRef]
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Abstract: Drilling is a key step in the exploitation of deep oil and gas resources. In order to clarify
the stress state of the rocks and the mechanism of rock breakage in deep-well drilling, a thermal-
hydro-mechanical coupling model for deep-well drilling was established, and the effects of drilling
on the temperature, pressure, and stress in the formation were studied. Furthermore, the effects of
the formation parameters and wellbore parameters on the bottomhole stress were analyzed. The
results revealed that after the formation was drilled, the temperatures in different horizontal in situ
stress directions were not significantly different, but the difference in the pore pressure between the
maximum and minimum horizontal stress directions was large. The average effective stress at the
bottom of the hole was the smallest, and in some areas, it was tensile stress. For deep-well drilling, as
the formation pressure increased, the in situ stress increased, and the permeability decreased, leading
to greater average effective stress of the bottomhole rock. As a result, it was harder to break the rock,
and the drilling efficiency decreased. Reducing the wellbore pressure and wellbore temperature is
conducive to forming tensile stress near the borehole axis in the bottomhole, causing tensile damage.
The average effective stress of the formation near the shoulder of the drill bit was compressive
stress, and it is advisable to take advantage of the rock shear failure characteristics to improve the
drilling efficiency in this area. The results of this study can help us to understand the stress state
of the bottomhole rocks and the mechanism of rock breakage and can provide a reference for the
optimization of drilling tools and drilling parameters in deep-well drilling.

Keywords: thermal-hydro-mechanical coupling; bottomhole stress field; deep-well drilling; finite
element analysis; rock breakage mechanism

1. Introduction

With rapid economic and social development, there has been an increasing demand
for energy. With the background that shallow oil and gas resources are depleted, energy
resources from the deep part of the earth have become an important alternative for increas-
ing oil and gas reserves and production [1,2]. The deep oil and gas reserves in the world
are rich, and efficient development of deep oil and gas resources is of great significance
to the development of the global economy [3,4]. Drilling is a key step in deep oil and
gas exploitation. It not only plays a role in confirming the oil and gas reserves in deep
formations but also provides oil and gas migration channels for later deep oil and gas
extraction [5]. However, due to the complex lithology, high strength, strong abrasiveness,
and poor drillability of deep formations [6–9], as well as the significant coupled effect
of multiple physical fields during drilling [10], deep-well drilling faces the challenges of
low drilling speed and efficiency, which greatly restrict the exploitation of deep oil and
gas resources.

In order to increase the rock-breaking efficiency and rate of penetration (ROP) of
deep-well drilling, a variety of drill bits have been developed, such as polycrystalline
diamond compact (PDC) bits, composite bits, and dual-diameter PDC bits [11–15]. New
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drilling techniques have also been developed, such as high-pressure water jet drilling,
electro-pulse drilling, particle jet impact drilling, and laser drilling [9,16–19]. In addition
to the development of new tools and drilling techniques, analysis of the stress state of
bottomhole rocks during drilling can also help clarify the mechanism of bottomhole rock
breakage during drilling, which can provide references for optimizing drilling tools and
drilling parameters. In this field, Peng et al. [20] used the finite element method to simulate
formation stress state before drilling, during drilling, and after drilling of the formation.
They found that there was stress concentration in the bottom area near the wellbore wall,
which led to poor drillability of the rocks in this area. Regarding the high-pressure water
jet drilling process, Li et al. [21] studied bottomhole rock stress under high-pressure water
jet drilling using finite element and finite volume methods. Their results showed that
the maximum principal stress of bottomhole rocks increased as the jet velocity increased.
Furthermore, Wang et al. studied the stress release mechanism of deep bottomhole rock
using ultra-high-pressure water jet slotting [16]. Their results suggest that the stress release
was due to the combined action of three drivers, namely, horizontal stress release, stress
concentration in the area away from the cutting plane, and increased pore pressure caused
by rock mass expansion. Under the condition of underbalanced drilling, Li et al. [22] used
the finite element method to study the stress state of bottomhole rocks, and their results
indicate that the mechanical properties of the rocks near the bottomhole were affected
by a number of factors, including the in situ stress, pore pressure, well diameter, and
fluid column pressure. Compared to a permeable borehole wall, rocks are easier to break
under impermeable borehole conditions. In view of the influence of the bit structure,
Heydarshahy and Karekal [23] carried out finite element simulations to study the stress
distribution characteristics under different drill bit shapes. It was found that increasing
the height of the cone-shaped bit led to an increase in the high-stress area of bottomhole
rocks. Shen and Peng [24] analyzed the bottomhole stress field when a dual-diameter PDC
bit was used. Their results showed that there was significant equivalent stress unloading,
which improved the ROP.

The above studies focused on bottomhole rock stress under different drilling tech-
niques and different drill bit shapes but did not consider the multi-physical coupling
effects of the bottomhole rocks during drilling. Actually, after the formation is drilled,
because some of the rocks are replaced by the drilling fluid, the stress, temperature, and
pressure of the bottomhole rock changes accordingly, and these changes impact the stress
state of bottomhole rocks. This process is a complex thermal-hydro-mechanical coupling
process. In order to analyze the influence of the coupling effect on bottomhole rock stress,
Warren and Smith [25] established a hydro-mechanical coupling model for studying the
formation stress near the bottom of a borehole and analyzed the distribution of the mean
bottomhole stress under different over-balance pressures. They concluded that a high
over-balance pressure was not conducive to improving the rock-breaking efficiency. Chang
et al. [26] analyzed the formation stress under different bottomhole pressure differences
using numerical simulation methods. Their results showed that reducing the wellbore
pressure could promote bottomhole rock breakage. Chen et al. [27] used the finite difference
method to analyze the formation stress near the bottom of the wellbore by considering
the hydro-mechanical coupling effect during the drilling process, and they found that the
rock mass expansion at the bottom of the wellbore led to a decrease in the pore pressure,
thereby affecting the drilling efficiency. Hu et al. [28] carried out finite element simulations
to study the dynamic variations in bottomhole rock stress and pore pressure, considering
hydro-mechanical coupling. Then, Hu et al. [29] analyzed the dynamic variations in the
stress field under balanced drilling conditions, and their results showed that the variations
in bottomhole stress were caused by the changes in the pore pressure. In addition, Hu
et al. [13,14] designed a dual-diameter PDC bit and studied the bottomhole stress release
mechanism of the drill bit under the influence of coupled hydro-mechanical conditions.
Their results showed that the stress concentration area at the shoulder of the reaming bit
was significantly reduced, and a large stress unloading area formed at the intersection of
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the reaming bit and the pilot bit. Moreover, some scholars have studied the comprehen-
sive influence of the thermal-hydro-mechanical coupling effect. For instance, Li et al. [30]
studied the stress of bottomhole rock in underbalanced drilling using the finite element
method. Their results suggest that both the wellbore pressure and temperature can affect
bottomhole stress. Moreover, Zhang et al. [31] established an analytical model for calcu-
lating bottomhole pressure and the thermally induced near-wellbore stress. They found
that when the wellbore pressure changed from overbalanced to underbalanced, the stress
state of the bottomhole rocks changed from compressive stress to tensile stress. In addition,
Zhang et al. [32] also analyzed bottomhole stress distribution and its influencing factors in
underbalanced drilling by considering thermal-hydro-mechanical coupling.

Based on the above analysis, it can be seen that most previous studies analyzed the
bottomhole rock stress while neglecting the coupling effect or only considering hydro-
mechanical coupling. A few studies have considered the influence of thermal-hydro-
mechanical coupling in underbalanced drilling conditions. Although underbalanced
drilling is beneficial to improving the drilling efficiency, its safety is still controversial,
and the related risks are high. In deep-well drilling practices, in order to ensure drilling
safety, overbalanced drilling is generally used. In overbalanced drilling, the wellbore fluid
under positive pressure difference will penetrate the formation. Due to the difference
between the temperature and pressure of the wellbore fluid and the original formation,
bottomhole rocks will be directly affected by the thermal-hydro-mechanical coupling effect.
The objective of this study was to analyze the stress of bottomhole rocks during deep-well
drilling by considering the thermal-hydro-mechanical coupling effect. First, a thermal-
hydro-mechanical coupling model was established. Then, numerical simulations were
carried out to reveal the dynamic evolution of the temperature, pressure, and stress of
the bottomhole rocks. Furthermore, the mechanisms by which the formation pressure, in
situ stress, formation permeability, wellbore pressure, and wellbore temperature influence
bottomhole rock stress were analyzed. The results of this study can improve our under-
standing of bottomhole stress and the mechanism of rock breakage; moreover, the results
can be used to analyze wellbore stability by combing the rock strength criterion, which is
of great significance for improving the safety and efficiency of deep-well drilling.

2. Thermal-Hydro-Mechanical Coupling Model for Deep-Well Drilling
2.1. Assumptions

In order to simplify the model, the following assumptions were made.

(1) The formation is continuous, homogeneous, isotropic, and meets the small deforma-
tion condition.

(2) The fluid seepage in the formation is single-phase flow.
(3) The variations in the wellbore temperature and pressure were neglected.
(4) The effect of the water jet on bottomhole rock stress was neglected.
(5) The influence of the thermal radiation on the wellbore temperature was neglected.

2.2. Field Equations
2.2.1. Stress Field

For porous elastic materials, when the external load, pore pressure, and temperature
are considered, the constitutive equation of the porous media is [33]

σij = 2Gεij +
2Gν

1− 2ν
εvδij − αpδij − βsK(T − T0)δij (1)

where
G =

E
2(1 + ν)

, (2)

K =
2G(1 + ν)

3(1− 2ν)
, (3)

127



Processes 2023, 11, 683

and

α =
3(νu − ν)

B(1− 2ν)(1 + νu)
. (4)

In Equations (1)–(4), σij is the second-order stress tensor component (MPa). εij is the
dimensionless second-order strain tensor component. εv is the dimensionless volume strain;
δij is the Kronecker symbol, which is dimensionless. G is the shear modulus (GPa). E is
the Young’s modulus (GPa). K is the bulk modulus (GPa); ν is the Poisson’s ratio. νu is the
undrained Poisson’s ratio, which is dimensionless. B is Skempton’s coefficient, which is
dimensionless. α is the dimensionless Biot coefficient. p is the pore pressure (MPa). βs is
the volumetric expansion coefficient of the rock (1/◦C). T is the formation temperature (◦C).
T0 is the initial formation temperature (◦C).

By substituting Equation (1) into the momentum conservation equation and combining
it with the deformation coordination equation, Equation (5) can be obtained.

Gui,jj +
G

1− 2ν
uj,ji − αp,i − βsKT,i + Fi = 0, (5)

where u is the displacement (m), and Fi is the body load component (MPa).
Next, Equation (5) is written in tensor notation. Without considering the body load, the

governing equation of the stress field, considering thermal-hydro-mechanical coupling, is

G∇2u +

(
G

1− 2ν

)
∇(∇ · u)− α∇p− βsK∇T = 0. (6)

2.2.2. Seepage Field

Considering the thermal-hydro-mechanical coupling effect, changes in the volumetric
strain, pore pressure, and temperature of the formation will lead to changes in the fluid
content in the pores as follows [34]

ζ = α(∇ · u) +
p
M
− βs f (T − T0), (7)

where
M =

BK
α(1− αB)

, (8)

and
βs f = (α− φ)βs + φβ f . (9)

In Equations (7)–(9), ζ is the change in the fluid content in a unit volume of rock (m3).
M is the Biot’s modulus (1/MPa). φ is the formation porosity, which is dimensionless, and
βf is the coefficient of volumetric expansion of the fluid (1/◦C).

Because the formation is considered to be a closed system, there is no external mass
exchange. Therefore, the mass flux of the fluid is equal to the rate of change in the mass
of the fluid. According to the law of conservation of mass, the process can be expressed
as follows:

∂
(

ρ f ζ
)

∂t
+∇ ·

(
ρ f v f

)
= 0, (10)

where
v f = −

k
µ
∇p. (11)

In Equations (10) and (11), ρf is the fluid density (kg/m3). vf is fluid seepage velocity
(m/s). k is the formation permeability (m2). µ is the fluid viscosity (mPa·s).
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When the fluid density is constant, the governing equation of the seepage field,
considering thermal-hydro-mechanical coupling, is

α
∂

∂t
(∇ · u) + 1

M
∂p
∂t
−
[
(α− φ)βs + φβ f

]∂T
∂t

+∇ ·
(
− k

µ
∇p
)
= 0. (12)

2.2.3. Temperature Field

Considering the thermal-hydro-mechanical coupling condition, according to the sec-
ond law of thermodynamics, deformation of an object, changes in the pore pressure, and
changes in the temperature will all lead to a change in the system’s entropy. The entropy
change can be expressed as follows:

S = −βsK(∇ · u)− φβ f p + ρmcm
T − T0

T0
, (13)

where
ρmcm = (1− φ)ρsCs + φρ f C f . (14)

In Equations (13) and (14), S is the change in entropy (J/(K·m3)). Cs is the specific heat
capacity of the rock (J/(kg·K)). Cf is the specific heat capacity of the fluid (J/(kg·K)). ρs is
the density of the solid phase (kg/m3).

Based on the relationship between the change in entropy, temperature, and energy, the
change in energy caused by the change in entropy can be expressed as follows:

Q = S · T0 = −βsKT0(∇ · u)− φβ f T0 p + ρmcm(T − T0), (15)

where Q is the change in energy (J/m3).
The heat transfer in the formation includes thermal conduction and convection. Based

on Fourier’s law of thermal conduction, the heat flux in the formation is as follows [35]:

q = −λm∇(T − T0) + ρ f C f v f (T − T0), (16)

where
λm = (1− φ)λs + φλ f . (17)

In Equations (16) and (17), q is the heat flux (J/m). λs is the thermal conductivity of
the rock (J/(m·K·s)). λf is the thermal conductivity of the fluid (J/(m·K·s)).

Since the system satisfies the law of energy conservation, the sum of the rate of change
in the energy and the heat flux is zero, that is,

∂Q
∂t

+∇ · q = 0. (18)

By substituting Equations (15) and (16) into Equation (18), the governing equation of
the temperature field of the rock, considering thermal-hydro-mechanical coupling, can be
obtained as follows:

− βsKT0
∂

∂t
(∇ · u)− φβ f T0

∂p
∂t

+ ρmcm
∂T
∂t

+∇ ·
[
−λm∇(T − T0) + ρ f C f v f (T − T0)

]
= 0. (19)

2.3. Initial and Boundary Conditions

Due to the symmetry of the formation conditions, a 1/4 formation model was estab-
lished to reduce the amount of numerical computations. The side length of the formation
was 2 m, and the borehole radius was 0.111 m. The geometric models before and after the
drilling of the borehole in the formation are shown in Figure 1a,b. It should be noted that
the numbers in the figure represent the different surface of the geometric model. Before
the formation is drilled, the formation is in a state of equilibrium under in situ stress; the
initial temperature of the formation is equal to the original formation temperature; and the
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initial formation pressure is equal to the original formation pressure. Therefore, the initial
conditions of the whole system are as follows:





u = 0
p = pi
T = Ti

(when t= 0), (20)

where pi is the original formation pressure (MPa), and Ti is the original formation tempera-
ture (◦C).

After the formation is drilled, some rocks are replaced by drilling fluid. At this time,
the boundary conditions in the system are determined by the wellbore parameters:





u = f (pw)
p = pw
T = Tw

(On Γ10 when t> 0), (21)

where pw is the wellbore pressure (MPa), and Tw is the wellbore temperature (◦C).
For the outer boundary of the system, the formation displacement, temperature, and

pressure remain stable. Therefore, the internal and external boundary conditions of the
system are as follows:





u = 0
p = pi
T = Ti

(On Γ4 ∪ Γ5 when t> 0). (22)

Figure 1. Geometric models of the formation before and after the drilling of the wellbore. (a) Before
drilling; (b) After drilling.

2.4. Model Solving and Validation

Since the contour of the drill bit is complex, and the model involves thermal-hydro-
mechanical coupling, the finite element method was used to solve the proposed model,
which was carried out in two steps. The first step was the in situ stress balance process,
in which, the boundary conditions of surfaces #1, #2, #3, #7, and #8 in Figure 1a were set
as the roller support. The maximum horizontal in situ stress was applied on surface #4,
and the minimum horizontal in situ stress was applied on surface #5. In addition, vertical
stress was applied on surfaces #6 and #9. In this way, the in situ stress distribution before
drilling was simulated, which provided the prestress for subsequent drilling and eliminated
the influence of the strain generated by the in situ stress on the formation deformation
around the well. The second step was the simulation after the formation was drilled. In
this step, the geometric elements in the blue area in Figure 1 were deleted from the model
to simulate the formation after drilling. The initial conditions and internal and external
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boundary conditions of the model were set according to Equations (20)–(22). Next, the fully
coupled solution method was used to calculate the transient changes in the formation stress,
temperature, and pressure after drilling. Positive values represented compressive stress,
and negative values represented tensile stress. After obtaining the stress components, the
following equation was used to describe the stress components in the cylindrical coordinate
system:




σr τrθ τrz
τrθ σθ τθz
τrz τθz σz


 =




cos θ sin θ 0
− sin θ cos θ 0

0 0 1






σx τxy τzx
τxy σy τyz
τzx τyz σz






cos θ sin θ 0
− sin θ cos θ 0

0 0 1




T

, (23)

where σr, σθ , σz, τrθ , τrz, and τθz are the stress components in the cylindrical coordinate
system (MPa), and θ is the well circumference angle (◦).

After obtaining the stress components in the cylindrical coordinate system, the three
principal stresses of the bottomhole rocks were obtained:





σi = σr

σj =
1
2 (σθ + σz) +

1
2

[
(σθ − σz)

2 + 4τ2
θz

] 1
2

σk =
1
2 (σθ + σz)− 1

2

[
(σθ − σz)

2 + 4τ2
θz

] 1
2

, (24)

where σi, σj, and σk are the three principal stresses (MPa).
Furthermore, based on the effective stress expression, the average effective stress of

the bottomhole rocks was obtained:

σ =
1
3
(
σi + σj + σk

)
− αp, (25)

where σ is the average effective stress of the bottomhole rocks after drilling (MPa).
In order to verify the accuracy of the model, the bottomhole stress model proposed by

Warren et al. [25] was used to calculate the bottomhole rock stress using the parameters
listed in Table 1. The results of Warren et al.’s model are shown in Figure 2a. Hu et al. [28]
also employed Warren et al.’s model to calculate the average effective stress of bottomhole
rocks after drilling, using the finite element method. Their results are shown in Figure 2b.
The results of the model proposed in this study using the same parameters are shown in
Figure 2c. It can be seen that the results of the proposed model are consistent with those
of the two previous studies. It should be noted that the influence of temperature was not
considered in the above analysis. In order to further verify the thermal-hydro-mechanical
coupling process, the parameters in Table 2 were used to calculate the temperature, pressure,
and stress distribution along the radial direction of the borehole after the formation was
drilled, using the finite element method. The numerical simulation results were compared
with the analytical results [36] (Figure 3). It can be seen that the numerical simulation
results obtained in this study are in good agreement with the analytical solution, which
further demonstrates the accuracy of the model proposed in this study. Therefore, the
proposed model can be used to study bottomhole stress in deep-well drilling, considering
the thermal-hydro-mechanical coupling effect.
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Table 1. Basic parameters of the Warren et al. model.

No. Parameters Value Units

1 Well depth, h 3048 m

2 Borehole radius, rw 0.111 m

3 Drilling fluid density, ρf 1050 kg/m3

4 Vertical in situ stress, σv 68.95 MPa

5 Wellbore pressure, pw 32.41 MPa

6 Formation pressure, p0 32.41 MPa

7 Maximum horizontal in situ stress, σH 48.26 MPa

8 Minimum horizontal in situ stress, σh 48.26 MPa

9 Young’s modulus of the rock, E 13,789.5 MPa

10 Poisson’s ratio of the rock, ν 0.25 -

11 Formation permeability, k 1 mD

12 Formation porosity, φ 0.15 -

13 Rock density, ρs 2262 kg/m3

14 Rock compression coefficient, cs 2.697 × 10−5 MPa−1

15 Drill bit profile code IADC5-3-7bit -

Figure 2. Average effective stress of the bottomhole rock after the formation was drilled. (a) Warren
et al.’s result; (b) Hu et al.’s result; (c) Our result.

Table 2. Basic parameters of the thermal-fluid-solid coupling model.

No. Parameters Value Units

Material parameters

1 Poisson’s ratio of the rock(drained), ν 0.291 -

2 Young’s modulus of the rock, E 26.3 GPa

3 Poisson’s ratio of the rock(undrained), νu 0.45 -

4 Skempton’s coefficient of the rock, B 0.85 -

5 Formation permeability, k 1 mD

6 Formation fluid viscosity, µ 5 mPa·s
7 Formation porosity, φ 0.1 -
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Table 2. Cont.

No. Parameters Value Units

8 Rock density, ρs 2680 kg/m3

9 Formation fluid density, ρf 1000 kg/m3

10 Specific heat capacity of the rock, Cs 890 J/(kg·K)

11 Specific heat capacity of the fluid, Cf 2510 J/(kg·K)

12 Thermal conductivity of the rock, λs 46 J/(m·K·s)

13 Thermal conductivity of the fluid, λf 26 J/(m·K·s)

14 Coefficient of volumetric expansion of the rock, βs 5 × 10−5 1/◦C

15 Coefficient of volumetric expansion of the fluid, βf 2 × 10−4 1/◦C

Formation parameters

16 Original formation temperature, T0 130 ◦C

17 Original formation pressure, p0 50 MPa

18 Maximum horizontal in situ stress, σH 132 MPa

19 Minimum horizontal in situ stress, σh 110 MPa

20 Vertical in situ stress, σv 144 MPa

Wellbore parameters

21 Borehole radius, rw 0.111 m

22 Wellbore pressure, pw 54 MPa

23 Wellbore temperature, Tw 70 ◦C

Figure 3. Radial distributions of the temperature, pressure, and stress after drilling. (a) Temperature;
(b) Pore pressure; (c) Radial stress; (d) Circumferential stress.
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3. Distribution of Formation Temperature, Pressure, and Stress due to Drilling

Understanding the distribution and evolution of the formation temperature, pressure,
and stress under the action of thermal-hydro-mechanical coupling is the basis for analyzing
bottomhole rock stress and studying the mechanism of rock breakage. Therefore, based on
the model proposed in this study and the parameters in Table 2, the distributions of the
formation temperature, pressure, and average effective stress along the directions of the
maximum and minimum horizontal in situ stresses were calculated. The results are shown
in Figures 4–6.

Figure 4a–d show the formation temperature in the direction of the maximum horizon-
tal in situ stress at different drilling stages, and Figure 4e–h show the formation temperature
in the direction of the minimum horizontal in situ stress at different drilling stages. It can
be seen that for the homogeneous and isotropic formation modelled in this study, the
temperatures around the wellbore along the directions of the maximum and minimum
horizontal crustal stresses are approximately the same; that is, the change in the formation
temperature caused by the deformation of the formation around the wellbore and the
change in the pore pressure are small, and the formation temperature is mainly controlled
by thermal conduction and thermal convection. After the formation is drilled, under the
cooling effect of the drilling fluid, the temperatures of the wellbore wall and bottomhole
are the same as that of the drilling fluid. Then, under the joint action of thermal conduction
and convection, the low temperature zone gradually increases and expands to the deep
part of the formation.

Figure 4. Formation temperature around the wellbore after drilling. (a) t = 0.5 s; (b) t = 1 s; (c) t = 10 s;
(d) t = 100 s; (e) t = 0.5 s; (f) t = 1 s; (g) t = 10 s; (h) t = 100 s.

Figure 5a–d show the formation pressure in the direction of the maximum horizontal
in situ stress, and Figure 5e–h show the formation pressure in the direction of the minimum
horizontal in situ stress. It can be seen that shortly after the start of drilling (t = 0.5 s
and t = 1 s), the formation pressures along the directions of the maximum and minimum
horizontal in situ stresses are greatly different. This mainly occurs on the wellbore wall,
and the difference near the bottom of the well is small. When the tangent plane of the
stratum is along the direction of the maximum horizontal in situ stress, the pore pressure
near the wellbore wall is the lowest. However, when the tangent plane of the stratum is
along the direction of the minimum horizontal in situ stress, the pore pressure near the
wellbore wall is the highest. At t = 0.5 s, the maximum difference in the pore pressure
between the two directions is about 10 MPa. The main reason for this difference is that
the wellbore along the direction of the maximum horizontal in situ stress is under tension,
and the volume of the pores of formation rock increases under the tensile stress, which in
turn leads to a decrease in the pore pressure around the wellbore. Conversely, the wellbore
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along the direction of the minimum horizontal in situ stress is subjected to compressive
stress, and the formation is further compressed, which leads to an increase in the pore
pressure around the wellbore. With the progression of drilling, the high-pressure area
around the wellbore gradually spreads toward the low-pressure area; the minimum pore
pressure along the direction of the maximum horizontal in situ stress gradually increases,
whereas the maximum pore pressure along the direction of the minimum horizontal in situ
stress gradually decreases. After a certain period of time, the pore pressures in the two
directions become approximately equal.

Figure 5. Formation pressure around the wellbore after drilling. (a) t = 0.5 s; (b) t = 1 s; (c) t = 10 s;
(d) t = 100 s; (e) t = 0.5 s; (f) t = 1 s; (g) t = 10 s; (h) t = 100 s.

Figure 6. Average effective stress of the formation around the wellbore after drilling. (a) t = 0.5 s;
(b) t = 1 s; (c) t = 10 s; (d) t = 100 s; (e) t = 0.5 s; (f) t = 1 s; (g) t = 10 s; (h) t = 100 s.

Figure 6a–d show the average effective stress in the direction of the maximum hori-
zontal in situ stress, and Figure 6e–h show the average effective stress in the direction of the
minimum horizontal in situ stress. The results show that when the maximum horizontal
in situ stress and the minimum horizontal in situ stress are not the same, the average
effective stresses of the formation around the wellbore in the directions of the maximum
and minimum horizontal in situ stresses after drilling are also different, and the average
effective stress along the direction of the minimum horizontal in situ stress is larger than
that along the direction of the maximum horizontal in situ stress. It can also be seen that
the average effective stress near the shoulder of the drill bit is the largest, while the average
effective stress near the centerline of the bit is the smallest. Moreover, the average effective
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stress is tensile stress in some areas, and the minimum average effective stress is located
on the bottom of the wellbore. Starting from the centerline of the drill bit, the average
effective stress at the bottomhole initially increases and then decreases along the contour
of the drill bit. With the progression of drilling, the maximum average effective stress
gradually decreases, and the minimum average effective stress remains stable. Moreover,
the bottomhole area under tension increases slightly.

4. Factors Affecting Bottomhole Rock Stress under the Thermal-Hydro-Mechanical
Coupling Effect

The influences of the formation parameters and wellbore parameters on bottomhole
rock stress in deep-well drilling were investigated using the proposed model. Under each
set of conditions, the parameter of interest was set to different values, while the other
parameters were held constant. The average effective stress of the bottomhole rocks under
different formation pressures, in situ stress, formation permeability, wellbore pressures, and
wellbore temperature values were calculated. In order to facilitate the analysis, the average
effective stress was calculated at three locations, namely, the drill bit contour parallel to the
direction of the maximum horizontal in situ stress; the contour parallel to the direction of
the minimum horizontal in situ stress; and the axis of the wellbore (Figure 7). The results
are described in Sections 4.1–4.5.

Figure 7. Points of data extraction in the analysis of the bottomhole stress parameters.

4.1. Formation Pressure

The formation pressure is very important to the drilling process. The safe density
window of the drilling fluid is determined based on the formation pressure. In addition,
the formation pressure directly affects bottomhole rock stress during the drilling process.
In order to understand the influence of the formation pressure on bottomhole rock stress,
the average effective stress was calculated at the above three locations under different
formation pressure values (40, 50, 60, and 70 MPa). The results are shown in Figure 8. It
should be noted that the overbalance pressure was set to 4 MPa under the four formation
pressure conditions, and the result was the average effective stress at 1 s after the formation
had been drilled. It can be seen from Figure 8a that the average effective stress at the bottom
of the wellbore was the smallest, and the average effective stress was tensile stress in some
areas. The average effective stress was the largest near the shoulder of the drill bit, and
there were large fluctuations in this area. In summary, the smaller the formation pressure
was, the greater the average effective stress near the shoulder of the drill bit was. After
the wellbore was formed, the average effective stresses of the wellbore walls parallel to
the directions of the maximum and minimum horizontal in situ stresses were different.
Under formation pressures of 40, 50, 60, and 70 MPa, the average effective stress of the
wellbore wall parallel to the direction of the maximum horizontal in situ stress was 42.2,
33.8, 25.3, and 16.9 MPa, respectively, and the average effective stress of the wellbore wall
parallel to the direction of the minimum horizontal in situ stress was 74.5, 66.0, 57.6, and
49.1 MPa, respectively. That is, the higher the formation pressure was, the lower were the
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average effective stresses of the wellbore wall parallel to the directions of maximum and
minimum horizontal in situ stresses. It can be seen from Figure 8b that after the formation
was drilled, the average effective stress at the bottomhole was the smallest. For formation
pressures of 40, 50, 60, and 70 MPa, the average effective stress of the bottomhole rock near
the borehole axis was −19.2, −18.3, −17.4, and −16.5 MPa, respectively, indicating that a
larger formation pressure did not lead to a smaller average effective stress at the bottom
of the wellbore. The increase in the average effective stress at the bottom of the hole with
increasing formation pressure may have been caused by the high fluid column pressure
at the bottomhole under high formation pressure conditions. With increasing depth, the
average effective stress initially increased and then became stable. In the region of the
formation far away from the bottom of the wellbore, due to the very limited influence of
the drilling, the average effective stress was controlled by the in situ stress and the original
formation pressure. Therefore, the higher the formation pressure in this region was, the
smaller the average effective stress was.

Figure 8. Average effective stress of the bottomhole rocks under different formation pressure condi-
tions. (a) The arc parallel to the direction of σH and σh; (b) The line along the axis of the borehole.

4.2. In Situ Stress

In situ stress directly affects bottomhole rock stress. In order to understand the
influence of the in situ stress on the bottomhole rock stress in deep-well drilling, the
maximum horizontal in situ stress was adjusted, and the average effective stress was
calculated at the three locations under maximum horizontal in situ stress to minimal
horizontal in situ stress ratios of 1.0, 1.2, 1.4, and 1.6, while holding the minimum horizontal
in situ stress in Table 2 constant. The results are shown in Figure 9. It can be seen from
Figure 9a that the in situ stress had a large influence on the bottomhole rock stress. When the
maximum and minimum horizontal in situ stresses were equal, for the same arc length, the
average effective stress of the wellbore parallel to the direction of the maximum horizontal
in situ stress was the same as that parallel to the direction of the minimum horizontal in
situ stress. When the maximum and minimum horizontal in situ stresses were not equal,
the difference in the average effective stresses at the two locations was small near the center
of the bottomhole. With increasing arc length, the difference in the average effective stress
increased accordingly. In the bottomhole area from the center to the shoulder of the drill bit,
the higher the in situ stress ratio was, the higher the average effective stress at the bottom
of the hole was. However, on the wellbore wall, the average effective stresses parallel to
the maximum and minimum horizontal in situ stresses exhibited different change trends.
When the wellbore wall was parallel to the direction of the maximum horizontal in situ
stress, the average effective stress decreased with increasing in situ stress ratio. For σH/σh
ratios of 1.0, 1.2, 1.4, and 1.6, the average effective stress was 43.7, 33.8, 23.7, and 13.7
MPa, respectively. However, when the wellbore wall was parallel to the direction of the
minimum horizontal in situ stress, the average effective stress increased with increasing in
situ stress ratio. For σH/σh ratios of 1.0, 1.2, 1.4, and 1.6, the average effective stress was
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43.7, 66.0, 88.3, and 110.5 MPa, respectively. It can be seen from Figure 9b that as the σH/σh
ratio increased, the average effective stress at the bottom of the hole increased. For σH/σh
ratios of 1.0, 1.2, 1.4, and 1.6, the average effective stress of the bottomhole rock near the
borehole axis was−19.3, −18.3, −17.3, and−16.4 MPa, respectively. With increasing depth,
the average effective stress of the formation initially increased and then became stable. In
summary, the higher the in situ stress ratio was, the higher the average effective stress of
the bottomhole rock was. Since the rock strength increases with increasing effective stress,
the bottomhole rocks become more difficult to break under a high in situ stress, which leads
to a low drilling efficiency.

Figure 9. Average effective stress of the bottomhole rocks under different in situ stress ratio conditions.
(a) The arc parallel to the direction of σH and σh; (b) The line along the axis of the borehole.

4.3. Formation Permeability

After the formation is drilled, the wellbore drilling fluid filtrate penetrates the forma-
tion due to the overbalance pressure, which leads to changes in the formation pressure and
temperature at the bottom of the hole. Thus, the penetration process is closely related to the
formation permeability. In order to analyze the impact of permeability on bottomhole rock
stress, the average effective stress of the bottomhole rocks was calculated under formation
permeabilities of 10, 1, 0.1, and 0.01 mD at 1 s after the formation had been drilled. The
results are shown in Figure 10. It can be seen that the formation permeability had a sig-
nificant influence on the average effective stress of the bottomhole rock near the borehole
axis. The lower the permeability was, the smaller the average effective stress was, and the
smaller the area under tension was. At the center of the bottomhole along the borehole
axis, for formation permeabilities of 10, 1, 0.1, and 0.01 mD, the average effective stress
was −18.5, −18.3, −14.9, and −2.4 MPa, respectively. In the area near the shoulder of the
drill bit, the difference in the average effective stress under the different permeabilities was
small. As the formation depth increased, the average effective stress of the bottomhole rock
initially increased and then became stable. The lower the formation permeability was, the
smaller the bottomhole area disturbed by the drilling was. In the undisturbed area, the
average effective stress of the rocks was the same, and it was not affected by the formation
permeability. The higher the permeability was, the easier it was for the drilling fluid to
penetrate the formation. Therefore, the range of the high-pressure area at the bottomhole
was large when the permeability was high. Moreover, a high permeability resulted in more
drilling fluid penetrating the formation; therefore, the drilling fluid had a more significant
cooling effect on the bottomhole rock under the effect of thermal convection. For the
above two reasons, the average effective stress of the bottomhole rocks was smaller under
a low formation permeability. In terms of deep-well drilling, the greater the formation
depth is, the higher the degree of formation compaction is; that is, the lower the formation
permeability is, the greater the average effective stress of the formation is, and the harder it
is to break the bottomhole rocks, which results in a slower ROP.
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Figure 10. Average effective stress of the bottomhole rocks under different formation permeability
conditions. (a) The arc parallel to the direction of σH and σh; (b) The line along the axis of the borehole.

4.4. Wellbore Pressure

In order to study the influence of wellbore pressure on bottomhole rock stress, the
average effective stress of the bottomhole rocks at 1 s after the formation had been drilled
was calculated, under wellbore pressures of 40, 45, 50, and 55 MPa. The results are shown
in Figure 11. It can be seen that in the bottomhole area near the borehole axis, the lower
the wellbore pressure was, the smaller the average effective stress of the bottomhole rocks
was. For wellbore pressures of 40, 45, 50, and 55 MPa, the average effective stress was
−19.9, −19.3, −18.8, and −18.2 MPa, respectively. However, in the bottomhole area near
the shoulder of the drill bit and the wellbore wall, the average effective stress increased
with decreasing wellbore pressure. Since the maximum and minimum horizontal in situ
stresses were not the same, the average effective stresses on the wellbore walls parallel to
the directions of the maximum and minimum horizontal in situ stresses were also different.
Specifically, the average effective stress on the wellbore wall parallel to the direction of
the maximum horizontal in situ stress was significantly lower than that parallel to the
direction of the minimum horizontal in situ stress. With increasing formation depth, the
average effective stress of the bottomhole rocks initially increased and then became stable.
In the area of the formation near the bottomhole, the average effective stress decreased
with decreasing wellbore pressure. With increasing formation depth, when z/rw was, for
example, greater than 0.25, the average effective stress increased slightly with decreasing
wellbore pressure. In summary, decreasing the wellbore pressure is conducive to generating
tensile stress in the bottomhole formation near the borehole axis, causing tensile damage
to this area. However, the average effective compressive stress of the formation near the
shoulder of the drill bit is large. Therefore, the recommendation is to generate shear failure
in the formation near the shoulder of the drill bit so as to improve the drilling efficiency.

Figure 11. Average effective stress of the bottomhole rocks under different wellbore pressure condi-
tions. (a) The arc parallel to the direction of σH and σh; (b) The line along the axis of the borehole.

139



Processes 2023, 11, 683

4.5. Wellbore Temperature

In deep-well drilling, due to the presence of a geothermal gradient, a deep formation
generally has a high temperature. Under the cooling effect of the drilling fluid, the rock
at the bottom of the wellbore will contract, thereby generating thermal stress. In order
to understand the influence of wellbore temperature on bottomhole rock stress, the av-
erage effective stress was calculated at three locations in the bottomhole under wellbore
temperatures of 130 ◦C, 110 ◦C, 90 ◦C, and 70 ◦C. The results are shown in Figure 12. The
results show that with decreasing wellbore temperature, the average effective stress of the
bottomhole rocks decreased. In the bottomhole area near the borehole axis, the average
effective stress was the smallest. For wellbore temperatures of 130 ◦C, 110 ◦C, 90 ◦C, and
70 ◦C, the average effective stress at this location was 1.0, −5.4, −11.8, and −18.3 MPa,
respectively. In the bottomhole area between the borehole axis and the shoulder of the
drill bit, the average effective stress gradually increased and exhibited fluctuations near the
shoulder. Furthermore, between the drill bit shoulder and the wellbore wall, the average
effective stress initially decreased and then became stable. With increasing formation depth,
the average effective stress initially increased and then became stable. The difference in
the average effective stress at different wellbore temperatures gradually decreased with
increasing formation depth, which was mainly due to the shorter drilling duration and the
limited variation in the formation temperature at the bottomhole. In summary, a lower
wellbore temperature is beneficial to reducing the average effective stress of the bottomhole
formation and accelerating bottomhole rock breakage. Therefore, under the premise that
the drilling fluid meets the relevant requirements, it is recommended to keep the wellbore
temperature as low as possible so as to improve the drilling efficiency.

Figure 12. Average effective stress of the bottomhole rocks under different wellbore temperatures.
(a) The arc parallel to the direction of σH and σh; (b) The line along the axis of the borehole.

5. Conclusions

In this study, based on the laws of momentum conservation, mass conservation, and
energy conservation, a thermal-hydro-mechanical coupling model for deep-well drilling
was established. The finite element method was used to simulate the distribution and
evolution characteristics of the formation temperature, pressure, and stress due to drilling.
Finally, the thermal-hydro-mechanical coupling model was used to analyze the influences
of the formation pressure, in situ stress, formation permeability, wellbore pressure, and
wellbore temperature on the average effective stress of the bottomhole rock. The main
conclusions of this study are as follows:

(1) The formation temperature around the wellbore was controlled by thermal conduction
and convection. The formation temperature around the wellbore wall was approx-
imately the same in the different in situ stress directions. With the progression of
drilling, the low-temperature zone gradually extended deeper within the formation.
In the initial stage of drilling, the pore pressure near the wellbore wall along the
direction of the maximum horizontal in situ stress was the smallest, and the pore
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pressure along the direction of the minimum horizontal in situ stress direction was
the largest. With the progression of drilling, the difference in the pore pressure in the
two directions gradually decreased.

(2) After the wellbore was drilled, the average effective stress of the formation near the
shoulder of the drill bit was the largest, and the average effective stress of the forma-
tion near the axis of the drill bit was the smallest. With the progression of drilling, the
maximum average effective stress gradually decreased, while the minimum average
effective stress remained stable. The bottomhole area under tension increased slightly.

(3) In the bottomhole area near the borehole axis, the average effective stress increased
with increasing formation pressure. The higher the in situ stress ratio was, the larger
the average effective stress of the bottomhole rocks was. For the wellbore walls, the
variation in the average effective stress was different in the different in situ stress
directions. The average effective stress in the direction parallel to the maximum
horizontal in situ stress decreased as the in situ stress ratio increased, whereas the
average effective stress in the direction parallel to the minimum horizontal in situ
stress increased as the in situ stress ratio increased.

(4) The formation permeability had a significant effect on the average effective stress of
the bottomhole rock near the borehole axis. The lower the formation permeability was,
the smaller the average effective stress was, and the smaller the area under tension
was. As the wellbore pressure decreased, the average effective stress of the bottomhole
rocks near the borehole axis decreased. However, in the bottomhole area between
the drill bit shoulder and the wellbore wall, the average effective stress increased
with decreasing wellbore pressure. Reducing the wellbore temperature is beneficial to
reducing the average effective stress of the bottomhole formation, thereby promoting
bottomhole rock breakage.

(5) With increasing formation depth, the average effective stress of the bottomhole rocks
initially increased and then became stable. The formation permeability and wellbore
temperature had greater influence on the average effective stress of the formation
near the bottomhole area. However, the formation pressure and in situ stress had
greater influence on the average effective stress of the formation farther away from
the bottomhole area. In addition, the influence of the wellbore pressure on the average
effective stress of the formation below the bottomhole area was minimal.

(6) The present work focuses on the thermal-hydro-mechanical coupling effect on bottom-
hole rock stress in deep-well drilling, and the proposed model can be used to calculate
the bottomhole stress, pore pressure and temperature during drilling. However, the
model also exhibits some limitations. For example, the model neglected the influ-
ence of water jet, dynamic wellbore pressure, dynamic wellbore temperature, and
multiphase flow in formation, and those aspects need to be improved in future work.
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Abstract: Drill-string axial vibration at the surface technology is proposed to reduce the friction
between the drill-string and the borehole wall, and to improve load transfer efficiency, the rate of
penetration (ROP), and the extended-reach limit of a horizontal well. An analytical framework
utilizing the “soft-string” model is constructed. The results obtained from numerical simulations
reveal that during the slide drilling operation, the drill-string experiences an axial stick–slip motion,
and the weight on bit (WOB) undergoes periodic oscillations. The conventional calibration method
of the WOB in the weight indicator gauge is not applicable when the ROP is low. After applying
axial vibration on the drill-string at the surface, the WOB increases and becomes smooth because of a
release of friction. The amplitude and frequency of the exciting force are the main factors affecting
surface vibration effectiveness. There is an optimal frequency for a given case (10 Hz in this paper).
This means that the conventional manual pick-up and slack-off by drillers with a high amplitude
and a low frequency has little effect on friction reduction. In addition, the conventional method can
bring in high risk because of its high root mean square (RMS) acceleration. Safety evaluation results
indicate that the drill-string is in a safe state under most of the exciting parameters. The results verify
the feasibility and advantages of the proposed technology, and lay a solid theoretical foundation for
its application in real drilling applications.

Keywords: petroleum drilling; drill-string mechanics; friction reduction; vibration

1. Introduction

Drilling complex structural wells (such as directional, horizontal, and extended reach
wells) is essential for the successful exploitation of petroleum and natural gas reserves.
These types of wells ensure optimal formation exposure and increase the chances of hitting
the pay zone. Moreover, these wells are suitable for future stimulation techniques, which
can significantly improve well production efficiency and final recovery rates. Directional
drilling realized by combining a positive displacement motor (PDM) and measurement
while drilling (MWD), which is known as slide drilling, is an effective well trajectory control
method and is widely used worldwide. This technology has its drawbacks, as the lack of
rotation in the drill-string creates significant friction with the borehole wall. As a result,
the transfer of axial load to the bit decreases, leading to a reduction in both the rate of
penetration (ROP) and the extended-reach limit. Meanwhile, the stick–slip phenomenon of
the drill-string is further intensified by the frequent transform between static and dynamic
friction force. Reducing the amount of resistance between the drill-string and the borehole
wall and enhancing the effectiveness of load transfer during directional drilling are essential
objectives with significant importance in petroleum drilling that have been given attention
for several years [1].
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Two main approaches are typically employed in friction reduction research, namely
reducing the normal contact force and decreasing the coefficient of friction. To decrease
the normal contact force, one can optimize the well track and make use of a lightweight
drill pipe. To reduce the friction coefficient, it is possible to develop a high-performance
lubricant, utilize a cylindrical roller sub, and incorporate a nonrotating protective joint.
Adding vibrators to the drill-string was first proposed by Roper in 1983 as a means of
reducing friction between the drill-string and the borehole wall. Although categorized
as passive methods of friction reduction, these techniques have limited effectiveness [2].
In the past, the concept of utilizing a vibrator for petroleum drilling technology was not
extensively researched. However, in recent years, various technology service companies
have started conducting application studies on this idea and concentrated their efforts
towards enhancing the vibrator’s development [3,4]. Axial vibration friction reduction
tools were first developed and widely used, represented by Agitator of National Oilwell
Varco [5,6]. Then lateral vibration friction reduction tools were developed, represented
by Xcite. The research concluded that axial vibration tools provide significantly more
effective friction reduction in horizontal wells [7]. Axial and lateral vibration friction
reduction patterns are realized by adding downhole tools in the drill-string, which will
consume hydraulic energy. Moreover, drillers need to trip out and reassemble the makeup
of the string when the well depth goes to a deeper extent. Contrary to the aforementioned
vibration technologies, the automatic surface rocking technology utilizes the top drive
to rotate the drill-string to the right limit and then to the left limit by a predetermined
amount, without relying on any downhole tool. This innovative technique is exemplified
by the “Slider” [8] and “DSCS” [9] systems. However, it is sometimes difficult to control the
real-time toolface orientation because of dynamic reactive torque from bit–rock interaction.

After weighing the pros and cons of the aforementioned vibration methods, our
proposition is to apply axial vibration on the drill-string at the surface. This will reduce
the friction between the drill-string and the borehole wall while enhancing the efficiency
of load transfer. The excitation means may be displacement or force. Compared to other
exciting manners (such as the axial vibration tool Agitator, the lateral vibration tool Xcite,
and the torsional vibration system Slider), the technology of drill-string axial vibration
at the surface proposed in this paper has the following advantages: Firstly, no drilling
fluid energy is needed for vibrating the drill-string, which make it feasible to use and
suited for a deep well. Secondly, exciting parameters are adjustable at any time according
to the real-time drilling situation through simple surface tools. Thirdly, key seating and
pressure differential sticking can also be overcome by applying a higher amplitude and
lower frequency excitation.

Scholars have developed many torque and drag calculation models in the last decades,
which can be divided into soft-string models [10–14] and stiff-string models [15–18]. How-
ever, these models can only be used for calculating the drag while tripping in or tripping
out, and the torque while rotating drilling. When the drill-string is vibrated axially at the
surface, the drill-string elements are frequently in the states of forward sliding, resting, and
backward sliding, which makes the above models not applicable. Meanwhile, dynamic
models [19] can be used to study the motion and force characteristics along the whole
drill-string, and the load transfer efficiency can be obtained based on the deformation of the
drill-string. However, these dynamic models usually focus on the rotating drilling mode,
and neglect the axial friction or assume it as linear viscous damping. The study of friction
reduction and load transfer in drill-strings under vibrational conditions is significantly
lagging behind the advancements made in friction reduction technologies through the
applications of vibrating drill-strings. Several scholars have devised models for determin-
ing the load transfer of a drill-string subjected to vibration [20–23]. However, the friction
model in these models is the Coulomb model that does not consider the viscous effect of
friction. The research on the mechanism of friction reduction by applying vibration can
provide a reference for choosing a friction model [24]. The friction reduction mechanisms
of vibration mainly include: (a) the static friction transforms to dynamic friction due to
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axial and torsional vibrations [6]; (b) during the cycle of vibration, the direction of dynamic
friction is altered by both axial and torsional vibrations, leading to a reduction in the
mean friction force [25,26]; and (c) the lateral vibration decreases the normal contact force
periodically [27]. Based on these mechanisms, under vibration conditions, the dynamic
friction models that take pre-slip displacement into account are better choices to simulate
drill-string dynamics.

In this paper, the load transfer characteristics of the drill-string while being vibrated
axially at the surface is studied. Firstly, friction is incorporated based on the pre-slip
displacement of the drill-string to accurately calculate the friction distribution of the whole
drill-string during its axial vibration. The dynamic friction model is used to capture the
change in coefficient and a basic model is derived according to the equilibrium of forces.
The established numerical model is solved using a finite difference method. Subsequently,
evaluations of the load transfer characteristics of the drill-string under both displacement
and force excitations are conducted and compared with other types of vibration patterns.
The main objective of this study is to demonstrate the viability and benefits of a new
technique, which involves axial vibration at the surface to reduce friction. By comparing
its load transfer properties with other types of vibration, we aim to establish a strong
theoretical basis for the application of this technology in actual drilling.

2. Model
2.1. Assumptions

The drill-string undergoes a complex motion (rolling, revolution, and swirling) and
deformation (bending, sinusoidal buckling, and helical buckling) due to the intricate
forces exerted on it while drilling underground. In the process of directional drilling, the
drill-string remains stationary and experiences significant resistance and drag from the
borehole wall. As a result, both rotational and lateral movements are negligible, while
axial movement becomes the primary motion. The resistance and drag also decrease the
likelihood of buckling occurring, particularly in horizontal sections [28]. The main focus of
this study is to examine how axial excitation impacts the load transfer in the directional
drilling process of a structurally complex well. Therefore, the following assumptions are
made:

(a) Assuming there is no clearance between the drill-string and the borehole wall, the
centerline of the drill-string perfectly aligns with the centerline of the borehole, and the
drill-string maintains consistent contact with the borehole wall.

(b) Each vibrator is seen as a length of drill-string, and its exciting force is sinusoidal.
(c) Friction and viscous damping of drilling fluid are the two main types of damping

forces acting on the drill-string, while mechanical resistance caused by key seating and
differential pressure sticking are excluded from consideration.

(d) The analysis focuses on the axial dynamic impact of the drill-string, disregarding
the cross-sectional forces of shear and bending moment.

2.2. Equilibrium Equation

To derive the dynamic equation for the vibration process of a drill-string, a small drill-
string element ds is selected and analyzed. The element is considered in natural curvilinear
coordinates (

→
e t,
→
e n,

→
e b), and is subjected to various forces, such as internal tension force

→
T , normal contact force

→
F , friction force Ff , damping force, and buoyant weight of drilling

(as displayed in Figure 1). By balancing these forces, we can arrive at an equation that
describes the dynamic equilibrium condition [29]:

→
T(s + ds, t)−

→
T(s, t) +

→
F
(

s + ds
2 , t
)

ds− [Ff (s, t) + c(s + ds
2 , t) ∂u(s+ ds

2 ,t)
∂t ]ds

→
e t

+gs

(
s + ds

2

)
ds
→
e g = ρ(s + ds

2 )A(s + ds
2 )ds ∂2u(s+ ds

2 ,t)
∂t2

→
e t

(1)
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where Tt(s, t), Tn(s, t), and Tb(s, t) are internal forces acting on cross-section in
→
e t,
→
e n,

and
→
e b direction, respectively; Fn, Fb are the lateral contact force acting on drill-string in

principal normal
→
e n and binormal direction

→
e b, respectively.
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Figure 1. Forces acting on a drill-string element.

The following simpler equilibrium equation can be derived from the Taylor expansion
in (s, t) of variables by omitting higher order terms:

∂
→
T(s, t)

∂s
+
→
F (s, t)− [Ff (s, t) + c(s, t)

∂u
∂t

]
→
e

t
+ gs(s)

→
e g = ρ(s)A(s)

∂2u(s, t)
∂t2

→
e t (2)

Separating the internal force
→
T and distributed lateral contact force

→
F into components

in natural curvilinear coordinates (
→
e t,
→
e n,

→
e b):

→
T(s, t) = Tt(s, t)

→
e t + Tn(s, t)

→
e n + Tb(s, t)

→
e b (3)

→
F (s, t) = Fn(s, t)

→
e n + Fb(s, t)

→
e b (4)

where Tt(s, t),Tn(s, t), and Tb(s, t) are internal forces acting on cross-section in
→
e t,
→
e n,

and
→
e b direction, respectively; Fn, Fb are the lateral contact forces acting on drill-string in

principal normal
→
e n and binormal direction

→
e b, respectively.

The Frenet–Serret formulas can be used to describe the centerline of the borehole [15]:

→
e g·
→
e t = cos

−
α

→
e g·
→
e n = kα

kb
sin
−
α

→
e g·
→
e b = − kϕ

kb
(sin

−
α)2

→
e g = − cos

−
α
→
e t +

kα
kb

sin
−
α
→
e n +

kϕ

kb
sin2 −α

→
e b

(5)

where α, ϕ, and
−
α are inclination angle, azimuth angle, and mean inclination angle, respec-

tively; kα, kϕ, and kb are rate of change of inclination angle, rate of change of azimuth angle,
and total bending curvature, respectively.

The following scalar equations can be obtained by substituting Equations (3)–(5) into
Equation (2):

In
→
e t direction:

∂Tt

∂s
− Ff (s, t)− c

∂u
∂t

+ gs cos
−
α = ρA

∂2u
∂t2 (6)
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In
→
e n direction:

Fn + Ttkb + gs
kα

kb
sin α = 0 (7)

In
→
e b direction:

Fb + gs
kϕ

kb
(sin α)2 = 0 (8)

The internal tension force Tt in axial direction for a rod can be written in the following
form:

Tt = EA
∂u
∂s

(9)

where E is the elastic (Young′s) modulus of drill-string.
The distributed lateral contact force between drill-string and borehole wall can be

obtained by combining Equations (7) and (8):

F =
√

F2
n + F2

b = [(Tkb + gs
kα

kb
sin α)

2
+ (gs

kϕ

kb
(sin α)2)

2

]

1
2

(10)

The friction force Ff is calculated by Dahl friction model [30], which has the following
form: 




dz
dt = vr·

[
1− K

Fc
·z·sgn(vr)

]i

Ff = Kt·z
(11)

where Ff is the axial friction force; Fc is the Coulomb friction force, Fc = µd·F, µd is the
dynamic sliding friction coefficient; K is the tangential stiffness of contact surfaces; i is the
parameter that determines the shape of strain–stress curve, in general i = 1; t is the time; z(t)
is the offset displacement of asperities at time t; vr is the relative velocity of drill-string.

2.3. Boundary and Initial Conditions
2.3.1. Boundary Condition

(a) Surface boundary

During the drilling process, drillers aim to control the hook load at surface in order to
adjust the actual weight on bit (WOB) to the desired value. This is achieved by ensuring
that the hook load, which is the difference between the buoyant weight of the drill-string
in the axial direction and the friction force and nominal WOB, is equivalent to the desired
value. The request for the driller to maintain a constant hook load results in the friction
force and nominal WOB being viewed as constant values. This, however, is subject to
change due to the heterogeneity of rocks and the stick–slip motion of the drill-string, which
causes the friction force and nominal WOB to transform interchangeably. The zero WOB is
determined by running downward the drill-string at constant speed and setting the pointer
on the weight indicator to zero before the bit reaches bottom of the well. However, the ROP
may be very small in drilling processes, and partial drill-string may be in static friction state.
In this case, the real WOB may be very small. With that in mind, we adopt static friction of
drill-string to calculate hook load. The hook load can be determined through an analysis
of the drill-string under static conditions where the frictional coefficient is equal to the
static friction coefficient and the nominal WOB remains constant throughout subsequent
calculations.

Ftop =
(

Gt −WOB− F f ,s

)
+ Fa sin(ωt) (12)

where Ftop is the hook load; Gt is the axial component of gravity of the whole drill-string;
Ff ,s is the total static friction of drill-string; Fa is the amplitude of exciting force; ω is the
circular frequency of the excitation.
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(b) Bit boundary

Generally, a vibrator is typically only required when the ROP is low. Whether the ROP
is high or low, the drill-string movement will inevitably experience a stick–slip phenomenon
during the slide drilling process, which will cause fluctuations in WOB. Varying WOB
will result in varying ROP, which in turn affects the WOB. In 1970, Amoco petroleum
exploration and development corporation proposed binary drilling rate model according
to a great field of data, and used different bit weight exponent and rotate speed exponent
in different hardness stratum. When the stratum changes from soft to hard, bit weight
exponent changes from small to big, and rotate speed exponent changes from big to small,
and the variation trend of penetration rate changes from fast to slow. The drilling rate
model has the following form [31]:

ROP = K ·WOBa · nb = K′ ·WOBa (13)

where n is bit rotate speed; a and b are WOB exponent and bit rotate speed exponent, respectively.

2.3.2. Initial Conditions

If we suppose that the drill-string starts from rest, with zero initial velocity. The initial
position of the drill bit is set to zero, while the initial position of the remaining section of
the drill-string can be determined through static force equilibrium calculations.

∂u
∂t

∣∣∣
t=0

= 0

u|t=0 = Φ(Tt), u(L)|t=0 = 0
(14)

where Φ is a mapping function from the initial tension distribution to initial displacement
distribution of the drill-string.

2.4. Solution Method

Essentially, the model described involves the propagation of elastic waves. To solve
it, a finite difference method has been selected in this section. The governing differential
equation has been dispersed using a central difference scheme. After this, the differential
equations are converted into algebraic equations and solved using MATLAB programing.

To begin with, the drill-string is segmented into N sections, spanning from the top to
the bottom of the well. Difference grids are formed while setting time step τ and space step
h. Subsequently, the node displacement of the drill-string is represented as u(p, k) where
p and k represent the position and time, respectively, and are abbreviated as u(p·h, k·τ).
There is nonlinear term ∂(EA ∂u

∂s )
∂s in the governing differential equation. In order to deal with

this nonlinear preferably, the governing differential equation is integrated for random node
p in interval

[(
p− 1

2

)
h,
(

p + 1
2

)
h
]
. We can obtain the following Equation [29]:

(
EA ∂u

∂s

)p+ 1
2 −

(
EA ∂u

∂s

)p− 1
2 − u(p,k+1)−u(p,k−1)

2τ

∫ (p+ 1
2 )h

(p− 1
2 )h

cds +
∫ (p+ 1

2 )h
(p− 1

2 )h
gscos

−
αds

−sgn(u(p, k)− u(p, k− 1))
∫ (p+ 1

2 )h
(p− 1

2 )h
Fµds = u(p,k+1)−2u(p,k)+u(p,k−1)

τ2

∫ (p+ 1
2 )h

(p− 1
2 )h

ρAds
(15)

where sgn() is the sign function; h is space size; τ is time step.
We denote:

Tp+ 1
2 = (EA

∂u
∂s

)p+ 1
2 = EA

u(p + 1, k)− u(p, k)
h

(16)

Tp− 1
2 = (EA

∂u
∂s

)p− 1
2 = EA

u(p, k)− u(p− 1, k)
h

(17)
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Ff (p, k) = sgn(u(p, k)− u(p, k− 1))
∫ (p+ 1

2 )h

(p− 1
2 )h

Fµds (18)

Cp =
∫ (p+ 1

2 )h

(p− 1
2 )h

cds (19)

Ap =
∫ (p+ 1

2 )h

(p− 1
2 )h

ρAds (20)

gp =
∫ (p+ 1

2 )h

(p− 1
2 )h

gscos
−
αds (21)

Substitute Equations (16)–(21) into (15), we can obtain the recurrence algorithm of
drill-string axial displacement:

u(p, k + 1) =
2τ2

2Ap + Cpτ

[
Tp+ 1

2 − Tp− 1
2 − Ff (p, k) + gp +

2Ap

τ2 u(p, k) + (
Cpτ − 2Ap

2τ2 )u(p, k− 1)
]

(22)

Difference solution format (22) is explicit. If we know the displacement of two former
time steps, we can calculate drill-string displacement at any time step, and then the drilling
parameters, such as axial tension force and WOB, can be obtained.

In order to achieve convergence of the solution, there must be a specific relationship
between the time step τ and the space step h. By utilizing the Fourier error analysis method,
it has been proven that the difference scheme of Equation (22) is only stable under certain
conditions. This condition can be expressed as the convergence condition:

τ ≤ h√
E
ρ

(23)

3. Results and Discussion
3.1. Advantages of Surface Vibrating Technology

Nominal WOB equals the vector sum of the hook load Ftop, the gravity of the drill-
string, the real WOB, and the static friction between the drill-string and the borehole in the
axial direction of the drill-string. A nominal constant WOB is applied and we expect to
obtain a constant real WOB and ROP in conventional slide drilling. However, the real WOB
and ROP are variational because of the existence of friction between the drill-string and
the borehole wall and the stick–slip motion of the drill-string. We choose a representative
horizontal well to analyze its load transfer characteristics. The well profile is shown in
Figure 2. The well depth is 4200 m, and the kickoff point and landing point are 1290 m
and 2190 m, respectively, and the build-up rate is 0.0524 rad/30 m. The drill-string is
made up of ∅127 mm drill pipe, whose inner diameter, density, and elasticity modulus are
108.6 mm, 7850 kg/cm3, and 210 GPa, respectively. Other calculating parameters are
as follows: the static and dynamic frictional coefficient are equal to 0.3 and 0.25 (static
coefficient is always 1.2 times of dynamic coefficient [6]), respectively. The time step
is 0.00005 s and the space step is 5 m. The exchange critical velocity of static friction
and dynamic friction is 0.01 m/s. A binary model of the ROP and the WOB is adopted
(see Equation (13)), in which WOBcri = 20 KN, a = 1, and K′ = 5× 10−5. Under such
circumstances, the static friction and dynamic friction of the whole drill-string are 173 kN
and 144 kN, respectively. Therefore, the maximal friction released by vibration equals
29 kN. The increase in the WOB also includes the exciting force and inertia force of the
drill-string.

Figure 3 shows the variations in the real WOB and ROP with a different nominal WOB.
From Figure 3, although the nominal WOB applied at the surface is constant, the real WOB
and ROP at the bottom are fluctuant because of the static–dynamic friction switch and
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stick–slip. Moreover, the real WOB transmitted to the bit increases with the increase in
the nominal WOB. The amplitude and frequency of real WOB fluctuation decrease with
the increase in the nominal WOB because of the continuous and steady motion of the
drill-string under a high nominal WOB.
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Even though under a certain nominal WOB, the load transfer efficiency decreases
in a well with a longer horizontal section and higher friction coefficients. As can be
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seen in Figures 4 and 5, the amplitude of the downhole WOB fluctuation increases and
the frequency decreases with the increase in the horizontal section length and friction
coefficients when the nominal WOB equals 100 kN, which means that the load transfer
becomes worse.
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As can be seen from Figure 3, the WOB fluctuates severely under a lower WOB, and
the drill-string cannot move continuously under 60 kN WOB. The reason for this is the
stick–slip phenomenon of the drill-string caused by the static–dynamic friction switch
between the drill-string and the borehole wall. If we apply an axial exciting force with an
amplitude of 20 kN and a frequency of 10 Hz on the drill-string at the surface, will the load
transfer be improved? Figure 6 shows the WOB changes during typical slide drilling and
surface vibration drilling. From Figure 6, the real WOB and ROP improve significantly
after applying vibration at the surface, and the WOB curve becomes smoother, which is
beneficial for the drilling operation.

3.2. Influence Factor Analysis

According to the analysis of Section 3.1, we know that the real WOB and ROP improve
significantly after applying vibration at the surface, which means that the drill-string axial
vibration at the surface technology is effective. However, the questions as to whether it is
efficient and how to set the vibrating parameters should be answered. In the application
process of this technology, we can only adjust the amplitude and the frequency of the
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exciting force to control the effectiveness of load transfer. Figure 7 shows the influences of
the amplitude and the frequency of the exciting forces on the WOB and ROP. As can be
seen from Figure 7, the WOB becomes smooth and fluctuates less with the increase in the
amplitude or frequency of the exciting force. The stick–slip phenomenon is suppressed
significantly. The WOB and ROP are sensitive to the exciting frequency at a low exciting
amplitude, but they are rarely affected at a larger exciting force. Therefore, better load
transfer results can be obtained at a higher exciting force amplitude even though the
exciting frequency changes a lot in drilling.
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3.3. Safety Evaluation of Surface Vibrated Drill-String

The introduction of vibration in drilling can reduce the friction between the drill-string
and the wellbore wall and improve the load transfer efficiency, and a higher exciting ampli-
tude or frequency is good for improving friction reduction and load transfer effectiveness.
However, vibration of the drill-string will simultaneously increase the internal stress and
the failure risk of the drill-string. Therefore, the increase in the exciting amplitude and
frequency must be restricted by the dynamic safety of the drill-string. The methods for
evaluating the drill-string’s safety mainly include the safety factor method and the real-time
monitoring of downhole tools. Drill stem design and operation [32] indicates that overload
or fatigue are the two main reasons for drill-string failure. In the process of drill-string
design, the safety factors in the stretch and torsional direction are 1.0 to 1.3, which guarantee
the real stress of the drill-string is lower than the allowable stress.

However, the safety factor method does not consider the effect of induced vibration
on drill-string safety. A large number of statistical results of drill-string failure indicate that
drill-string vibration will result in a dramatic change in the drill-string stress on the premise
that the drill-string stress is lower than the allowable stress, which will influence the safety
of the drill-string. Based on the above considerations, several petroleum technology service
corporations have developed underground vibration monitoring systems (such as the VSS
system of Baker Hughes, MVC system of Schlumberger, and TVM system of Weatherford;
the installation methods of these systems are different) to control the vibration and decrease
the dynamic stress level of the drill-string by adjusting the drilling parameters in the
drilling process. We adopted the method of Baker Hughes (see Table 1 [33]) to evaluate the
safety of the drill-string axial vibration at the surface technology proposed in this paper.
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Table 1. Vibration level classification (Baker Hughes INTEQ company).

Grade Vibration Level in Axial Direction RMS(g) Color Marking Evaluation Result

0 [0.0, 0.5) green safe1 [0.5, 1.0)

2 [1.0, 2.0) yellow caution3 [2.0, 3.0)

4 [3.0, 5.0)

red danger5 [5.0, 8.0)
6 [8.0, 15.0)
7 [15.0, ∞)
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Figure 7. WOB and ROP under different exciting forces. (a) 10 kN, 10 Hz. (b) 10 kN, 20 Hz.
(c) 10 kN, 25 Hz. (d) 10 kN, 30 Hz. (e) 20 kN, 0.5 Hz. (f) 20 kN, 1 Hz. (g) 20 kN, 5 Hz. (h) 20 kN, 10
Hz. (i) 30 kN, 0.5 Hz. (j) 30 kN, 1 Hz. (k) 30 kN, 5 Hz. (l) 30 kN, 10 Hz.

Figure 8 shows the maximal and root mean square (RMS) acceleration along the drill-string.
As can be seen from Figure 8, the maximal and RMS acceleration generally show a trend of
increasing with the increase in the exciting force amplitude and frequency. According to the
change in drill-string acceleration, the whole drill-string can be divided into three segments
by the kickoff point (depth = 1290 m) and landing point (depth = 2190 m). In the case that
the exciting force amplitude equals 10 kN, the maximal acceleration of the building up section
and the horizontal section is larger than that of the vertical section, while the RMS acceleration
is close. The maximal acceleration and RMS acceleration show a lower value under 10 Hz
and 30 Hz. From Figure 7, we can see the load transfer under 10~25 Hz is far from 30 Hz.
Therefore, a higher frequency should be applied in order to obtain a better load transfer effect
and lower acceleration. In the case that the exciting force amplitude equals 20 kN and 30 kN,
the maximal acceleration of the building up section and the horizontal section is larger than
that of the vertical section, while the RMS acceleration shows the opposite trend. For maximal
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acceleration, a lower value is obtained at 5 Hz and 10 Hz and the highest value is obtained at
0.5 Hz in the vertical section, while a lower value is obtained at 10 Hz to 30 Hz and the highest
value is obtained at 0.5 Hz to 5 Hz in the horizontal section. For RMS acceleration, a lower value
is obtained at 0.5 Hz to 5 Hz and the highest value is obtained at 20 Hz to 30 Hz in the vertical
section, while a lower value is obtained at 10 Hz to 30 Hz and the highest value is obtained at
0.5 Hz to 5 Hz in the horizontal well section. Therefore, we can see that the RMS acceleration
shows an opposite trend in the vertical and horizontal sections. When the frequency equals
10 Hz, the differences in the RMS between the different well sections are small and the RMS
acceleration of the whole drill-string has a lower value. Therefore, 10 Hz is the optimum value
for drill-string safety under the conditions set by the given parameters.
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(f) RMS: 30 kN.

According to the vibration level classification method shown in Table 1, the safety grades
along the drill-string under different exciting parameters are shown in Table 2. From Table 2, the
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drill-string near bit is all in the caution (two grade) state, which means that its RMS acceleration
ranges from 1 g to 2 g. Only when the amplitude of the exciting force equals 30 kN and the
frequency is lower than 1 Hz or more than 25 Hz, is it certain that the well section is in the
caution (three grade) state, which means that its RMS acceleration ranges from 2 g to 3 g.
Caution (two grade) should be avoided, and caution (three grade) is dangerous for longstanding
drilling. According to Table 2, 5 Hz to 10 Hz is the optimum frequency range for drill-string
axial vibration at the surface technology under the given parameters.

Table 2. Safety evaluation results of drill-string while being axially vibrated at surface.

Exciting Force/kN

Frequency/Hz
0 0.5 1 5 10 20 25 30

100

0~1600 0~1750 0~4150 0~1920
~1750 ~2450 ~4200 ~2330
~3530 ~4150 ~4170
~4170 ~4200 ~4200

0~4200

~4200

200

0~1230 0~1520 0~1660 0~1920 0~1415 0~1865 0~1895
~1755 ~4110 ~1940 ~2330 ~4180 ~4180 ~4180
~2780 ~4180 ~3970 ~4170 ~4200 ~4200 ~4200
~4095 ~4200 ~4175 ~4200
~4180 ~4200

0~4200

~4200

300

0~1455 0~555 0~1775 0~2210 0~2075 0~275 0~1570
~1890 ~1620 ~2220 ~2555 ~4175 ~2130 ~2155
~1915 ~1790 ~2285 ~4160 ~4200 ~4165 ~4165
~4200 ~1915 ~4160 ~4200 ~4200 ~4200

0~4200

~4200 ~4200

Safe
(zero grade)

Safe
(one grade)

Caution
(two grade)

Caution
(three grade)

4. Conclusions

This work proposed a method to reduce friction and improve the ROP of slide drilling.
The method applies axial vibration on the drill-string at the surface. A mathematical
vibration model was established to simulate the load transfer in the drill-string, and this
paper discussed the advantages, influencing factors, and feasibility of the drill-string axial
vibration at the surface technology.

Numerical modeling results show that the motion of the drill-string in the conventional
drilling process has stick–slip features, and the WOB is fluctuant with certain frequencies. If
the friction force equals the weight of the upper drilling string, no weight can be transmitted
to the bit. The conventional method of calibrating the WOB using a weight indicator gauge
is not suitable when the ROP is slow. The proposed technology of applying axial vibration
to the drill-string at the surface has been proven to be highly effective. This is supported by
the significant increase in the WOB resulting from the release of friction after the application
of the vibration. The amplitude and frequency of the exciting forces are the main influence
factors of the effectiveness of the application of this technology and the safety of the drill-
string. The horizontal well section exhibits a high RMS acceleration at low frequencies,
whereas the vertical well section demonstrates a high RMS acceleration at high frequencies.
There is an optimal frequency for a given case (10 Hz in this paper). This means that the
conventional manual pick-up and slack-off at the surface with a high amplitude and low
frequency has little friction reduction effect. Safety evaluation results indicate that the
drill-string is in a safe state under most of the exciting parameters.

Some simplification and issues should be considered in future research, such as:
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(a) Utilizing the soft-string model in the mathematical model accommodates accu-
rate results for wells with less curvature on site. However, it may lead to significant
discrepancies in high curvature intervals.

(b) During the drilling process, the drill-string is composed of joints and centralizers.
The borehole wall is not uniform in shape and the gap between the drill-string and the
borehole wall cannot be disregarded. These factors will inevitably impact the principles of
friction reduction and load transfer. Therefore, the actual conditions should be considered
in future research.
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Nomenclature

Roman symbols:
a, b weight on bit exponent and rotate speed exponent, respectively
A cross-section area of drill-string, m2

c drilling fluid drag, N s/m2

D inner diameter of drill-string, m
E Elastic (Young′s) modulus of drill-string, Pa
→
e g vector of submerged drill-string weight
→
e t,
→
e n,
→
e b unit base vectors in natural curvilinear system

f frequency of vibration, Hz
F,Fn,Fb normal contact force and its components in

→
e n and

→
e b direction, N

Fc Coulomb friction force, N
Fa amplitude of exciting force, N
Ff axial friction force, N
Ff ,s total static friction of drill-string, N
Ftop hook load, N
gs linear buoyant weight of drill-string, N/m
g(x) constraint condition
Gt axial component of gravity of the whole drill-string, N
h space step, m
i parameter determines the shape of strain–stress curve
kα rate of change of deviation angle, and, respectively, rad/m
kϕ rate of change of azimuth angle, rad/m
kb total bending curvature, rad/m
Kt tangential stiffness of contact surfaces, N/m
L length of drill-string, m
n rotate speed of drill-string, 2π rad/s
ROP rate of penetration, m/s
s well depth, m
t time, s
Tmax strength of drill-string, N
T,Tt, Tn,Tb internal tension force and its components in

→
e t,
→
e n,
→
e b direction, N

u axial displacement of drill-string, m
vr relative velocity of drill-string, m/s
WOB weight on bit, N
z(t) offset displacement of asperities at time t, m
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Greek symbols:
α deviation angle, rad
ϕ azimuth angle, rad
τ time step, s
Φ initial displacement distribution of drill-string, m
α mean deviation angle, rad
ρ density of drill-string, kg/m3

µ instantaneous friction coefficient in
→
e t direction

µs static friction coefficient
µd dynamic friction coefficient
ω circular frequency of the excitation, Hz
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Abstract: To eliminate or reduce stick–slip vibration in torsional vibration of the drilling string and
improve the rate of penetration (ROP), a stick–slip vibration model of the drilling string considering
the ROP was established based on the multidimensional torsional vibration model of the drilling
string. The model was verified by simulation analysis. The characteristics of the drilling string stick–
slip vibration in the three stages of stationary, slip, and stick were analyzed. This paper investigated
the influence of rotary torque, rotary speed, and weight on bit (WOB) on stick–slip vibrations in the
drill string. Based on this, the relationship between the drilling parameters and ROP was established.
Drilling parameter optimization was completed for soft, medium-hard, and hard formations. Results
showed that appropriately increasing torque and decreasing WOB can reduce or even eliminate
stick–slip vibrations in the drill string and increase the ROP. The parameter optimization increased
the ROP by 11.5% for the soft formation, 13.7% for the medium-hard formation, and 14.3% for the
hard formation. The established drill string stick–slip vibration model provides theoretical guidance
for optimizing drilling parameters in different formations.

Keywords: drill string; stick–slip vibration; drilling parameter; optimization

1. Introduction

Nowadays, human demand for petroleum resources is increasingly strong. Explo-
ration and drilling/production of oil/gas resources are gradually moving deeper, and
formation structures are more complex. The number of complex structured wells such
as deep, ultra-deep, and extended-reach wells is increasing, making drilling engineering
operations more difficult. During drilling, drill strings vibrate due to formation friction,
lithology, and pressure, potentially causing drilling accidents such as premature bit failure,
drill string damage, and low ROP.

Drill string vibrations are typically categorized as axial vibration, transverse vibration,
and torsional vibration. The coupled vibrations lead to complex behaviors such as bit
jumping, stick–slip vibration, and vortex motion. Among these complex behaviors, stick–
slip vibration is most harmful. It induces cyclical stress and strain fluctuations in the drill
string, accelerating fatigue failure and severely impacting drill string and bit life. Severe
stick–slip vibration also causes intense vibration of the rig and derrick, damaging surface
equipment and greatly reducing drilling efficiency [1].

Therefore, to improve drilling efficiency and protect equipment, drill string stick–slip
vibration characteristics must be analyzed and proper measures taken to reduce or elim-
inate stick–slip vibration. Researchers discovered stick–slip phenomena in drill strings
and conducted in-depth research as early as the 1980s [2]. Many studies on eliminating
stick–slip vibration in drill string torsional vibration have laid the foundation for this re-
search. In terms of modeling and analysis, references [2–5] established drill string stick–slip
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vibration dynamics models considering various coupling effects, analytically obtained
modal characteristics of the complex coupled systems, and laid theoretical foundations for
studying the dynamics mechanisms of stick–slip vibrations in drill strings. Reference [6] ob-
tained an analytical expression of the velocity-weakening friction law through a toothed-bit
model, revealing the role of bit–rock interactions in the generation of stick–slip vibrations.
Reference [7] analyzed the combined torsional stick–slip and lateral whirling vibrations
through simplified models, explaining the dynamics mechanisms between different vibra-
tion modes. Regarding control strategies, reference [8] proposed an active damping system
based on feedback control that effectively suppresses self-excited torsional vibrations of
the drill string during drilling by adjusting drive system parameters, expanding the non-
vibrating rotary speed range of the drill string. This provided new ideas and references
for eliminating nonlinear stick–slip vibrations during drill string rotation. Reference [9]
proposed robust control strategies based on model error compensation techniques and
constructed cascade and decentralized control schemes. Reference [10] adopted dynamic
sliding mode control, established discontinuous torsional dynamics models and dual dis-
continuous surfaces, achieved rotary speed control of the oilwell drill string, and effectively
suppressed self-excited stick–slip vibrations. This provided an important control strategy
reference for eliminating stick–slip vibrations in drill strings. Reference [11] designed an
improved OSKIL mechanism called D-OSKIL by using axial load as an additional control
variable to suppress drill string limit cycles during drilling. This control law rendered
the closed-loop system globally asymptotically stable. Simulations verified that stick–slip
vibrations can be effectively eliminated without redesigning rotary speed control. Re-
garding parameter optimization, reference [12] established an oilwell drilling dynamics
model, analyzed the self-excited vibration issue at the bottom hole assembly, and proposed
key drilling parameter selection guidance to avoid drill string torsional vibrations. This
provided new insights into parameter design for eliminating nonlinear stick–slip vibrations
during drill string rotation. Reference [13] studied the effects of damping, active control,
and interface parameter optimization on stick–slip vibrations. Reference [14] pointed out
that bit interface conditions are key factors affecting vibrations. In terms of mechanism
theory, reference [15] laid the foundation for drill string torsional vibration research by
proposing and validating the stick–slip vibration theory. Reference [16] proposed a new
perspective wherein velocity weakening is a system response rather than an intrinsic char-
acteristic. Reference [17] revealed the mechanism of normal and tangential vibrations
in stick–slip limit cycles through a two-degrees-of-freedom model. Regarding coupled
vibrations, reference [18] avoided self-excited vibrations to suppress stick–slip vibrations.
Reference [19] analyzed drill string torsional vibration issues caused by derrick stick–slip
motion through establishing a stick–slip vibration model and proposed avoiding large-
amplitude vibrations through rotary speed control strategies. Reference [20] proposed
a new robust active controller based on the fuzzy sliding mode approach to suppress
stick–slip vibration in drill strings and maintain the angular velocity of drill components
at desired values. Reference [21] established an axial–lateral–torsion coupling nonlinear
model for drill string vibration in ultra-HPHT curved wells considering wellbore con-
straints, bit–rock interaction, and mud properties. A finite element method was used for the
numerical solution. Reference [22] developed a modified integral resonant control scheme
with tracking to suppress stick–slip vibrations and achieve the desired drilling velocity
in drill strings, showing better performance than sliding mode control. Reference [23] de-
signed an H observer-based controller to estimate and suppress high-frequency stick–slip
vibrations in a 10-DOF drill string model, showing better performance than LQG control in
handling unstructured perturbations. Reference [24] introduced a new model for analyzing
the Anti-Stick–Slip Tool at the drill string’s end. This model overcomes the limitations of
previous analyses, utilizing two degrees of freedom in the non-activated state and three
degrees upon activation.

In summary, the above studies have laid theoretical foundations for this study’s
drill string stick–slip vibration elimination. However, there has been less systematic
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discussion on the stick–slip mechanism and its influencing factors. What is more, less
work has focused on combining a stick–slip vibration elimination model and ROP model
in order to ensure high ROP and less stick–slip at the same time, especially when drilling
in different formations.

This paper establishes and validates a drill string stick–slip vibration behavior model
based on the drill string torsional vibration model. It reveals characteristics of stick–slip
vibrations in different positions along the drill strings and analyzes influencing factors
based on the simulation results. With one-time integration and two-time integration, the
stick–slip angular velocity and angular displacement along the drill strings can be achieved,
which can further reveal the stick–slip mechanization and characteristics. To reduce stick–
slip and, in turn, increase ROP, this paper carries out drilling parameter optimization
for soft, medium-hard, and hard formations by combining an ROP calculation model
and stick–slip model. The optimization method generates preferred drilling parameter
ranges applicable to different formations, improving mechanical ROP under relatively
stable torsional vibrations. This has very important guiding significance for on-site drilling
operation safety.

2. Drill String Stick–Slip Vibration and Drilling Parameter Optimization
2.1. The Multidimensional Drill String Torsional Vibration Model

In actual drilling, surface-applied torque on the rotary drives continuous rotation of
the drill pipe, drill collar, drill bit, and other tools. Meanwhile, under the drill bit’s WOB,
the bit cuts rock to achieve penetration. Based on extensive research worldwide, reasonable
simplification and assumptions were made for drill string torsional vibrations considering
differences in the mechanical properties of various drill pipes and drill collars. Thus, a
multidimensional drill string torsional vibration model was constructed.

This model views the rotary table, m drill pipes, n drill collars, drill bit, etc., as lumped
masses; other tools are viewed as springs with torsional stiffness and viscous damping.
Under actual conditions, the following assumptions are made:

(1) The research object is a vertical well;
(2) The drill string is simplified into lumped masses including the rotary table, m drill

pipes, n drill collars, and the bit;
(3) BHA is equivalent to springs and viscous damping;
(4) Overall stick–slip behavior of the drill string is approximated by stick–slip at the bit.

Figure 1 shows the multidimensional drill string torsional-vibration-model-based
rotary table, drill pipe 1. . .n, drill collars 1. . .n, and drill bit. Jr, Jp1, Jpm, Jc1, Jcl, and Jb
represent the rotational inertias of the rotary table, drill pipe 1, drill pipe n, drill collar 1,
drill collar n, and drill bit, respectively, kg·m2.

..
ϕr,

..
ϕp1,

..
ϕpm,

..
ϕc1,

..
ϕcn, and

..
ϕb represent the

angular accelerations of the rotary table, drill pipe 1, drill pipe m, drill collar 1, drill collar
n, and drill bit, respectively, rad/s2.

.
ϕr,

.
ϕp1,

.
ϕpm,

.
ϕc1,

.
ϕcn, and

.
ϕb represent the angular

velocities of the rotary table, drill pipe 1, drill pipe m, drill collar 1, drill collar n, and drill
bit, respectively, rad/s. ϕr, ϕp1, ϕpm, ϕc1, and ϕcn represent the angular displacements
of the rotary table, drill pipe 1, drill pipe m, drill collar 1, and drill collar n, respectively,
rad. cr, crp, cp1, cpm-1, cpc, cc1, ccn-1, ccb, and cb represent the damping coefficients of the
rotary table, between the rotary table and drill pipe, between drill pipes, between the drill
pipe and collar, between drill collars, between the drill collar and bit, and of the drill bit,
respectively, (N·m·s)/rad. Tm, Te, Tar, Tf, Tab, Tfb, Tsb, and Tcb represent the torque of the
rotary table, torque transferred to the drill bit, viscous torque of the rotary table, friction
torque of the drill bit, viscous torque of the drill bit, dry friction torque of the drill bit,
maximum static friction torque, and Coulomb friction torque, respectively, N·m. krp, kp1,
kpm-1, kpc, kc1, kcn-1, and kcb represent the stiffness coefficients between the rotary table and
drill pipe, between drill pipes, between the drill pipe and collar, between drill collars, and
between the drill collar and bit, respectively, N·m/rad. Dv represents the boundary layer
thickness, rad/s. Rb represents the drill bit radius, m. Wob represents the weight on bit, N.
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µcb, µsb, and γb represent the Coulomb friction coefficient, static friction coefficient, and
Stribeck constant, respectively. Tm can be obtained by the following formula:
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Tm =
30P
πn

η (1)

where P is the rotary table power, W; η is the transmission efficiency, dimensionless; n is the
rotation speed of rotary, rad/s. The fluid sticking torque Tar at the rotary table is obtained
by the following formula:

Tar = −cr
.
ϕr (2)

where cr is the rotary table viscous damping coefficient, (N·m·s)/rad. The drill bit is mainly
under two torques: the torque Te transferred from the drill collar to the bit and the friction
torque Tf at the bit. The friction torque Tf includes the fluid sticking torque Tab and the dry
friction torque Tfb between the bit and the rock, which can be expressed as:

Tf =





RbWob

[
µcb + (µsb − µcb)eγb

.
ϕb
]
− cb

.
ϕb,

.
ϕb ≤ −Dv

− fe,
∣∣ .
ϕb
∣∣ < Dvand|Te| < Tsb

fs(−sgn( fe)),
∣∣ .
ϕb
∣∣ < Dvand|Te| ≥ Tsb

−RbWob

[
µcb + (µsb − µcb)e−γb

.
ϕb
]
− cb

.
ϕb,

.
ϕb ≥ Dv

(3)

Here, the maximum static friction torque can be obtained by:

Tsb = µsbRbWob (4)

where µsb is the drill bit coefficient of maximum static friction, dimensionless; Rb is the
bit radius, m; Wob is the WOB, N. Force analysis was performed on the rotary table, m
drill pipes, n drill collars, and drill bit separately. Then, based on the law of rotation, the
following dynamics equilibrium equations were established [25,26]:
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



Jr
..
ϕr + crp

( .
ϕr −

.
ϕp1

)
+ krp

(
ϕr − ϕp1

)
= Tm + Tar

Jp1
..
ϕp1 + cp1

( .
ϕp1 −

.
ϕp2

)
+ kp1

(
ϕp1 − ϕp2

)

= crp

( .
ϕr −

.
ϕp1

)
+ krp

(
ϕr − ϕp1

)

·
Jpm

..
ϕpm + cpc

( .
ϕpm −

.
ϕc1

)
+ kpc

(
ϕpm − ϕc1

)

= cpm−1
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ϕpm−1 −

.
ϕpm

)
+ kpm−1

(
ϕpm−1 − ϕpm

)

Jc1
..
ϕc1 + cc1

( .
ϕc1 −

.
ϕc2
)
+ kc1 (ϕc1 − ϕc2)

= cpc

( .
ϕpm −

.
ϕc1

)
+ kpc

(
ϕpm − ϕc1

)

·
Jcn

..
ϕcn + ccb

( .
ϕcn −

.
ϕb
)
+ kcb (ϕcn − ϕb)

= ccn−1
( .

ϕcn−1 −
.
ϕcn
)
+ kcn−1 (ϕcn−1 − ϕcn)

Jb
..
ϕb = ccb

( .
ϕcn −

.
ϕb
)
+ kcb (ϕcn − ϕb) + Tf

(5)

2.2. Drilling Parameters Optimization Based on Drill String Stick–Slip Torsional Vibration

The relationship between drilling parameters and ROP is established. With the goals
of vibration reduction/elimination and increased ROP, optimization of drilling parame-
ters such as torque and WOB is completed. This can eliminate stick–slip vibrations and
increase ROP simultaneously. This study uses the drill string torsional vibration model
and ROP equations to establish the relationship between torque, WOB, and ROP. Combin-
ing measured field data and geological data can yield the ROP. The ROP equation is as
follows [27]:

vpc = KR(W −M)nλ 1
1 + C2h

CpCh (6)

Here, vpc is the ROP, m/h; W is the WOB, kN; n is the rotate speed, r/min; KR is the
formation drillability coefficient; M is the threshold weight, kN; λ is the rotate speed index;
C2 is the tooth wear coefficient; Cp is the pressure difference influence coefficient; Ch is the
water purification coefficient; h is the tooth wear.

Figure 2 is a block diagram of drill string stick–slip vibration drilling parameter
optimization. Rotary table torque Tm and WOB W are input. First, the angular rate w of
the drill bit can be obtained through the stick–slip vibration model to determine vibration
intensity. Second, the rotate speed n of the drill bit can be obtained through the stick–slip
vibration model. By combining with WOB W, the ROP v can be obtained. Finally, with
the goals of eliminating stick–slip vibration and increasing ROP, the optimal solutions for
WOB and rotary table torque can be obtained.
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3. Stick–Slip Model Validation and Influencing Factors Analysis
3.1. Validation of Stick–Slip Vibration Model

Based on [18], the basic simulation parameters of the drill string stick–slip vibration
model are set as shown in Table 1. The simulation time is from 0 to 100 s.

Table 1. Model simulation parameter table.

Parameter Description Parameter Symbol Parameter Value

turning inertia of the rotary Jr 930 kg·m2

turning inertia of the drill pipe Jp 2782.25 kg·m2

turning inertia of the drill collar Jc 750 kg·m2

turning inertia of the drill bit Jb 471.97 kg·m2

equivalent stiffness coefficient between
the rotary and drill pipe krp 698.06 N·m/rad

equivalent stiffness coefficient between
the drill pipe and drill collar kpc 1080 N·m/rad

equivalent stiffness coefficient between
the drill collar and drill bit kcb 907.48 N·m/rad

damping coefficient of rotary cr 425 N·m/rad
equivalent damping coefficient between

the rotary and drill pipe crp 139.61 N·m/rad

equivalent damping coefficient between
the drill pipe and drill collar cpc 190 N·m/rad

equivalent damping coefficient between
the drill collar and drill bit ccb 181.49 N·m/rad

damping coefficient of drill bit cb 50 N·m/rad
coefficient of coulomb frication µcb 0.5

coefficient of static friction µsb 0.8
constant of Stribeck γb 0.9

thickness of border stratum Dv 0.000001 rad/s
radius of drill bit Rb 0.155 m

WOB applied to the drill bit Wob 97,347 N
rotating torque Tm 9400 Nm

The angular velocity results of the drill string stick–slip vibration simulation in this
study are shown in Figure 3. The subscripts r, p, l, and b of angular velocity represent the
rotary table, drill pipe, drill collar, and drill bit, respectively.
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The angular velocity simulation results of drill string stick–slip vibration in this study
have, overall, similar regular patterns to the simulation results in [18], with slight differences
in details. The drill bit angular velocity in the stick section has slight fluctuations, while it is
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completely 0 in [18]. The variation regular patterns of the rotary table, drill pipe, and drill
collar are identical, exhibiting angular velocities generated in sequence with decreasing
initial wave crests. Therefore, the drill string stick–slip vibration simulation research in this
study is reliable and effective.

3.2. Analysis of Stick–Slip Vibration Characteristics

Based on the established drill string stick–slip vibration model simulation, the time
domain variations of drill bit angular displacement, angular velocity, and angular accel-
eration at 9400 N·m rotary table torque are shown in Figure 4. For a clear description of
typical stick–slip patterns, an image was drawn over 30 s.
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Figure 4 shows the time domain graphs of drill bit angular displacement, angular
velocity, and angular acceleration. When applying a 9.4 kN·m rotary table torque, the
drill bit experiences three stages: stationary, slip, and stick. From 0 to 6.2 s, the drill bit is
in the stationary stage with 0 angular displacement, velocity, and acceleration, as shown
in Figure 4a–c. The drill bit needs to overcome the stiction torque. It can be seen from
6.2 to 11.2 s in Figure 4a–c that the drill bit is in the slip stage, which can be divided into
three periods. Early slip period: The accumulated torque in the drill string is suddenly
released, and the angular acceleration of the drill bit begins to increase dramatically. When
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the torque is fully released, the angular acceleration reaches its maximum, so the angular
velocity increases rapidly. Middle slip period: The drill bit is then mainly affected by
the formation friction. The angular acceleration starts to decrease. When the drill string
torque balances the formation friction torque, the angular acceleration is 0, and the angular
velocity reaches its maximum, so the angular displacement increases fastest. Late slip
period: Due to the formation friction, the angular acceleration starts to increase in the
opposite direction, as shown in Figure 4c. The angular velocity quickly decreases to 0, so
the angular displacement is also 0. From 11.2 to 12.9 s, when entering the stick stage, the
drill bit angular velocity experiences slight changes of small magnitude belonging to minor
fluctuations, as shown in Figure 4b. The angular displacement barely changes, as shown in
Figure 4a. After breaking through the stationary stage, continuous and stable slip and stick
stages occur, forming a stable stick–slip behavior in the drill string.

When the drill string exhibits stick–slip behavior, the angular velocity response of
the rotary table, drill pipe, drill collar, and drill bit in the multidimensional drill string
torsional vibration model is analyzed. Figure 5 shows the time domain graphs of the
angular velocities of the four lumped masses.
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Figure 5. Time diagram of drill tool angular velocity during stick–slip vibration of drill string.
(a) rotary table; (b) drill pipe; (c) drill collar; (d) drill bit.

It can be seen from Figure 5 that when the drill bit in Figure 5d exhibits stick–slip
behavior, its angular velocity shows periodical fluctuations. The rotary table in Figure 5a,
drill pipe in Figure 5b, and drill collar in Figure 5c also exhibit periodical fluctuations
accordingly. When the drilling rig overcomes the stationary stage, the rotary table, drill
pipe, drill collar, and drill bit generate angular velocities in sequence. So, there is a
displacement lag between the drill bit and rotary table. Continuing to study their angular
displacement regular patterns, the time domain variations of angular displacement are
as follows.

It can be seen from Figure 6 that the rotary in Figure 6a starts rotating at 1 s, the drill
pipe in Figure 6b at 2 s, the drill collar in Figure 6c at 2.7 s, and the drill bit in Figure 6d at
7 s. This is because the drill bit is also under the dry friction torque between the bit and th
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rock. At this time, the drill bit angular displacement already lags behind the rotary table by
36.5 rad.
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3.3. Analysis of Influencing Factors

As the rotary table torque increases, the drill string exhibits five different phenomena:
the drill bit always sticking, minor stick–slip, typical stick–slip, stick–slip stability, and no
stick–slip stability. To study the specific impact of rotary table torque on the typical stick–
slip characteristics of the drill string, the typical stick–slip section is selected for further
study. Based on example simulations, rotary table torques are set to 9000 N·m, 9200 N·m,
9300 N·m, 9400 N·m, and 9600 N·m, respectively. WOB is set to 97,347 N during the
calculation. The time domain variations of drill bit angular velocity are obtained as follows.

Setting the rotary table speeds to 1 rad/s, 3 rad/s, 5 rad/s, and 7 rad/s, respectively,
WOB is 97,347 N, and the torque is 9400 N·m during the calculation. The time domain
variations of drill bit angular velocity are obtained as follows.

Taking the 9400 N·m rotary table torque, resulting in stick–slip behavior as a baseline,
WOB is set to 97,000 N, 99,000 N, 100,000 N, and 110,000 N, respectively. The time domain
variations of drill bit angular velocity are obtained as follows.

Analyzing the relatively stable stick–slip behavior of the drill string from 50 s to 100 s,
shown in Figures 7–9, it can be seen that when the drill string exhibits stick–slip, the larger
the rotary table torque, rotary speed, or WOB, the shorter the stick–slip period and stick
duration. The drill bit angular velocity departs from the zero point sooner. The peak
angular velocity of the drill bit becomes larger and larger. The angular velocity of the drill
bit is greater. Moreover, the ratio of drill bit to rotary table angular velocity decreases as
rotary table torque, speed, or WOB increases. The ratio is 1 without stick–slip.
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4. Case Study of the Stick–Slip-Model-Based Drilling Parameters Optimization
4.1. Drilling Parameter Optimization for Soft, Medium-Hard, and Hard Formations

The drillability of soft formation rating is set as 4.19, with the main rocks being
mudstone, sandstone, and pebbled sandstone. Based on the rock friction coefficient table,
the dynamic friction coefficient is 0.15, and maximum static friction coefficient is 0.4. The
medium-hard formation simulates siliceous limestone with a rock drillability rating of 7.
Its dynamic friction coefficient is 0.35, and maximum static friction coefficient is 0.6. In
drilling parameter optimization for the hard formation, quartzite is simulated with a rock
drillability rating of 11. Its dynamic friction coefficient is 0.45, and maximum static friction
coefficient is 0.7. Parameters required for the ROP of the three formations are shown in
Table 2.

Table 2. Parameter table of ROP in 3 kinds of formations.

Parameter Description Parameter Symbol Soft Formation Medium-Hard Formation Hard Formation

threshold weight M 10 kN 20 kN 30 kN
rotate speed index λ 0.68 0.68 0.68

tooth wear coefficient C2 3.26 3.82 4.68
pressure difference
influence coefficient Cp 1 1 1

water purification coefficient Ch 1 1 1
tooth wear h 0.7 0.75 0.8

formation drillability coefficient KR 0.0038 0.0020 0.0008

In the soft formation, the torque is 3 kN·m, and WOB is 93 kN when drill string
torsional vibration occurs. Taking these as initial values, equal intervals are divided.
Torque is increased by 0.3 kN·m each time, and WOB is decreased by 7 kN each time. In the
medium-hard formation, the initial torque is 5 kN·m, and WOB is 93 kN during drill string
torsional vibration. Torque is increased by 0.3 kN·m each time, and WOB is decreased by
4 kN each time. In the hard formation, the initial torque is 6 kN·m, and WOB is 93 kN
during drill string torsional vibration. Torque is increased by 0.3 kN·m each time, and
WOB is decreased by 4 kN each time. The vibration state and ROP of the drill string under
different drilling parameters in the three formations can be obtained. If the drill string is
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always in stick–slip vibration, the ROP fluctuates periodically and is marked as stick–slip.
If stick–slip vibration disappears after a period, the ROP is obtained, in m/h, as shown in
Tables 3–5.

Table 3. Table of optimization results of drilling parameters for softer formations.

WOB (kN)

Torque (kN·m)
3 3.3 3.6 3.9 4.2 4.5

93 stick–slip stick–slip stick–slip stick–slip 1.44 1.56
86 stick–slip stick–slip stick–slip 1.26 1.36 1.46
79 stick–slip stick–slip stick–slip 1.18 1.27 1.36
72 stick–slip stick–slip 1.01 1.09 1.17 1.25
65 stick–slip 0.84 0.92 1.00 1.07 1.14
58 0.69 0.76 0.83 0.89 0.96 1.01

Table 4. Optimal result table of drilling parameters for medium-hard formations.

WOB (kN)

Torque (kN·m)
5.0 5.3 5.6 5.9 6.2 6.5

93 stick–slip stick–slip stick–slip stick–slip 0.57 0.61
89 stick–slip stick–slip stick–slip stick–slip 0.56 0.60
85 stick–slip stick–slip stick–slip 0.50 0.54 0.58
81 stick–slip stick–slip 0.46 0.49 0.53 0.56
77 stick–slip 0.41 0.44 0.48 0.51 0.54
73 0.36 0.40 0.43 0.46 0.49 0.52

Table 5. Table of optimization results of drilling parameters for hard formations.

WOB (kN)

Torque (kN·m)
6.0 6.3 6.6 6.9 7.2 7.5

93 stick–slip stick–slip stick–slip stick–slip 0.159 0.171
89 stick–slip stick–slip stick–slip 0.144 0.157 0.168
85 stick–slip stick–slip stick–slip 0.142 0.153 0.163
81 stick–slip stick–slip 0.128 0.138 0.148 0.157
77 stick–slip 0.115 0.124 0.133 0.142 0.150
73 0.102 0.111 0.119 0.127 0.135 0.142

It can be seen from Table 3 that in the soft formation, with the goals of eliminating
drill string stick–slip vibration and having an ROP greater than 1.40 m/h, there are three
solutions in the table. When torque is increased to above 4.2 kN and WOB can be reduced
to 86 kN, the ROPs are 1.44 m/h, 1.46 m/h, and 1.56 m/h, respectively. From Table 4, in
the medium-hard formation, with the goals of eliminating drill string stick–slip vibration
and having an ROP greater than or equal to 0.57 m/h, there are four solutions in the table.
When torque is increased to above 6.2 kN and WOB can be reduced to 85 kN, the ROPs
are 0.57 m/h, 0.58 m/h, 0.60 m/h, and 0.61 m/h, respectively. From Table 5 it can be seen
that in the hard formation, with the goals of eliminating stick–slip vibration and having an
ROP greater than or equal to 0.159 m/h, there are four solutions in the table. When torque
is increased to above 7.2 kN and WOB can be reduced to 85 kN, the ROPs are 0.159 m/h,
0.163 m/h, 0.168 m/h, and 0.171 m/h, respectively.

The soft formation has three optimization solutions; the medium-hard and hard
formations have four. The ROP time domain graphs are compared in Figures 10–12.
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4.2. Comparison of the Optimized Results

In order to minimize the adjustments, among the three solutions for the soft formation,
the WOB of 93 kN and torque of 4.2 kN·m were selected as the optimal drilling parameters
for this formation. Among the four solutions for the medium-hard formation, the WOB of
93 kN and torque of 6.2 kN·m were selected as the optimal drilling parameters. Among
the four solutions for the hard formation, the WOB of 93 kN and torque of 7.2 kN·m
were selected as the optimal drilling parameters. The drill bit vibration effects and ROP
without and with optimization of the drilling parameters for the three formations were
then compared, as shown in Figures 13–15.
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Figure 13 shows that in the soft formation, without optimization of the drilling param-
eters, the drill string experienced steady stick–slip vibration. The peak value of the drill
bit angular velocity was about 4.8 rad/s, as shown in Figure 13a, and the ROP fluctuated
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periodically with a peak value of approximately 1.3 m/h, as shown in Figure 13b. With
optimization of the drilling parameters, the drill string experienced 125 s of stick–slip
vibration. During this stage, the maximum drill bit angular velocity was about 8.4 rad/s, as
shown in Figure 13a, and the maximum ROP was about 1.9 m/h, as shown in Figure 13b.
After that, stick–slip vibration no longer occurred. The drill bit angular velocity was about
5.6 rad/s, and the ROP was about 1.45 m/h. This indicates that through optimization of the
drilling parameters, after 125 s, the drill string no longer experienced stick–slip vibration.
The drill bit angular velocity increased by 16.7%, and the ROP increased by 11.5%.

Figure 14 shows that in the medium-hard formation, without optimization of the
drilling parameters, the drill string experienced steady stick–slip vibration. The peak
value of the drill bit angular velocity was about 4.9 rad/s, as shown in Figure 14a, and
the ROP fluctuated periodically with a peak value of approximately 0.51 m/h, as shown
in Figure 14b. With optimization of the drilling parameters, the drill string experienced
110 s of stick–slip vibration. During this stage, the maximum drill bit angular velocity
was about 8.2 rad/s, as shown in Figure 14a, and the maximum ROP was about 0.74 m/h,
as shown in Figure 14b. After that, stick–slip vibration no longer occurred. The drill bit
angular velocity was about 5.6 rad/s, and the ROP was about 0.57 m/h. This indicates
that through optimization of the drilling parameters, after 110 s, the drill string no longer
experienced stick–slip vibration. The drill bit angular velocity increased by 14.3%, and the
ROP increased by 13.7%.

Figure 15 shows that in the hard formation, without optimization of the drilling pa-
rameters, the drill string experienced steady stick–slip vibration. The peak value of the drill
bit angular velocity was about 4.8 rad/s, as shown in Figure 15a, and the ROP fluctuated
periodically with a peak value of approximately 0.14 m/h, as shown in Figure 15b. With
optimization of the drilling parameters, the drill string experienced 105 s of stick–slip
vibration. During this stage, the maximum drill bit angular velocity was about 8.3 rad/s, as
shown in Figure 15a, and the maximum ROP was about 0.21 m/h, as shown in Figure 15b.
After that, stick–slip vibration no longer occurred. The drill bit angular velocity was about
5.6 rad/s, and the ROP was about 0.16 m/h. This indicates that through optimization of the
drilling parameters, after 105 s, the drill string no longer experienced stick–slip vibration.
The drill bit angular velocity increased by 16.7%, and the ROP increased by 14.3%.

5. Conclusions

Based on the drill string torsional vibration model, this paper established and validated
a drill string stick–slip vibration condition model and revealed the characteristics of drill
string stick–slip vibration. It was found that the drill bit periodically changes between
stationary, slip, and stick stages, and the angular velocity in the slip stage is much greater
than that in the stick stage. When stick–slip vibration occurred in the drill string, there
was significant displacement lag and torque fluctuation between the drill bit and rotary.
The analysis showed that the higher the rotary torque, rotate speed, and WOB, the shorter
the period and the greater the amplitude of the stick–slip vibration. On this basis, the
relationship between torque, WOB, and ROP was established, and drilling parameter
optimization was completed for soft, medium-hard, and hard formations. The results
showed that appropriately increasing torque and reducing WOB can effectively reduce
or even eliminate stick–slip vibration of the drill string and improve the ROP. Parameter
optimization in the soft formation improved ROP by 11.5%, in the medium-hard formation
by 13.7%, and in the hard formation by 14.3%. This provides theoretical guidance for field
operations and has important engineering application value.
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Abstract: Effective fluid-loss control in oil wells is a critical concern for the oil industry, particularly
given the substantial reserves situated in carbonate reservoirs globally. The prevalence of such
reservoirs is expected to rise with the slow depletion of hydrocarbons, intensifying the need to address
challenges related to deteriorating reservoir properties post well-killing operations. This deterioration
results in significant annual losses in hydrocarbon production at major oil enterprises, impacting key
performance indicators. To tackle this issue, this study focuses on enhancing well-killing technology
efficiency in carbonate reservoirs with abnormally low formation pressures. To address this issue,
the authors propose the development of new blocking compositions that prevent the fluid loss of
treatment fluids by the productive reservoir. The research tasks include a comprehensive analysis
of global experience in well-killing technology; the development of blocking compositions; an
investigation of their physico-chemical, rheological, and filtration properties; and an evaluation
of their effectiveness in complicated conditions. The technology’s application in the oil and gas
condensate fields of the Volga-Ural province showcases its practical implementation. This study
provides valuable insights and solutions for improved fluid-loss control in carbonate reservoirs,
ultimately enhancing well performance and hydrocarbon recovery.

Keywords: well-killing technology; workover; hydrophobic emulsion composition; fluid-loss;
abnormally low reservoir pressure; fractured carbonate reservoir; complicated conditions

1. Introduction

The modern oil and gas industry is confronted with significant technological chal-
lenges associated with well killing before workover operations, especially in fields with
carbonate reservoirs and abnormally low reservoir pressures. This issue has gained par-
ticular relevance, as 40% to 60% of the world’s oil reserves are concentrated in carbonate
reservoirs [1–5].

Fracturing is typical for carbonate reservoirs. Fractures in the rock can form as a
result of tectonic processes during the formation of geological faults and folds in carbonate
reservoirs. Such fractures are called natural. Fractures can also have technogenic origins,
formed as a result of hydraulic fracturing and hydrochloric acid treatment [6,7].

Both natural and technogenic fracturing enhance the well productivity coefficient,
ensuring an increase in the production rate of oil wells. Conversely, fractures can pose
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additional problems linked to breakthrough into an aquifer or into an overlying gas cap, at-
tracting water and gas to the wells. They can also contribute to the fluid loss of technological
fluid by the formation during workover operations [8,9].

It is anticipated that the proportion of such reservoirs will increase due to expanded
geological and geophysical explorations. Equally important to note is that many developing
fields with carbonate reservoirs face challenges related to the deterioration of reservoir
properties after well killing before workover operations, resulting in significant losses in
hydrocarbon production [10–12].

This article presents a study aimed at improving the efficiency of well-killing tech-
nology before workover operations in fields with fractured carbonate reservoirs and ab-
normally low reservoir pressures [13–15]. The focus of the work is on the development of
blocking compositions capable of preventing complete fluid losses, thereby enhancing well
operating conditions.

In practice, two main physical principles are employed to reduce fluid losses: increas-
ing the viscosity of the blocking technological fluid and plugging the pores and filtration
channels with solid particles [16–18]. A literature review revealed that the most preferable
blocking compositions are structured hydrocarbon systems, such as inverse emulsions,
which may additionally contain acid-soluble solid additives [19].

In the post-repair period, acid treatments may be required to remove the filler. How-
ever, when using gentle emulsion compositions, there is a possibility of creating a blocking
screen with insufficient strength to retain the gas. An alternative in this case may be the
use of gel-forming compositions [20] with fillers. One way to reduce the density and
filtration of reverse emulsions and polymer solutions is by filling them with aluminosilicate
microspheres with a concentration of up to 30% wt. [21].

The results of numerous observations of well-killing operations with various types
of solutions enable their arrangement according to the decreasing negative impact on
the bottomhole formation zone. The order is as follows: reverse emulsion; formation
waters + surfactants; formation water + surfactant + polyacrylamide; and aqueous solu-
tions of calcium or sodium chloride salts + surfactant and without surfactant. Field data
from the results of well killing with reverse emulsions indicate the preservation of the
filtration properties of the bottomhole formation zone in the post-repair period [22].

Regarding the characteristics of reverse emulsions, it is important to note their rheologi-
cal properties and stability. These characteristics are influenced by the ratio of hydrocarbons
to aqueous phases and their composition, as well as the type and concentration of the
emulsifier reagent, methodology, and preparation procedure. In addition to sedimentation
stability, stability under dynamic conditions must also be taken into account to justify
the choice of composition. To maintain aggregative stability, it is necessary that inverse
emulsions have a certain ultimate shear stress. In this case, the performance characteris-
tics are determined based on the initial shear deformation. Inverse emulsions, especially
highly concentrated ones, can be destroyed under various flow conditions, once again
emphasizing the importance of their stability under dynamic conditions.

Thus, active research and development of existing and promising reverse emulsions
for use as process fluids should play an important role in the introduction of new technolo-
gies [23].

One of the common trends in well killing is the use of viscoelastic compositions,
polymers “cross-linked” with polyvalent metals, mainly the polysaccharide base. This
ensures reliable shielding of the bottomhole formation zone from intensive penetration of
water filtrates. At the same time, these technologies have a number of disadvantages, one
of which is the complex sequence of technological operations and the complexity of their
implementation [1].

Another disadvantage of polymer blocking compositions is the need to use destructors.
Destructors can be used in two ways: together with the technological fluid during

workover or individually after workover operations.
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The first method relies on the mixing of the destructor with the entire volume of
the technological fluid, its complete destruction, and, consequently, a high permeability
recovery coefficient. To effectively combat solution fluid loss, the study [24] describes
polyglycolic acid as a moderator. The disadvantage of this method is the impossibility of
slowing down the liquefaction of the technological fluid for more than 2 days [25].

The second method does not depend on the time of work and provides fluid-loss con-
trol throughout the entire workover [26]. However, the adsorption properties of polymers
and the difference in rheological properties of technological fluids and destructors should
be considered. This makes destruction impossible, and productivity is partially lost due to
a decrease in the permeability coefficient [27].

When carrying out the well-killing process by operating two or more objects with
high-permeability hydraulic fractures [28], or with a high degree of cavernousness of the
productive reservoir and abnormally low reservoir pressure, in order to combat fluid loss
and showings of gas, oil, and water, the common practice is the introduction of dispersed
filtration reducers into the blocking composition. The most suitable reducer for this is
particularly fractionated chalk [29]. According to research consensus, the average size of
dispersed particles in technological fluids should be one third of the average pore size of
the productive reservoir, with their concentration being at least 5% vol. Solid particles
can be represented by NaCl, Ca(OH)2, or CaCO3. Water-soluble polymers are used as
stabilizers: starch, hydroxypropyl guar, hydroxyethyl cellulose, etc. [30,31].

To prevent long-term blockage of formation pores, calcium carbonate (CaCO3) is
usually used, as carbonate particles can be removed by acid treatment [32]. Unfortunately,
the rate of diffusion of the acid to the plugging particles is slow due to the thickened
carbonate solution. Even after the acid diffuses through the thickened liquid, most of it is
wasted on the dolomite formation before the particles are dissolved.

The paper [33] describes an experience where an emulsion suspension hydrophobic
composition with a wide range of fillers is used for horizontal open holes.

From a technological point of view, an interesting method for well killing [34] consists
of lowering polymer rods, in particular made of (composed of/containing) methylcellu-
lose, which additionally include a crystalline gas-releasing agent: calcium carbide and
sodium nitrite. This ensures rapid gelation of well water opposite the perforation interval,
simultaneously simplifying and reducing the cost of the well-killing process. However, the
dissolution time of the methylcellulose rod is long, which leads to a slower formation of
gel-forming composition for well killing [35].

The analysis of the methods used in the oil and gas industry to increase the block-
ing properties of the process fluid has shown the prospects of using fillers with a multi-
fractional composition. This occurs because solid filler particles that are too small can
penetrate deeply into the formation and lead to a partial loss of its permeability, and larger
filler particles, in turn, do not provide a reliable barrier preventing the technological fluid
losses by the productive formation.

This work includes a review of global experience [36–45], the development of blocking
compositions, the study of their physico-chemical, rheological, and filtration properties, as well
as the modeling of well killing and oil well development processes. The research results will
contribute to enhancing the efficiency of well-killing technology and reducing production losses
in fields with carbonate reservoirs and abnormally low reservoir pressures.

Thus, this work is of significant importance for the oil and gas industry and has the
potential to enhance hydrocarbon recovery conditions in fields with complex reservoirs
and pressure conditions.

2. Materials and Methods

This chapter is dedicated to describing the laboratory equipment and methodologies
used to study properties of the developed blocking composition to substantiate the well-
killing technology for oil wells before workover operations in fractured carbonate reservoirs.
Laboratory tests were carried out according to the program presented in Figure 1, which
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includes stages for determining the physico-chemical, rheological, and filtration properties
of the technological fluid compositions.
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2.1. Preparation of the Blocking Composition BHES-MC

The following chemical reagents were used for the preparation of the developed
blocking hydrophobic emulsion solution with marble chips (BHEC-MC):

1. Emulsifier “Yalan-E-2” brand B2—a mixture of reaction products of amines and
amino alcohols with fatty acids, produced according to TS 2458-012-22657427-2000
with amendment 1.

2. Oil prepared in accordance with GOST R 51858-2002.
3. Water phase mineralizer—calcium chloride, produced in accordance with GOST 450-77.
4. Fresh water.
5. Mineral filler—multi-fraction marble chips, produced according to TS 5716-001-

56390243-2015 (fraction size and loading depend on the fracturing and fluid-loss
capacity of the bottomhole formation zone).

The preparation of the blocking composition BHES-MC in laboratory conditions was
carried out as follows: emulsifier “Yalan-E-2” brand B2 was dosed into the hydrocarbon
phase (oil or diesel fuel), after which the resulting mixture was stirred using the laboratory
overhead stirrer for 5 min at a frequency of 1000 rpm. Then, water, mineralized with
calcium chloride or sodium chloride, was gradually introduced into the resultant substance
equal, in amount, to the total volume of oil and emulsifier. After that, the mixing time was
5 min at 1000 rpm. Then, the remaining mineralized water was introduced in portions
over 2 min at a stirrer rotation speed of 1000 rpm, followed by stirring for 13 min at
1500 rpm. After 15 min from the start of composition preparation, marble chips were added
in portions, and the resulting mixture was stirred for 10 min at 1500 rpm.

Overall, the total preparation time for the blocking composition BHES-MC was 35 min.
The sequence of adding components of the developed blocking composition BHES-MC

is schematically depicted in Figure 2.
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The prepared blocking composition BHES-MC is a stable, homogeneous, thickened
liquid of light brown color. The components of the BHES-MC composition are available,
inexpensive, and non-toxic reagents.

The preparation of the blocking composition BHES-MC is possible both on the basis
of production support and in the field using mobile and stationary units and installations.

2.2. Determination of the Physico-Chemical Properties of Blocking Compositions BHES
and BHES-MC
2.2.1. Determination of Density

The density of individual components constituting the BHES composition was mea-
sured using the DE 40 densitometer from Mettler Toledo (Zürich, Switzerland) at the
standard temperature 20 ◦C. The principle of determining density with this device involved
measuring the period of oscillation of a glass U-shaped tube filled with several milliliters
of the test liquid. Density measurement was performed automatically with a precision of
0.0001 g/cm3.

The density measurement process consisted of several stages:

1. The mass of the empty pycnometer was determined using precise scales, such as the
XP 204 analytical balances from Mettler Toledo (Zürich, Switzerland) with a division
value of 0.0001 g.

2. Distilled water was poured into the pycnometer up to the mark.
3. The mass of the pycnometer filled with distilled water was measured.
4. The water was poured out of the pycnometer, and its contents were dried in an oven.
5. The pycnometer was filled up to the mark with the tested technological fluid, and its

mass was determined on the scales.
6. The density of the tested technological fluid (ρt f ) was determined using Equation (1):

ρt f =
m2 − m
m1 − m

· ρdw, (1)

where m is the mass of the pycnometer, g; m1 is the mass of the pycnometer with water,
g; m2 is the mass of the pycnometer with the tested technological fluid, g; and ρdw is the
density of distilled water, g/cm3.

The density measurement of the tested compositions was also conducted using hy-
drometers according to the methodology [46] at 20 ◦C. This is due to the density mea-
surement of the technological fluid in field conditions before injection into the well being
typically performed using a hydrometer. A 450 mL sample of the tested composition was
poured into a 500 mL graduated cylinder volume at standard temperature. Subsequently, a
hydrometer was placed in the cylinder, and readings were taken after one minute.

2.2.2. Thermal Stability Assessment

Determination of the thermal stability of the investigated compositions was conducted
as follows: the prepared composition was placed in a thermostat, for example, in the VO
400 incubator by Memmert GmbH (Büchenbach, Germany), with a set temperature of
90 ◦C, and maintained for 7 days. Simultaneously, control samples were kept for 7 days at
standard conditions. Every 24 h, the condition of the sample and the amount of separated
hydrocarbons or the aqueous phase were visually assessed.

The criterion for evaluating the thermal stability of the investigated compositions was
the absence of phase separation, clouding, color change, or sedimentation.

2.2.3. Sedimentation Stability Assessment

Evaluating sedimentation stability is crucial for determining the dispersed system’s
capacity to sustain an equilibrium state throughout the volume of the dispersion medium,
as well as to identify the tendency of the composition towards phase separation.

Experiments to determine sedimentation stability were conducted according to the
following procedure. The investigated compositions were poured into glass test tubes.

182



Processes 2024, 12, 114

Then, the first half of the prepared samples were placed in an oven with the average
reservoir temperature of the Volga-Ural oil and gas province (VUOGP) (37 ◦C), while the
other half were kept at standard temperature for 7 days. The condition of the samples was
visually assessed (photographed) after 1 h, 24 h, and 7 days.

In order to more reliably evaluate sedimentation stability, additional studies were
conducted to determine the indicator of change in the density of the compositions by
volume after thermostating. After the specified period (7 days), a sample of the investigated
composition was taken from the upper and lower parts of the test tube to measure its density
using a pycnometer or hydrometer (to simulate field conditions).

Sedimentation stability was calculated using Equation (2):

Ss =
ρ2

ρ1
· 100, (2)

where Ss is the sedimentation stability, %; ρ1 is the density of the upper part of the sample of
the investigated composition, kg/m3; and ρ2 is the density of the lower part of the sample
of the investigated composition, kg/m3.

Thus, the investigated composition was considered sedimentationally stable; the
difference in densities between the lower layer and the upper layer did not exceed 20 kg/m3,
which was a change of 1.5%. In this case, the sedimentation stability range was found to lie
within the 98.5% to 100% range.

2.2.4. Determination of Electrical Stability

Electrical stability is another parameter indirectly characterizing the stability of emul-
sions. This parameter describes the emulsion’s resistance to the coalescence of dispersed
phase particles and subsequent separation. The method for determining electrical stability
involved measuring the voltage corresponding to the moment of emulsion destruction. In
the present study, the TEE-01Ts device from LLC Analytica (Moscow, Russia) was used,
with a measurement range from 0 to 750 V.

The device operates on the principle of measuring the electrical resistance of the
liquid when a constant current of a certain magnitude passes through it. Thus, the break-
down voltage is determined, and its magnitude characterizes the electrical stability of the
emulsion—the higher the breakdown voltage, the higher the stability of the emulsion.

The electrical stability indicator for reservoir temperatures up to 80 ◦C should not be
less than 300 V.

It is important to note that the experience of using emulsions indicates that the absolute
values of the electrical stability of the initial compositions stabilized by various emulsifiers
may not correlate with the values of technological parameters such as thermal stability.

2.2.5. Determination of Corrosion Activity

The study of corrosion activity of blocking compositions involved exposing metal
samples, made from steel grade St. 20, to the liquid medium of the acidizing composition for
a specified period. Before testing, the surfaces of the metal plates were prepared according
to [47].

The experimental studies were conducted at a temperature of 37 ◦C, within the limit
not exceeding ±2 ◦C. No stirring of the liquid medium was applied. The corrosion rate
was calculated based on the mass loss of the metal samples, and the exposure time of the
metal samples in the test compositions was 24 h.

The corrosion rate Vc (g/m2 × hour) was calculated using Equation (3):

Vc =
m2 − m1

S · t
, (3)

where m1 and m2 are the masses of the metal plates before and after testing, respectively, g;
S is the surface area of the metal plate, m2; and t is the test duration in hours.

183



Processes 2024, 12, 114

The corrosion rate of the investigated compositions should not exceed the established
standard (0.10–0.12 mm/year). In this case, their use is considered acceptable for conduct-
ing downhole operations in accordance with the requirements [47].

2.2.6. Determination of Pour Point

To determine the pour point, the method described in [48] was used. The test tube
with a sample of the test composition was placed in the cooling thermostat Proline RP 890
by LAUDA GmbH (Lauda-Königshofen, Germany), where it was cooled down to −45 ◦C.
The flowability of the investigated compositions was assessed visually every 3 ◦C.

2.2.7. Rheological Studies

To conduct rheological studies for determining the effective viscosity of the investi-
gated compositions, a rotational automated viscometer from Messgerate Medingen GmbH
(Ottendorf-Okrilla, Germany)—Rheotest RN 4.1, presented in Figure 3, was used.
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The methodology for conducting these studies involved constructing the initial rheo-
logical curves of the compositions and determining their static shear stress. The studies
were conducted at a temperature of 37 ◦C.

The controlled shear rate mode was used to obtain the flow curve, representing the
shear stress dependence on the shear rate with a gradual increase in the shear rate from 0
to 300 s−1.

For a more informative analysis of the obtained results of flow curves for the in-
vestigated compositions, the dependence of effective viscosity (µeff) on the shear rate
was plotted.

The procedure for determining the static shear stress was as follows:

1. Set the viscometer to the “constant shear rate” mode.
2. Pour the test liquid into the cylinder with a volume of 45 cm3.
3. Set the number of revolutions of the cylinder D = 200 rpm.
4. Mix the test composition for 10 s.
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5. After 1 and 10 min of rest of the composition, at a cylinder rotation speed of 3 rpm,
readings were taken at which the structure of the test composition began to break down.

A high value of effective viscosity indicates good blocking capabilities of the composi-
tions, contributing to the reduction of the penetration radius of technological fluids into
the bottomhole formation zone. This is because an increase in effective viscosity leads to
enhanced structural strength of the emulsion. During well development, such a reduction
in the penetration radius of the liquid zone can lead to an increase in the permeability
recovery coefficient in this zone.

Static shear stress is an indicator of the strength of the internal structure of well-killing
fluids formed during the resting period. Its value is determined by the stress that is required
to be exceeded in a fluid at rest to break its internal structure and set it in motion. The
higher value of the static shear stress in well-killing fluids, the lower the probability of fluid
loss of the composition in the reservoir zone is, especially when well killing with reservoir
pressure gradients significantly below the potential capabilities of the well-killing fluids in
terms of providing the required repression on the reservoir.

2.3. Determination of Interfacial Tension at the “Oil with Emulsifier—Aqueous Solution of
Calcium Chloride” Boundary

To measure the interfacial tension of oil with varying emulsifier concentrations at the
boundary with an aqueous solution of calcium chloride with a density of 1140 kg/m3, the
EasyDrop tensiometer from KRÜSS GmbH (Hamburg, Germany) was used.

The methodology for using the tensiometer and this software package involved de-
termining the interfacial tension based on the shape and size of the oil droplet containing
the emulsifier.

For each type of emulsifier, the dependence of the interfacial tension at the ”oil with
emulsifier—aqueous solution of calcium chloride” boundary with a density of 1140 kg/m3

on the emulsifier concentration (at three points—0.05, 0.1, and 0.5%) was determined under
standard conditions. Each data point was determined five times, after which the minimum
and maximum values were discarded. Subsequently, the average interfacial tension value
was calculated for each emulsifier concentration [49].

2.4. Study of the Blocking Ability of the BHES-MC Composition in Modeling a Fractured Reservoir

Studies to assess the blocking ability of compositions in modeling a fractured reservoir
were conducted using the HPHT 500 filter press from FANN (Houston, TX, USA). This
device is designed to measure the fluid loss characteristics of the studied compositions in
the bottomhole formation zone, and it can also be applied to predict the potential for filter
cake formation.

For laboratory investigations of the blocking ability of compositions concerning frac-
tures of various degrees of openness, the design of the filter press was modified. A metal
disk, simulating a fracture with different degrees of openness (0.1, 0.5, 1, 1.5, 2, 3, and
5 mm), was installed in the lower part of the cell (Figure 4). The lower part of the disk was
machined in a “U”-shaped form to engage the entire working length of the fracture and
allow unimpeded discharge of the blocking composition from the cylinder (Figure 5a). An
enlarged 5 mm diameter exit hole was created in the lower plug of the cell to prevent its
closure by the solid phase of the studied blocking agent (Figure 5b).
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Figure 5. (a) Lower part of the filter press cell (exit point of the blocking composition from the crack);
(b) Bottom plug of filter press (exit point of the blocking composition from the filter press).

The schematic diagram of the modified filter press construction is presented in Figure 6.
The sequence of actions during the experiment consisted of the following stages:

1. In the lower part of the filter press, a metal disk with a crack of a specified degree of
openness was placed between two rubber gaskets.

2. The lower plug was installed, and its outlet hole was closed.
3. The test composition was poured into the cell with a volume of 450 cm3.
4. The filter press cell was closed with the upper plug, after which all clamping screws

were tightened, and the top valve was closed.
5. The cell was placed in a thermo-jacket with a given temperature (37 ◦C) and left for

the complete heating of the cell and the test composition (1–2 h).
6. The gas line from the nitrogen cylinder was connected and fixed to the upper valve.
7. The valve in the lower plug was opened.
8. A measuring capacity was placed under the cell to fix the volume of the filtered liquid.
9. The required pressure (1 MPa) was created in the gas line.
10. Along with the opening of the top valve, the stopwatch was started.
11. The test composition was maintained at each pressure (from 1 to 8 MPa, with a step

of 1 MPa) for 5 min or until the filtration of liquid through the fracture ceased.
12. The volume of the filtered test composition was recorded for a certain period.
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Figure 6. Schematic diagram of the stand for assessing the blocking ability of technological fluids
during the well-killing process in a fractured reservoir: 1—gas cylinder; 2—regulator; 3—pressure
gauge (pressure in the cylinder); 4—pressure gauge (pressure in the line); 5—gas line (gas supply);
6—top valve (open/close); 7—upper plug; 8—gas; 9—blocking composition; 10—thermo-jacket;
11—fracture; 12—metal disk with a fracture; 13—measuring capacity.

The main experimental conditions are summarized in Table 1.

Table 1. Experimental conditions on the filter press.

Parameter Name Value

Simulated pressure drops, MPa 1–8
Temperature, ◦C 37
Fracture width, mm 0.1–5
Volume of blocking composition filtered, cm3 450
Experiment duration, min 40

The studies used a minimum fracture width of 0.1 mm, corresponding to the minimum
sizes of natural microfractures according to data [50] presented in Figure 7. A literature
review indicated that in carbonate reservoirs of the VUOGP, microfractures are widely
developed, with widths less than 0.5 mm. Among them, fractures developed along stylolites
stand out, with widths not exceeding 1–2 mm [1].
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2.5. Conducting Filtration Tests of the Blocking Composition BHES-MC on Natural Core Samples
with a Fracture
2.5.1. Preparation for Filtration Tests

For laboratory filtration tests, samples of natural core material from the VUOGP,
measuring 6.45 cm in length and 3 cm in diameter, were prepared in accordance with
regulatory documents [51–54], featuring artificially simulated fractures.

During filtration tests, three fracture widths were modeled: 0.1, 0.5, and 1.5 mm. A
fracture width of 0.1 mm was simulated using two aluminum foil shims, each 0.1 mm thick
and 5 mm wide, placed on the inner side of the natural core sample (Figure 8). Fracture
widths of 0.5 and 1.5 mm were modeled using specially prepared metal plates of the
corresponding thickness and 5 mm width, positioned on the inner side of the core.
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by Coretest Systems (Morgan Hill, CA, USA). The tests were conducted under thermo-
baric conditions characteristic of the VUOGP. 

Figure 8. Appearance of a natural core in cross-section with fractures of varying degrees of width:
1—aluminum foil shims for 0.1 mm fractures or metal plates for 0.5 and 1.5 mm fractures; 2—plastic
heat-shrink tubing; 3—natural carbonate core sample.

To conduct filtration studies with high-viscosity fluids containing a filler, modifications
were made to the design of the standard core holder: tubes with an increased diameter of
the flow passage (4.5 mm) were used in the ”cylinder-reservoir—core holder—measuring
capacity” system. Steel rings were placed before and after the core, facilitating unimpeded
flushing of the core face even in the presence of a solid phase with a large particle size in
the fluid. This core holder design also permits testing cross-linked polymer systems [10]
without the risk of clogging the filtration tubes (Figure 9).
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Figure 9. Core holder scheme: 1—natural core sample; 2—fracture; 3—blocking composition BHES-
MC; 4—kerosene; 5—buffer metal rings; 6—rubber collar for core compression; 7—filtration direction
of the composition BHES-MC; 8—filtration direction of kerosene; 9—fluid injection direction for
creating compression pressure.
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Prepared core samples were vacuum-saturated with kerosene and placed in the core
holder (Figure 10) of the filtration unit FDES-645 (Formation Damage Evaluation System)
by Coretest Systems (Morgan Hill, CA, USA). The tests were conducted under thermobaric
conditions characteristic of the VUOGP.
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Figure 10. Core holder and oven of the filtration unit FDES-645.

Figure 11 shows a schematic diagram of the operation of stand for conducting filtration
tests in modeling the processes of well killing and oil well development using developed
blocking compositions.
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2.5.2. Methodology for Conducting Filtration Tests

Assessment of the filtration properties’ effectiveness of the investigated compositions
is based on determining the permeability changes in reservoir models (cores) with fractures
of varying degrees of width (0.1, 0.5, and 1.5 mm). The main objective of the research was
to compare compositions “with” and “without” fillers in modeling the processes of well
killing and oil well development.

Filtration tests were conducted using the FDES-645 unit in conditions closely approxi-
mating the average reservoir conditions of the VUOGP:

• repression during well-killing modeling—1 MPa (5% of reservoir pressure);
• reservoir pressure—20 MPa;
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• average reservoir temperature of the VUOGP—37 ◦C.

The filtration rate (flow rate) value was set at 10 cm3/min. Kerosene with a viscosity
of 0.8 MPas was used as the saturating fluid.

The repression value of 1 MPa during well-killing modeling reproduced the condition
of creating a liquid column of hydrostatic pressure at the wellhead in accordance with
the requirements.

The result of the laboratory test is the determination of

• the volume of blocking composition filtered into the core at given pressure drop values
during well-killing modeling;

• initial shear pressure gradient of the blocking composition in the fracture during
well-development modeling;

• the coefficient of relative permeability changes in the core samples (with fractures) by
kerosene after modeling well killing and well development processes.

The injection and filtration direction of the investigated compositions in the core
corresponded to the direction of fluid and technological fluid movement in oil wells.
Accordingly, direct filtration described the process of oil inflow from the reservoir into the
well, i.e., the well development process. Reverse filtration modeled the well-killing process,
which, in turn, involved creating a constant pressure drop.

Laboratory filtration tests were carried out in four stages:

1. Determination of the initial core permeability for kerosene. Prepared samples of
natural core with a fracture saturated with kerosene were placed in a core holder
FDES-645, where thermobaric conditions were created, closely approximating the
averaged reservoir conditions of the VUOGP. Subsequently, filtration through the
kerosene-saturated core was conducted. The initial phase permeability of the core
to kerosene was measured in constant flow conditions until the pressure gradient
stabilized at reservoir temperature. The filtration direction was “direct.”

2. Modeling the process of closing the interval of perforations in the reservoir zone of an
oil well with the investigated composition. In the constant pressure drop conditions,
the investigated composition was injected into the core in the “reverse” filtration direc-
tion for 30 min, and the volume of the injected composition was recorded. Afterward,
the core was left at rest for 1 h.

3. Modeling the process of treating the bottomhole formation zone with a hydrochloric
acid composition. This stage of work was performed only for cases where the injection
of the acid composition led to the formation damage of the bottomhole zone, resulting
in a corresponding reduction in the coefficient of relative permeability change of the
core after well development. The hydrochloric acid composition was injection at a
constant volumetric flow rate of 0.5 cm3/min. The amount of injected hydrochloric
acid composition was set at 6 cm3.

4. Modeling the process of oil well operation after the well killing and development
operations. After the core had been at rest for a specified period, the restoration of
kerosene filtration in the “direct” direction was carried out in constant flow conditions
until the pressure gradient stabilized. The initial shear pressure gradient of the
investigated composition in the core with kerosene was recorded.

The processing of the results involved the following steps:

• Pressure gradients were determined before and after the injection of the investigated
composition into the core, based on which phase permeability coefficients for kerosene
were calculated before and after injection.

• The initial shear pressure gradient of the investigated composition in the core with
kerosene was recorded during the modeling of the well development process.

• The coefficient of relative change in the permeability of the core after its treatment with the
investigated composition was calculated according to the following Equation (4):
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k̄ =
k2 − k1

k1
· 100, (4)

where k—permeability change coefficient, %; k1—permeability of the core sample before
the well-killing process, m2; k2—permeability of the core sample after the development
process, m2.

A positive value of the coefficient of relative permeability change indicated an increase
in the permeability of the core sample after the well-killing process, while a negative value
indicated a decrease in permeability.

The main controlled parameter during the experiments was the change in pressure
drop, based on which the change in kerosene mobility as a result of pumping the investi-
gated composition was determined.

In accordance with the key requirements imposed on fluids for well killing before
workover operation in fractured carbonate reservoirs, a comprehensive research program
on the technological properties of created blocking compositions was developed. The
studies of blocking compositions, including physico-chemical, rheological, and filtration
characteristics, were carried out using modern high-precision equipment.

To evaluate the blocking ability of the developed compositions, the author-designed
stand was used, created for modeling a fractured reservoir using a high-pressure filter
press. This equipment has been modernized and adapted for more precise investigation of
the blocking screen quality.

Experiments to evaluate the filtration properties of the compositions were carried
out on a special filtration unit in accordance with the developed methodology. They were
based on the use of natural core samples with artificially simulated fractures, bringing the
conditions as close as possible to reservoir conditions.

These results highlight not only the comprehensiveness of the research program but
also the importance of the methods used for a more precise understanding of the properties
of the developed blocking compositions in the context of fractured carbonate reservoirs.

3. Results

Based on the analysis of literary sources, the main requirements for blocking composi-
tions can be formulated as follows:

• manufacturability in preparation, storage, and use;
• accessibility and low cost of composition components;
• non-toxicity of applied reagents;
• thermal and sedimentation stability in a wide range of reservoir temperatures;
• adjustable density and viscosity;
• low corrosive activity;
• effective blocking of pores and filtration channels;
• ability to prevent fluid loss of technological fluids into the productive formation;
• possibility of destruction;
• insignificant penetration into the bottomhole formation zone and maximum preserva-

tion of its reservoir properties.

The developed blocking composition is a thermally stable reverse oil-in-water emul-
sion stabilized by an emulsifier reagent, which is a mixture of reaction products of amines
and amino alcohols with fatty acids. To enhance the blocking ability, a multi-fraction
mineral filler based on calcium carbonate (marble chips) is introduced into the emulsion
composition. The developed composition is conditionally named BHES (Blocking Hy-
drophobic Emulsion Solution), and when used with marble chips, it is called BHES-MC.
After preparation, these compositions are stable, homogeneous, thickened liquids of light
brown color with adjustable viscosity and density values.

The initial components used in formulating the developed emulsion technologi-
cal fluids were as follows: hydrocarbon phase—light oil from the VUOGP; aqueous
phase—aqueous solutions of calcium chloride; surfactant—emulsifiers of various brands
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and manufacturers; filler—marble chips. The components of the BHES-MC composition
are available, cost-effective, and non-toxic reagents of domestic production.

The primary task in developing formulations for blocking compositions was the
selection of the type and optimal concentration of the emulsifier reagent, which influences
the thermal and aggregative stability of emulsions.

As a result of measuring interfacial tension at the interface “oil with emulsifier—aqueous
solution of calcium chloride,” the three (out of 20 investigated) most effective emulsifiers
were selected (based on the lowest interfacial tension values at a surfactant concentration
of 0.5% wt.) under the conditional numbers: E-09, E-14, and E-20. Subsequently, based on
the selected emulsifiers, the value of their optimal concentration in oil was assessed in the
range from 0.05 to 5% wt. The obtained results (Figure 12) showed that the critical micelle
concentration (CMC) range is within the emulsifier content in oil from 0.5 to 1.5% wt. In
comparison with other types of emulsifiers, their application, under equal conditions, will
contribute to the creation of an emulsion with greater thermal and aggregative stability.
This is due to the fact that low interfacial tension at the phase boundary is one of the most
important conditions for obtaining a stable emulsion.

In selecting the optimal ratio of initial reagents for the developed emulsion block-
ing compositions, three selected emulsifier brands were used with concentrations of
0.5, 1, and 1.5% wt. During the series of laboratory experiments, the following ratios
of aqueous and hydrocarbon phases in the emulsion were chosen: 70/30, 80/20, and
90/10% wt., respectively. Thermal and aggregate stability at 90 ◦C were determined for all
prepared compositions.

The results of the thermal stability tests are shown in Figure 13. The volumes of the
separated hydrocarbon phase in the emulsion solution after 7 days of thermostating are
presented in the respective cells. All prepared compositions are thermally and aggregatively
stable at 90 ◦C, indicating their potential application as blocking compositions for well
killing under elevated reservoir temperatures (up to 90 ◦C).

Processes 2024, 12, x FOR PEER REVIEW 16 of 27 
 

 

manufacturers; filler—marble chips. The components of the BHES-MC composition are 
available, cost-effective, and non-toxic reagents of domestic production. 

The primary task in developing formulations for blocking compositions was the se-
lection of the type and optimal concentration of the emulsifier reagent, which influences 
the thermal and aggregative stability of emulsions. 

As a result of measuring interfacial tension at the interface “oil with emulsifier—
aqueous solution of calcium chloride,” the three (out of 20 investigated) most effective 
emulsifiers were selected (based on the lowest interfacial tension values at a surfactant 
concentration of 0.5% wt.) under the conditional numbers: E-09, E-14, and E-20. Subse-
quently, based on the selected emulsifiers, the value of their optimal concentration in oil 
was assessed in the range from 0.05 to 5% wt. The obtained results (Figure 12) showed 
that the critical micelle concentration (CMC) range is within the emulsifier content in oil 
from 0.5 to 1.5% wt. In comparison with other types of emulsifiers, their application, un-
der equal conditions, will contribute to the creation of an emulsion with greater thermal 
and aggregative stability. This is due to the fact that low interfacial tension at the phase 
boundary is one of the most important conditions for obtaining a stable emulsion. 

 
Figure 12. Results of measuring interfacial tension at the interface “oil with emulsifier—aqueous 
solution of calcium chloride” as a function of emulsifier concentration in oil: (a)—dependence of 
interfacial tension on emulsifier concentration in oil; (b)—dependence of interfacial tension on the 
natural logarithm of emulsifier concentration in oil. 

In selecting the optimal ratio of initial reagents for the developed emulsion blocking 
compositions, three selected emulsifier brands were used with concentrations of 0.5, 1, 
and 1.5% wt. During the series of laboratory experiments, the following ratios of aqueous 
and hydrocarbon phases in the emulsion were chosen: 70/30, 80/20, and 90/10% wt., re-
spectively. Thermal and aggregate stability at 90 °C were determined for all prepared 
compositions. 

The results of the thermal stability tests are shown in Figure 13. The volumes of the 
separated hydrocarbon phase in the emulsion solution after 7 days of thermostating are 
presented in the respective cells. All prepared compositions are thermally and aggrega-
tively stable at 90 °C, indicating their potential application as blocking compositions for 
well killing under elevated reservoir temperatures (up to 90 °C). 

Based on the results of the thermal stability tests at 90 °C, the optimal concentration 
and ratio of aqueous and hydrocarbon phases were determined for each emulsifier. A 
concentration of 1.5% wt. was selected for all three emulsifier types (considering the pos-
sibility of demulsifier content in oil, temperature increase, specific conditions of emulsion 
preparation in the field, etc.). With an aqueous-to-hydrophobic phase ratio of 80/20 and 
90/10% wt., all emulsion compositions are stable. Variations in the phase ratio within these 
limits can be used to regulate the viscosity and density of the emulsion composition from 
less viscous (80/20% wt.) to more viscous (90/10% wt.). 

Figure 12. Results of measuring interfacial tension at the interface “oil with emulsifier—aqueous
solution of calcium chloride” as a function of emulsifier concentration in oil: (a)—dependence of
interfacial tension on emulsifier concentration in oil; (b)—dependence of interfacial tension on the
natural logarithm of emulsifier concentration in oil.

Based on the results of the thermal stability tests at 90 ◦C, the optimal concentration
and ratio of aqueous and hydrocarbon phases were determined for each emulsifier. A
concentration of 1.5% wt. was selected for all three emulsifier types (considering the possi-
bility of demulsifier content in oil, temperature increase, specific conditions of emulsion
preparation in the field, etc.). With an aqueous-to-hydrophobic phase ratio of 80/20 and
90/10% wt., all emulsion compositions are stable. Variations in the phase ratio within these
limits can be used to regulate the viscosity and density of the emulsion composition from
less viscous (80/20% wt.) to more viscous (90/10% wt.).
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Based on the conducted research, it can be concluded that when using the emulsifier
E-09 in the emulsion composition, the minimum amount of the hydrocarbon phase is
separated compared to other emulsifier brands (E-14 and E-20).

Thus, for the preparation of BHES in further research, the emulsifier E-09 (“Yalan-E-2”
brand B2) was used. This emulsifier is produced according to TS 2458-012-22657427-2000
and is a mixture of reaction products of amines and amino alcohols with fatty acids.

As a result, the following formulation for the BHES composition was recommended, %
wt.: emulsifier “Yalan-E-2” brand B2—1.5; oil—18.5; aqueous solution of calcium chloride—80.

The use of the blocking composition BHES in its pure form (without a filler) does
not prevent its fluid loss by the productive formation during well killing in conditions
of fractured carbonate reservoirs and abnormally low reservoir pressures. Therefore, the
next stage of research involved selecting the type and optimal concentration of the filler.
To enhance the blocking ability of the BHES composition in practice, various types of
plugging fillers are used to create a low-permeability blocking screen. An analysis of global
experience in well killing with fluid-loss control has shown that the most promising fillers
are marble chips, chalk, halite, and fibrous additives.

The assessment of the blocking ability of the compositions in modeling the fractured
reservoir was carried out using a high-pressure filter press on the author’s developed
stand, as described in the previous chapter. The studies covered the most common range of
fracture width from 0.1 to 1.5 mm, corresponding to the data from numerous laboratory
studies conducted using carbonate core materials.

During laboratory experiments conducted on the developed stand, it was established
that for reliable blocking of fractures with a width of up to 0.5 mm, the most effective
approach is to use MC-500 brand marble chips in the composition of BHES (BHES-MC-0.5).
The distribution of the fractional composition ranges from 0 to 0.5 mm (Figure 14). At the
same time, the most optimal concentration of marble chips in the BHES composition for
this fracture width is 5% wt. It was found that at this concentration, a blocking screen is
formed at the entrance to the fracture, withstanding a pressure drop of up to 8 MPa. At
a lower content of marble chips in the BHES composition, breakthrough of the blocking
screen occurs at a pressure drop of less than 1 MPa.

With an increase in fracture width to 1.5 mm, it is recommended to add to the BHES a
mixture of marble chips MC-500 and MC-1000/1500 (BHES-MC-1.5), taken at the optimal
concentration of 3% by mass for both brands, in a 1:1 ratio. The distribution of the fractional
composition of this mixture ranges from 0 to 1.5 mm (Figure 14). In this case, the BHES-
MC-1.5 composition contributes to the formation of a blocking screen at the entrance to the
fracture, withstanding a pressure drop of up to 8 MPa.

As a result of the conducted research, the mechanism of forming a durable and imper-
meable blocking screen by the BHES-MC composition was established. This mechanism
involves creating a hydrodynamic barrier at the entrance to the fracture in the carbonate
reservoir through the correctly selected fractional composition of the filler, covering the
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entire range of fracture openness (from 0 to 1.5 mm). This allows withstanding high pres-
sure drops (more than 8 MPa). The blocking screen is formed due to the arch effect of the
multi-fraction marble chips. Thus, high particle compaction is achieved under the influence
of frictional forces (Figure 15).
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The correct selection of the fractional composition of marble chips is important to
reduce the penetration of small filler particles into the formation, which can lead to a
decline in permeability and, consequently, complications during well development and
production startup. On the other hand, larger filler particles are incapable of forming an
impermeable blocking screen, which leads to the penetration of process fluid filtrate into
the bottomhole formation zone (Figure 15).

The assessment of the sedimentation stability of BHES-MC is important to determine
the ability of the dispersed system to maintain an equilibrium state throughout the volume
of the dispersion medium and to identify the stability of the composition of a given phase
separation. The sedimentation stability of BHES-MC was determined based on the changes
in the density of the upper and lower layers of the composition after thermostating at
37 ◦C. After a specified time interval (7 days), a sample of the investigated composition
was taken from the upper and lower parts of the test tube to measure its density using a
pycnometer. The composition was considered sedimentationally stable if the difference
in density between the lower and upper layers did not exceed 20 kg/m3, representing
a change of 1.5%. Thus, the sedimentation stability range was within 98.5 and 100%.
In Figure 16, a dependence on changes in the sedimentation stability of the blocking
composition BHES-MC is observed based on the ratio of the aqueous/hydrocarbon phases
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and the concentration of the filler. It was found that at an aqueous and hydrocarbon phases
ratio of 80/20 and 90/10% wt., respectively, all compositions have similar sedimentation
stability, indicating that the 80/20% wt. ratio is the most optimal. At this ratio, the solid
particles of marble chips in the BHES composition are suspended due to the increased
density and viscosity of the composition. Reducing the aqueous phase content in BHES to
less than 80% wt. leads to a decrease in the density and viscosity of the solution, which
impairs its sedimentation stability.

As a result, the main physico-chemical properties of the developed blocking compo-
sition BHES-MC were determined and are presented in Table 2. This composition meets
the requirements imposed on technological fluids, indicating its applicability in the well-
killing process in conditions of fractured carbonate reservoirs and abnormally low reservoir
pressure, aiming to prevent the fluid loss of technological fluids and preserve the filtration
characteristics of the bottomhole formation zone.

The study of the influence of the developed blocking compositions on the filtration
characteristics of carbonate reservoirs was conducted on a specialized filtration unit, de-
scribed in the previous chapter, using a modified core holder design that allows modeling
fractures of different degrees of openness (0.1, 0.5, and 1.5 mm).
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Table 2. The main physico-chemical properties of blocking compositions.

Parameter Name BHES BHES-MC-0.5 BHES-MC-1.5

Density at 20 ◦C, kg/m3 1221 1287 1300

Thermal stability at 37 ◦C for 7 days stable stable stable

Sedimentation stability after thermostating for 7 days, % – 99.7 99.5

Electrical stability, V 367 355 351

Corrosion rate of steel grade St.20, mm/year 0.052 0.055 0.056

Pour point, ◦C −21 −21 −21

Effective viscosity (D = 300 rpm), mPa·s 382 463 467

Static shear stress (D = 3 rpm), Pa after 1 min
after 10 min

25.1
36.6

18.2
39.4

18.5
42.1

The final results of the conducted filtration tests modeling the well-killing process and
oil well development are presented in Table 3.
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Table 3. Results of filtration tests of blocking compositions at a constant pressure drop (repression) of
1 MPa.

Fracture Width, mm Composition Name
Coefficient of Relative

Change in Core
Permeability, %

Maximum Pressure
Gradient at the

Beginning of Kerosene
Filtration after

Composition Injection,
MPa/m

Specific Volume of the
Penetrated Composition

in the Fracture, cm3

0.1
BHES −32 5.49 0.3

BHES-MC-0.5 −2 5.07 <0.2

0.5
BHES −93 20.9 14

BHES-MC-0.5 −4 2.20 <0.2

1.5
BHES −61 0.30 300

BHES-MC-0.5 −56 0.27 300
BHES-MC-1.5 −9 0.13 <0.2

The conducted filtration tests have shown that for conditions of a fractured carbonate
reservoir, in order to prevent the fluid loss of technological fluid and maintain the filtration
characteristics of the bottomhole formation zone, the use of a mineral filler (marble chips) is
recommended. It is advisable to use a wider range of filler particle size with the increasing
degree of natural fracture openness. Thus, with a moderate fracture openness of up to
0.5 mm, the use of the BHES-MC-0.5 is recommended. For a greater fracture openness of up
to 1.5 mm, the use of the BHES-MC-1.5 is recommended. These compositions allow for the
maximum preservation of the core’s filtration characteristics by forming a fine-dispersed
crust at its entrance from various-sized marble chips, which prevents further filtration into
the fracture of the blocking composition BHES and the aqueous solution of inorganic salts.
In addition to preserving filtration properties, a significant indicator of the effectiveness of
the applied well-killing fluids is the low value of the pressure gradient at the beginning
of kerosene filtration after well killing. This parameter characterizes the depression in the
“well-bottomhole formation zone” system that needs to be created during well development
to ensure the influx of reservoir fluids.

Negative values of the relative permeability change coefficient indicate the penetration
of marble chips into the fracture until the formation of an impermeable blocking screen,
which, in turn, leads to a deterioration of permeability. The restoration of permeability
can be achieved by treating the bottomhole formation zone with a hydrochloric acid
composition (12% HCl), as confirmed by the results of the filtration experiment presented
in Figure 17.
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Based on the presented results, it can be concluded that conducting acid treatment
after the well-killing process using the BHES-MC-0.5 composition allows the following:
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• improvement of the efficiency of well development by dissolving marble chips in the
BHES composition and within the fracture (the maximum pressure gradient during
kerosene injection after acid treatment reached 3.7 MPa/m);

• restoration and enhancement of the filtration characteristics of the bottomhole forma-
tion zone due to the impact on the fracture and matrix of the carbonate reservoir (the
relative permeability change coefficient of the core was +8%).

Field tests of the blocking composition BHES-MC were carried out at the oil and gas
condensate field in conditions of a fractured carbonate reservoir, abnormally low reservoir
pressure, high gas factor, and long open-ended horizontal wells.

During the field test, the technology for preparing the blocking composition BHES-MC
was also tested in field conditions. The following reagents and materials were used in the
preparation of the blocking composition BHES-MC:

• mineralized water (saline solution) with the required density (according to the work
plan)—aqueous solution of calcium or sodium chloride—78%;

• hydrocarbon phase (oil, gas condensate, diesel fuel)—10%;
• emulsifier reagent—2%;
• marble chips (ground or crushed marble), produced according to TS 5716-001-56390243-2015:

– ground fractionated marble MC-500—3% wt.;
– crushed marble MC-1000/1500—3% wt.

During the field testing, the following equipment was used:

• pump truck—1 unit;
• oilfield tanker—1 unit;
• on-board truck;
• 30 m3 capacity tank—1 unit;
• crane—1 unit.

The process of preparing the blocking composition BHES-MC in field conditions,
accompanying the well-killing process, and its discharge is presented in Figure 18.
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The results of well killing using the blocking composition BHES-MC are presented
in Table 4.

Analysis of the results of field tests of the BHES-MC technology on one of the oil
and gas condensate fields with a carbonate reservoir showed that during the well-killing
process, there is an increase in pressure when pumping the blocking composition into
the bottomhole formation zone compared to a similar well treatment with a traditional
emulsion composition without colmatant. This indicates the formation of a blocking screen
in the fractures, contributing to preventing the fluid loss of technological fluid (Figure 19).
The pressure at the pump truck at the end of the well-killing process was 12 MPa, which
is 2 MPa higher compared to the previous well killing operation of the same well with an
emulsion without a filler. This may indicate the formation of a filter cake of marble chips in
the bottomhole formation zone.

Table 4. Results of well killing using blocking composition BHES-MC.

Parameter Name Value

Bottomhole pressure, MPa 9.12

Vertical depth of the formation roof, m 1834

Calculated density of well killing fluid, kg/m3 510

Current depth, m 2661

Open hole interval, m 2037–2661

Volume of blocking composition with colmatant, m3 32

Volume of gas blocking screen (emulsion without colmatant), m3 18

Pressure at the unit upon completion of well killing, MPa 12

Fluid level in the well after technical settling (pipe/annular), m 578/584

Presence of gas at the outlet after discharge no

Transfer of the well to the workover team yes
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4. Discussion

In this section, the results of conducted investigations aimed at improving the effi-
ciency of well-killing technology before workover operations in conditions of fractured
carbonate reservoirs with abnormally low reservoir pressure are detailed and discussed.
The discussion of the results is presented in the context of previous research and in consid-
eration of the working hypotheses.

The obtained blocking composition, BHES-MC, possesses several key properties:
high thermal stability up to 90 ◦C, sedimentation stability for 7 days at an average reser-
voir temperature (37 ◦C), adjustable density and viscosity over a wide range, and low
corrosion activity.

The influence of the ratio of aqueous and hydrophobic phases, as well as the filler
concentration, on the sedimentation stability of the blocking composition has been consid-
ered. At an aqueous-to-hydrophobic phase ratio of 80/20 and 90/10% wt., the composition
demonstrates sedimentation stability, making it promising for use as a blocking technologi-
cal fluid in the well killing before workover operations.

The mechanism of forming the blocking screen BHES-MC is described in detail,
including the creation of a hydrodynamic barrier using different fractions of marble chips
with fracture widths up to 1.5 mm. Such a screen can withstand pressure drops up to
8 MPa, which is extremely important in abnormally low reservoir pressure conditions.

In the context of filtration tests, the importance of the blocking composition BHES-MC
in maintaining the filtration characteristics of reservoir rocks is emphasized, preventing
the penetration of technological fluid into natural rocks. Particular attention is given to the
possibility of restoring filtration characteristics after well killing, which is achieved using
hydrochloric acid treatment.

The results of pilot tests of the BHES-MC technology on one of the oil and gas conden-
sate fields in the VUOGP with a carbonate reservoir showed a pressure increase of 2 MPa
when injecting the blocking composition into the bottomhole formation zone compared to
a similar well treatment with a traditional emulsion composition without colmatant. This
indicates the formation of a blocking screen in the fractures, contributing to preventing the
fluid loss of the technological fluid.

The technical and economic analysis of the well-killing efficiency in complicated
conditions using the blocking composition BHES-MC demonstrated a cumulative economic
impact of 600 000.00 RUB (5555.00 USD) per well. Over a 4-year period for one of the oil
and gas condensate fields, this amounted to a final accumulated net present value (NPV) of
80 million RUB (888,888.00 USD). The main factor of this economic effect is the prevented
damage from oil production losses by reducing the number of well-killing cycles to 1,
reducing the well development period, expediting its commissioning, and maintaining oil
production rates.

The results obtained in this work provide a basis for further research and the develop-
ment of innovative methods for well killing and workover operations, adapted to various
reservoir conditions, ensuring long-term stability and operational effectiveness of oil wells.

5. Patents

Blocking hydrophobic-emulsion solution with marble chips. Available online: https://
www1.fips.ru/ofpstorage/Doc/IZPM/RUNWC1/000/000/002/736/671/%D0%98%D0%
97-02736671-00001/document.pdf (accessed on 23 October 2023).

Blocking biopolymer composition. Available online: https://www1.fips.ru/ofpstorag
e/Doc/IZPM/RUNWC1/000/000/002/757/626/%D0%98%D0%97-02757626-00001/docu
ment.pdf (accessed on 23 October 2023).

Program for selection and calculation of main parameters of well killing fluids during
underground repair. Available online: https://new.fips.ru/ofpstorage/Doc/PrEVM/RUNWP
R/000/002/020/615/706/2020615706-00001/document.pdf (accessed on 15 October 2023).

Program for selecting the fractional composition of marble chips for blocking hydrocar-
bon fluid for an oil well killing in a fractured reservoir. Available online: https://new.fips.ru
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/ofpstorage/Doc/PrEVM/RUNWPR/000/002/020/616/170/2020616170-00001/docume
nt.pdf (accessed on 23 October 2023).

Database of process fluids for workover operations. Available online: https://new.fips.
ru/ofpstorage/Doc/PrEVM/RUNWDB/000/002/022/621/227/2022621227-00001/docu
ment.pdf (accessed on 23 October 2023).

Database of modern technologies for killing oil and gas wells. Available online: https:
//new.fips.ru/ofpstorage/Doc/PrEVM/RUNWDB/000/002/022/621/272/2022621272-00
001/document.pdf (accessed on 23 October 2023).
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Abstract: This paper proposes an evaluation system for the sealing ability of cement–casing interface
and cement matrix, which was developed based on a permeability testing device and a model
that predicts the breakthrough pressure of cement sheath matrix and interfacial transition zone
(ITZ). It was found that the breakthrough pressure of ITZ was much smaller than that of cement
matrix. Moreover, compared with water-based drilling fluid, oil-based one led to lower breakthrough
pressure of ITZ even after the flushing treatment. Meanwhile, latex, resin and elastic materials
enabled a substantial rise in the breakthrough pressure of cement matrix. However, compared with
the latex, resin and elastic cement, the expansive cement had higher breakthrough pressure of ITZ,
indicating an improvement on the interface sealing ability. Additionally, a small enlargement rate of
the hole diameter and long effective bond were able to prevent gas storage wells from leakage.

Keywords: underground gas storage; breakthrough pressure; cement sheath; cement–casing interface;
interfacial transition zone

1. Introduction

“To cut greenhouse gas emissions by 80–100% by 2050 or sooner” is the goal of Carbon
Neutral Cities Alliance [1] and has promoted the development of the natural-gas industry.
As a critical component of the natural-gas supply and distribution chain, underground gas
storage (UGS) is playing an increasingly important role in this sector [2]. Maintaining the
wellbore sealing integrity of UGS wells is a key issue concerning the safety of the staff, the
surrounding environment and the UGS itself [3]. The sealing failure of the cement sheath
results in sustained casing pressure (SCP), which is a common phenomenon that raises
potential risk concerns [4].

The quality of the resultant annular cement sheath is crucial for sealing integrity [5].
The quality of the cement sheath is evaluated not only by the compressive strength, bond
strength, and permeability [6], but also by the sealing ability of the interface of the cement
casing and cement formation. Yang, Kuru [7] found that leakage is most likely to occur near
the interface, either the one between the cement and casing or the cement and formation.
Therefore, interfaces play an essential role in the sealing integrity of the cement sheath. An
important component of the cement sheath is the interfacial transition zone (ITZ) between
the casing (and formation) and cement [5], which significantly affects the sealing integrity
of the cement sheath. In the present study, the sealing ability of the cement–casing interface
and cement matrix was investigated.

Numerous methods have been used to assess the interface’s sealing integrity of the
cement sheath, mainly including the interface’s bonding strength, gas channeling, scanning
electron microscope (SEM), and µ-CT [5,7–9]. For instance, Yang [7] employed SEM and
µ-CT to investigate the effects of the environmental cement-drying shrinkage and the
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expansion agent on the sealing ability of the interface. However, the interface’s bonding
strength cannot be used to evaluate the leakage capacity of channels such as micro-cracks
and large pores. In other words, a high interfacial bonding strength may still accompany
serious SCP. The channeling pressure of the gas-channeling test is time dependent and is
thus unable to quantitatively represent the sealing ability of the cement sheath. SEM and
µ-CT are not suitable for field applications due to the cost, complex operating procedure
and strong professionalism required. Underground gas-storage cement is in need of an
evaluation system with convenient operation, high applicability and low cost.

Considering its wide and successful application in reservoir caprocks [10], the break-
through pressure was selected to assess the sealing ability of the cement–casing interface
and is generally described by the Laplace law [11]:

pc =
2σ cos θ

r
(1)

where σ is the interfacial tension, N/m; θ is the contact angle, ◦; and r is the radius, m.
Breakthrough pressure is a vital parameter for evaluating the effectiveness of the cement
sheath on gas sealing. One of the major reasons accounting for SCP is gas leakage due to
the differential pressure of the cap rock and cement sheath. High breakthrough pressure of
the cement sheath ensures better sealing integrity and lower leakage risk. The porosity of
the matrix and the ITZ of the cement sheath is close to that of rock, whose breakthrough
pressure can be used to determine the sealing ability of the cement sheath.

In this work, a model was built to predict the breakthrough pressure of the ITZ of
the cement–casing interface and cement matrix, based on which a measuring method was
presented. The accuracy and reliability of the new evaluation system was verified. The
effects of oil- and water-based drilling fluids and flushing fluids on the sealing ability of the
cement sheath were also investigated by breakthrough pressure. The system was finally
applied to an underground gas-storage well.

2. Interfacial Transition Zone

The ITZ is a typical micro-meso structure with a thickness of 40–100 µm [12–14].
The properties of the ITZ differ from that of the cement matrix [15]. The radial micro-
cracks, micro-annuli and macro-porosity that develop in the ITZ of the cement–casing
interface [5,16,17] result in the permeability reaching 600 mD or even higher [7,18,19],
which is higher than that of the cement matrix (usually less than 0.01 mD). Therefore, the
ITZ is a potential leakage channel for natural gas in underground gas storage.

The ITZ of the cement sheath has two parts, including the casing–cement interface
(first interface) and the formation–cement interface (second interface) (Figure 1). However,
the pore structure and permeability are different between the two transition zones [7].
Besides, the cement sheath is a porous media with three permeabilities: the ITZ is highly
permeable while the cement matrix is a low-permeability medium. This study investigated
the breakthrough pressure of the ITZ of the casing–cement interface and matrix.

Figure 1. Schematic diagram of the transition zones in cement sheath.
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3. Breakthrough-Pressure-Prediction Model
3.1. Breakthrough Pressure of Matrix

The breakthrough pressure of the cement matrix is higher than that of the ITZ and can
be described as follows [20]:

pmbt =
σg cos θg

τ
√

ψ

√
φm

km
(2)

where pmbt is the breakthrough pressure, Pa; τ is the tortuosity, m/m; σg is the interfacial
tension of gas, N/m; θg is the contact angle of gas, ◦; km is the permeability of the cement
matrix, m2; ψ is the pore-shape factor, 2; and φm is the porosity of the cement matrix, %.

The porosity of the cement sheath depends on the water-cement ratio and the hy-
dration degree. The porosity of the cement matrix can be determined by the following
equation [21]:

φm =
rw/c − 0.36αmax

rw/c + 0.32
(3)

where αmax is the max hydration degree, %. rw/c is the water-cement ratio, %.
The hydration degree of a cement slurry mainly depends on the water-cement ratio,

curing conditions and time. After the cementing construction of the gas storage, it takes so
long to start gas injection that the cement will be fully hydrated. As the specimens had been
cured for a long time, the maximum hydration degree of the cement slurry was applied in
this model and was calculated by the following equation [22]:

αmax =
1.031 · rw/c

rw/c + 0.194
(4)

The tortuosity is the geometric feature of the pore structure and is only closely related
to the porosity of the cement stone. Koichi, Tetsuya [23] found that the tortuosity of cement
stone decreases as the porosity in the cement increases, and its changing is expressed
mathematically as:

τ = −1.5tanh[8.0(φ− 0.25)] + 2.5 (5)

3.2. Breakthrough Pressure of ITZ

According to the seepage characteristics, the high permeability of the ITZ and the low
permeability of the matrix have the following relationship [24]:

kT R2
1 = kITZ(2R1 − h)h + km(R1 − h)2 (6)

where R1 is the radius of the cement sheath, m; h is the thickness of the ITZ, m, which
is 7 × 10−5 in this paper; kT , km, kITZ is the permeability of the cement–casing interface,
matrix and ITZ, respectively.

When h << R1, Equation (6) can be written as:

kITZ =
(kT − km)R1

2h
(7)

The porosity and permeability of the ITZ can be calculated by the following equa-
tion [25]:

kITZ =
φ2

ITZ
50B2µ

[
1− ln(

φITZ
1− φITZ

) · (1− φITZ)

]2
(8)

where φITZ is the porosity of ITZ; B represents the Raleigh–Ritz pore-size-distribution
constant in HYMOSTRUC and is 3.6 × 107 m−1; µ is the viscosity, Pa·s.

The breakthrough pressure of the ITZ is presented as follows:

pITZbt =
σg cos θg

τ
√

ψ

√
φITZ
kITZ

(9)
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4. Model Verification
4.1. Contact Angle

The neat-cement and expansion-cement slurries with a water-cement ratio of 0.44 were
used to verify the accuracy of the breakthrough-pressure-prediction model. These cement
slurries were cured in water (90 ◦C, 21 MPa) for seven days. The contact angles of the
cements, as indicated in Figure 2, were measured and the averages of the measurements are
shown in Table 1. The addition of expansion agents increased the contact angle, suggesting
the hydrophobic nature of these agents.

Figure 2. Contact angles of two cement slurries. (a) neat cement; (b) expansion cement.

Table 1. Composition of the prepared cement samples.

Sample
Constituents (Additive to Cement Ratio) (wt. %)

Cement Expensive
Agent Stabilizer Drag

Reducer
Filtrate

Reducer De-Foamer Retarder

Neat cement
100

0
4 0.75 3.5 1 3Expansive cement 4

The breakthrough-pressure-testing device is composed of a nitrogen source, interme-
diate container, core holder, simulation casing mold, cement sheath, and flowmeter, etc.
The essential component is the simulation casing mold, which has a certain slope inside
with a value satisfying Equation (10). The purpose of this design is to prevent the pressure
difference between the two ends of the cement column from exceeding the bonding strength
of the cement, which will lead to micro-annuli.

D2 − D1

2L
= 0.017 (10)

4.2. Verification Method

Step 1: Measure the gas permeability km of the cement matrix by the gas-permeability method.
Step 2: Use Equation (2) to calculate the breakthrough pressure of the cement matrix (pmbt).
Step 3: Measure the gas permeability kT of the ITZ and use Equation (7) to calculate the
permeability of the ITZ (kITZ).
Step 4: Use Equation (9) to calculate the breakthrough pressure of the ITZ pITZbt.
Step 5: Put the cured specimen of the ITZ-testing mold (Figure 4) into the core holder and
apply a confining pressure that is double the matrix breakthrough pressure (pmbt).
Step 6: Apply the pITZbt of the ITZ to the specimen as a test of the pressure difference. If no
bubbles appear after waiting for 10 h, then increase the pressure by 0.1 MPa. Repeat this
step until bubbles appear and record the pressure difference.

The permeability of the total mold and cement matrix are shown in Table 2 and the
verified results are shown in Figure 3. It was found that the errors of the breakthrough
pressure of the cement matrix and the ITZ of the neat-cement-slurry system were 3.85%
and 4.17%, respectively, and those of the expansive-cement-slurry system were 2.44% and
6.74%, respectively, indicating accurate predictions of the breakthrough pressure of the ITZ
by this model. The breakthrough pressure of the ITZ of the expansion cement was 185.4%
higher than that of the neat cement. Expansion agents were added to the cement to reduce
or avoid the shrinkage during cement-slurry setting, contributing to minimized gap or
cracks of the ITZ [7,26]. This means a reduced permeability of the ITZ and the resultant
increase in the breakthrough pressure.
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Table 2. Verified results of breakthrough pressure.

Cement Slurries km
(×10−19 m2)

kt
(×10−19 m2)

θ
(◦)

Neat cement 5.82 15.10 56.45
Expansive cement 2.33 2.71 59.30

Figure 3. Experimentally verified results of breakthrough pressure of matrix and ITZ.

Figure 4. Schematic diagram of breakthrough-pressure-testing device.

5. Factors Influencing Breakthrough Pressure
5.1. Drilling Fluid

Since drilling fluid and flushing fluid mainly act on the casing–cement interface, this
study only analyzed the breakthrough pressure of the ITZ. To determine the effect of water-
based and oil-based drilling fluids on the breakthrough pressure of the casing–cement
interface, the steel tubes were immersed in two drilling fluids for 24 h, and then flushed
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with flushing fluid. The effect of the treatment on the breakthrough pressure of the cement–
casing interface was analyzed, and the results are shown in Figure 5. Compared with the
oil-based drilling fluid, the water-based fluid led to a much higher breakthrough pressure
of the treated steel tube, which was further augmented by the flushing-liquid treatment.
The oil-based-drilling-fluid treatment left an oil film on the surface of the steel tube, which
could not be completely removed by the flushing-fluid treatment. The oil film changed
the hydrophilicity of the surface of the casing: the contact angles of the steel treated by
oil-based and water-based drilling fluid were 86.5◦ and 68.1◦, respectively, which were
reduced to 65.6◦ and 53.3◦ by flushing. According to Equation (10), the degree of the contact
angle negatively correlates with the breakthrough pressure.

Figure 5. Impact of drilling fluids on the breakthrough pressure of ITZ. Drilling fluid and flushing
fluid are from the construction site.

5.2. Cement Slurries

The breakthrough pressure of the matrix and the ITZ of the expansive-cement, elastic-
cement, latex-cement and resin-cement slurries were analyzed and the results are shown
in Figures 6 and 7. The different types of cement ranked in descending order of the
breakthrough pressure of the matrix are as follows: latex cement, resin cement, expansive
cement, elastic cement and neat cement, with the pressure of the first two types much
higher than that of the rest. First of all, latex and resin have a film-forming effect, which
can greatly reduce the permeability of the cement matrix [27,28]. Additionally, latex and
resin change the hydrophilicity of the cement and increase the contact angle, which raises
the matrix breakthrough pressure. In descending order of the breakthrough pressure of
the ITZ are expansive cement, latex cement, resin cement, elastic cement, and neat cement
(Figure 7). Expansion agents reduce the micro-gap caused by cement shrinkage, and latex
and resin improve the bonding effect of the interface, both of which cause a dramatic
increase in the breakthrough pressure of the ITZ. The breakthrough pressures of elastic
cement, latex cement and expansive cement were 17.7%, 64.5% and 85.4%, respectively,
which were higher than that of the neat slurry. Compared with swellable materials and
latex, elastic materials have less influence on the breakthrough pressure. Figure 7 shows that
the breakthrough pressure of the matrix remained constantly high while the breakthrough
pressure of the ITZ varied. The expansion material had a better effect than latex and resin
on increasing the breakthrough pressure of the ITZ.
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Figure 6. Impact of cement slurries on the breakthrough pressure of matrix.

Figure 7. Impact of cement slurries on the breakthrough pressure of ITZ.

6. Application

We applied the evaluation system to an underground gas-storage well in Sichuan
Basin, the basic information of which is shown in Table 3. The expansive elastic-cement
slurry was used for cementing the gas-storage well, and its performance is shown in Table 4.
The leakage rate of the ITZ was predicted by Equation (11). The result in Figure 8 shows
that the breakthrough pressure is negatively correlated with the leakage rate.

Q =





π(R3
w−R2

c Rw)(Po−ρwgH)(kT−km)
2hLcµ pITZbt < (Po − ρwgH)

[ Rw
2h (kT − km) + km]

π(R2
w−R2

c )(Po−ρwgH)
Lcµ pmbt < (Po − ρwgH)

(11)

where Po is the formation pressure, MPa; ρw is the density of the formation water, kg/m3;
g is the gravity acceleration, m/s2; H is the depth of the top of caprock, m; Rw is the radius
of the casing, m; Lc is the thickness of the caprock, m.
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Table 3. Basic information of an underground gas storage.

Parameter Depth
(m)

Caprock
(m)

Formation Pressure
(MPa)

Interfacial Tension
(×10−3 N/m)

Contact Angle
(◦)

Viscosity
(×10−3 Pa·s)

Value 2310 40 12.6 34.1 35 0.02

Table 4. Performance parameter of expansive-elastic cement.

Parameter km
(×10−19 m2)

kt
(×10−19 m2)

pmbt
(MPa)

pITZbt
(MPa)

Bonding Strength
(MPa)

Value 2.42 2.84 4.85 1.80 4.30

Figure 8. The relationship between leakage rate and formation pressure.

When gas was first injected, the formation-pore pressure was too low to leak (Figure 8).
However, the pore pressure continued rising with the continuous injection of natural
gas into the formation. When the pore pressure of the formation reached 27.0 MPa, the
difference between the pore pressure and hydrostatic column one (2.1 MPa) exceeded
the breakthrough pressure (1.8 MPa) of the ITZ, resulting in leakage. When the pressure
difference was only slightly higher than the breakthrough pressure of the cement matrix
(4.85 MPa), the increase in the leakage rate was not significant, because the contribution of
the matrix to the rate is extremely low. When the pore pressure increased to 40.0 MPa, the
leakage rate of the matrix was only 0.006 m3/a. When the pressure difference outran the
breakthrough pressure, the leakage rate rose linearly with the increase in pore pressure.
When the pore pressure increased by 33.3% from 30.0 to 40.0 MPa, the leakage rate climbed
by 197.1%.

With poor cementing quality, the effective bonding length of the cement–casing-
interface sheath greatly impacted the leakage rate, as shown in Figure 9. As the effective
bonding length increased, the drop in the leakage rate was initially dramatic and then
gradually slowed down. The leakage rate dropped by 400.0% as the effective bonding
length increased from 4 m to 20 m, but only reduced by 66.5% when the length rose from
24 m to 40 m. The cement sheath with such performance ensured that significant leakage
could be avoided by an effective bond between the cement–casing interface longer than
24 m.
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Figure 9. The influence of the effective bonding length of cement sheath on the leakage rate.

As the viscosity of fluid in the formation increased, the leakage rate decreased rapidly
and then gradually slowed down (Figure 10). Viscosity had a comparable effect on the
leakage rate as bonding length. Viscosity negatively correlated with the leakage rate, which
reduced from 7.2 to 0.9 m3/a as the viscosity was increased from 0.01 to 0.08 mPa·s. Natural
gas contains more impurities under formation conditions [29]. The heterogeneity of the gas
caused high viscosity, which decelerated the leakage.

Figure 10. The effect of the viscosity of formation fluids on the leakage rate.

The borehole diameter positively correlated with the leakage rate (Figure 11). An
increase in the borehole diameter raised the contact area between the cement sheath and
the casing, as well as the ITZ. When the diameter of the drill bit was constant, a larger
diameter of the wellbore led to a greater expansion rate, which increased by 88% as the hole
diameter was enlarged by 14%. The expansion rate of the borehole should be controlled
during the drilling.
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Figure 11. The wellbore diameter effect on the leakage rate.

7. Conclusions

In the present study, an evaluation system used the breakthrough-pressure model
to determine the sealing ability of the cement–casing interface and cement matrix in
underground gas-storage wells. The quantitative evaluation generated by this system
allows the rational selection of flushing fluids and cement slurries. We employed the
system to evaluate the effect of the drilling fluid, flushing fluid, and sealing ability of the
cement slurries on breakthrough pressure, and an analysis of the leakage of the cement–
casing-interface was performed in an underground gas-storage well. The following are the
obtained results:

1. Compared with water-based drilling fluid, oil-based fluid decreased the breakthrough
pressure of the ITZ by changing the contact angle. The pressure could be increased by
fluid flushing.

2. The breakthrough pressure of the matrix of latex and resin cement was higher than
that of expansive cement, whereas the breakthrough pressure of the ITZ of latex
and resin was lower than that of expansive cement. Expansive cement had a better
performance in interface sealing.

3. The ITZ had a dominant role in the leakage of the cement–casing interface. Continuous
injection of natural gas increased the pore pressure of the formation, leading to an
increase of leakage in the cement–casing-interface sheath.

4. A longer effective bonding length, higher gas viscosity and smaller enlargement rate
of the hole diameter led to a smaller leakage rate of the cement sheath-casing.
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Abstract: The plastic deformation and interface micro annulus of oil-well cement during acid fractur-
ing are key reasons for the failure of the wellbore seal and sustained casing pressure. However, most
of the existing research ignores the influence of the wellbore cooling effect during acid fracturing,
owing to which, the design conditions in the theoretical analysis may be inconsistent with those of
the actual wellbore, and the calculation results may be biased. In this study, a novel elastoplastic
mechanical model of the cement sheath was established. This model can analyze the yield state of the
cement sheath under the influence of three-dimensional principal stress and consider the effect of the
differential temperature stress on the interface debonding of the cement sheath from the beginning
to the end of acid fracturing. Moreover, the generation mechanism and development law of the
interface micro annulus were clarified. The findings indicated that the influence of the intermediate
principal stress cannot be ignored; otherwise, the elastoplastic analysis results of the cement sheath
may be conservative. During acid fracturing, the casing–cement sheath interface is influenced by
the differential temperature stress, and the interface is debonded; however, a micro annulus is not
generated. The debonding of the cement sheath–formation interface and micro annulus occurs only
when the cement sheath is completely plastic. After acid fracturing, the interface micro annulus
is likely to be generated at the casing–cement sheath interface, and the presence of the differential
temperature stress may increase the formation risk of the interface micro annulus. The research
results can provide theoretical guidance for the prediction of oil-well cement sheath interface seals
under acid-fracturing conditions.

Keywords: micro annulus; oil-well cement; HPHT wells; acid fracturing; differential temperature
stress; elastic-plastic analysis

1. Introduction

Cementing, as a key process in the construction of oil and gas wells [1], is aimed at
injecting cement slurry into the annular between the casing and formation and ensuring
its solidification within a specified time to form a cement sheath [2,3]. To avoid wellbore
integrity issues such as wellbore sealing failure, formation fluid channeling, and casing
damage, the cement sheath must maintain adequate isolation under the load induced by the
wellbore construction operation [4–6]. Notably, the failure of cement sheath sealing during
the well construction cycle has not been completely clarified [7]. For example, in an oil field
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in western China, the high-temperature and high-pressure gas well is often subjected to
sustained casing pressure (SCP) after acid fracturing, which critically threatens the safety
of the ground personnel, equipment, and environment [8,9]. Early studies highlighted that
the plastic yield of the cement sheath under high pressure in a wellbore and the generation
of the interface micro annulus are key causes of SCP [10–12].

Extensive research has been performed on the micro annulus at the cement sheath
interface. Goodwin and Crook [13] considered a full-size casing and cement sheath test
device to experimentally analyze the failure mode of the cement sheath. The authors
reported that under steam–flood injection conditions, the cement sheath interface maybe
lose its sealing and annular control of gas or water. Andrade et al. [14–16] applied a
cyclic temperature load to the casing–cement sheath–formation combination and noted
that the interface of the cement sheath is influenced by the temperature and debonded.
Zeng et al. [17] established a wellbore simulation device and applied cyclic loads to the
cement sheath to simulate the failure of the cement sheath under large-scale hydraulic
fracturing conditions. Under cyclic loading, the cement sheath is expected to undergo
cumulative plastic deformation, and an interface micro annulus is expected to be formed.
Li et al. [18] conducted equivalent physical experiments based on a self-developed wellbore
simulation device and observed that the cement sheath enters a plastic state under high
internal casing pressure conditions, and interface debond occurs during the unloading
stage, eventually leading to gas channeling.

In addition to experimental methods, several scholars have established theoretical
models to predict whether the cement sheath generates a micro annulus under wellbore
loads. Mueller et al. [19] used the finite element method to analyze the micro annulus
of the cement sheath and noted that temperature changes lead to the bonding failure of
the interface. Chu et al. [20] used the Mohr–Coulomb criterion as the yield criterion to
establish an elastoplastic mechanical model of the cement sheath, and based on Jackson’s
experimental parameters, evaluated the size of the micro annulus generated at the cement
sheath interface during the unloading stage. Dusseault et al. [21] and Taleghani et al. [22]
also highlighted that the cement sheath may produce an interface micro annulus under
cycling temperature and pressure conditions. Through theoretical analysis of the failure
mode of the cement sheath of gas storage wells, Zhang et al. [23] indicated that the interface
debonding and micro annulus generation occurs when the interface tensile stress is greater
than the bonding strength during the unloading stage. Chen et al. [24] noted that when
the cement sheath completely enters the plastic state, a larger micro annulus may be
generated when the internal casing pressure decreases. They recommended the limitation
of the phenomenon of the wellbore cement sheath completely entering the plastic state.
Zhao et al. [25] reported that the decrease in the temperature in the wellbore during
fracturing influences the stress distribution of the cement sheath and may lead to tensile
failure of the cement sheath.

According to the abovementioned studies, a cement sheath is expected to undergo
plastic deformation under the influence of the internal casing pressure and generate a micro
annulus during the unloading stage. In addition, temperature changes are expected to
adversely influence the cement sheath interface bonding. In the actual wellbore operation,
as shown in Figure 1, the temperature and pressure change during the acid-fracturing
are the most severe. Acid-fracturing refers to the process of artificially creating fractures
in the formation by pumping the acid-fracturing fluid into the formation, which can
effectively improve the seepage characteristics of the formation. Due to the pumping of
the acid fracturing fluid, the temperature in the wellbore will decrease continuously and
the wellbore pressure will increase rapidly. At this time, the cement sheath will withstand
both the wellbore cooling effect and high internal casing pressure. However, in existing
research, the actual conditions of “high-pressure expansion” and “cooling contraction” of
the cement sheath during acid-fracturing have been neglected; in particular, the influence
of the cooling effect in the acid-fracturing process on the cement sheath interface and micro
annulus. Therefore, the theoretical analysis results may deviate from the actual wellbore.
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Notably, the oil and gas industry lack an elastoplastic mechanical model of oil-well cement
that can consider the acid-fracturing conditions and integrate the effects of the wellbore
pressure loads and cooling phenomena.

Figure 1. Schematic diagram of acid-fracturing and the change rule of the temperature and pressure
during acid-fracturing.

Considering these aspects, this study was aimed at establishing an elastoplastic model
that can describe the mechanical integrity of the cement sheath under acid-fracturing con-
ditions. The proposed model can analyze the yield state of the cement sheath under the
influence of three-dimensional principal stress and consider the effect of the differential tem-
perature stress generated by the wellbore cooling on the cement sheath interface debonding
and micro annulus generation from the beginning to the end of acid fracturing. The accu-
racy and effectiveness of the elastoplastic model were validated through a comparison with
the elastoplastic analysis results of cement sheaths associated with Chu and Jackson [20].
In addition, based on the wellbore conditions of a high-temperature and high-pressure gas
well, the generation mechanism and development law of the cement sheath micro annulus
during and after the acid-fracturing process were clarified. The proposed model was
expected to effectively restore the stress state of the cement sheath under acid-fracturing
conditions and ensure that the analysis results of the cement sheath interface debonding
and micro annulus more accurately represented the state of actual wellbores.

2. Model Establishment
2.1. Mechanical Model of Casing–Cement Sheath-Formation

To establish the elastoplastic model of the cement sheath, the following assumptions
are implemented [20]:

1. The casing and formation are elastomers, the cement sheath is an elastoplastic ma-
terial, and the yield condition of the cement sheath satisfies the twin-shear unified
strength theory;

2. The casing, cement sheath, and formation correspond to homogeneous and
isotropic materials;

3. The casing is centered, and the cementing quality is good.

Tensile stress and compressive stress are defined as normal and negative stresses,
respectively. Because the radial stress at the inner wall of the cement sheath is always
greater than that at the outer wall, the inner wall of the cement sheath yields first as the
internal casing pressure increases during acid fracturing. With the gradual expansion of
the plastic zone of the cement sheath, the cement sheath can be divided into a plastic zone
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and an elastic zone. When the pressure reaches a critical value, the cement sheath enters
the plastic state. The case in which the casing, formation, and cement sheath are in the
elastoplastic state is illustrated in Figure 2.

Figure 2. Schematic of casing–elastoplastic cement sheath-formation combination.

where σr, σθ , and σz represent the radial, circumferential, and axial stresses (MPa), respec-
tively. Pi, P1, Pp, P2, and Po represent the internal casing pressure, casing–plastic cement
sheath interface contact pressure, plastic cement sheath–elastic cement sheath interface
contact pressure, elastic cement sheath-formation interface contact pressure, and formation
pressure (MPa), respectively. ri, r1, rp, r2, and ro represent the radius of the casing inner
wall, plastic cement sheath inner wall (casing outer wall), plastic–elastic interface of cement
sheath, elastic cement sheath outer wall (formation inner wall), and formation outer wall
(mm), respectively. The 0 represents the origin of coordinates. r represents the distance
from the center of the wellbore (mm). σ represents the magnitude of stress (MPa).

2.1.1. Stress and Displacement Analysis of the Plastic Cement Sheath

The cement sheath is divided into the plastic and elastic zones, and the zones are
separately discussed. The plastic zone cement sheath is represented as the area pertaining
to r1 ≤ r ≤ rp in Figure 2. Because the cement sheath bears radial, circumferential, and
axial stresses in the wellbore, the twin-shear unified strength theory considering the three-
dimensional principal stress is selected to define the yield criterion for the plastic zone of
the cement sheath [26]. The relevant theoretical equations are





F = 1
α σ1 − 1

1+b (bσ2 + σ3) = σc

(
σ2 ≤ σ1+ασ3

1+α

)

F′ = 1
α(1+b) (σ1 + bσ2)− σ3 = σc

(
σ2 ≥ σ1+ασ3

1+α

) (1)

where σ1, σ2, and σ3 represent the maximum, intermediate, and minimum principal stresses
(MPa), respectively. σc represents the yield strength (MPa). α and b represent the tensile-
compression strength ratio (MPa) of the material and weight coefficient used to reflect the
influence of the intermediate principal stress, respectively. b can be defined as

b =
1 + α− B

B− 1
(2)

where B denotes the tensile-shear strength ratio (MPa).
When the wellbore cement sheath bears the load from the formation and casing, ra-

dial and circumferential compressive stresses are distributed over the cement sheath (it
may also be tensile stress in the circumferential direction), with the radial compressive
stress being significantly larger than the circumferential stress. Because σ1 ≥ σ2 ≥ σ3, it
can be considered that σ1 = σθ > (or <) 0, σ2 = σz = (σr + σθ)/2, and σ3 = σr <0. More-
over, the tensile-compression strength ratio of cement materials must be less than 1,
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so (σr + σθ)/2 = σ2 ≤ (σθ + ασr)/(1 + α), which is consistent with the first expression
in Equation (1), and the yield condition can be defined as

2 + 2b− αb
2α(1 + b)

σθ −
b + 2

2(1 + b)
σr = σc (3)

Furthermore, the stress components of the cement sheath in the radial and circumfer-
ential satisfy the balance equation:

dσr

dr
+

σr − σθ

r
= 0 (4)

Considering Equations (3) and (4) and the boundary conditions r = r1 and σr = −p1,
the stress distribution equations for the plastic zone of the cement sheath can be solved:





σr =
α

1−α σc −
( r1

r
) 2+2b−2bα−2α

2+2b−bα
[
p1 +

ασc
1−α

]

σθ = α
1−α σc −

(
2α+bα

2+2b−bα

)( r1
r
) 2+2b−2bα−2α

2+2b−bα
[
p1 +

ασc
1−α

] (5)

Considering the boundary conditions r = rp and σr = −p1, the contact pressure of the
elastoplastic interface of the cement sheath can be determined:

pp =

(
r1

rp

) 2+2b−2bα−2α
2+2b−bα

[
p1 +

ασc

1− α

]
− α

1− α
σc (6)

Neglecting the plastic cement sheath volumetric strain according to the law of
volume elasticity

εr + εθ =
(1 + v)(1− 2v)

E
(σr + σθ) (7)

where εr and εθ represent the radial and circumferential strains, respectively. E represents
the Young’s modulus (MPa). v represents the Poisson’s ratio.

According to the geometry equation,
{

εr = du/dr

εθ = u/r
(8)

where u represents the displacement (mm).
By substituting Equations (5) and (8) into Equation (7), the displacement of the plastic

zone ucp of the cement sheath can be determined as

ucp =
(1 + vc)(1− 2vc)

Ec

[(
ασc

1− α

)
r−

(
p1 +

ασc

1− α

)
r1

2+2b−2bα−2α
2+2b−bα r(

2α+bα
2+2b−bα )

]
+

K
r

(9)

where ucp denotes the displacement of the plastic cement sheath (mm). Ec represents the
Young’s modulus of the cement sheath (MPa). vc represents the Poisson’s ratio of the
cement sheath. K is the integral constant, which is an unknown quantity, and r corresponds
to any radial position in the plastic zone (mm). The displacement at the outer boundary of
the plastic zone of the cement sheath can be defined as:

ucpi = −
(1 + vc)(1− 2vc)

Ec
p1r1 +

K
r1

(10)

ucpo =
(1 + vc)(1− 2vc)

Ec

[
ασc

1− α
rp −

(
p1 +

ασc

1− α

)
r1

2+2b−2αb−2α
2+2b−bα r

2α+bα
2+2b−bα
p

]
+

K
rp

(11)

where ucpi and ucpo denote the displacements of the inner and outer walls of the cement
sheath plastic zone (mm), respectively.
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2.1.2. Stress and Displacement Analysis of the Elastic Cement Sheath

The elastic zone of the cement sheath can be evaluated considering the Lame for-
mula [27] for elastic mechanics. The elastic zone in Figure 2 refers to the area corresponding
to rp ≤ r ≤ r2. The pressure of the elastic inner wall and outer wall is pp and p2, respectively.
In this manner, the expressions for the radial stress σrc and circumferential stress σθc of the
cement sheath can be derived:





σrc =
r2

2(p2−pp)
r2

2−rp2 +
rp

2 pp−r2
2 p2

r2
2−rp2

σθc =
r2

2(pp−p2)
r2

2−rp2 +
rp

2 pp−r2
2 p2

r2
2−rp2

(12)

In addition, the radial stress at the boundary and elastic—plastic interface in the elastic
zone satisfies the yield criterion. Thus, the equation for the contact pressure p2 of the
cement sheath-formation interface can be defined as

p2 =
1

r2
2(2 + 2b− αb)

{[
(1− α + b− αb)r2

p + (1 + α + b)r2
2

]
pp − α(1 + b)

(
r2

2 − r2
p

)
σc

}
(13)

The radial displacement at the inner and outer boundaries of the elastic zone of the
cement sheath can be determined through the theoretical displacement formula of the
thick-walled cylinder [27]:

ucei =
(1− 2νc)r3

p + (1 + vc)rpr2
2

Ec

(
r2

2 − r2
p

) pp −
(2− νc)rpr2

2

Ec

(
r2

2 − r2
p

) p2 (14)

uceo =
(2− νc)r2

pr2

Ec

(
r2

2 − r2
p

) pp −
(1− 2νc)r3

2 + (1 + vc)r2
pr2

Ec

(
r2

2 − r2
p

) p2 (15)

where ucei and uceo denote the boundary displacement of the inner and outer elastic zone
(mm), respectively.

2.1.3. Continuity Condition and Model Solution

Because the casing, cement sheath, and formation are in close contact, under the action
of the casing pressure and formation pressure, the displacement of the outer wall of the
casing (uso) is equal to that of the inner wall of the cement sheath, and the displacement of
the outer wall of the cement sheath is equal to that of the inner wall of the formation (ufi).
The displacements at the elastic–plastic boundary of the cement sheath are also equal [20].
This state corresponds to the continuity condition of the casing–elastic–plastic cement
sheath-formation combination, which can be characterized by the following equations:





uso = ucpi
ucpo = ucei
uceo = u f i

(16)

where:

uso =
1

Es
(
r2

1 − r2
i
)
[
(1− 2νs)

(
r2

i pi − r2
1 p1

)
r1 + (1 + νs)r2

i r2
1(pi − p1)

1
r1

]
(17)

u f i =
1

E f
(
r2

o − r2
2
)
[(

1− 2ν f

)(
r2

2 p2 − r2
o po

)
r2 +

(
1 + ν f

)
r2

2r2
o(p2 − po)

1
r2

]
(18)

where Es and Ef denote the Young’s modulus of the casing and the formation (MPa),
respectively, and vf denotes the Poisson’s ratio of the casing and the formation, respectively.

By combining Equation (16) with Equations (6) and (13) and substituting the values of
the casing, cement sheath, and formation sizes, the mechanical properties, internal casing
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pressure, and formation pressure, as well as the unknowns p1, pp, p2, rp, and K, can be
determined. Thus, the stress and displacement at any position inside the casing–elastic–
plastic cement sheath-formation combination can be determined.

2.2. Differential Temperature Stress Model of Casing–Cement Sheath-Formation

The differential temperature stress of the casing, cement sheath, and formation can be
solved using elastic mechanics [28]. The corresponding model and solution method are
presented in Appendix A; in cases 1–3, the cement sheath is in the elastic state, elastic–plastic
state, and plastic state, respectively.

2.3. Combined Stress Calculation Model of Casing–Cement Sheath-Formation

Under the combined influence of the wellbore temperature change and acid fracturing,
the casing–cement sheath-formation combination simultaneously bears the differential
temperature stress and pressure load, and the superposition of the two loads correspond to
the combined stress: {

∑ σr = σr + σt
r

∑ σθ = σθ + σt
θ

(19)

where σ and σt represent the stresses caused by the wellbore pressure and the tempera-
ture difference of the wellbore (MPa), respectively. Subscript r and θ denote radial and
circumferential directions, respectively.

During acid fracturing, the wellbore load is rapidly transmitted to the bottom of the
well. As construction progresses, the temperature at the bottom of the well gradually
decreases. Therefore, in the calculation, first, the elastic–plastic interval of the cement
sheath and interface contact pressure must be analyzed according to the wellbore load.
Subsequently, the differential temperature stress calculation methods must be identified
according to the elastic–plastic interface position. Finally, the stress and displacement must
be superimposed under the influence of the fracturing load. The combined stress and
displacement of the casing–cement sheath-formation combination can thus be determined.

2.4. Calculation of Micro Annulus during Acid Fracturing

During acid fracturing, the cement sheath is simultaneously subjected to high pressure
and cooling effects. When the temperature decreases, the cement sheath undergoes “chilling
shrinkage”, which may lead to the generation of radial tensile stress at the interface. If
the cement sheath is in a plastic state, a micro annulus may be generated. Therefore, a
calculation method for the micro annulus in the acid-fracturing process is established,
considering the casing–cement sheath interface as an example.

Considering the assumption specified in Section 2.1, the highest casing pressure is
defined as pim, and the pressure values of the inner wall, elastic–plastic interface, and outer
wall of the cement sheath are pp

1m, pp
p, and pp

2m, respectively. During acid fracturing,
the pressure in the casing remains constant. Changes in the size of the casing–cement
sheath-formation combination and position of the elastic–plastic interface of the cement
sheath under the above-mentioned wellbore load conditions are identified.

The displacement of the casing inner wall, usim, under the action of the internal casing
pressure and the formation pressure can be expressed as:

usim =
1 + vs

Es

r2
1ri + (1− 2vs)r3

i
r2

1 − r2
i

pim −
1 + vs

Es

2(1− vs)r2
1ri

r2
1 − r2

i
pp

1m
(20)

The displacements of the inner wall of the casing, inner and outer walls of the ce-
ment sheath, and the elastic–plastic boundary have been specified in Section 2.1. The
displacement of the formation outer wall ufom under the acid-fracturing load is expressed as

u f om =
1 + v f

E f

2
(

1− v f

)
r2

2ro

r2
o − r2

2
pp

2m
−

1 + v f

E f

r2
2ro +

(
1− 2v f

)
r3

o

r2
o − r2

2
po (21)
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By setting the wellbore size as the initial wellbore size, the method described in
Section 2.2 is used to calculate the differential temperature stress. Before acid fracturing is
initiated, the temperature in the wellbore is constant, which also represents the formation
temperature. The differential temperature stress is zero. As the acid fracturing is initiated,
the temperature in the wellbore gradually decreases. At the moment when the wellbore
temperature is at its lowest, the temperatures of the inner and outer walls of the casing are
recorded as t1m and t2m, respectively. The temperatures of the inner and outer walls of the
formation are recorded as t3m and t4m, respectively, and the temperature at the elastic-plastic
interface of the cement sheath is defined as tpm.

When the wellbore temperature is minimized, the cement sheath interface exhibits
sufficient bonding strength. Moreover, the casing–cement sheath-formation combination is
in close contact, and thus, the displacement continuity condition is satisfied. According
to Appendix A, the radial stress at the inner and outer walls of the cement sheath and
elastic–plastic interface can be calculated:





σt
1m = − EcpC1cp

′
(
1 + vcp

)(
1− 2vcp

) +
EcpC2cp

′
(
1 + vcp

)
r2

1

σt
p =

Ecpαcp(
1− vcp

)
r2

p

rp∫

r1

trdr− EcpC1cp
′

(
1 + vcp

)(
1− 2vcp

) +
EcpC2cp

′
(
1 + vcp

)
r2

p

σt
2m =

Eceαce

(1− vce)r2
2

r2∫

rp

trdr− EceC1ce
′

(1 + vce)(1− 2vce)
+

EcpC2ce
′

(1 + vce)r2
2

(22)

where σt
1m and σt

2m denote the stresses of the cement sheath inner and outer walls (MPa)
caused by the temperature difference of the wellbore, respectively. σt

p denotes the differen-
tial temperature stress at the elastic–plastic cement sheath interface (MPa).

To ensure that the cement sheath does not exhibit interface bonding failure, the
combined stress at the inner and outer walls of the cement sheath must satisfy

{
σt

1m + σ
p
1m ≥ σ1b

σt
2m + σ

p
2m ≥ σ2b

(23)

where σp
1m and σp

2m denote the stresses of the cement sheath inner and outer walls (MPa),
respectively, with pp

1m = −σp
1m and pp

2m = −σp
2m; and σ1b and σ2b denote the bonding

strength of the cement sheath inner and outer walls (MPa), respectively.
If the inner and outer walls of the cement sheath are subjected to tensile stress that is

less than the interface bonding strength, the cement sheath can exhibit adequate interface
sealing performance. If the tensile stress is greater than the interface bonding strength, a
micro annulus may be generated.

For example, for the inner wall of the cement sheath, when the tensile stress at the
interface is greater than the bonding strength of the casing and the cement sheath, the
casing and cement sheath are debonded, and the contact pressure between the two entities
becomes zero. At this time, the casing bears the load pim associated with the acid-fracturing
and contact pressure p1m (=0), and the displacement of the casing outer wall (up

som) can be
expressed as

up
som =

1 + vs

Es

2(1− vs)r2
i r1

r2
1 − r2

i
pim (24)

When the casing and the cement sheath are debonded, the inner and outer walls of
the casing are free to deform. Because rapid heat transfer occurs inside the casing, it can
be considered that no temperature difference exists between the inner and outer walls.
Therefore, the differential temperature stress caused by the temperature difference acting
on the casing disappears, and the displacement caused by the differential temperature
stress is zero.
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After the interface is debonded, the pressure on the cement sheath inner wall is zero.
The pressure on the inner wall of the cement sheath decreases from p1m to zero. This process
corresponds to elastic unloading. The radial displacement of the cement sheath inner wall
under the fracturing load (up

cim) is the sum of the boundary displacement in the plastic
zone (up

cpim) and inner wall displacement at the time of debonding:

up
cim = up

cpim +
1 + vc

Ec

r1r2
2 + (1− 2vc)r3

1
r2

2 − r2
1

(
−pp

1m

)
− 1 + vc

Ec

2(1− vc)r1r2
2

r2
2 − r2

1

(
pp

2m
′ − pp

2m

)
(25)

where p2m’ represents the contact pressure of the cement sheath outer wall when the contact
pressure of the cement sheath inner wall is zero in the acid-fracturing stage (MPa).

In addition, the inner wall of the cement sheath exhibits displacement ut
ci caused by

the differential temperature stress. Owing to the interface debonding, the radial differential
temperature stress at the inner wall of the cement sheath is zero. However, the outer wall of
the cement sheath is still in close contact with the ground, and thus, under the temperature
difference, a differential temperature stress exists inside the cement sheath.

Because the cement sheath undergoes elastic unloading, in the analysis of the differen-
tial temperature stress, the cement sheath and formation are considered a combined body.
At this time, taking the displacement at the cement sheath-formation interface is equal as
the continuity condition; taking the temperature difference stress between the inner wall of
the cement sheath and the outer wall of the formation is zero as the boundary condition.
Equation (26) is established to calculate the radial differential temperature stress at the
cement sheath-formation interface:





− Ecαc

(1− vc)r2
2

r2∫

r1

trdr +
EcC1

′

(1 + vc)(1− 2vc)
− EcC2

′

(1 + vc)r2
2
−

E f C1
′′

(
1 + v f

)(
1− 2v f

) +
E f C2

′′
(

1 + v f

)
r2

2

= 0

(
1 + vc

1− vc

)
αc

r2

r2∫

r1

trdr + C1
′r2 +

C2
′

r2
− C1

′′ r2 −
C2
′′

r2
= 0

EcC1
′
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(26)

C1
′, C2

′, C1”, and C2” are solved and substituted into the displacement equations of
the differential temperature stress. Subsequently, the displacement, ut

cim, of the cement
sheath inner wall can be determined. The displacement when the cement sheath inner wall
is debonded from the interface during the acid-fracturing process (ucim) is

ucim = up
cim + ut

cim (27)

Therefore, the micro annulus at the inner wall of the cement sheath (dm) can be
calculated using the following equation:

dm = ucim − usom (28)

where usom represents the displacement when the casing outer wall is debonded from the
interface during the acid-fracturing process (mm).

2.5. Calculation of Micro Annulus after Acid Fracturing

In contrast to the wellbore seal failure mechanism in which the cement sheath is
affected by cooling during acid fracturing, thereby producing the micro annulus, after the
acid fracturing, the temperature in the wellbore is relatively static and does not increase
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rapidly. However, the internal casing pressure rapidly decreases, and the contact pressure
acting on the inner and outer walls of the cement sheath also decreases. The interface of
the cement sheath may be affected by the pressure in the wellbore, resulting in the risk
of debonding.

It is assumed that the combined stress in the acid-fracturing stage does not generate a
micro annulus in the cement sheath. At the end of fracturing, the casing pressure decreases
to pin, and the pressures of the inner and outer walls of the cement sheath are pp

1n and pp
2n,

respectively. The calculation method is described in Appendix B. The differential tempera-
ture stress is solved like that described in the previous section: Under the highest internal
casing pressure, the size of the casing–cement sheath-formation combination is determined,
and the differential temperature stress under the temperature difference condition in the
wellbore at the end of the fracturing is calculated considering this size. Assuming that
the interface does not debond, the contact pressure caused by the temperature difference
between the inner and outer walls of the cement sheath can be expressed as pt

1n and pt
2n.

The solution method is described in Appendix A. The combined contact pressure of the
inner and outer walls of the cement sheath is

{
p1n = pt

1n + pp
1n

p2n = pt
2n + pp

2n
(29)

where p1n and p2n represent the combined contact pressure of the inner and outer walls of
the cement sheath (MPa), respectively.

When the combined contact pressure is negative and positive, respectively, this means
that the corresponding combined stress is compressive stress and tensile stress. When
the tensile stress as the combined stress is greater than the interface bonding strength, the
cement sheath produces a micro annulus. The schematic diagram is shown in Figure 3.

Figure 3. Schematic diagram of the micro annulus generation.

For example, if the casing and cement sheath interface debonds, the contact pressure
between the cement sheath and casing is zero. The displacement of the outer wall of
the casing and the inner wall of the cement sheath at the end of fracturing is calculated
using the method described in Appendix B. The temperature difference and differential
temperature stress of the cement sheath in the wellbore are calculated using the method
described in Section 2.2. The following expression can be obtained:

ucin = up
cin + ut

cin (30)
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where ucin, up
cin, and ut

cin denote the displacements (mm) of the inner wall of the cement
sheath, cement sheath affected by the unloading pressure, and cement sheath affected by
the differential temperature stress, at the end of fracturing, respectively.

The size of the cement sheath micro annulus (dn) at the end of fracturing can be
calculated as

dn = ucin − uson (31)

where uson denotes the displacement of the outer wall of the casing after acid-fracturing (mm).

3. Case Study

The twin-shear unified strength theory and the Mohr–Coulomb criterion are used
as the yield criteria to compare and analyze the plastic change of cement sheath under a
given pressure load. The influence of the different yield criteria on the development of
the plastic zone of the cement sheath, interface contact pressure, and micro annulus is
discussed. Considering the example of a high-pressure deep well, the elastic–plastic change
in the cement sheath and generation of micro annulus under the combined influence of the
temperature and pressure during acid fracturing are analyzed.

3.1. Influence of Yield Criterion on Elastic–Plastic Change and Micro Annulus of the
Cement Sheath

Chu et al. [20] used the Mohr–Coulomb criterion as the yield criterion and analyzed
the changes in the micro annulus of the cement sheath based on the test data reported
by Jackson et al. [29]. In the experiment conducted by Jackson et al., the cement sheath
was maintained between the inner and outer casings, and the gas channeling flow rate
of the cement sheath was determined by applying gas channeling pressure on the end of
the cement sheath and gradually increasing the internal casing pressure. The objective
was to identify the damage to the cement sheath or failure of the interface seal. According
to the experimental results, when the internal casing pressure increased to 69 MPa, no
gas channeling flow was detected, indicating that the cement sheath was not damaged.
However, gas channeling occurred during the pressure drop in the casing, likely owing to
the failure of the interface seal caused by the micro annulus.

In this study, the abovementioned working conditions and parameters listed in Table 1
are used to calculate the elastic–plastic and micro annulus changes associated with the
cement sheath through the Mohr–Coulomb criterion and twin-shear unified strength theory.

Table 1. Parameters in Jackson et al.’s experiment and Chu et al.’s theoretical calculation [20,29].

Inner radius of inner casing (mm) 54.3 Outer radius of inner casing (mm) 63.5

Inner radius of outer casing (mm) 77.39 Outer radius of outer casing (mm) 88.9

Casing internal pressure (MPa) 69 Casing external pressure (MPa) 0

Young’s modulus of casing (GPa) 210 Poisson’s ratio of casing 0.3

Young’s modulus of cement sheath (GPa) 13.8 Poisson’s ratio of cement sheath 0.25

Internal friction angle of cement sheath (◦) 30 Cement sheath cohesion (MPa) 5.77

3.1.1. Development of Plastic Zone of the Cement Sheath during Loading

The change in the elastic–plastic boundary of the cement sheath when the internal
casing pressure increases from 0 to 69 MPa is calculated, as shown in Figure 4.

The calculation results obtained using the Mohr–Coulomb criterion show that when
the internal casing pressure increases to 30 MPa, the inner wall of the cement sheath begins
to enter a critical state of plastic yield. The elastic–plastic boundary of the cement sheath
gradually expands to the outer wall of the cement sheath, until 53.5 MPa, and the cement
sheath enters the plastic state. The calculation results based on the twin-shear unified
strength theory demonstrate that the cement sheath enters the critical state of plastic yield
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when the internal casing pressure is 28.1 MPa, and the cement sheath completely enters the
plastic state when the internal casing pressure is 51.7 MPa.

Figure 4. Development of elastic–plastic boundary of cement sheath under different yield criteria.

Therefore, the elastic–plastic analysis results of the cement sheath when the Mohr–
Coulomb criterion is used as the yield criterion are conservative [30]. This result occurs be-
cause the Mohr–Coulomb criterion ignores the influence of the intermediate
principal stress [31].

3.1.2. Contact Pressure of the Cement Sheath

As the internal casing pressure increases, the contact pressure changes at the casing-
cement sheath interface and cement sheath-formation interface are calculated, as shown
in Figure 5. As the pressure increases, the contact pressure of the cement sheath is always
positive. Figure 6 shows the interface stress of the cement sheath when the internal casing
pressure decreases from 69 MPa to zero. The compressive stress at the casing–cement sheath
interface is higher than that at the cement sheath-formation interface in the initial stage of
the decrease of the internal casing pressure. As the internal casing pressure decreases, the
difference in the interface stress gradually decreases. As the internal casing pressure further
decreases, the casing–cement sheath interface exhibits tensile stress until the pressure
decreases to zero. The tensile stress at the casing–cement sheath interface is higher than
that of the outer wall. Therefore, the casing–cement sheath interface is highly prone to
tensile debonding.

Figure 5. Change in the contact pressure at the cement sheath interface during loading.

226



Processes 2022, 10, 966

Figure 6. Interface stress change in the cement sheath during unloading.

The results obtained using the Mohr–Coulomb criterion and twin-shear unified
strength theory are compared. In the unloading process, the combined stress calculated
using the Mohr–Coulomb criterion is greater than that calculated using the twin-shear
unified strength theory. However, the tensile stress obtained by the twin-shear unified
strength theory under a low internal casing pressure is larger, indicating that the cement
sheath interface calculated using this theory is more prone to bonding failure. Moreover,
the results calculated using the Mohr–Coulomb criterion are conservative.

3.1.3. Micro Annulus of the Cement Sheath

When the interface bonding strength is 2 MPa, the micro annulus change at the casing—
cement sheath interface is calculated under the abovementioned conditions, as shown in
Figure 7. In the initial stage, when the internal casing pressure decreases, the interface of the
casing and cement sheath are not yet debonded, and the displacement of the two entities is
the same. As the internal casing pressure further decreases and the casing–cement sheath
interface exhibits tensile stress that is greater than the bonding strength, the casing and
cement sheath debond. At this time, the inner wall of the cement sheath suddenly retracts
and becomes stationary. The casing continues to retract until the internal casing pressure
decreases to zero. This phenomenon occurs because the cement sheath expands under
tensile stress. When the interface is debonded, the tensile stress of the cement sheath returns
to zero, and the cement sheath shrinks. The casing deforms considerably and continues to
deform as the internal casing pressure decreases.

Figure 7. Change in the cement sheath micro annulus in the unloading stage.

227



Processes 2022, 10, 966

In addition, when the twin-shear unified strength theory is used for calculation,
the cement sheath generates the micro annulus (0.0174 mm) earlier in the unloading
stage, and this micro annulus is larger than that determined using the Mohr–Coulomb
criterion (0.0154 mm). The difference between the calculation results and those reported
in the literature can be attributed to the different assumptions regarding the interface
bonding strength.

3.2. Analysis of Plastic Deformation and Micro Annulus of Cement Sheath in HTHP Wells during
Acid Fracturing

The twin-shear unified strength theory considers the influence of the intermediate
principal stress, thereby avoiding the conservativeness associated with the Mohr–Coulomb
criterion in the elastic–plastic analysis of the cement sheath. Therefore, the twin-shear
unified strength theory is considered as the yield criterion, and a gas well in western China
is considered as an example for calculation. The elastic–plastic change in the cement sheath
and generation of micro annulus under changes in the acid-fracturing temperature and
pressure are examined.

The well has a five-segment vertical well structure, and the cement sheath 6745 m deep
in the acid-fracturing section is considered as the analysis object. The formation pressure at
this depth is 115 MPa, the formation temperature is 168.2 ◦C, the displacement is 6 m3/min,
and the acid-fracturing time is 1 h. The wellbore structure parameters are listed in Table 2.

Table 2. Wellbore structure parameters of the high-pressure gas well.

Segment Drill Size
(mm)

Casing Size
(mm)

Casing Thickness
(mm)

Casing Shoe
Position (m)

Cement Slurry Back
to High (m)

1 660.4 508 12.70 200 0
2 444.5 365.13 13.88 4340 0
3 333.4 273.05 13.84 6466 0
4 241.3 201.7 15.12 6250 6700
5 168.3 139.7 12.09 7040 6700

The composition of the cement slurry: Aksu class G cement + 28% ganister sand
(SiO2) + 7% micro-silicon + 1.35% channeling agent (FlOK-2) + 4.5% fluid loss agent
(FS-23L) + 3% drag reducer (FS-13L) + 3% retarder (HX-13L) + 0.2% defoaming agent
(DF-A) + 4.5% industrial salt + water; the density is 1.95 g/cm3. The physical parameters
of the casing, cement sheath, and formation are listed in Table 3.

Table 3. Physical parameters of the casing, cement sheath, and formation.

Parameters Value Parameters Value

Thermal expansion coefficient of casing 1.3 × 10−5 1/◦C Thermal expansion coefficient of cement sheath 1.5 × 10−5 1/◦C
Thermal expansion coefficient of formation 7 × 10−5 1/◦C Young’s modulus of casing 210,000 MPa

Poisson’s ratio of casing 0.3 Young’s modulus of cement sheath 13,800 MPa
Poisson’s ratio of cement sheath 0.25 Young’s modulus of formation 29,500 MPa

Poisson’s ratio of formation 0.33 Cement sheath bond strength 4 MPa

It should be noted that the parameters in Tables 2 and 3 are derived from the field
engineering design.

3.2.1. Combined Stress Distribution of the Cement Sheath in the Wellbore

The acid-fracturing fluid density is 1.04 g/cm3, pump pressure is approximately
150 MPa, and friction resistance is approximately 60 MPa. The stress distribution of the
cement sheath at the end of the cementing is considered as the initial state, and the elastic–
plastic change in the cement sheath during acid fracturing is analyzed, as shown in Figure 8.
When the internal casing pressure increases by 30.5 MPa, the cement sheath begins to enter
the plastic state. When the internal casing pressure increases to the highest, the radius of
the elastic–plastic boundary of the cement sheath is 80.34 mm.
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Figure 8. Elastic–plastic interface of the cement sheath during acid fracturing.

The stresses of the elastic–plastic cement sheath associated with the acid-fracturing
load and differential temperature stress are added to determine the combined stress distri-
bution of the cement sheath. Considering the temperature of the wellbore in a static state as
the initial condition, the Hasan formula [32,33] is used to calculate the temperature change
in the wellbore and temperature distribution of the cement sheath at 6745 m under acid-
fracturing conditions. The calculation results are shown in Figure 9. During acid fracturing,
the temperature of the wellbore continues to decrease. After 1 h, the wellbore temperature
decreases to approximately 64.8 ◦C, and the temperature of the cement sheath gradually
decreased owing to acid fracturing. However, the temperature difference between the inner
and outer interfaces of the cement sheath is relatively small (~3 ◦C).

Figure 9. Wellbore temperature and temperature distribution of the cement sheath.

After determining the temperature distribution of the wellbore, the differential tem-
perature stress of the cement sheath is calculated considering the temperature difference
between the casing–cement sheath-formation combination and elastic–plastic state of the
cement sheath (Case 2 in Appendix A), as shown in Figure 10. The radial differential
temperature stress of the cement sheath corresponds to continuous tensile stress. As
the construction time increases, the tensile stress gradually increases. The differential
temperature stress in the circumferential direction of the cement sheath is dominated by
compressive stress. The circumferential differential temperature stress between the plastic
and elastic zones of the cement sheath is discontinuous, and the compressive stress in the
plastic zone is greater than that in the elastic zone.
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Figure 10. Differential temperature stress of cement sheath during acid fracturing. (a) Radial
differential stress; (b) Circumferential differential stress.

Equation (19) can be used to determine the combined stress distribution of the ce-
ment sheath, as shown in Figure 11. The radial combined stress of the cement sheath is
continuous, and the circumferential combined stress is discontinuous. In the initial stage
of acid fracturing, the cement sheath exhibits compressive combined stress in the radial
direction and tensile combined stress in the circumferential direction. At this time, if the
tensile combined stress in the circumferential direction of the cement sheath exceeds the
tensile strength of the cement sheath, the cement sheath may undergo tensile failure, failing
the wellbore seal. As the acid fracturing progresses, the circumferential stress of the cement
sheath is affected by the differential temperature stress, which gradually transforms into
compressive stress, and the risk of tensile failure of the cement sheath decreases. However,
the combined stress in the radial direction of the cement sheath is transformed into tensile
stress. When the tensile combined stress at the interface of the cement sheath in the plastic
zone is greater than the bonding strength, the interface micro annulus may be generated
during acid fracturing.

Figure 11. Combined stress of cement sheath during acid fracturing. (a) Radial combined stress;
(b) Circumferential combined stress.

3.2.2. Micro Annulus of Cement Sheath during Acid Fracturing

The method described in Section 2.4 is used to analyze the influence of the cooling
effect on the cement sheath micro annulus during acid fracturing. As can be seen from
Figure 8, the cement sheath does not completely enter the plastic state, and thus, although
the tensile stress at the outer wall of the cement sheath is higher, the cement sheath-
formation interface does not debond.

Analysis of the casing–cement sheath interface indicates that the cement sheath un-
dergoes plastic deformation, and the interface is influenced by the combined effect of the
wellbore load and temperature difference, which generates tensile stress. Considering the
combined stress at the acid-fracturing time of 3600 s, the casing–cement sheath interface
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displacement before the interface debonding is calculated, and the results find that the
interface displacement is −0.015 mm (the displacement to the center of the wellbore is
defined as negative), indicating that the cement sheath “shrinks” in the wellbore under the
influence of acid-fracturing load and temperature. Moreover, the tensile combined stress at
the interface exceeds the bonding strength, and the risk of debonding at the interface exists.

Continue to calculate the displacement of the casing and cement sheath after debond-
ing, at this time, the contact stress at the casing–cement sheath interface can be considered
zero. The calculation results show that owing to the high internal casing pressure, the
casing is displaced (0.05 mm) in the direction of the formation. The cement sheath is
affected by the formation pressure and differential temperature stress, and its inner wall is
displaced (0.002 mm) in the direction of the formation. Because the displacement of the
outer wall of the casing is considerably greater than that of the inner wall of the cement
sheath, the casing and cement sheath remain in close contact. However, because the stress
at the interface satisfies the debonding conditions, the casing–cement sheath interface
is considered to debond. Meanwhile, the debonded casing is influenced by the internal
pressure and expands, resulting in close contact between the casing and cement sheath.

In addition, the tensile combined stress of the cement sheath-formation interface is
higher than that of the casing–cement sheath interface. To analyze whether the cement
sheath-formation interface debonds and produces a micro annulus during acid fracturing,
we assume that the cement sheath has a lower yield strength and a higher temperature
difference between the inner and outer walls. In this scenario, the cement sheath can fully
enter the plastic state, which increases the risk of micro annulus generation.

The calculation finds that the displacement of the cement sheath-formation interface
before debonding under the assumed conditions is −0.032 mm, indicating that the cement
sheath is in a compressed state. Under the effect of the differential temperature stress,
the cement sheath-formation interface is subjected to tensile stress, the interface debonds,
and a 0.004 mm micro annulus is generated between the outer wall of the cement sheath
and formation.

Overall, during acid fracturing, the cement sheath is expected to undergo plastic
deformation, and a radial tensile combined stress is expected to be distributed. The tensile
stress at the cement sheath-formation interface is greater than that at the casing–cement
sheath interface. According to the calculations based on wellbore conditions, although
interface debonding occurs at the casing–cement sheath interface, the micro annulus is not
generated under the influence of the internal casing pressure. When the cement sheath
completely enters the plastic state, interface debonding may occur at the cement sheath-
formation interface, and the interface micro annulus may be generated, owing to the
temperature difference of the wellbore.

3.2.3. Micro Annulus of Cement Sheath after Acid Fracturing

The method described in Section 2.5 is used to analyze the generation of the cement
sheath micro annulus after acid fracturing, based on the original wellbore working con-
ditions. According to existing research, the casing–cement sheath interface undergoes
debonding during acid fracturing; however, because of the internal casing pressure, the
casing and cement sheath remain in close contact. As described in this section, the micro-
annulus size of the cement sheath interface can be obtained by calculating the internal
casing pressure under the condition of interface debonding, and the displacement of the
outer wall of the casing is less than that of the inner wall of the cement sheath. In the
calculation, it is considered that the rate of decrease in the internal casing pressure is
considerably greater than the rate of increase in the wellbore temperature. Therefore, the
influence of wellbore temperature changes on the differential temperature stress is ignored
(the differential temperature stress remains constant).

Figure 12 shows the displacement of the casing–cement sheath interface and changes
in the size of the micro annulus after acid fracturing. The casing–cement sheath interface
first shrinks into the wellbore as the internal casing pressure decreases. Next, when the
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displacement of the outer wall of the casing is equal to that of the inner wall, the casing-
cement sheath interface enters a critical state in which the micro annulus is generated. As the
internal casing pressure decreases, the displacement of the outer wall of the casing returns
to the initial state, and the contact pressure between the casing and the cement sheath is
zero. However, the cement sheath-formation combination is influenced by the differential
temperature stress and produces displacement along the direction of the wellbore with the
formation of a micro annulus sized 0.00196 mm.

Figure 12. Displacement and micro annulus of casing–cement sheath interface.

To compare the influence of the differential temperature stress on the cement sheath
micro annulus, the cement sheath interfaces contact pressure during acid fracturing was
calculated based on the same wellbore working conditions while ignoring the differential
temperature stress. As shown in Figure 13, when the differential temperature stress is
ignored, the contact pressure of the cement sheath interface during acid fracturing corre-
sponds to compressive stress. After the acid fracturing, when the internal casing pressure
decreases, the contact pressure of the cement sheath interface transformed to tensile stress
that is less than the interface bonding strength. Therefore, the cement sheath interface will
not debond.

Figure 13. Contact pressure of wellbore cement sheath interface determined without considering the
differential temperature stress. (a) Acid fracturing stage; (b) End of acid fracturing (unloading stage).
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Therefore, in the analysis of the cement sheath interface debonding and micro annulus
formation, it is necessary to consider the effect of the differential temperature stress; other-
wise, the analysis results would be conservative, and the risk associated with the interface
debonding and micro annulus formation may not be captured.

4. Discussion

In this study, the micro annulus caused by the wellbore cooling effect was analyzed;
the study found that the debonding of the cement sheath interface will occur due to the
differential temperature stress during acid-fracturing. Meanwhile, after acid fracturing,
the cement sheath will also be affected by the comprehensive stress, and there was a risk
of micro annulus formation. Among them, it should be noted that, under the wellbore
parameters and conditions in the study, it was found that the elastic–plastic cement sheath
will only cause interface debonding, but will not generate micro annulus in the acid
fracturing stage. This did not mean that there was no risk of cement sheath interface
sealing failure in the actual wellbore acid-fracturing process. The reason was that the
debonded cement sheath interface may break into the acid fracturing fluid, causing cracks
(or micro annulus) to propagate along the interface. The fluid load applied to the debonding
interface of the cement sheath was ignored in our study and this is an aspect that remains
to be studied.

5. Conclusions

To address the interface debonding problem of the cement sheath of high-temperature
and high-pressure wells under acid fracturing, the cement sheath yield and micro annulus
are examined. The plastic deformation of the cement sheath from the beginning to the
end of acid fracturing and the mechanism of micro annulus generation are analyzed. The
influence of the physical parameters of the cement sheath is discussed, and the following
conclusions are derived:

(1) The elastic–plastic mechanical model of cement sheath is established based on the
twin-shear unified strength theory. According to the comparative analysis of the theoretical
and experimental results reported by Chu et al. and Jackson et al., the proposed model can
consider the influence of the intermediate principal stress on the yield state of the cement
sheath, and avoid the conservativeness of the plastic analysis results of the cement sheath
based on the Mohr-Coulomb criterion.

(2) Considering the wellbore load and temperature difference during acid fractur-
ing, calculation models of the combined stress of the casing–cement sheath-formation
combination and interface micro annulus during and after acid fracturing are established.
The models are used to determine the combined stress and displacement of the cement
sheath from the beginning to the end of acid fracturing. The mechanism and develop-
ment law of the micro annulus between the casing–cement sheath interface and cement
sheath-formation interface are analyzed.

(3) During acid fracturing, if the cement sheath is not fully yielded, the casing–cement
sheath interface is influenced by the differential temperature stress, and the interface
debonds. However, under the influence of the internal casing pressure, the casing–cement
sheath interface remains in close contact, and no micro annulus is generated. If the ce-
ment sheath completely enters the plastic state, the cement sheath-formation interface is
more susceptible to differential temperature stress, and interface debonding and micro
annulus occurs.

(4) After acid fracturing, the micro annulus is more likely to be formed at the casing-
cement sheath interface, owing to the decrease in the internal casing pressure. In this
stage, the influence of the temperature difference of the cement sheath must be considered;
otherwise, the analysis results would be conservative, and the risks associated with interface
debonding and micro annulus formation may not be captured.
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Appendix A. Differential Temperature Stress Model of Casing—Cement
Sheath-Format during Acid Fracturing

The differential temperature stress and displacement equations of the thick-walled
cylinder can be expressed as [28]:





σt
r = − Eα

(1−v)r2

r∫
Ri

trdr + C3 − C4
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σt
θ = Eα

(1−v)r2
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trdr + C3 +
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σt
z = − Eαt

1−v + 2vC3

, (A1)

ut =

(
1 + v
1− v

)
α

r

r∫

Ri

trdr + C1r +
C2

r
, (A2)

where α denotes the coefficient of linear expansion (1/◦C), t represents the temperature
difference (◦C), and σt

r, σt
θ, and σt

z represent the radial, circumferential, and axial stresses
caused by the temperature difference (MPa), respectively. E represents the Young’s modulus
(MPa). v represents the Poisson’s ratio. r represents radius of any point in the thick-walled
cylinder (mm). Ri represents the inner wall radius of the thick-walled cylinder (mm).
Furthermore, ut denotes the displacement caused by the differential temperature stress
(mm) and C1, C2, C3, and C4 are defined as

C3 =
EC1

(1 + ν)(1− 2ν)
; C4 =

EC2

1 + ν
. (A3)

Case 1: The cement sheath is in the elastic state
The differential temperature stress for the casing, cement sheath, and formation is

described in Appendix B of the existing study [34].
Case 2: The cement sheath is in the elastic–plastic state
In this state, based on the boundary conditions and continuity conditions in Case 1, we

re-assume that the casing–elastic cement sheath-formation combination is the casing-plastic
cement sheath–elastic cement sheath-formation combination. The interface of the plastic
and elastic cement sheath satisfies the continuous radial stress and displacement, as shown
in Equation (A4):

σt
rcp |r=rp= σt

rce |r=rp ; ut
cp |r=rp= ut

ce |r=rp , (A4)

where σt
rcp|r = rp and σt

rce|r = rp denote the radial differential temperature stress of elastic
and plastic cement sheaths at the elastic—plastic interface (MPa), respectively. ut

cp|r = rp
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and ut
ce|r = rp denote the displacement of the elastic and plastic cement sheaths at the

elastic–plastic interface, caused by the temperature difference (mm), respectively.
The differential temperature stress can be solved by the following equations:


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where Ecp and Ece denote Young’s modulus of the cement sheath in the plastic and elastic
zones (MPa), respectively; vcp and vce denote Poisson’s ratio of the cement sheath in plastic
and elastic zones, respectively; αs, αf, αcp, and αce denote thermal expansivity of the casing,
the formation, and the cement sheath in plastic and elastic zones (1/◦C); C1cp’, C2cp’, C1ce’,
and C2ce’ are the intermediate parameters.

In this study, it is considered that Young’s modulus and Poisson’s ratio of the cement
sheath in the plastic zone are the same as those in the elastic zone.

Case 3: The cement sheath is in the plastic state
The method for solving the differential temperature stress and displacement of the

casing—cement sheath-formation combination is the same as that in Case 1. The differ-
ence is that the sizes and mechanical parameters of the plastic cement sheath must be
appropriately substituted for calculations.

Appendix B. Displacement and Contact Pressure of Cement Sheath Associated with
Wellbore Unloading

In the wellbore unloading stage, the micro annulus of the cement sheath can be
obtained by calculating the difference between the casing–cement sheath interface displace-
ment (or cement sheath-formation interface) after debonding, specifically [20]:

The radial displacement at the outer wall of the casing can be characterized by the
following equation:

uP
son =

(2− vs)r2
i r1

Es(r2
1 − r2

i )
pin −

(1− 2vs)r3
1 + (1 + vs)r2

i r1

Es(r2
1 − r2

i )
pP

1n, (A6)
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where uP
son represents the displacement of the outer wall of the casing caused by the

internal casing pressure (mm). pin represents the internal casing pressure during unloading
(MPa). pP

1n represents the contact pressure at the casing—cement sheath interface during
unloading (MPa).

which can be rewritten as

uP
son = f1 pin − f2 pP

1n. (A7)

Similarly, the radial displacement of the inner wall of the formation is:

uP
f in =

(1− 2v f )r3
2 + (1 + v f )r2r2

o

E f (r2
o − r2

2)
pp

2n −
(2− v f )r2r2

o

E f (r2
o − r2

2)
po, (A8)

where uP
f in represents the displacement of the inner wall of the formation (mm). pP

2n repre-
sents the contact pressure at the cement sheath-formation interface during unloading (MPa).

which can be rewritten as

up
f in = f7 pp

2n − f8 po. (A9)

In the unloading stage, the radial displacement of the cement sheath inner wall is the
sum of the displacement of the cement sheath inner wall during loading and radial dis-
placement of the inner wall when the internal casing pressure decrease. The corresponding
equations are

up
cin = up

cpim + up
cir (A10)

up
cin = up
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1 + (1 + v)r1r2
2

Ec(r2
2 − r2

1)
(pp

1n − pp
1m)−

(2− vc)r1r2
2

Ec(r2
2 − r2

1)
(pp

2n − pp
2m), (A11)

where uP
cin, uP

cpim, and uP
cir denoted the radial displacements of the inner wall of the ce-

ment sheath during unloading and loading and when the internal casing pressure de-
creased (mm), respectively.

The following expression can be obtained:

up
cin = up

cpim + f3(pp
1n − pp

1m)− f4(pp
2n − pp

2m). (A12)

Similarly, the radial displacement of the outer wall of the cement sheath during
unloading can be expressed as

up
con = up

ceom +
(2− vc)r2

1r2

Ec(r2
2 − r2
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(pp

1n − pp
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1r2

Ec(r2
2 − r2

1)
(pp

2n − pp
2m), (A13)

where uP
con and uP

ceom denote the radial displacements of the outer wall of the cement sheath
during unloading and loading (mm), respectively.

The following expression can be obtained:

up
con = up

ceom + f5(pp
1n − pp

1m)− f6(pp
2n − pp

2m). (A14)

It is assumed that in the unloading process, the inner wall of the casing and cement
sheath have adequate bonding strength to prevent the interface from being debonded. In
this case, the casing–cement sheath-formation combination satisfies the continuity condition
of radial displacement: {

up
son = up

cin
up

con = up
f in

. (A15)
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By substituting Equations (A11), (A12), (A13), and (A14) into Equation (A15), the
contact pressure of the inner and outer walls of the cement sheath before the interface
bonding can be calculated:

pp
1n =

f1( f6 + f7)pin + f4 f8 po − ( f6 + f7)u′cpi + f4u′ceo

( f2 + f3)( f6 + f7)− f4 f5
, (A16)

pp
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f1 f5 pin + f8( f2 + f3)po − f5u′cpi + ( f2 + f3)u′ceo

( f2 + f3)( f6 + f7)− f4 f5
, (A17)

where
u′cpi = up

cpim − f3 pp
1m + f4 pp

2m
u′ceo = up

ceom − f5 pp
1m + f6 pp

2m

For example, in the case of the casing–cement sheath interface, the casing after the
interface debonding bears only the internal casing pressure, and the radial displacement of
the casing outer wall is

up
son =

(2− vs)r2
i ro

Es(r2
1 − r2

i )
pin. (A18)

After the interface is debonded, the contact pressure of the inner wall of the cement
sheath is zero. The radial displacement of the inner wall of the cement sheath during
unloading can be expressed as follows:

up
cin = up

cpim +
(1− 2vc)r3

1 + (1− vc)r1r2
2

Ec(r2
2 − r2
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Abstract: Casing deformation caused by fault and fracture sliding derived from fracturing has
attracted growing attention. Casing deformation frequently occurs during the hydraulic fracturing
process in the Sichuan Basin. Although its mechanism has been intensively studied, this issue is
becoming increasingly severe and demands immediate solutions, especially in the shale gas blocks of
Changning-Weiyuan-Zhaotong. The present study summarizes and analyzes the research progress
relevant to casing deformation based on the existing literature. It is shown that the casing deformation
rate of the deflection point on the shale gas horizontal well is much higher than that of other places
and that shear deformation is the dominant form. The main factors influencing the casing deformation
of shale gas horizontal wells include weakened strength of the collapsing casing, geological factors,
cement, cement quality sheath, fracturing engineering factor, etc. We propose to reduce casing
deformation by optimizing well trajectory, improving casing strength and cementing quality or
optimizing fracturing operation. In addition, a hierarchical relationship between the influencing
factors is also provided. However, the mechanisms of some forms of casing deformation need to be
further studied, and the casing deformation in shale gas exploitation must be solved urgently.

Keywords: casing deformation; hydraulic fracturing; shale gas horizontal well; Sichuan Basin;
countermeasures

1. Introduction

The Sichuan Basin is a typical shale gas production base in China. There are many
famous shale gas blocks, such as the well-known Jiaoshiba [1–3], Changning-Weiyuan [3–5],
and Fushun-Yongchuan blocks [6]. The permeability and porosity of the shale matrices
are very low [7], but their natural fractures and bedding planes make them worth exploit-
ing commercially [8,9]. However, the conventional depressurization production used in
sandstone and carbonate reservoirs is no longer suitable for shale gas [8,9]. To achieve com-
mercial exploitation, long horizontal wells combined with massive multistage hydraulic
fracturing technology are employed to communicate natural fractures and bedding planes
to form a fracture network [10–12].

The longer horizontal segment of a well passes through a reservoir with different
mechanical properties, which results in a non-uniform stress distribution on the horizontal
segment [13]. Furthermore, multistage fracturing operations cause drastic changes in the
pressure and temperature of the casing [14,15]. The casing of a horizontal segment is
easily deformed and damaged in a complex mechanical environment [16,17]. The casing
deformation renders it difficult for bridge plugs to pass the deformation section, which
significantly impacts subsequent simulation operations and production efficiency, even
leading to the well’s retirement before the fracture operation’s completion [18–20].

Casing deformation during fracturing is a common issue in shale gas horizontal wells
in the Sichuan Basin, and especially in the Changning-Weiyuan shale gas block. Although
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shale gas development is a mature technology in China, casing deformation causes delays
in its exploration. To explain why its occurrence happens in shale reservoirs, researchers
have investigated factors that may lead to casing deformation, including casing strength
reduction, geological and fracturing engineering factors, etc. [14,21–25]. Hence, there is
a need to research and analyze recent progress and developments in the study of casing
deformation in shale reservoirs.

This paper studies the development of casing deformation concerning developments
and problems arising from casing deformation in order to provide technical support
for shale gas production. The first part of the research focuses on casing deformation
characteristics. The third section analyzes the internal relationship between each influencing
factor and casing deformation. Both historic and newer methods proposed for studying
casing deformation are analyzed. In the third section, the internal relationship between
each influencing factor and casing deformation is analyzed. In the fourth section, the
countermeasures to casing deformation are summarized. Finally, casing deformation in Lu
203H60-3 well was analyzed, and future development will be prospected.

2. Casing Deformation Characteristics
2.1. Frequent Occurrence

Statistics show that casing deformation is a widespread and prominent problem
in Sichuan Basin (Figure 1). By March 2022, 993 horizontal wells were fractured in the
Changning-Weiyuan-Zhaotong shale gas block, and the casing deformation occurred in
269 Wells; the deformation rate is 26.93%. The casing deformation ratio of the Changning,
Weiyuan, and Zhaotong shale gas wells reached 21.51% (77/358), 48.75% (136/279), and
24.65% (53/215), respectively. The casing deformation ratio was only 18.75% (3/16) in the
Yongchuan shale gas block. Only 800 wells had casing deformation in the Fuling shale gas
block [18]. These data indicate that casing deformation is more serious and frequent in the
Changning and Weiyuan shale gas blocks than at Yongchuan and Fuling.
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2.2. Distribution Characteristics of Deformation

According to the statistics on casing deformation positions, the number occurring
at target “A” is higher than 47.0% in the Changning-Weiyuan [18,19] and 43.8% in the
Weiyuan-Rongxian shale gas areas (Figure 2). In Changning-Weiyuan, 65.0% of deformation
points were located near the heel and 29.0% between the heel and toe. Figure 2 shows
that others occurred at the toe [20]. The following aspects summarize the distribution
characteristics of casing deformation:

(1) The deformation points increased from the toe to the heel of a horizontal well.
(2) The number of casing deformation points within 200 m of the target “A” was much

higher than others.
(3) Most of the casing deformations occurred after the operation of several fractured

segments or during the drilling of the bridge plug.
(4) The damage extent of deformation points increased with the fracturing operation

time.
(5) The number of deformation points near natural fractures and faults was much higher

than others.
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Figure 2. Distribution of casing deformation points of shale gas horizontal well in Sichuan Basin.

2.3. Deformation Morphology

The statistical results show that shear deformation and collapsing deformation are the
primary forms of casing deformation [26–28]. Three-dimensional logging imaging of casing
in the Changning-Weiyuan area shows that most casing deformations are shear deforma-
tions [16,21]. Shear deformation was induced by fracture/fault slip and nonuniform loads
on casing during hydraulic fracturing [22,23]. However, a stereotypical test of shale gas
wells in the Fuling area indicated that the casing deformation was dominated by collapsing
deformation [18]. This may be due to the fact that the geological structure of the Fuling
area is more stable, and there is no fracturing-induced fracture/fault slip. In addition to
shear and collapsing deformation, there was also a small amount of bending deformation
and axial “S”-shaped deformation owing to casing “hanging” during fracturing in Sichuan
Basin. These two deformations are mainly due to the well trajectory and casing strength.

3. Casing Deformation Influence Factors
3.1. Casing Collapsing Strength Reduction

The burial depth of shale reservoirs in the Sichuan Basin ranges from 2000 m to
6000 m [6], and the reservoir temperatures range from 50 ◦C to 130 ◦C [24]. Furthermore,
the casing collapsing strength is reduced by worn, bending, temperature, and perfora-
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tion. [25]. The casing collapsing strength is reduced by wearing, bending, temperature, and
perforation.

3.1.1. Bending Reducing Casing Collapse Strength

The trajectory of a horizontal well cannot remain horizontal in a horizontal segment,
and there are many curved sections. Furthermore, the casing in the building angle section is
also bending. A dogleg angle will increase the casing bending stress and weaken the casing
collapsing strength. It was found in experiments when the dogleg angle was 7◦/30 m.
The casing collapsing strength decreased from 73.8 MPa to 61.2 MPa for a TP110-grade
casing [26]. The curvature also increased the wear of the casing and the eccentricity, which
are additional factors that affect the casing deformation. The bending of the casing explains
the reason for the high deformation rate of the casing near the “A” target point.

3.1.2. Temperature Reducing Casing Collapse Strength

High temperature or dramatic temperature fluctuations will reduce the casing col-
lapsing strength [20,27]. The casing collapse strength decreases at high temperatures; the
reduction law can be described by Equation (1) [28]. When the casing is in a 100 ◦C envi-
ronment, its strength decreases by 4.32%. Due to the effect of thermal expansion and cold
contraction, a rapid temperature decrease causes axial stress in the casing, thus reducing its
collapsing strength [24,29]. For the type-TP110 casing, the casing strength decreases by 14%
when the temperature is lowered by 70 ◦C. For TP140, the strength is reduced by 10% [29].
Sudden reductions in temperature also lead to annulus fluid shrinkage, increasing the
casing stress [14]. Therefore, Kaldal, Jonsson [27] think that the influence of temperature on
the casing collapsing strength was considered one of the main factors. However, this view
has not been proven.

σTemp = [1− 0.00054(T − 20)]σ20. (1)

where σTemp is the casing collapsing strength at high temperature, MPa; T is the temperature,
◦C; σ20 is the casing collapsing strength at 20 ◦C.

3.1.3. Wore Reducing Casing Collapse Strength

During drilling and hydraulic fracturing operations, the drilling strings, coiled tubing,
and other tools easily rub against the casing in curved sections, resulting in wearing on
the casing [25]. According to field caliper logging data, the casing wear rate is as high as
12.0%. Stress concentration occurs after casing wear, and the wear depth increases with
the dogleg [22]. A worn casing is more susceptible to deformation under the coupling of
temperature and nonuniform stress [30], especially at target “A” [19]. The bending of the
wellbore trajectory causes casing wear, so casing bending and casing wear will coincide.
Therefore, the combined effect of bending and wear is an essential factor that induces the
deformation of the casing.

3.1.4. Perforation Reducing Casing Collapse Strength

A perforation will destroy the integrity of the casing structure and cause stress concen-
trations at the perforation holes. At the same time, perforations will cause the casing to
crack. A casing with multicluster perforation was placed in complicated stress conditions
during fracturing operations [31]. However, Zhao [32] and Xi, Li [19] found that casing
deformation did not occur at the perforation position even though casing deformation is
the most serious at Changning-Weiyuan.

3.2. Geological Factors
3.2.1. In-Situ Stress

The in-situ stresses in three directions are rarely equal, so the casing is always under
nonuniform stress. When the horizontal segment of a shale gas well is under nonuniform
in-situ stress, the casing is subjected to shear stress from the in-situ stress [33]. Furthermore,
multistage hydraulic fracturing changes the in-situ stress, increasing the heterogeneity of
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the in-situ stress and thus making it easier for the casing to collapse [31]. Stress shadows
will form during multistage hydraulic fracturing as the in-situ stress gradually increases
from toe to heel. Therefore, casing collapse failure often occurs quickly under high in-
situ stress, especially at target “A” [34]. Table 1 lists the in-situ stresses of typical blocks
in the Sichuan Basin. Changning—Weiyuan is an anticlinal—synclinal slope zone and
extrusion structure, and the difference in horizontal crustal stress is significant, while
Fuling Jiaoshiba is a tension-extrusion anticline structure, and the contrast of horizontal
crustal stress is slight. This is one of the reasons why the casing deformation rate of the
Changning-Weiyuan block is much higher than that of the Fuling block.

Table 1. Comparison of in-situ stress in typical blocks of Sichuan Basin.

Well No. Maximum Horizontal
Principal Stress (MPa)

Minimum Horizontal
Principal Stress (MPa)

Horizontal Stress
Difference (MPa)

Coefficient of Horizontal
Stress Difference

Wei 202 70.0 54.0 16.0 0.296
Wei 204 88.3 69.6 18.7 0.269

Ning 201 57.0 44.6 12.4 0.278
Jiao 1 54.0 49.0 5.0 0.102

3.2.2. Fracture/Fault Slip and Lithological Interface

Many faults, natural fractures, lithologic interfaces, and beddings in shale reservoirs
are basic conditions for commercial exploitation [17]. However, during multistage hy-
draulic fracturing, the in-situ stress balance near the wellbore is destroyed owing to a large
amount of injected fracturing fluid. Then, the faults, natural fractures, lithologic interfaces,
and beddings are prone to slipping. This can cause casing shear deformation [20,23]. The
non-uniform distribution of natural fractures in space and the heterogeneity of in-situ
stress are other factors that lead to slippage [35]. A statistical analysis of the geological
conditions of deformation points using seismic and logging data showed that about 61.7%
of the total casing deformation points were related to fractures/faults and lithologic inter-
faces/bedding [18,21]. In a numerical simulation, Guo [36] found that casing deformation
dramatically increases with the fracture/fault slip distance. About 52.38% of the casing
deformation points were located in the lithologic interface area, according to statistics by
Chen, Shi [21] and Xi, Li [18]. The casing deformation locations in different blocks are
shown in Figure 3. Statistics show that 80% of casing deformation risks in Luzhou block
are located at the natural fractures and bedding interface, and nearly 50% of casing defor-
mation sections in Weiyuan block fractures developed. Therefore, fracture/fault slip and
lithological interfaces are significant causes of casing deformation in Changning-Weiyuan-
Rongxian-Luzhou shale blocks [19,37].

3.2.3. Microseism

Multistage hydraulic fracturing can induce microseisms [38]. For example, hydraulic
fracturing triggered earthquakes in western Canada, and the most significant moment of
magnitude was 3.9 [39]. Changning-Weiyuan-Rongxian-Luzhou is located in a geologically
active area. However, the geological structures of Fuling and Yongchuan are relatively
stable. During massive multistage hydraulic fracturing, microseism is easily triggered,
thus increasing the slip distance of fractures/faults. Figure 4 shows the microseism and
impacts before and after fracturing in different blocks. Microseism is the inducing factor
of fracture/fault slip, and the real cause of casing deformation is still fracture/fault slip.
Therefore, deformation in Changning-Weiyuan-Rongxian-Luzhou is more serious than in
Fuling and Yongchuan.
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3.2.4. Shale Swelling

In the process of producing shale gas by fracturing, the water and ions from fracturing
fluid enter the shale, causing the shale to absorb water and expand and changing the stress
distribution of the casing [37]. Some studies have shown that the casing stress is 500 MPa
when there is no shale expansion, while it increases to 1100 MPa when the shale expansion
rate is 0.4% [40]. Figure 5 shows the impact of shale swelling on fractures and casing. Due
to hydraulic fracturing, many artificial fractures are formed, and some natural fractures are
connected, resulting in a significant increase in the contact area between fracturing fluid
and shale. This may be one of the reasons why the number of casing deformations near the
natural fracture is much more than in other locations.
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3.3. Casing Eccentricity

Casing weight, the collapse of the well wall, and improper positioning of the centralizer
resulting in casing eccentricity easily occur in the buildup and horizontal segments in
cementing horizontal shale gas wells [42]. Casing eccentricity leads to a heterogeneous
distribution of the annulus velocity of the cement slurry during cementing, resulting in
rate efficiency at narrow gaps. This easily leads to cement sheath voids and channeling [43].
Figure 6 shows that when the centering degree of the casing is 67%, the outer extrusion
stress of the casing is more significant, and the cement sheath is damaged at the thinnest
part. An eccentric casing is easily deformed owing to the mechanical-thermal coupling
effect [40].
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3.4. Cement Quality and Cement Sheath Properties

A horizontal segment is long, and it is not difficult to achieve good cement quality.
Poor cement quality is one factor that causes casing deformation in shale gas horizontal
wells [44]. Poor cement quality is characterized by the poor quality of cementation, cement
sheath voids, and channeling in the annulus [19,33]. Poor cement quality combined with
the asymmetry of the fracturing area results in more serious casing deformation. Fur-
thermore, the mechanical properties and thickness of the cement sheath also affect the
casing deformation [19,45]. Figure 7, an experiment conducted in our laboratory, shows the
effects of casing center degree, cement elastic modulus, cement gas penetration length, and
missing cement thickness on casing circumferential stress.
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3.4.1. Cement Sheath Voids and Channeling

Channeling and voids frequently occur in shale gas horizontal wells owing to eccen-
tricity and low rate efficiency. The casing is under nonuniform stress, and when the cement
sheath contains voids, a phenomenon similar to “annular pressure buildup” appears [14,33].
A cement void amplifies the nonuniform stress on the casing, thus increasing the casing
shear stress, which causes casing shear deformation.

The geometry of cement sheath voids also affects the casing stress since it affects the
stress distribution on the casing [14,44]. Research results showed that the casing stress
increases and decreases with the void angle, reaching its maximum value when the void
angle is 45◦ [40]. The injection of a large amount of cooling fracturing fluid into the casing
resulted in a significant reduction in the internal pressure of the cement sheath voids. The
loss in pressure can be expressed as follows [14]:

ploss =

(
∆Tα

BN

)
(2)

where BN is the fluid compressibility, m2/N; α is the fluid thermal expansion coefficient,
1/◦C; and ∆T is the reduction in temperature, ◦C.

The casing partly lacks external support when the fluid pressure is deficient in the
voids. Under the combined effect of high internal pressure and asymmetrical external
supporting force, plastic deformation will occur on a casing as the stress concentration
increases. Near the target “A”, cement sheath voids occur easily owing to the curved
wellbore trajectory and sudden temperature changes. Therefore, filling the annulus with a
cement slurry to ensure cementing quality is one of the necessary conditions for reducing
casing deformation.

3.4.2. Properties of Cement Sheath

The mechanical properties of a cement sheath (compressive strength, bonding strength,
Young’s modulus, Poisson’s ratio, etc.) affect the stress on the casing. With a decrease in
Young’s modulus of a cement sheath, the maximum casing stress decreases sharply [45,46].
For a TP140-grade casing, its safety coefficient improved from 0.98 to 1.2 when Young’s
modulus of the cement sheath was reduced from 10 GPa to 5 GPa [20]. Shale is generally
hard and brittle and has a high Young’s modulus [47]. Suppose Young’s modulus of a
cement sheath is close to that of formation (high Young’s modulus). In that case, the in-situ
stress is more easily and efficiently transmitted to the casing, resulting in deformation.

A cement sheath with a low Young’s modulus and high Poisson’s ratio can significantly
reduce the radial and tangential stresses of the cement sheath, thereby promoting integrity
in the cement sheath [46]. Improving the integrity of a cement sheath can reduce local
stress on the casing and fluid channeling in the annulus, thus reducing the volume of
bound fluid in the annulus [14]. Moreover, an integrated cement sheath can reduce the
casing deformation lowering the temperature and pressure changes of the bound fluid in
the annulus.

3.4.3. Cement Sheath Thickness

Increasing the thickness of the cement sheath involves adding more stress-absorbing
materials between the formation and casing, thereby reducing the effect of in-situ stress
on the casing. The casing stress decreased slightly with an increase in the cement sheath
thickness during faults/natural fracture slippage [20]. Increasing the thickness of the
cement sheath involves adding more stress-absorbing materials between the formation and
casing, thereby reducing the effect of in-situ stress on the casing. However, the thickness of
the cement ring has a limited effect on casing deformation compared to other influencing
factors [48]. Only considering increasing the thickness of the cement sheath cannot solve
the problem of casing deformation.
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3.5. Alternating Temperature and Pressure

There are alternating internal pressure and temperature during the multistage fractur-
ing, which affects the casing deformation in two ways. On the one hand, the coupling of
alternating temperature and pressure imposes alternating stress on the casing [30]. Under
the alternating stress, the cement sheath is easily peeled from the casing to form a micro
gap [14]. On the other hand, they will break down the integrity of the cement sheath
sealing, thus forming a micro-annulus in the casing-cement formation [49], increasing the
amount of annular fluid. If the alternate stress exceeds the yield strength of the casing,
the yield strength of the casing decreases with the increase in the number of alterna-
tions [18]. The relationship between temperature and safety factor of casing triaxial in the
Changning-Weiyuan area is analyzed, and Wei202 well is taken as an example. Under a
small temperature range, the casing compressive strength is affected to a certain extent
(Figure 8). The effect of the cement-sheath-sealing integrity on the casing deformation is
similar to that of a cement sheath void on a local load. The casing at target “A”, with the
lowest collapsing strength under the most significant number of cyclic loads, was more
prone to deformation. Therefore, the abrupt temperature change during fracturing was
considered one of the main factors resulting in casing deformation [50].
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Figure 8. Relationship between temperature and casing strength.

3.6. Hydraulic Fracturing Parameters
3.6.1. Injection Rate

One of the characteristics of multistage hydraulic fracturing is that each stage injects
thousands of cubic meters of liquid at a pump rate of over 10 m3/min at a high pump
pressure [51]. Figure 9 shows the fracturing injection rate of nine deformed casing Wells in
Weiyuan, with an average maximum injection rate of 14 m3/min. When there is bound
fluid in the annulus, the temperature of the bound fluid within the cement sheath void will
continue to decrease as the fracturing fluid is continuously injected. Then, the pressure
of the cement-sheath void segments drops sharply [24]. With an increase in the rate, the
maximum temperature difference increases continuously from heel to toe [24,29]. The
casing stress increases with the injection rate. In addition, a higher injection rate can
increase the influence of stress accumulation [37]. Therefore, the deformation risk of the
casing increases with the injection rate [31].
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Figure 9. Fracturing injection rates of nine casing deformation wells in the Weiyuan area.

3.6.2. Injection Pressure

High injection pressure is needed during multistage hydraulic fracturing to break up
shale reservoirs to form fracture networks. Figures 10 and 11 show the fracturing injection
pressure of some casing deformation Wells in the Changning-Weiyuan area. The average
injection pressure was 76.2 MPa on Chang 201 platform and 81.7 MPa on Wei 204. When
the casing is under nonuniform loading, it is challenging to avoid casing deformation when
improving its grade. As a cement sheath is integrated, the casing’s internal pressure has
a negligible effect on the casing stress. For example, even if the casing internal pressure
reaches 110 MPa, the maximum casing stress is only 291.2 MPa [19,31]. However, once the
cement sheath void is broken or the casing is under nonuniform loading, the casing stress
will rapidly increase with the casing’s internal pressure [19,20]. Calculations showed that
when the internal pressure is 95 MPa, the casing stress could reach 1000 MPa (the yield
strength of TP140 is 965 MPa) [20].
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Figure 10. Fracturing injection pressure of 15 deformed casing wells in the Changning 201 platform.
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Figure 11. Fracturing injection pressure of 15 deformed casing wells in the Weiyuan 204 platform.

4. Analysis of Relationship between Influence Factors

Two or more influencing factors are required to deform the casing. Based on the
frequency of casing deformation caused by these influencing factors, we have summarized
the effect degree of these influencing factors, as shown in Table 2. The fracture/fault slip and
microseisms are the strong influence factors and the leading cause of casing deformation.
They can cause casing deformation. Casing wear, temperature, non-uniform in-situ stress,
cement sheath voids and channeling, alternating temperature and pressure, injection rate,
and injection pressure are medium influence factors. Only weaker influence factors cannot
make casing deformation. However, if the casing has been affected by other strong or
medium influence factors, weaker factors will make the casing deformation more serious.

Table 2. Effect degree of influence factors.

Influence Factors
Effect Degree of Influence Factors

Strong Medium Weaker

Casing collapsing strength
reduction

Casing bending
√

Temperature
√

Casing wear
√

Perforation
√

Geological factors

Non-uniform in-situ stress
√

Fracture/fault slip and lithological interface
√

Microseism
√

Shale swelling
√

Cement quality and
cement sheath properties

Casing eccentricity
√

Cement sheath voids and channeling
√

Properties of cement sheath
√

Cement sheath thickness
√

Fracturing engineering
factors

Alternating temperature and pressure
√

Injection rate
√

Injection pressure
√

However, the influence factors of casing deformation are not independent. The
relationship between various influence factors is shown in Figures 12 and 13. The wellbore
trajectory and gravity cause bending in the casing, leading to casing wear and forming a
narrow eccentric annulus. Bending and casing wear lead to the collapsing strength of the
casing reduces. Then, poor cement quality is inevitable due to narrow eccentric annulus,
resulting in a cement sheath with voids and channels. When the cement sheath has voids
and channeling, there is bound fluid in the annulus. A large amount of cool fracturing
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fluid injected through the casing leads to fluid pressure in the bound fluid, reducing due
abrupt reduction in temperature. Therefore, there will be a significant differential pressure
between the inside and outside of the casing and local loading; deformation easily happens
to the casing. If the casing collapsing strength has been reduced by perforations and
high temperature, deformation will likely occur under the above-complicated conditions.
Furthermore, a large amount of fracturing fluid entering the formation will unbalance the
in-situ stress and increase its heterogeneity. In addition, multistage fracturing induces slips
in the faults and natural fractures. It also causes microseisms, which increases the slip
distance in unstable formations.
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5. Countermeasures

In studying casing deformation mechanisms and countermeasures, the researchers
proposed a series of methods to prevent casing deformation, including well trajectory opti-
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mization, improving the cement quality, fracturing construction parameters optimization,
casing material selection, preventing shale expansion, etc.

5.1. Optimization of Well Trajectory

Although about 61.7% of the total casing deformation points were related to frac-
tures/faults and lithologic interfaces/bedding [18,21], these can be avoided by optimizing
the wellbore trajectory design. Before optimization of the wellbore trajectory, the seismic
data should be strengthened to determine the location and size of the fault to avoid shear
deformation owing to the fault slip [53]. During well location selection and well trajectory
design, the trajectory of the horizontal segment should avoid lithological interfaces, natural
fractures, and fault development areas such as “ridges” or “valley bottoms” with severe ge-
ological structures or drill along the fracture belt [19,20]. In this way, the risk of right-angle
shear casings caused by faults can be avoided, reducing casing deformation. Optimizing
the wellbore trajectory can also reduce the narrow gap and casing wear caused by bending.
Then, the cement quality can be improved to reduce the channeling and cement voids.
In addition, the stress concentration of the casing caused by the bending stress can be
reduced [45].

5.2. Optimization of Cement Sheath Properties and Cementing Parameters

In high-in-situ stress shale reservoirs, cement properties cause casing deformation [14].
Xi, Li [19] and [45] suggested that a high strength and low Young’s modulus can be adopted
for shale gas well cementing. Young’s modulus of the cement sheath can be decreased to the
maximum extent while keeping the strength is not or slightly reduced. Thus, the ability of
the cement to maintain its sealing integrity can be promoted. The injection of high-viscosity
fluid instead of cement was recommended since this provide space for slippage and can
change the nonuniform load on the casing into a uniform load [45]. However, this method
is difficult to construct, and it is difficult to find this material. The research shows that
the young’s modulus of foamed cement can be reduced to less than 2000 MPa [54], so
foamed cement can effectively restrain casing deformation [41]. Reasonable placement
of centralizers and floating casing cementing technology were adopted to improve the
eccentricity of the casing to reduce channeling and voids [44]. Then, the effect of the
sealed fluid pressure drop owing to the temperature drop was weakened. Yan, Zou [14]
suggested that rotating the casing string during cementing can improve the cement quality
and prevent cement voids’ formation. In a word, shale gas horizontal wells require a
high-strength and low-modulus cement slurry, and the displacement efficiency must be
ensured during cementing to sure cement slurry fill the entire annulus.

5.3. Improvement Casing Strength

Maintaining the steel grade of the casing and improving its thickness, or maintaining
the wall thickness of the casing and improving its steel grade, can improve the casing’s
collapsing resistance to reduce casing deformation [33]. In addition, it is recommended that
the casing be externally thickened while maintaining the same size to reduce the impact of
fracturing tools [20]. If there is a stress concentration or fracture/fault slip, reducing the
casing deformation can be achieved by increasing the casing grade or wall thickness [20].
However, increasing the flexural strength by simply increasing steel grade and wall thick-
ness cannot radically solve the failure of axial S-shaped casing deformation [31]. Moreover,
increasing the casing grade or wall thickness makes it challenging to run casing. Therefore,
reducing the deformation during fracturing by optimizing the casing should consider the
difficulty, and other preventive measures should be considered.

5.4. Optimization of Hydraulic Fracturing Parameters

Hydraulic fracturing parameters contribute to casing deformation; thus, these param-
eters must be optimized. Fluid pressure in fault fractures should be controlled and reduced
to reduce fault fracture activity [55], avoiding casing shear deformation. A technical scheme
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using a large-diameter bridge plug without drilling or a full-diameter and infinite-stage
solubility ball seat seal can reduce the number of operations, reducing the casing deforma-
tion [56]. In sections with poor cement quality, the fracturing pressure should be controlled
to avoid the formation of axial fractures of the cement sheath [53]. Dual or multicard
packers and long-rubber-barrel packers can be installed to separate fracture zones in wells
where natural fractures and beddings develop [21]. Xi, Li [19] proposed warm fracturing
fluids to minimize pressure drops inside voids as an innovative strategy. However, this is
difficult to achieve.

5.5. Optimization of Shale Inhibitor

Shale expansion affects casing deformation [41] significantly, and shale expansion
occurs in every area in contact with fracturing fluid. Therefore, it is necessary to provide a
reasonable plan to restrain shale expansion from avoiding casing deformation. High salt
content is used to solve the problem of shale swelling, but it can affect the environment and
fracturing fluid rheological characteristics [57]. Wang [58] proposed guar gum fracturing
fluid to enhance pore connectivity, inhibit shale expansion, and improve flowback efficiency.
This method can reduce the risk of casing deformation and improve the efficiency of
the fracturing operation. We summarize the corresponding countermeasures for each
influencing factor, as shown in Table 3. Figure 14 shows a flowchart of casing deformation
countermeasures.

Table 3. The countermeasures for influence factors.

Influence Factors Countermeasures

Casing collapsing
strength reduction

Casing bending Well trajectory optimization
Temperature Optimization casing strength
Casing wear Casing strength and well trajectory optimization
Perforation Perforation parameters optimization

Geological factors

Non-uniform in-situ stress Casing strength optimization
Fracture/fault slip and lithological interface Well trajectory optimization

Microseism Hydraulic fracturing parameters and well trajectory optimization
Shale swelling Shale inhibitor optimization

Cement quality and
cement sheath

properties

Casing eccentricity Well trajectory optimization
Cement sheath voids and channeling Cementing parameters optimization

Properties of cement sheath Cement sheath properties optimization
Cement sheath thickness

Fracturing
engineering factors

Alternating temperature and pressure
Hydraulic fracturing parameters optimizationInjection rate

Injection pressure
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6. Analyze the Cause of Casing Deformation in Lu 203H60-3 Well

By February 2022, casing deformation in Luzhou 203 platform reached 48.1%. The
casing deformation depth of well Lu 203H60-3 was determined through multi-arm well
diameter and pumping resistance depth, and formation lithology data and construction
parameters determined the cause of deformation. The multi-arm well diameter showed
casing deformation at 3938.12 m, 3944.99 m, and 4012.77 m, with a maximum of 39.97 mm.
While pumping 90 mm plugs to 3939.65 m and 3941.32 m in stage 22, encountered resistance.
They were pumping 98 mm plug-in stage 8 encountered resistance at 4746.72 m. Figure 15
shows the well trajectory and casing deformation distribution. The five casing deformation
positions measured by pumping resistance and multi-arm well diameter were identified
as the same casing deformation point since 4000 m was located at the interface of the
two zones, and the dogleg degree reached this point at 8.9◦/30 m. A large dogleg degree
specifically influences the anti-squeeze strength of the casing. In the process of multistage
hydraulic fracturing, the sliding of the bedding interface and the constant change of
temperature and pressure will significantly reduce the anti-squeeze strength of the casing,
resulting in casing deformation. The second casing deformation location was identified
at 4746.72 m. It was located near the interface between the first and second zones, and
fractures developed. Acoustic cementing showed good cementing quality, but the casing
deformation still occurred since the bedding and fractures during hydraulic fracturing
were sliding to damage the cement sheath. The pressure difference between the casing and
the casing is 80~90 MPa.
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7. Expectation

As mentioned above, many researches have been carried out on the mechanism of
casing deformation, but some are not thorough enough. For example, some scholars believe
that temperature is the main factor affecting the casing’s compressive strength, but this view
has not been proven. Perforation can destroy the integrity of the casing, but the deformation
point of the casing is far from the perforation point. Currently, only field data support this
idea, and the reason is not known. There are few studies on casing deformation caused by
shale swelling and lifting formation, but shale water absorption and swelling occur in every
stage of hydraulic fracturing. There are few countermeasures against these factors, most of
which are based on numerical simulation and lack of physical experimental verification. On
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the other hand, the future is a time of both opportunities and challenges. In particular, the
industry is moving toward big data. For example, when the influence of multiple factors
makes it difficult to determine the primary mechanism of casing deformation, sensitivity
analysis can make the ranking method more reliable and enable the recommendation of
countermeasures [22,59,60]. Shale welling will raise the formation. Abbaszadeh Shahri [61]
and Ghaderi [62] proposed that 3D models can be built to map the soil and predict future
events so that they can accurately locate the casing deformation point. As mentioned earlier,
hydraulic fracturing contributes to casing deformation. However, fracture extension is
a complex process. Jin [59] proposes to monitor cracks based on DAS signals to avoid
the uncertainty of traditional monitoring methods, and Huang [60] proposes a series of
geological models to predict the fracture network. Abbaszadeh Shahri [63] proposes a
state-of-the-art method (ARDCW) to integrate multiple models for visual estimation and
exhibit superior capabilities. Then applying this technique to the petroleum engineering
industry may have positive aspects. In short, the opportunities are enormous, and using
artificial intelligence and big data analytics could lead to a dramatic shift in the oil and gas
industry.

8. Conclusions

This work analyzed the associated developments in casing deformation. The author
researched casing deformation characteristics, critical issues affecting casing deformation,
and the relationships between various influence factors. In addition, effective counter-
measures to casing deformation were highlighted. Based on our research, the following
conclusions can be drawn:

(1) Casing deformation frequently occurs in shale gas development in the Sichuan Basin.
The probability of casing deformation is the largest at target “A”, and shear defor-
mation is dominant, especially in the Changning-Weiyuan-Luzhou, since the area’s
geological structure is poor owing to natural fracture/fault and lithological inter-
face development, and they are easily induced to slip. Furthermore, the natural
fracture/fault and lithological interface are the main factors leading to casing defor-
mation. Analysis shows that the casing deformation of the Lu 203H60-3 well is mainly
caused by the bedding interface and fracture sliding.

(2) Although significant progress has been made in research on the mechanism of casing
deformation in shale gas horizontal wells during hydraulic fracturing, at present,
casing deformation cannot be sufficiently resolved, implying that the present under-
standing of its mechanism has not yet reached a significant level of maturity.

(3) Considering the effects of stress concentration and running casing, reducing casing
deformation by increasing the wall thickness and grade of the casing is not optimal. By
contrast, well trajectory optimization, cementing optimization, hydraulic fracturing
parameter optimization, and shale inhibitor optimization are more desirable and
operational.

(4) It is challenging to prevent casing deformation only by one preventive measure, so
combining multiple measures is necessary to compensate for each other’s shortcomings.

(5) Experiments on physical models can be used to verify the addition of nonuniform
stress by cement voids on casings. At present, the results of research into casing
deformation are based on numerical simulations and lack experimental research.
If numerical simulations are combined with experimental research, more accurate
research results should be obtained. The development of big data and artificial
intelligence will provide new directions for casing deformation prevention.
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Abstract: Compared with land wells, the production environment and reservoir depth of offshore oil
and gas wells are more complex and shallower. Further, HPHT production fluid there will produce
strong temperature and pressure disturbance that affects the wellbore, which easily generates wellbore
safety problems, such as wellhead growth and leakage caused by the incompatible deformation of
casing and cement sheath. Therefore, obtaining an accurate wellbore temperature and pressure field is
the key to implementing a wellbore safety assessment. Based on the gas–liquid two-phase separated
method, this paper established an improved calculation model of wellbore temperature and pressure
field for offshore HPHT wells. This model also takes into account the heat transfer environment
characteristics of “formation-seawater-air” and the influence of well structure. Compared with the
measured data of the case well, the error of temperature and pressure calculation results of the
improved model are only 0.87% and 2.46%. Further, its calculation accuracy is greatly improved
compared to that of the traditional gas–liquid homogeneous flow calculation model. Based on
this model, the influencing factors of wellbore temperature and pressure in offshore gas wells are
analyzed. The results show that forced convection heat exchange between seawater–air and wellbore
is stronger than that between wellbore and formation. Reducing the gas–liquid ratio of the product
can effectively reduce wellbore temperature and increase wellbore pressure. The gas production has a
significant impact on the wellbore temperature. When the gas production rises from 10 × 104 ·m3/d
to 60 × 104 ·m3/d, the wellhead temperature rises from 63 ◦C to 99 ◦C. However, due to the mutual
influence of friction pressure drop and hydrostatic pressure drop, wellbore pressure increases first
and then decreases with the increase in gas production. The improved model can provide a more
accurate estimate of the time to reach the rated wellhead temperature. Meanwhile, this model
displays accurate theoretical support for the rational formulation of the production plan after the
well opening, so as to avoid excessive restrictions on the initial production rate.

Keywords: well temperature; well pressure; HPHT; multiple annulus temperature; gas–liquid two
phase flow; separated flow

1. Introduction

The offshore oil and gas field will become the main arena in which to improve domestic
oil and gas production capacity and ensure national energy security. However, the harsh
and complex offshore environment and operating conditions are the realistic challenges
that offshore oil and gas development and production must face. The complex geological
genesis of offshore oil and gas results in some HPHT reservoirs. For example, there are
HPHT wells with an absolute reservoir temperature of more than 200 ◦C and a formation
pressure coefficient up to 2.3 in Yingqiong Basin and the Ledong area [1,2]. Compared
with Tarim Basin, where reservoir temperature and pressure are comparable despite buried
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depths of more than 7500 m [3,4], the buried depth of offshore oil and gas is usually only
about 3000 m. The HPHT fluid in offshore oil and gas reservoirs will reach the wellhead in
a shorter time, causing a stronger thermal-pressure coupling effect on the entire wellbore,
which leads to difficulties in operation and production. Further there are even safety
problems such as wellhead growth, well leakage, and well integrity damage [5].

In 1962, Ramey established a temperature distribution model for single-phase fluid
flowing in the wellbore, which transformed heat transfer in the wellbore into steady state
heat transfer and formation heat transfer into unsteady state heat transfer. This model is
still widely used today [6]. Shiu and Beggs developed semi-empirical expressions for the
relaxation distance parameters in the Ramey model based on the analysis of field data and
gas and fluid flow characteristics, which improved the utility of the model [7]. Hasan and
Kabir transformed single-phase flow into two-phase flow based on the Ramey model and
established a semi-empirical analytical solution model based on gas–liquid two-phase flow
by using the calculation method of homogeneous-phase flow [8]. Spindler obtained the
exact analytical solution of the Hasan model by establishing dimensionless intermediate
variables, which improved the accuracy of calculation [9]. Wu and Xu established the
pressure and temperature coupling model of HPHT gas wells under single-phase gas flow
and analyzed the influence of geothermal gradient on wellbore temperature field [10,11].
Martínez found that the change of fluid viscosity would have a significant impact on the
fluid flow pattern and pressure drop, and the change of wellbore temperature and pressure
would also have a great impact on the wellbore fluid flow pattern, and then change the
heat-transfer ability of the wellbore fluid [12]. Based on this, Yin and Gao, combined
with the correction of compressibility and gas–liquid mixing density, established a pseudo
single-phase flow wellbore-temperature field model considering the change of wellbore
fluid flow pattern [13,14]. Hou studied the influence of gas–liquid two-phase flow pattern
change on fluid heat-transfer ability through experiments [15]. According to the change
of fluid flow characteristics after well shut-in, Song established a transient model of the
temperature field of ocean wellbore under the condition of well shut-in and studied the heat-
transfer mechanism during well shut-in [16]. Ma simulated the heat-transfer experiment of
gas–liquid two-phase flow and gave the calculation formula of convective heat transfer
between seawater and string [17]. Sivaramkrishnan developed a simulation algorithm for
an unsteady state non-isothermal two-phase wellbore model to predict the downward flow
of a wet steam based on a drift-flux model. However, the frictional multiplier of gas–liquid
two-phase flow is not considered [18].

The above studies mainly focus on the influence of physical parameters of production
fluid and the change of external heat-transfer environment on wellbore temperature and
pressure. There are few studies on gas–liquid two-phase flow in wellbore, and these studies
usually use the homogeneous flow method, treating gas–liquid two-phase flow as quasi-
single flow, in order to calculate wellbore temperature and pressure. The homogenous
flow model assumes that the two phases are well mixed and move with identical velocities.
However, the separated flow model assumes the two phases to flow separately and share a
definite and continuous interface. This method is more in line with the actual situation of
oil and gas production. Therefore, this paper establishes a new gas–liquid two-phase flow
wellbore temperature and pressure mathematical model by using the calculation method
of gas–liquid-phase flow. Further, this model also takes into account the heat-transfer
environment characteristics of “formation-seawater-air” and the influence of well structure.

2. Calculation Model of Wellbore Temperature Field

Figure 1 shows the wellbore structure. According to different wellbore structures,
regions are divided, and a heat-transfer model between the wellbore and the external
environment is established. The temperature field and pressure-field coupling should be
calculated first, followed by multiple annular temperatures in semi-steady mode. Due to
fluid migration from the bottom-up along the tubing, fluid temperature is significantly
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higher than environment temperature in the same plane, resulting in heat transfer between
them. Before establishing the calculation model, the following assumptions must be made:

1. Assume that gas–liquid two-phase fluid flows in a one-dimensional steady direction
in the tubing. The fluid flow is turbulent flow, and there is no phase change.

2. Tubing is concentric with the riser, casing, formation, and cement sheath. Further, the
cement sheath is well-bonded to the formation and casing.

3. The temperature profile of the formation and seawater is approximately linear. Further,
the air temperature is considered the same as the temperature of the sea level.

4. When the fluid flows in the tubing, only the heat-transfer process occurs, and no
energy exchange with the outside world occurs.

5. Radial heat transfer occurs between the fluid in the tubing and the environment, and
axial heat transfer in the flow direction is ignored.
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2.1. Tubing Heat-Transfer Model

Figure 2 depicts wellbore heat transfer. Taking a micro-segment of the tubing for ex-
ample, the arrow indicates the flow direction. According to the law of energy conservation,
the energy expression of this micro-segment is obtained:

−Q = ∆H + mg cos θ∆h +
m∆v2

2
(1)

where H is the fluid of enthalpy, J; g is gravitational acceleration, m/s2; v is fluid velocity,
m/s; and Q is heat loss in a micro-segment, J.

261



Processes 2022, 10, 2043

Processes 2022, 10, x FOR PEER REVIEW 4 of 20 
 

 

2

cos
2
Δ− Δ Δ m vQ = H +mg h+θ

 
(1)

where H  is the fluid of enthalpy, J ; g  is gravitational acceleration, 2m s ; v is fluid 

velocity, ms; and Q  is heat loss in a micro-segment, J. 

 
Figure 2. Schematic of wellbore heat transfer. 

The differential formula can be obtained by deriving Equation (2): 

cos− dq dh dv= +g +v
dz dz dz

θ
 

(2)

where q is the heat loss of the micro-segment in unit time, ( )J m s⋅ ; h is the specific en-

thalpy of gas, J kg ; and θ  is the well inclination angle, °. 
Fluid heat flowing into the tubing ( inQ ) equals the sum of heat flowing out of the 

micro-segment per unit time ( o u tQ ) and radial heat loss ( l o s sQ ). 

in ou t loss= +Q Q Q  (3)

Fluid flows axially from bottom to wellhead, so the loss of the wellbore micro-seg-
ment in unit time—namely, heat transmitted from fluid to well wall—is [19,20]: 

( )2 po T f tor U T - Tdq =
dz

π
ω  

(4)

where por  is the outer diameter of the tubing, m; TU  is the total heat-transfer coefficient 

of the wellbore, ( )2 oJ s m C⋅ ⋅ ; fT  is the fluid temperature of the tubing, oC ; toT  is well-
bore temperature, oC ; and ω  is mass flow rate, kg/s. 

The total thermal resistance of radial heat transfer in the wellbore is composed of the 
thermal resistance of fluid in tubing (Rf), string thermal resistance (Rp and Rc), annulus 
fluid thermal resistance (Ran), and cement sheath thermal resistance (Rcem) in a series. The 
specific calculation equation of the total heat transfer coefficient of the wellbore, according 
to the heat-transfer principle of thick wall cylinder, is [21]: 
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The differential formula can be obtained by deriving Equation (2):

− dq
dz

=
dh
dz

+ g cos θ + v
dv
dz

(2)

where q is the heat loss of the micro-segment in unit time, J/(m · s); h is the specific enthalpy
of gas, J/kg; and θ is the well inclination angle, ◦.

Fluid heat flowing into the tubing (Qin) equals the sum of heat flowing out of the
micro-segment per unit time (Qout) and radial heat loss (Qloss).

Qin = Qout + Qloss (3)

Fluid flows axially from bottom to wellhead, so the loss of the wellbore micro-segment
in unit time—namely, heat transmitted from fluid to well wall—is [19,20]:

dq
dz

=
2πrpoUT

(
Tf − Tto

)

ω
(4)

where rpo is the outer diameter of the tubing, m; UT is the total heat-transfer coefficient of
the wellbore, J/

(
s ·m2 · ◦C

)
; Tf is the fluid temperature of the tubing, ◦C; Tto is wellbore

temperature, ◦C; and ω is mass flow rate, kg/s.
The total thermal resistance of radial heat transfer in the wellbore is composed of the

thermal resistance of fluid in tubing (Rf), string thermal resistance (Rp and Rc), annulus
fluid thermal resistance (Ran), and cement sheath thermal resistance (Rcem) in a series. The
specific calculation equation of the total heat transfer coefficient of the wellbore, according
to the heat-transfer principle of thick wall cylinder, is [21]:

UT ==
1

2πrpo
R−1

T =




rpo
rpih f

+
rpo ln

(
rpo
rpi

)

kp
+

rpo ln
(

rto
rkco

)

kcem
+

k
∑

k=1

1
hkanc+hkanr

+
k
∑

k=1

rpo ln
( rkco

rkci

)

kck




−1

(5)

where RT is the total heat-transfer coefficient of the wellbore, J/
(
s ·m2 · ◦C

)
; k is the

number of annulus in the wellbore; hkanc is the convective heat-transfer coefficient of the
kth annulus, J/

(
s ·m2 · ◦C

)
; hkanr is the radiative heat-transfer coefficient of the kth annulus,

J/
(
s ·m2 · ◦C

)
; rkco is the outer radius of the outer casing of the kth annulus, m; rkci is the
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inner radius of the outer casing of the kth annulus, m; and kck is the thermal conductivity
of the outer casing of the kth annulus, J/

(
s ·m2 · ◦C

)
.

The convection heat-transfer coefficient of the production fluid is [22]:

hL= 0.0135Re0.8
L Pr0.33

L

(
kL
rpi

)(
µL
µw

)0.14

hTP = hLFp

[
1 + 0.55

( x
1−x
)0.1
(

1−Fp
Fp

)0.4( Prg
PrL

)0.25( µL
µg

)0.25
I0.25

] (6)

where hL is the liquid convection heat-transfer coefficient of the tubing, J/
(
s ·m2 · ◦C

)
;

kL is the thermal conductivity of the tubing liquid, J/(s ·m · ◦C); ReL is the in situ liquid-
phase Reynolds number of the tubing liquid, dimensionless; Pr is the Prandtl constant,
dimensionless; µw is the dynamic viscosity of the production casing wall, Pa · s; and Fp is
the fluidity factor, dimensionless.

The calculation formula of the in situ Reynolds number of the tubing liquid is:

ReL =
2ωL

πrpiµL
√

1− ϕg
(7)

The calculation formula of the fluidity factor is:

Fp =
(
1− ϕg

)
+ ϕgF2

s (8)

where ϕg is gas holdup, dimensionless; Fs is the shape factor, dimensionless.
The shape factor calculation formula is:

Fs =


 2

π
arctan




√√√√ ρg
(
vg − vL

)2

2grpi
(
ρL − ρg

)





 (9)

The calculation formula of the inclination coefficient is:

I = 1 +
4
(
ρL − ρg

)
gr2

pi

σp
|cos θ| (10)

where σp is surface tension, N/m.
Heat transfer from well-wall to formation in a wellbore micro-segment:

dq′

dz
=

2πkd(Tto − Td)

f (tD)
(11)

where f (td) is the dimensionless time function of formation, dimensionless; kd is the
thermal conductivity of the formation, J/(s ·m · ◦C); and Td is the formation temperature
at any depth of well, ◦C.

According to the heat-transfer model and the transient heat-transfer function improved
by Ramey and Hasan in the steady heat-transfer process, the dimensionless time function
of the formation can be obtained as follows [23]:





tD = λd
t

r2
to

f (tD) = 1.128
√

tD
(
1− 0.3

√
tD
)

tD ≤ 1.5

f (tD) = (0.4063 + 0.5lntD)
(

1 + 0.6
tD

)
tD > 1.5

(12)

where λD is the thermal diffusion coefficient of the formation, m2/s; tD is dimensionless
time, dimensionless; and t is the production time, s.

When drilling and completing a well on an offshore platform, the seawater section of
the mud line is run into a riser to isolate the seawater. Below the mudline, the wellbore
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temperature gradually decreases with the decrease in formation depth. Above the mud
line, the wellbore temperature is affected by the seawater temperature, which drops from
the sea level temperature to the temperature at the mud line (the mudline temperature is
0–4 ◦C).

The heat-transfer process of the riser section wellbore is similar to the heat-transfer
model below the mudline, including the heat transfer of the oil casing wall, the heat transfer
between the casing wall and the riser wall, and the convective heat transfer between the
riser wall and the seawater.

Heat transfer from well wall to seawater in a wellbore micro-segment:

dq′

dz
= 2πrpohsea(Tto − Tsea) (13)

where hsea is the convective heat-transfer coefficient between seawater and casing wall,
J/
(
s ·m2 · ◦C

)
; Tsea is the formation temperature at any depth of well, ◦C.

The convective heat-transfer coefficient of seawater:

hsea =
Nuseaksea

2rro
(14)

where Nusea is the Nusselt coefficient of seawater, dimensionless; ksea is the thermal con-
ductivity of seawater, J/(s ·m · ◦C); and rro is the outer diameter of the riser, m.

The Nusselt relation of the riser under different seawater flow states is as follows [17]:

Nusea = 0.02183Re0.9434 Pr1/3 Re ≤ 2000
Nusea = 35.7273Re0.0191 Pr1/3 2000 < Re ≤ 10000
Nusea = 19.1161Re0.0647 Pr0.4 10000 < Re

(15)

Between the sea level and the offshore platform, the convective heat transfer between
the casing and the external air environment is not negligible. The heat transfer in the
air section is similar to that in the seawater section, except that the external heat-transfer
medium is different. Therefore, the seawater heat-transfer model is still adopted, and the
convective heat-transfer coefficient of seawater can be changed into air.

Heat transfer from well wall to air in a wellbore micro-segment:

dq′

dz
= 2πrpohair(Tto − Tair) (16)

where hair is the convective heat-transfer coefficient between air and casing wall, J/
(
s ·m2 · ◦C

)
;

Tair is the air temperature, ◦C.
The air convective heat-transfer coefficient:

hair =
Nuairkair

2rro
(17)

where Nuair is the Nusselt coefficient of the air, dimensionless; kair is the thermal conduc-
tivity of air, J/(s ·m · ◦C).

The Nusselt relation of the riser under different air-flow states is as follows [24]:

Laminar flow :

Nuair= 1 + 0.3
[

320.5(Grh)
−0.25

(
h
d

)0.909
]

104 ≤ Rah ≤ 4× 109

Transitional flow : 1.08× 104 ≤ Grd ≤ 6.9× 10
Nuair= 2.9Gr1/12

d (GrhPr)1/4 9.88× 107 ≤ Rah ≤ 2.7× 109

Nuair= 0.47Gr−1/12
d (GrhPr)1/4 2.7× 109 < Rah < 2.95× 1010

Turbulence :
Nuair = 0.13Ra1/3

h
Nuair = 0.582× 10−5Ra0.675

h 70 ≤ h/d ≤ 136

(18)
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where:
Grd = gαair∆Trd3

γ2
air

Grh = gαair∆Trh3

γ2
air

Rah = GrhPr(Prair = 0.71)

(19)

where Rah is the Rayleigh number of the air, dimensionless.
Radial heat in and out of the micro-segment per unit time can be considered equal for

the second contact surface.
dq′

dz
=

dq
dz

(20)

Combined with Equations (4), (12), (13), (16) and (20), the well wall temperature in
different heat-transfer environments is:

Formation : Tto =
f (tD)rpoUT Tf +kdTd

f (tD)rpoUT+kd

Seawater : Tto =
UT Tf +hairωTair

UT+hairω

Air : Tto =
UT Tf +hseaωTsea

UT+hseaω

(21)

The relationship between specific enthalpy and temperature and pressure is obtained
from a specific heat capacity at a constant pressure and the Joule–Thomson coefficient,
according to the first law of thermodynamics:

dh
dz

= −CJCP
dPf

dz
+ Cp

dTf

dz
(22)

where CJ is the Joule–Thomson coefficient, K/Pa; Cp is the specific heat capacity of the
fluid at constant pressure, J/(kg ·K).

The pressure gradient formula of gas–liquid two-phase flow is:

dp
dz

= −ρ f gcosθ − f
ρ f v f

2

4rpi
− ρ f v f

dv f

dz
(23)

where ρ f is the mixed fluid density, kg/m3; f is the friction coefficient, dimensionless; and
rpi is the tubing radius, m.

The gas-phase flow rate in the tubing is:

vg = B f vst = 1.27× 10−9 QstZTf

r2
pi Pf

B f = 3.447× 10−4 ZTf
Pf

(24)

where B f is the volume coefficient of natural gas, K/MPa; vst is the gas-phase flow rate
under standard state, m/s; Z is the deviation factor of natural gas, dimensionless; Pf is the
pressure of the fluid acting on the tubing, MPa; and Qst is the gas flow under standard
state, m3/d.

The liquid-phase flow rate in the tubing is:

vl =
Ql

86400πr2
pi

(25)

where vl is the liquid flow rate, m/s; Ql is the liquid flow of the tubing, m3/d.
The actual velocity of gas–liquid two-phase is [25]:

v f = vg + vl (26)
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The gas density in the tubing is:

ρg =
Pf M f

ZRTf
= 3484.28

Pf Sg

ZTf
(27)

where sg is the gas relative density of the tubing.
By the volume-weighted calculation of gas–liquid two-phase density, the mixed fluid

density in the tubing is:
ρ f = ρg ϕg + ρl(1− ϕg) (28)

where ρl is the liquid density of the tubing, kg/m3.
Liquid holdup reflects the ratio of liquid to production fluid on the section of tubing.

The calculation formula is:
ϕg =

vg

Cov f + vgm
(29)

where Co is a distribution parameter, dimensionless; vgm is the drift speed, m/s.
The calculation formula of the distribution parameters is:

Co = λ


1 +

(
vL
vg

)(ρg/ρL)
0.1

 (30)

The calculation formula of drift speed is [22]:

vgm = 2.9

[
2grpiσp(1 + cos θ)

(
ρL − ρg

)

ρ2
L

]0.25

(1.22 + 1.22 sin θ)patm/psys (31)

The calculation formula of gas volume flow fraction λ is:

λ =
vg

vg + vL
(32)

Bring Equations (4), (21) and (23) into Equation (2) to obtain:

β
(

Tf − Td

)
= Cp

dTf

dz
+ g cos θ − CpCJ

dPf

dz
+ v f

dv f

dz
(33)

Fluid temperature at the outlet of a micro-segment in formation is obtained by solving
the first-order differential Equation (33):

Tf o = Tdo + e−∆zβ/Cp
(

Tf i − Tdi

)
+ 1

β

(
1− e−∆zβ/Cp

)
(

CpCJ
Pf o−Pf i

∆z − v f
v f o−v f i

∆z − g cos θ + CpGh cos θ
)

β =
2πrpoUT

ω(rpoUT f (tD)+kd)

(34)

Fluid temperature at the outlet of a micro-segment in seawater is obtained using the
same solution process:

Tf o = Tseao + e−∆zβ/Cp
(

Tf i − Tdi

)
+ 1

β

(
1− e−∆zβ/Cp

)
(

CpCJ
Pf o−Pf i

∆z − v f
v f o−v f i

∆z − g cos θ + CpGh cos θ
)

β =
2πrpoUT hsea
ω(UT+hsea)

(35)
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Similarly, fluid temperature at the outlet of a micro-segment in seawater is obtained by:

Tf o = Tairo + e−∆zβ/Cp
(

Tf i − Tairi

)
+ 1

β

(
1− e−∆zβ/Cp

)
(

CpCJ
Pf o−Pf i

∆z − v f
v f o−v f i

∆z − g cos θ
)

β =
2πrpoUT hair
ω(UT+hair)

(36)

The wellbore is divided into countless micro-segments, and the outlet temperature
of each micro-segment is calculated as the inlet temperature of the next section, which is
successively calculated until the wellhead fluid temperature is obtained, and finally, the
tubing temperature profile is obtained.

2.2. Wellbore Annulus Temperature Calculation

Figure 3a illustrates the single-layer annulus heat transfer. The heat flowing into the
annulus Qano is equal to the heat flowing out of the annulus per unit of time. Further, the
single-layer annulus temperature can be calculated by [26]:

Tan1 =
2πTf U f rpo + βωTd

2πU f rpo + βω
(37)

where:

U f =
rpo

rpih f
+

rpo ln
(

rpo
rpi

)

kp (38)
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Figure 3. Schematic of multiple annulus heat transfer. (a) Schematic of single annulus heat transfer.
(b) Schematic of multiple annulus heat transfer.

Figure 3b depicts the progress of dividing each annulus into a radial mesh. Establish
a coordinate system, and the direction of fluid flow is the positive direction of the z-axis.
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According to Fourier’s law of thermal conductivity, calculate the annulus temperature.
Then, the heat transfer of the kth annulus can be expressed as:

2πkanrankhanck
Tn+1

ank−1 − Tn+1
ank

∆rank
+ 2πkanrank+1hanck+1

Tn+1
ank − Tn+1

ank+1
∆rank+1

= Cpanρanπ∆r2
ankhanck

Tn+1
ank − Tn

ank
∆t

(39)

Where kan is thermal conductivity of fluid in the annulus, J/(s ·m · ◦C); ∆rank is the differ-
ence between the outer surface radius of the kth annulus and the outer surface radius of
the (k + 1)th annulus, m.

3. Wellbore Pressure Field Calculation Model

In the process of offshore HPHT gas-well exploitation, a small amount of liquid phase
such as water and oil and natural gas are extracted to the wellhead at the same time, so
the calculation model of separated flow pressure drop can be adopted. Different from the
homogeneous flow model, it considers the slip at the gas–liquid interface.

The pressure drop of a flow pipeline mainly consists of three parts: hydrostatic
pressure drop caused by the axial flow of pipeline fluid, pressure drop caused by friction
of the pipe wall and gas–liquid interface, and pressure drop caused by acceleration. The
contribution of each of these sections to the total pressure drop depends on the flow mode,
fluid characteristics, pipe orientation, and pipe diameter.

The hydrostatic pressure drop of gas–liquid two-phase flow is [27]:
(

dP
dz

)

h
= ρmg sin θ (40)

The pressure drop caused by the acceleration of gas–liquid two-phase flow is:

(
dP
dz

)

a
= ρ2

mv2
f

d
dz

(
x2

ϕgρg
+

(1− E)2(1− x)2

βρl
+

E2(1− x)2
(
1− ϕg − β

)
ρl

)
(41)

β is the correction coefficient of gas holdup, and the calculation formula is:

β = 1− ϕg −
ϕgE(1− x)ρg

xρl
(42)

E is the liquid entrainment fraction. Due to the relative motion between the gas and
liquid phases, a special phenomenon called entrainment can be observed. The entrainment
process is characterized by tiny droplets flowing into a rapidly moving gas phase at the
center. Liquid entrainment is due to the obvious shear phenomenon at the gas–liquid
interface, which depends on the fluid flow rate, pipe diameter and direction, and the
surface tension at the gas–liquid interface. The liquid entrainment fraction E is defined as
the ratio of the mass flow rate of droplets entering the gas phase to the total mass flow rate
of the liquid phase.

The calculation formula of liquid entrainment fraction is:

E
1− E

= 0.003We1.8
c

(
vg√
gd

)−0.92

Re−1.24
g

(
ρL
ρc

)0.38(µL
µg

)0.9
(43)

where Wec is the Weber number, dimensionless; ρc is the fluid core density, kg/m3.
The calculation formula of the Weber number is:

Wec =
ρv2

gd
σP

(44)
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The fluid core density calculation formula is:

ρc = ρg

[
1 + E

(
vL
vg

)(
ρL
ρg

)]
(45)

In this paper, the friction pressure drop is calculated by selecting two-phase frictional
multiplier Φ2

lo, which is summarized by Ghajar and Bhagwat through a large number
of experiments. The pressure drop caused by interface friction for gas–liquid two-phase
flow is: (

dP
dz

)
f
= Φ2

LO

(
dP
dz

)
LO(

dP
dz

)
LO

=
fl ρ

2
mv2

f
rpiρl

(46)

The calculation formula of two-phase frictional multiplier Φ2
lo is:

Φ2
lo =

{
(1− x)0.33

[
1 + B1x

(
Y2 − 1

)]
+ B2Y2x3

}(
1 + B3(1− x)2

)
(47)

where B1, B2, B3, Π1, Π2, Π3, ζ, Bo, and Y are the calculation parameters and correction
coefficient of two-phase frictional multiplier Φ2

lo(for the specific formula, please refer to the
literature [21,25]).

For laminar flow and turbulent flow in a circular pipe, this calculation method can be
used to calculate the friction coefficient of single-phase string [28]:

f = 2

[(
8

Re

)12
+

1

(a + b)1.5

] 1
12

(48)

where:

a =

{
2.457 ln

[
1

(7/Re)0.9+(0.135e/rpi)

]}16

b =
( 37530

Re
)16

(49)

where e is the absolute roughness of the tubing wall, m.

4. Example Calculation
4.1. Model Verification

In order to ensure the reliability of the results of the calculation model established in
this paper, a gas well in the China sea is used for an example. This case well is a directional
well. The basic parameters are shown in Table 1 and Figure 1, and the numerical calculation
process is shown in Figure 4.

Table 1. Basic parameters of case well.

Parameter Value Parameter Value

Formation temperature 157 ◦C Cement sheath thermal conductivity 0.958 J/(s ·m · ◦C)
Formation pressure 36 MPa Formation thermal conductivity 1.73 J/(s ·m · ◦C)
Mudline temperature 0.0428 ◦C/m Annulus liquid thermal conductivity 0.66 J/(s ·m · ◦C)
Seawater temperature gradient 0.195 ◦C/m Annulus liquid density 1250 kg/m3

Air temperature 26 ◦C Annulus liquid specific heat capacity 4050 J/(kg · ◦C)
Formation thermal diffusivity 1.17× 10−6 m2/s Annulus fluid viscosity 0.051 mPa · s
Gas production 31.5× 104 m3/d Tubing thermal conductivity 43 J/(s ·m · ◦C)
Water production 30 m3/d Casing thermal conductivity 48 J/(s ·m · ◦C)
Oil production 140 m3/d Well inclination angle 58.78◦

Production time 84 h Seawater depth 120 m

269



Processes 2022, 10, 2043Processes 2022, 10, x FOR PEER REVIEW 13 of 20 
 

 

 
Figure 4. The mathematical model calculation process. 

Table 1. Basic parameters of case well. 

Parameter Value Parameter Value 
Formation temperature 157 oC  Cement sheath thermal conductivity  0.958 ( )oJ s m C⋅ ⋅  

Formation pressure 36 MPa Formation thermal conductivity 1.73 ( )oJ s m C⋅ ⋅  

Mudline temperature 0.0428 oC m  Annulus liquid thermal conductivity 0.66 ( )oJ s m C⋅ ⋅  

Seawater temperature gradient 0.195 oC m  Annulus liquid density  1250 3kg m  

Air temperature 26 oC  Annulus liquid specific heat capacity 4050 ( )oJ kg C⋅  

Formation thermal diffusivity 1.17 6 210 m s−×  Annulus fluid viscosity 0.051 mPa s⋅  

Gas production 31.5 4 310 m d×  Tubing thermal conductivity 43 ( )oJ s m C⋅ ⋅  

Water production  30 3m d  Casing thermal conductivity 48 ( )oJ s m C⋅ ⋅  

Oil production 140 3m d  Well inclination angle 58.78 o  
Production time 84 h Seawater depth 120 m 

Figure 5 shows the comparison of the wellbore temperature and pressure field results 
of the case wells, which were obtained by different calculation methods. It can be seen 
from the figure that the results obtained by the two calculation methods are relatively 
close, and the variation of the wellbore temperature and pressure curve is the same. How-
ever, the wellbore data obtained by the homogeneous flow calculation are larger than that 
of the separated flow calculation. The wellhead temperature and pressure are selected to 
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Figure 5 shows the comparison of the wellbore temperature and pressure field results
of the case wells, which were obtained by different calculation methods. It can be seen
from the figure that the results obtained by the two calculation methods are relatively close,
and the variation of the wellbore temperature and pressure curve is the same. However,
the wellbore data obtained by the homogeneous flow calculation are larger than that of the
separated flow calculation. The wellhead temperature and pressure are selected to compare
with the measured data, as shown in Figure 6. The comparison between the calculated
results of homogeneous flow and the measured data shows that there is an error of 2.33% in
the wellhead temperature and an error of 17.45% in the wellhead pressure. Compared with
the measured data, the calculated results of the separated flow in this paper show an error
of 0.87% in wellhead temperature and only 2.46% in wellhead pressure. This shows that
the calculation model established in this paper has higher accuracy and is more consistent
with the measured data, which greatly improves the accuracy of wellbore temperature
and pressure.

Figure 5. Wellbore temperature pressure comparison.
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Figure 6. Comparison between calculation results and measured data. (a) Wellhead temperature.
(b) Wellhead pressure.

4.2. Wellbore Temperature Field

Figure 7 shows the wellbore temperature curve obtained by using the calculation
model in this paper. We can see from the drawings: (1) in the formation section, the
fluid temperature in the tubing decreases slowly with the decrease in well depth; (2) in the
seawater–air section, forced convection heat exchange between seawater–air and wellbore is
stronger than that between wellbore and formation. Further, production fluid temperature
decreases significantly faster. The annulus temperature of the formation section declines
gradually with depth decreases. However, there is a sharp change near the mudline, and
the annulus temperature drops rapidly. After entering the seawater section completely, the
temperature of each annulus gradually decreases with the decrease in seawater depth, and
the temperatures between annulus temperatures are close to each other. The maximum
temperature difference is only about 7 ◦C. As a result, the impact of the seawater section
and air section on wellbore temperature cannot be ignored for offshore wells.
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4.3. Gas–Liquid Ratio Production Fluid

Figure 8 depicts the influence of gas–liquid ratio on wellbore temperature and pressure
under the conditions of gas production of 31.5 × 104 ·m3/d, production time of 84 h, and
the same oil–water ratio of production fluid (14:3). As can be seen from the figure, since the
specific heat capacity of liquid phase is much larger than that of gas phase, the wellbore
temperature becomes increasingly high with the increase in liquid oil–water content in the
mixed fluid. However, the increase in liquid content will increase the density of gas–liquid
mixture, which makes hydrostatic pressure drop and friction pressure drop increase. As
a result, the wellbore pressure drop decreases continuously, showing a trend of wellbore
pressure decreasing with the decrease in the gas–liquid ratio (the increase in liquid content).
It can also be seen from Equation (33) that wellbore temperature and pressure change in
opposite trends. Therefore, by controlling the gas–liquid ratio reasonably, the wellbore
pressure can be adjusted without changing the production process, so as to avoid the risk
of increasing casing failure due to the high wellbore pressure.
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4.4. Production Conditions

Figure 9 shows the influence of gas production on wellbore temperature and pressure.
Only gas production is changed, and other conditions are consistent with the case well. As
can be seen from the figure, the gas production has a significant impact on the wellbore
temperature. When the gas production rises from 10 × 104 ·m3/d to 60 × 104 ·m3/d, the
wellhead temperature rises from 63 ◦C to 99 ◦C, which is increased by 1.6 times. However,
the wellbore pressure increases first and then decreases with the increase in production
because of the mutual influence of friction pressure drop and hydrostatic pressure drop.
Figure 10 depicts the pressure drop in the micro-segment of the wellhead. Since the
accelerated pressure drop is very small, only the friction pressure drop and hydrostatic
pressure drop are shown. As can be seen from the figure, when the gas production is small,
the liquid phase in the wellbore occupies a relatively high proportion, and the mixed fluid
density is relatively large, resulting in a rapid hydrostatic pressure drop, and it accounts for
a large proportion of the total pressure drop. However, with the increase in gas production,
the fluid mixing density decreases, and the hydrostatic pressure drop slows down. At the
same time, the friction at the gas–liquid interface gradually increases with the increase in
the gas phase, leading to a significant decrease in the wellbore friction pressure drop, and
the final wellbore pressure increases first and then decreases.
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Figure 10. The pressure drop in the micro-segment of the wellhead.

Figure 11 shows the influence of production time on wellbore temperature and pres-
sure under the production conditions of the case well. It can be seen from the figure that
the wellhead temperature increased from 91.6 ◦C to 96.4 ◦C during the period of 10 d to
100 d, while the wellhead temperature only increased by 1.8 ◦C during the period of 101 d
to 300 d. This indicates that wellbore temperature tends to be stable with the increase in
production time. The wellbore pressure does not change with the increase in production
time in the 10~300 d production range.
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Figure 11. The influence of production time on wellbore temperature and pressure.

Figure 12 compares the variation trend of the wellhead temperature changing with the
production time that was obtained by the homogeneous method model and the separated
method. As can be seen from the figure, it takes 28 days for the wellhead temperature to
reach 95 ◦C in the model based on homogeneous phase flow, which is much faster than
48 days in the separated model. Therefore, the improved model can provide a more accurate
estimate of the time taken to reach the rated wellhead temperature and accurate theoretical
support for the rational formulation of the production plan after the well opening, so as to
avoid excessive restrictions on the initial production rate.
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5. Conclusions

Based on the gas–liquid two-phase separated method, an improved calculation model
of wellbore temperature and pressure for gas–liquid two-phase flow in offshore gas wells
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is established in this paper. Further, the influencing factors of wellbore temperature and
pressure are analyzed. The following conclusions are obtained:

1. Although the results of homogeneous flow and separated phase flow have the same
trend, the errors of wellhead temperature and pressure obtained by homogeneous
flow calculation are large compared with measured data, which are 2.33% and 17.45%.
However, the errors of the improved model are only 0.87% and 2.46%, which greatly
improves the accuracy of wellbore temperature and pressure calculation.

2. Forced convection heat exchange between seawater–air and wellbore is stronger than
that between wellbore and formation. As a result, the temperature drop rate of the
tubing in the seawater and air sections is significantly accelerated. Therefore, the
influence of the seawater and air sections on the wellbore temperature of offshore gas
wells should be fully considered.

3. Since the specific heat capacity of liquid phase is much larger than that of gas phase,
the wellbore temperature becomes increasingly high as the gas–liquid ratio of the
product decreases (liquid-phase content increases). However, it also leads to the
increase in hydrostatic pressure and friction pressure loss as the mixed fluid density
rises, causing the wellbore pressure decrease. Based on this trend, the liquid content
of the product should be controlled in a reasonable range in order to avoid the risk of
casing failure due to high wellbore pressure.

4. Gas production is the key factor affecting wellbore temperature. When the gas pro-
duction rises from 10× 104 ·m3/d to 60× 104 ·m3/d, the wellhead temperature rises
from 63 ◦C to 99 ◦C. However, due to the mutual influence of friction pressure drop
and hydrostatic pressure drop, wellbore pressure increases first and then decreases
with the increase in gas production. It takes 28 days for the wellhead temperature to
reach 95 ◦C in the model based on homogeneous-phase flow, which is much faster
than 48 days in the separated model. Therefore, the improved model can provide
a more accurate estimate of the time to reach the rated wellhead temperature and
accurate theoretical support for the rational formulation of the production plan after
the well opening, so as to avoid excessive restrictions on the initial production rate.
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Abstract: The present investigations on sealability evaluation for tubing and casing premium con-
nections depend on the FEM with testing. This paper proposed a theoretical model to evaluate the
sealability of a sphere-type premium connection based on make-up torque, which combines Hertz
contact pressure and the von Mises yield criterion for calculating elastic–plastic contact pressure
distribution on sealing interface and adopts the gas sealing criterion obtained from Murtagian’s
experimental results for deducing gas sealing capacity. With the proposed model, the effects of
additional make-up torque from the sealing interface on the sealing contact pressure distribution and
key sealability parameters, including contact width, yield width, average contact pressure and gas
sealing capacity, were analyzed and compared. The results show that additional make-up torque from
the sealing interface closely influenced sealability parameters’ variation and gas sealing capacity. The
gas sealing index based on the sealing contact energy theory should be recommended for sealability
evaluation other than average contact pressure on the sealing interface. For improving gas sealability,
make-up torque should be controlled accurately for ensuring enough average contact pressure and
contact width but a proper yield width, and a lager sphere radius should be selected for reducing the
risk of yield sticking.

Keywords: sphere-type premium connection; sealability evaluation; elastic–plastic contact; contact
pressure; make-up torque

1. Introduction

Premium connection has become one of the key technologies for wellbore integrity
and safety in harsh serving wells, such as high-pressure high-temperature (HPHT) gas
wells, thermal recovery wells and shale gas wells [1,2]. Differently from the API casing
and tubing connection that only depends on thread interference contact sealing and a
high-quality thread compound filled in the leakage path between the pin and coupling
threads to meet a lower requirement of gas sealability, premium connection adopts a special
metal-to-metal seal structure to attain high gas leakage resistance and a torque shoulder
to control make-up torque and provide additional sealability, and it also usually adopts
American Petroleum Institute (API) buttress threads or modified buttress threads for high
joint strength, shown in Figure 1.

The general metal-to-metal seal structures for a premium connection can be mainly
divided into four types, namely cone-to-cone seal, sphere-to-cone seal, sphere-to-cylinder
seal and sphere-to-sphere seal; the latter three are collectively referred to as sphere-type
seals, shown in Figure 2. Compared with a cone-to-cone seal, a sphere-type seal is a
typical non-coordinated contact static seal, which tends to have higher contact pressure
distribution and also yield more easily on a sealing interface. A certain yield width on the
sealing interface can be conducive to blocking the micro leakage channel and forming an
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excellent gas seal rapidly, while a relevant larger yield width can easily lead to yield bonding
and damage on the sealing surface. Consequently, accurate and efficient acquirement of the
elastic–plastic contact pressure distribution on the sealing interface gives great importance
to sealability evaluation for sphere-type premium connections.
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Up to now, the sealability of premium connections was investigated in many previous
references, whose methods can mainly be divided into three categories. The first category is
based on experimental testing. Payne and Schwind proposed an international standard for
casing/tubing connection testing [3]. Based on those testing procedures, a lot of leak-proof
tests have been carried out. And new sealing structures have been developed for premium
connections. Salzano et al. investigated the sealing mechanism and structural integrity of a
premium connection under mechanical and pressure loads and exposed to extremely low
temperature in the experiment [4]. Hamilton et al. presented adopting ultrasonic techniques
to accurately examine seal surface contact pressure in premium connections [5]. Ernens
et al. adopted an experimental setup and a stochastic numerical sealing model to describe
the mechanisms of sealing metal-to-metal seals [6]. Keita et al. investigated the influence of
grease on high-pressure gas tightness by metal-to-metal seals of premium connections [7].
There is no doubt that implementing a full-scale experiment is the most direct and effective
mothed for sealability evaluation of a premium connection; however, it is expensive and
time-consuming. The second category is the theoretical method, which is on the basis
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of macroscopic or microscopic contact mechanics. The former gets the sealing contact
pressure distribution first and then uses average sealing contact pressure or a sealing index
integrated by sealing width and sealing pressure to evaluate the sealability [8], while the
latter can calculate the gas leakage rate of a premium connection directly [9]. Although
the theoretical method is convenient for usage, the stringent assumptions of the elastic
material and contact pressure make its application limited. The third method is the finite
element method (FEM), which is an effective way to deal with material nonlinearity, contact
nonlinearity and complex load conditions for premium connections and has been taken
as the most popular and necessary tool for new product development [10–13]. Chen et al.
investigated the sealing mechanism of tubing and casing premium threaded connections
under complex loads [14]. Kim et al. analyzed the effects of stabbing flank angle, upper
stabbing flank corner radius on the von Mises stress of premium connection and presented
the design criteria [15]. Zhang et al. adopted the viscoelastic finite element model to predict
the relaxation of contact pressure on the premium connections’ sealing surface versus time
under different temperatures [16]. Yu et al. have analyzed the effect of energy dissipation
on the sealing surface of premium connections with a microslip shear layer model [17].
Dou et al. have carried out a sealing ability simulation for a premium connection based on
ISO 13679 CAL IV tests with FEM [18]. Generally, a preset interference between the sealing
interfaces is made to produce sealing contact pressure. However, the preset interference on
the sealing interface in FEM models differs mostly from the actual produced interference
because of improper operation during make-up torque, thus leading to inaccurate simulated
results of sealing contact pressure. As a result, it is hard to evaluate the sealability exactly
and design the sealing parameters optimally. Xu and Yang have theoretically investigated
the effect of make-up torque on the joint strength of premium connections but not focused
on its sealability [19]. In fact, the sealing contact pressure distribution depends closely
on the real additional make-up torque from the sealing interface, so we can calculate the
sealing contact pressure on the basis of the real make-up toque curve.

In this paper, a theoretical model for evaluating the sealability of a sphere-type pre-
mium connection is firstly proposed based on the additional make-up torque from the
sealing interface, which combines Hertz contact pressure and the von Mises yield criterion
for calculating elastic–plastic contact pressure distribution on the sealing interface and
adopts the gas sealing criterion obtained from Murtagian’s experimental results [20] for
deducing gas sealing capacity. Then, based on the proposed model, the effects of additional
make-up torque from the sealing interface on the contact pressure distribution and key
sealing parameters, including contact width, yield width, average contact pressure and gas
sealing capacity for sphere-type premium connection are analyzed and also compared for
three kinds of sphere-type premium connections. In addition, some measures for ensuring
the gas sealability of sphere-type premium connections for tubing and casing strings are
proposed; those results can provide a useful guidance for sealability evaluation, parameter
design and make-up torque control for sphere-type premium connections.

2. Model Development

The sealing structure of a sphere-type premium connection belongs to a typical non-
coordinated radial interference contact seal. According to the equivalent principle of
contact mechanics [21], sphere-to-sphere contact can be regarded as sphere-of-equivalent-
radius-to-cone contact, and sphere-to-cylinder contact can also be taken as sphere-to-cone
with zero taper. Consequently, sphere-to-cone contact was selected as an archetype to
develop the sealability evaluation model for a sphere-type premium connection. Figure 3
shows the sealing formation process for a sphere-to-cone contact premium connection. An
initial circular line contact lies between the sphere pin and the cone coupling when the
sealing surface starts to contact at the point of O. With make-up torque, normal interference
is produced between the sphere pin and cone coupling, thus leading to normal contact
pressure of psN(x) on the contact interface. When make-up torque operation completes, a
circumferential sealing interface with a certain contact width of 2ws and yield width of 2wy
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can form to meet the required gas sealing capacity for the premium connection. Figure 3a,b
show, respectively, the initial sealing contact and final sealing contact for a sphere-to-cone
premium connection.
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Figure 3. Schematic of sealing formation process for a sphere-to-cone contact premium connection,
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To evaluate the sealability of a premium connection, the first key is to acquire the
elastic–plastic contact pressure distribution psN(x) on the sealing interface and to get the
main sealability parameters, including average contact pressure, contact width and yield
width on the sealing interface, as well as gas sealing capacity for the sphere-type premium
connection. During practical making-up of torque for the premium connection, the contact
pressure on the sealing interface brings out additional make-up torque, which can be easily
accessed by the make-up torque curve. Consequently, it is more accurate and convenient or
calculating the psN(x) based on the real make-up torque data.

2.1. The Model of Additional Make-Up Torque from Sealing Interface for Sphere-Type
Premium Connection

Figure 4 shows the typical curve between make-up torque and turns for premium
connection. It can be easily found that the final make-up torque TD involves mainly four
parts, namely the leading torque TA, the thread interference torque Tti, the additional make-
up torque from sealing interface Tse and the additional make-up torque from shoulder Tsh,
as follows [22]:

TD = TA + Tti + Tse + Tsh (1)
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Additional make-up torque from sealing interface Tse can be relatively accurately calculated
by the torque at the initial contact on sealing interface TB and that on shoulder TC.

Tse = TC − TB (2)

To acquire the elastic–plastic contact pressure distribution on a sealing interface, a
model for additional make-up torque from the sealing interface should be established first.
We regard the real sealing interface as a circular cone surface with its generatrix length
of approximately 2ws, as in Figure 3b. Obviously, an additional axial pre-tightening force
will generate on the sealing interface and lead to additional thread torque Tset. Meanwhile,
additional friction torque on sealing interface Tsef will also be produced. Consequently,
the total additional make-up torque from the sealing interface is the sum of the additional
thread torque and additional friction torque.

Tse = Tset + Tsef (3)

2.1.1. Additional Thread Torque from Sealing Interface Tset

The relevant structure parameters for a premium connection are shown in Figure 1. As
cone taper ts and actual contact width 2ws are both very small in practice, sealing radius rs
can be regarded as equal, and the additional axial pre-tightening force Fse from the sealing
interface is as follows:

Fse =
∫ ws

−ws
psN(x)× 2πrsdx× ts√

4 + t2
s

(4)

Further, according to the rotary shoulder connection with Farr’s formula [23], the
additional thread torque from the sealing interface can be calculated by:

Tset =
Fse

1000

(
P

2π
+

µtRt

cos α

)
(5)

In Equation (5), the equivalent moment arm for thread friction torque is as follows:

Rt =
2E7 + (g− L7)tt

4
(6)

2.1.2. Additional Friction Torque from Sealing Interface Tsef

Additional friction torque from the sealing interface can be easily obtained by the
following integration:

Tsef =
1

1000

∫ ws

−ws
µs psN(x)× 2πr2

s dx (7)

2.1.3. Total Additional Make-Up Torque from Sealing Interface Tse

By combining Equation (3) to Equation (7), the total additional make-up torque from
the sealing interface can be obtained as follows:

Tse =

{
2πrsts

1000
√

4 + t2
s

[
P

2π
+

µt

cos α

(
2E7 + (g− L7)tt

4

)]
+

2πµsr2
s

1000

}∫ ws

−ws
psN(x)dx (8)

In Equation (8), we let:

ζ =
2πrsts

1000
√

4 + t2
s

[
P

2π
+

µt

cos α

(
2E7 + (g− L7)tt

4

)]
+

2πµsr2
s

1000

281



Processes 2023, 11, 256

and then the additional make-up torque from the sealing interface can be further written as:

Tse = ζ
∫ ws

−ws
psN(x)dx (9)

When the thread parameters, sealing radius, cone taper and friction coefficient for the
premium connection are all constant, the coefficient of ζ is also unchangeable. Apparently,
it can be seen from Equation (9) that Tse is very directly relative to the elastic–plastic contact
pressure distribution psN (x). Consequently, when Tse is known, psN (x) can be calculated
with Equation (9).

2.2. The Model of Elastic–Plastic Contact Pressure on Sealing Interface for Sphere-Type
Premium Connection
2.2.1. Hertz Elastic Contact Pressure

According to the Hertz theory of contact mechanics [21], the elastic contact pressure
on a sealing interface for a sphere-type premium connection with sphere radius Rs and
equivalent elastic modulus E* can be expressed as follows:

psN(x) =
E∗

2Rs

√
w2

s − x2 (−ws ≤ x ≤ ws, 0 < 2ws << Rs) (10)

For the plane strain or axisymmetric problems, the equivalent elastic modulus E* can
be calculated by the following equation:

1
E∗

=
1− ν2

p

Ep
+

1− ν2
c

Ec
(11)

For contact of sphere with radius Rs1 to sphere with radius Rs2, the sphere radius
equals equivalent sphere radius Rse:

Rs = Rse =
Rs1Rs2

Rs1 + Rs2
(12)

2.2.2. Initial Yield Condition on Sealing Interface

Based on Hertz contact pressure state and the von Mises yield criterion, Green deduced
the critical half contact width wc

s with initial yield on the sealing interface for a rigid plane
loaded by an elastic–plastic cylinder, as follows [24]:

wc
s = 2Rs

C1Sy

E∗
(13)

In Equation (13), C1Sy denotes yield strength of the sealing contact pair, and the
coefficient of C1 can be calculated with Poisson’s ratio ν as follows:

C1 =





1√
1+4(ν−1)ν

(ν ≤ 0.1938)

1.164 + 2.975ν− 2.906ν2 (ν > 0.1938)
(14)

Obviously, for contact between different materials, C1Sy equals to:

C1Sy = min
[
C1pSyp, C1cSyc

]
(15)

2.2.3. Elastic–Plastic Contact Pressure on Sealing Interface

For sphere-type premium connections, after the initial yield occurs at the maximum
contact pressure point, the sealing interface turns into an elastic–plastic contact state along
with the continued make-up operation. In the plastic contact zone, we assume that the
yield width is 2wy and the contact pressure still equals that when initial yield occurs. In
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another elastic contact zone, the contact pressure equals to the Hertz contact pressure. By
combing Equation (10) with Equation (13), the elastic–plastic contact pressure on the sealing
interface can be described as follows [25]:

psN(x) =

{
C1Sy 0 ≤ |x| ≤ wy
E∗

2Rs

√
w2

s − x2 wy ≤ |x| ≤ |ws|
(16)

By submitting Equation (16) into Equation (9), the additional make-up torque from
the sealing interface can be further written as:

Tse = ζ
∫ ws
−ws

psN(x)dx = ζ
∫ wy
−wy

C1Sydx+2ζ
∫ ws

wy
E∗

2Rs

√
w2

s − x2dx

= 2ζC1Sywy +
ζE∗
Rs

[
πw2

s
4 − 1

2 wy

√
w2

s − w2
y − w2

s
2 arcsin wy

ws

] (17)

Now we discuss Equation (17) in the following three cases:

(a) When wy = 0 and ws < wc
s, the contact between the sealing interface is completely

elastic. On this occasion, the additional make-up torque from the sealing interface Te
se

is as follows:

Te
se =

ζπE∗w2
s

4Rs
(18)

(b) When wy = 0 and ws = wc
s, initial yield occurs on the sealing interface. On this occasion,

the additional make-up torque from the sealing interface Tc
se is as follows:

Tc
se =

ζπRs
(
C1Sy

)2

E∗
(19)

(c) When wy > 0, the contact between the sealing interface is under an elastic–plastic
contact state. The outer boundary condition in the plastic contact zone can be obtained
from Equation (16) as follows:

E∗

2Rs

√
w2

s − w2
y = C1Sy or w2

s =

(
2RsC1Sy

E∗

)2

+ w2
y (20)

Then, by submitting Equation (20) into Equation (17), we can get the additional
make-up torque from sealing interface Tep

se under this condition:

Tep
se = 2ζC1Sywy +

ζE∗
Rs

[
πw2

s
4 − 1

2 wy
2RsC1Sy

E∗ − w2
s

2 arcsin wy
ws

]

= ζC1Sywy +
ζE∗
2Rs

[(
2RsC1Sy

E∗

)2
+ w2

y

]
π

2 − arcsin wy√( 2RsC1Sy
E∗

)2
+w2

y




= f (wy)

(21)

It can be seen from Equation (21) that when relevant parameters are constant, Tep
se

can be expressed as a function of wy. Consequently, if Tep
se is known, wy can be easily

obtained by a trial method. Then, the half-contact width on the sealing interface ws can
also be further calculated according to Equation (20). It can be concluded comprehensively
that when the actual additional make-up torque from the sealing interface after make-up
operation Tse is known, if Tse < Tc

se, then wy = 0; if Tse = Tc
se, initial yield occurs; and if

Tse > Tc
se, wy can be determined by the following implicit function:

wy = f−1(Tep
se ) (22)
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By combining Equations (18)–(22), the half-contact width on the sealing interface ws
can be expressed as follows:

ws =





√
4RsTse
ζπE∗ (Tse < Tc

se)

2Rs
C1Sy

E∗ (Tse = Tc
se)√(

2RsC1Sy
E∗

)2
+ w2

y (Tse > Tc
se)

(23)

2.3. Average Contact Pressure on Sealing Interface

The average contact pressure on sealing interface pave can be calculated from Equation (16):

pave = 1
2ws

∫ ws
−ws

psN(x)dx

= 1
2ws

[
C1Sywy +

E∗
Rs

w2
s

2

(
π
2 − arcsin wy

ws

)] (24)

2.4. Gas Sealing Capacity for Sphere-Type Premium Connection Base on Sealing Contact
Energy Theory

The sealing contact energy theory holds that the integral of macro-sealing stress
multiplied by sealing length can represent the sealability of a metal-to-metal seal, which is
called the gas sealing index. According to the research from Murtagian’s paper [20], the
gas sealing index Wa for a premium connection in HPHT gas wells can be expressed as:

Wa =
∫ ws

−ws
p1.4

sN(x)dx (25)

Murtagian et al. also proposed that when the gas pressure needing to be sealed pg
and the atmospheric pressure pa are both known, a premium connection has reliable gas
sealability only when Wa in Equation (25) exceeds a critical value Wac in Equation (26):

Wac = 103.6×
(

pg

pa

)0.838 (
mm ·MPa1.4

)
(26)

However, this evaluation criterion is too conservative because the gas leakage rate
considered for reliable sealing in Murtagian’s experiment was 0.025 cm3/15 min, while the
permitted limit gas leakage rate for a casing and tubing connection is 0.9 cm3/15 min in ISO
13679. Considering this fact and the existing failure cases of tubing premium connections
in HPHT gas wells, Xie et al. further proposed a practical critical value of Wac [26]:

Wac = 10×
(

pg

pa

)0.838
(27)

When the sealing contact pressure distribution is known, by combining Equation (16),
Equation (25) and Equation (27), the gas sealing capacity of a sphere-type premium connec-
tion in HPHT gas wells can be obtained as:

pgm = pa

[∫ ws
−ws

p1.4
sN(x)dx

10

] 1
0.838

= pa




2wyC1Sy+2
∫ ws

wy

(
E∗

2Rs

√
w2

s − x2
)1.4

dx

10




1
0.838

(28)

3. Results and Discussion

According to the previous theoretical analysis, the contact pressure distribution on the
sealing interface for a sphere-type premium connection of a certain specification is directly
related to the additional make-up torque from the sealing interface. Consequently, to provide
theoretical guidance on make-up torque control and sealing parameter design to ensure gas
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sealability for a sphere-type premium connection in tubing and casing strings, by example
analysis, the effects of additional make-up torque from the sealing interface on the contact
pressure distribution and key sealing parameters, including contact width, yield width,
average contact pressure and gas sealing capacity, were analyzed and also compared for
three kinds of sphere-type premium connections. This paper takes P110 steel, 127 mm outer
diameter casing with API buttress threads and different sphere-type premium connections as
an example for analysis. The basic calculation parameters are shown in Table 1.

Table 1. The basic parameters for sphere-type premium connection.

Symbol Value Unit Symbol Value Unit

Ep 206,000 MPa ts 0.1 mm/mm
νp 0.28 dimensionless P 5.08 mm
Ec 100,000 MPa α 3 ◦

νc 0.32 dimensionless Rs 100 mm
Syp 758.42 MPa Rs1 100 mm
Syc 250 MPa Rs2 100 mm
E7 125.83 mm rs 59.40 mm
g 50.39 mm µs 0.08 dimensionless

L7 45.17 mm µt 0.08 dimensionless
tt 0.0625 mm/mm

3.1. Contact Pressure Distribution on Sealing Interface

According to the previous theoretical analysis, the contact pressure distribution on the
sealing interface for a sphere-type premium connection of a certain specification is directly
related to the additional make-up torque from the sealing interface. Sphere-to-sphere
contact can be regarded as a sphere-of-equivalent-radius-to-cone contact, and sphere-to-
cylinder contact can be also taken as the sphere-to-cone with zero taper. Consequently,
we firstly took the sphere-to-cone seal with sphere radius of 100 mm and cone taper on
diameter of 0.1 as an example to investigate the effects of additional make-up torque from
the sealing interface on the contact pressure distribution on the sealing interface. According
to Equation (19), we firstly calculated the additional make-up torque from the sealing
interface when initial yield Tc

se was 1644 N·m. Then, we analyzed the contact pressure
distribution when the actual additional make-up torque from the sealing interface Tse was
1000 N·m, 1644 N·m and 3000 N·m, respectively. The results are shown in Figure 5.
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Figure 5. Contact pressure distribution on sealing interfere for sphere-type premium connection
under different additional make-up torque from sealing interface.
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Figure 5 shows that the contact pressure on the sealing interface was symmetrically
distributed with respect to the normal direction of the initial contact point and in a shape
of a downward parabola or a parabolic cup. If Tse < Tc

se = 1644 N·m, the sealing interface
was under a complete elastic contact state; if Tse = Tc

se = 1644 N·m, initial yield occurred
on the sealing interface and the yield point was located at the initial contact point; if
Tse > Tc

se = 1644 N·m, the sealing interface was under an elastic–plastic contact state and
yield width was 1.11 mm. The average contact pressure was, respectively, 278.5 MPa,
357.0 MPa and 379.8 MPa when Tse was 1000 N·m, 1644 N·m and 3000 N·m. In general, with
an increase of Tse, the contact width, yield width and average contact pressure increased
gradually. Therefore, sufficient Tse should be attained after the make-up operation, ensuring
excellent gas sealability for a premium connection.

3.2. Sealability Parameters for Sphere-Type Premium Connection

In this section, we also take the sphere-to-cone seal with sphere radius of 100 mm
and cone taper on diameter of 0.1 as an example to investigate the effects of the additional
make-up torque from the sealing interface on the contact width, yield width, average
contact pressure on sealing interface and gas sealing capacity of a premium connection.

3.2.1. Contact Width and Yield Width on Sealing Interface

Contact width and yield width are both important parameters that reflect the gas
sealability for a premium connection, and contact width should be as large as possible
to increase the leakage resistance. For a sphere-type premium connection, the usual
higher contact pressure may easily cause the sealing interface to yield and block off leak
passage quickly, thus giving enough gas sealing capacity. However, the yield of the sealing
surface also easily leads to sticking and stress relaxation, so the yield width of a sphere-
type connection should be controlled to be less than 1–2 mm in general. In this paper,
contact width 2ws and yield width 2wy were both calculated and compared under different
additional make-up torque from sealing interface Tse, and the results are shown in Figure 6.
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Figure 6. Effects of additional make-up torque from sealing interface on contact width and yield
width on sealing interface for sphere-type premium connection.

It can be seen from Figure 6 that if Tse < Tc
se = 1644 N·m, the sealing interface was

under a complete elastic contact state and contact width showed parabolic increases with
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the increase of Tse while the yield width was zero. If Tse = Tc
se = 1644 N·m, initial yield

occurred and the critical contact width was 2.45 mm. If Tse > Tc
se = 1644 N·m, the sealing

interface was under an elastic–plastic contact state. With the increase of Tse, the contact
width increased slower and slower, and it finally increased approximately linearly, while
yield contact showed a parabolic increase and it gradually approached the contact width.
In the example, to make the yield width less than 1 mm, the additional make-up torque
from sealing interface Tse should be controlled within 2821 N·m.

3.2.2. Average Contact Pressure on Sealing Interface and Gas Sealing Capacity of
Premium Connection

The general sealing criterion for a metal-to-metal seal is that the sealing contact
pressure should exceed the fluid pressure inside the string, which has also been taken as
the early design criterion for tubing and casing connections. However, this criterion has
been established based on the assumption of a complete smooth sealing surface and it does
not conform to the actual rough contact and sealing. The sealing contact energy theory
adopts the gas sealing index Wa to reflect the leakage resistance and takes a critical gas
sealing index Wac from laboratory testing to denote reliable sealing, which builds a bridge
between macro-contact pressure and micro-leakage on the sealing interface. Consequently,
the average contact pressure and gas sealing capacity were both calculated and compared
under different additional make-up torque from sealing interface Tse, and the results are
shown in Figure 7.
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Figure 7. Effects of additional make-up torque from sealing interface on average contact pressure on
sealing interface and gas sealing capacity for sphere-type premium connection.

It can be seen from Figure 7 that in the complete elastic contact zone, the average
contact pressure on sealing interface pave and gas sealing capacity for premium connection
pgm both showed a parabolic increase with the increase of additional make-up torque
from sealing interface Tse, although pgm was smaller than pave but gradually approached
it and nearly equal to pave at the initial yield point. Later, the sealing interface turned
into an elastic–plastic contact state. With the increase of Tse, pgm increased quickly and
gradually exceeded pave. This was because the plastic deformation occurred and it blocked
off the leakage passage quickly, which led to nearly invariable pave and larger and larger
pgm. Consequently, the adoption of pave will overestimate the sealability of a sphere-type
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premium connection in a complete elastic contact zone while underestimating it in an
elastic–plastic contact zone. Therefore, we recommend the sealing contact energy theory.

3.3. Sealability Parameters’ Comparison for Three Kinds of Sphere-Type Premium Connections

To provide theoretical guidance on sealing parameters’ design and make-up torque
control for sphere-type premium connections, a comparison analysis for three types of
premium connections were also conducted. Considering the different additional make-up
torque from the sealing interface, the contact width, yield width, average contact pressure
and gas sealing capacity for three types of premium connections, including sphere-to-cone
seal, sphere-to-cylinder seal and sphere-to-sphere seal, were calculated, and the results are
shown in Figures 8–11, respectively.
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Figure 8. Effects of additional make-up torque from sealing interface on contact width on sealing
interface for three kinds of sphere-type premium connections.
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Figure 9. Effects of additional make-up torque from sealing interface on yield width on sealing
interface for three kinds of sphere-type premium connections.
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Figure 10. Effects of additional make-up torque from sealing interface on average contact pressure
on sealing interface for three kinds of sphere-type premium connections.
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Figure 11. Effects of additional make-up torque from sealing interface on gas sealing capacity for
three kinds of sphere-type premium connections.

It can be comprehensively seen from Figures 8–11 that the sealing capacity for a sphere-
to-cylinder premium connection was slightly larger than that for a sphere-to-cone premium
connection under the same additional make-up torque from sealing interface Tse. This
was because a fraction of Tse was adopted by the thread for the sphere-to-cone premium
connection. The value of Tse for a sphere-to-sphere premium connection when initial yield
occurred was obviously lower than that of sphere-to-cone and sphere-to-cylinder premium
connections (see Figure 9). In the complete elastic zone, the gas sealing capacity of each
sphere-type premium connection was nearly equal, and this was because the sphere-to-
cone and sphere-to-cylinder premium connections had larger contact width and smaller
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average contact pressure while the sphere-to-sphere premium connection had smaller
contact width and larger average contact pressure (see Figures 8 and 10), which produced
fair sealing contact energy for the three types of premium connections. In the elastic–plastic
zone, although the average contact pressures for three types of premium connections
were relatively close to each other, the contact width for sphere-to-sphere was obviously
smaller than that of sphere-to-cone and sphere-to-cylinder premium connections, thus
leading to obvious lower gas sealing capacity for the sphere-to-sphere premium connection.
Consequently, a proper larger sphere radius should be selected for a sphere-type premium
connection, which can reduce the risk of yield sticking on the sealing interface and also
improve the gas sealability of the connection.

4. Conclusions

(1) Differently from the widely used FEM method with testing, a theoretical model for
evaluating the sealability of a sphere-type premium connection was proposed based
on the additional make-up torque from the sealing interface, which combined Hertz
contact pressure and the von Mises yield criterion for calculating elastic–plastic contact
pressure distribution on the sealing interface and adopted the gas sealing criterion
obtained from Murtagian’s experimental results for deducing gas sealing capacity.

(2) The sensitivity analysis on sealability parameters indicated that the additional make-
up torque from sealing interface Tse closely influenced sealability parameters’ varia-
tion and gas sealing capacity:

• The contact pressure on the sealing interface was symmetrically distributed with
respect to the normal direction of the initial contact point and in a shape of a down-
ward parabola or a parabolic cup. The corresponding Tc

se when initial yield occurred
divided the contact state into complete elastic contact and elastic–plastic contact.

• Under a complete elastic contact state, the contact width showed parabolic
increases with increase of Tse while the yield width was zero; under an elastic–
plastic contact state, with the increase of Tse, the contact width increased slower
and slower and it finally increased approximately linearly, while the yield contact
showed a parabolic increase and it gradually approached the contact width.

• Under a complete elastic contact state, average contact pressure on sealing inter-
face and gas sealing capacity both showed a parabolic increase with the increase
of Tse, although the latter was smaller but gradually approaching the former and
nearly equal to it at the initial yield point; under an elastic–plastic contact state,
with the increase of Tse, the gas sealing capacity increased quickly and exceeded
average contact pressure on the sealing interface.

• The gas sealing capacity of each sphere-type premium connection was nearly
equal in the complete elastic zone, but that of sphere-to-sphere was obviously
smaller than that of sphere-to-cone and sphere-to-cylinder premium connections
in the elastic–plastic zone.

(3) For ensuring the gas sealability of a sphere-type premium connection for tubing and
casing strings, the gas sealing index based on the sealing contact energy theory should
be recommended for sealability evaluation alongside average contact pressure on
the sealing interface. Make-up torque is also suggested to be controlled accurately to
ensure enough average contact pressure and contact width but a proper yield width,
and a lager sphere radius should be selected to reduce the risk of yield sticking.

(4) This paper mainly adopted macroscopic contact mechanics combined with previous
experimental results to establish the model, which could not accurately descript the
actual microcosmic contact state between sealing interfaces and may influence the
accuracy of the model to some extent, so the model should be improved by considering
microcosmic contact mechanics on the sealing interface, and corresponding full-scale
experimental testing should be carried out in later work.
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Nomenclature

TA leading torque, N·m
TB make-up torque value at the initial contact on sealing interface, N·m
TC make-up torque value at the initial contact on shoulder interface, N·m
TD final make-up torque for premium connection, N·m
Tti thread interference torque, N·m
Tse additional make-up torque from sealing interface, N·m
Tsh additional make-up torque from shoulder, N·m
Tset additional thread torque from sealing interface, N·m
Tsef additional friction torque from sealing interface, N·m
psN normal contact pressure on sealing interface, MPa
Fse additional axial pre-tightening force from sealing interface, N
rs sealing radius, mm
ts cone taper on diameter, mm/mm
ws half contact width on sealing interface, mm
wy half yield width on sealing surface, mm
wc

s half contact width with initial yield on sealing interface, mm
P thread pitch, mm
µt friction coefficient on thread surface, dimensionless
µs friction coefficient on sealing interface, dimensionless
Rt equivalent moment arm for thread friction torque, mm
α loading angle for thread tooth, ◦

E7 thread pitch diameter, mm
g intact thread length, mm
L7 complete thread length, mm
tt thread taper on diameter, mm/mm
ζ the coefficient of additional make-up torque from sealing interface, 10−3 mm2

E* equivalent elastic modulus for sealing contact pair, MPa
Rs sphere radius, mm
Rse equivalent sphere radius for sphere-to-sphere contact, mm
Rs1, Rs2 two sphere radii, respectively, for sphere-to-sphere contact, mm
Ep, Ec elastic modulus for sphere pin and cone coupling, respectively, MPa
νp, νc Poisson’s ratio for sphere pin and cone coupling, respectively, dimensionless
ν Poisson’s ratio of material, dimensionless
C1 yield strength coefficient of the softer material for sealing contact pair, dimensionless
Sy yield strength of the softer material for sealing contact pair, MPa
C1p, C1c Yield strength coefficient of sphere pin and cone coupling, respectively, dimensionless
Syp, Syc yield strength of sphere pin and cone coupling, respectively, MPa
Te

se additional make-up torque from sealing interface with complete elastic contact, N·m
Tc

se additional make-up torque from sealing interface when initial yield occurs on the
sealing interface, N·m

Tep
se additional make-up torque from sealing interface when sealing interface is under

elastic–plastic contact state, N·m
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pave average contact pressure on sealing interface, MPa
Wa gas sealing index for premium connection, mm·MPa1.4

Wac critical gas sealing index, mm·MPa1.4

pa atmospheric pressure, MPa
pg gas pressure needing to be sealed, MPa
pgm gas sealing capacity of sphere-type premium connection, MPa
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Abstract: Accurate stress field calculation of the casing-cement-stratum system is crucial for evaluat-
ing wellbore integrity. Previous models treated in-situ stress as boundary pressure loads, leading to
unrealistic infinite displacements at infinity. This study presents a three-dimensional (3D) analytical
solution for the stress field within the casing-cement-stratum system in inclined wells, considering
in-situ stress and hydrostatic stress in cement as the initial stress state and taking into account stress
components related to the axial direction. Assuming a plane strain condition and superimposing the
in-plane plane strain problem, elastic uni-axial stress problem and anti-plane shear problem, a 3D
analytical solution is obtained. Comparisons with previous models indicate that the existing model
overestimates the absolute values of stress components and failure potential of casing and cement
in both 2D and 3D scenarios. The presence of initial stress in cement greatly increases the absolute
value of the compressive stress state but decreases the failure potential in cement, which has not
been well studied. Additionally, a low Young’s modulus and high initial stress state of the cement
benefits the cement’s integrity since the maximum Mises stress significantly decreases. The new 3D
analytical solution can provide a benchmark for 3D numerical simulation and quick assessment for
wellbore integrity.

Keywords: casing-cement-stratum system; 3D analytical solution; initial stress state of cement; in-situ
stress; inclined well

1. Introduction

Zonal isolation often fails throughout the life of oil/gas wells due to mechanical failure
of casing and cement [1]. Moreover, the oil/gas leaks from the reservoir to the shallow
aquifers and abandonment of the well occurs, and environmental and safety concerns are
inevitable [2,3]. Hence, precise stress field calculations of the casing-cement-stratum system
play a crucial role in evaluating mechanical wellbore integrity.

Aside from numerical modeling works, analytical solutions have been developed
for determining the stress field in the casing-cement-stratum system [4–6]. Yin et al. [7]
developed a theoretical solution for in-plane stress distribution in the casing-cement-
stratum system. Moreover, Yin and Gao [8] derived the in-plane stress field in directional
(inclined) cemented wells. Then, in the directional wells [9] and vertical section of the
wells [10], the stress field and collapse resistance of multilayer cemented casing were
examined. The wellbore integrity of HPHT gas wells [11], carbon sequestration projects [12],
well testing and production process [13] have all been analytically analyzed by taking into
consideration the thermal effect. Moreover, the impact of casing eccentricity on the failure
of the cement sheath was analytically examined [14]. Xia et al. [15] obtained a transient
response to the casing-cement-stratum system under dynamic radial tractions. Li et al. [16]
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obtained an analytical thermo-poroelastic response of the casing-cement-stratum system
under internal hydraulic and thermal perturbation. However, the aforementioned models
only obtained the in-plane stress field in vertical and inclined wells, neglecting the 3D
stress field, which takes into account stress components with the axial direction. Atkinson
and Eftaxiopoulos [17] employed complex potentials to determine the stress field in the
in-plane and anti-plane issues for an inclined, cased and cemented wellbore. Vitali et al. [18]
combined classical Kirsch and Einstein-Schwartz solutions to obtain an analytical solution
for tunnels not aligned with geostatic principal stress directions, which provides the stress
and displacement distribution induced by far-field axial shear stresses. Jo [19] derived the
3D stress field for inclined wells under the assumption of generalized plane strain condition
and taking thermal effect into account.

However, the majority of models [7–19] considered the in-situ stress that already
existed prior to excavation as the boundary pressure load rather than as the initial stress;
this results in infinite displacements at infinity in the stratum and significant error for
calculating an appropriate stress field [20]. Li et al. [21] considered the in-situ stress as the
initial stress state to assess the casing integrity during the hydraulic fracturing of shale
gas wells. Wei et al. [22] simulated the factors influencing the cement sheath integrity in
hydraulic fractured wells, discovering that injection pressure significantly affects cement
debonding. Yan et al. [23] simulated the debonding degree of cementing interfaces during
fracturing and found that improving the interfacial bonding strength and reducing the
elastic modulus of cement can promote wellbore integrity. Simone et al. [24] developed
an analytical solution to calculate the in-plane stress field of the vertical casing-cement-
stratum system with uniform in-situ stress, taking into account the drilling, construction,
and production phases. To the best of the authors’ knowledge, a 3D stress field has not yet
been established for the inclined casing-cement-stratum system that treats in-situ stress as
the initial stress state.

A further factor that must be overlooked is the cement’s initial stress state. According
to Saint-Marc et al. [25], attaining long-term cement-sheath integrity depends on the initial
condition of stress. Petersen and Ulm [26] examined the impact of early-age stress and
pressure developments in the setting of cement on cement failure. When Meng et al. [27]
proposed a model to estimate the drop in total interface stress in cement during hydration,
they discovered that increasing the cement’s initial stress will protect it. For the sake of
simplification, the hydrostatic stress of cement is frequently taken to be equal to the initial
stress state [28–30].

This work establishes a 3D analytical model of the stress field in the casing-cement-
stratum system for inclined wells to assess wellbore integrity. The 3D problem is separated
into three parts on the plane strain condition: in-plane plane strain problem, elastic uni-
axial stress problem and anti-plane shear problem. Moreover, the in-situ stress in the
stratum and the hydrostatic stress in the cement are regarded as the initial stress state.
The stress field in the casing-cement-stratum system for inclined wells is then obtained by
applying continuity of stress and displacement at the interfaces and boundary conditions.
Comparisons with the existing model are made to demonstrate the necessity of treating the
in-situ stress as the initial stress. In addition, a sensitivity analysis is conducted to estimate
the influence of different factors on the integrity of the casing and cement. In the end,
a 3D analytical solution can provide a benchmark for numerical simulation and a rapid
assessment of wellbore integrity.

2. Formulation
2.1. Problem Description, Decomposition and Basic Equations

The system of steel casing, cement sheath, and stratum constitutes the near wellbore
region after wellbore drilling and completion, as depicted in Figure 1. Assuming perfect
bonding at the interfaces of casing-cement and cement-stratum, the continuity of the
corresponding stress and displacement components is satisfied. The inner radii of casing,
cement and stratum are a, b, and c, respectively. It should be noted that in-situ compressive
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stresses in the stratum have been applied before well construction, so they represent the
initial stress state for the casing-cement-stratum system. Then, the three principle stresses in
the stratum at the Cartesian coordinate can be decomposed by the vertical stress component
σv and unequal horizontal stress components σH and σh, respectively. Moreover, the gravity
of the casing and cement (hydrostatic pressure) has also been exerted before wellbore
completion. In this study, the initial stress state in the cement is simulated by the hydraulic
pressure of the slurry. Meanwhile, a uniform wellbore pressure pw acts on the inner surface
of the casing. Given that the cross-sectional dimension is trivial compared to the length
dimension of the system, this 3D problem can be treated as a plane strain problem [31,32].
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Figure 1. The structure of cylindrical casing-cement-stratum system.

The transformation from the Cartesian coordinates to the borehole coordinate is shown
in Figure 2, where an inclined or horizontal wellbore in the petroleum industry is considered.
We assume that the borehole is inclined to the X-Y-Z far-field principal stress axes. The
Cartesian coordinate system coincides with the principal axes of the in-situ far-field stress,
which are designated as σx, σy, σz. The borehole coordinate is defined by a local coordinate
system x-y-z, with the borehole axes coinciding with the z-axis. In the borehole system, α is
an azimuth angle to the Z-axis, and β is a zenith angle toward the Z-axis.
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Then, in the borehole coordinates, the stress tensor reads:

σ =




σxx σxy σxz
σxy σyy σzy
σxz σzy σzz


 = L




σH 0 0
0 σh 0
0 0 σv


LT (1)
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where

L =




cosβcosα −cosβsinα sinβ
sinα cosα 0

−sinβcosα sinβsinα cosβ


 (2)

To obtain the principal horizontal stress components, a rotation of coordinates around
the z-axis is performed. The angle of rotation is given as:

θr =
1
2

tan−1 2σxy

σxx − σyy
. (3)

Then, the initial in-situ stress in the polar coordinate reads:

σs
rr0 = −P− S cos(2θ′), σs

θθ0 = −P + S cos(2θ′), τs
rθ0 = S sin(2θ′). (4)

where P = (σxx + σyy)/2, S = (σxx − σyy)/2, θ′ = θ − θr. Variables with superscripts con-
taining ‘i = ca, ce, s’ are related to corresponding casing, cement and stratum, respectively.
Moreover, the subscript 0 denotes the initial stress state.

Owing to the linearity of elasticity theory and the in-situ far-field conditions, the
problem can be decomposed into three sub-problems: (I) in-plane plane strain problem;
(II) elastic uni-axial stress problem; (III) elastic anti-plane shear problem [31–33]. Then, the
total solution of the inclined casing-cement-stratum system can be obtained by superposi-
tion. In addition, the tensile stress is taken as a positive.

The boundary conditions of three Sub-problems I, II and III can be listed as:

(1) In-plane plane strain Sub-problem I: this sub-problem can be divided into an axisymmetric
and asymmetric mode, which is widely applied. Mode one, axisymmetric loading:

σ
I(1)
rr

∣∣∣
r=rw

= −pw, τ
I(1)
rθ

∣∣∣
r=rw

= 0,

σ
ce,I(1)
rr0 = σ

ce,I(1)
θθ0 = −σce

0 = −ρcegh,

σ
s,I(1)
rr0 = σ

s,I(1)
θθ0 = −P,

(5)

Mode two, asymmetric loading:

σ
I(2)
rr

∣∣∣
r=rw

= 0, τ
I(2)
rθ

∣∣∣
r=rw

= 0,

σ
s,I(2)
rr0 = −Scos(2θ′), σ

s,I(2)
θθ0 = Scos(2θ′), τ

s,I(2)
rθ0 = Ssin(2θ′),

(6)

(2) Elastic uni-axial stress problem II:

σce,II
zz0 = −σce

0 = −ρcegh, σs,II
zz0 = −σs

zz0, (7)

(3) Elastic anti-plane shear problem III:

σca,III
rz

∣∣∣
r=rw

= 0, σca,III
θz

∣∣∣
r=rw

= 0,

σs,III
rz0 = −(σs

xz0 cos θ + σs
yz0 sin θ),

σs,III
θz0 = (σs

xz0 sin θ − σs
yz0 cos θ),

(8)

2.2. Solution Formulation
2.2.1. Solution of Mode One in Sub-Problem I

The classical solution for an elastic hollow cylinder subjected to axisymmetric loads is
used for the casing, cement, and stratum. Chemical shrinkage during the cement setting
process, which can affect the internal stress state in cement, is not considered in this
paper since the stress state in the cement is caused by fluid column pressure and the
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deepest cement sets first. Then, the general solution for the stress and displacement field in
increment form is given as [19]:

∆σ
i,I(1)
rr = Ai

2 + Bi

r2 ,

∆σ
i,I(1)
θθ = Ai

2 − Bi

r2 ,

ui,I(1)
rr = 1

2Gi

[
( 1

2 − νi)Air− Bi

r

]
,

(9)

Then the total stress in Mode one can be written as:

σ
i,I(1)
rr = σi

rr0 + ∆σ
i,I(1)
rr ,

σ
i,I(1)
θθ = σi

θθ0 + ∆σ
i,I(1)
θθ .

(10)

Due to the infinity of displacement at infinity in the stratum, As = 0 applies. In
contrast, the existing models [19] treat the in-situ stress as boundary pressure loads instead
of an initial stress state, thus Equations (9) and (10) can be rewritten as:

σ
s,I(1)
rr = As

2 + Bs

r2 ,

σ
i,I(1)
θθ = As

2 − Bs

r2 ,
(11)

In this case, according to σ
s,I(1)
rr

∣∣∣
r=∞

= −P in Equation (5), As = −2P applies. Conse-
quently, the corresponding ultimate stress field will differ from that of the present model
with As = 0.

The normal traction and displacement continuity and boundary conditions at the
casing-cement-stratum interfaces in Mode one are:

σ
ca,I(1)
rr

∣∣∣
r=R1

= −Pw,

σ
ca,I(1)
rr

∣∣∣
r=R2

= σ
ce,I(1)
rr

∣∣∣
r=R2

, uca,I(1)
rr

∣∣∣
r=R2

= uce,I(1)
rr

∣∣∣
r=R2

,

σ
ce,I(1)
rr

∣∣∣
r=R3

= σ
s,I(1)
rr

∣∣∣
r=R3

, uce,I(1)
rr

∣∣∣
r=R3

= us,I(1)
rr

∣∣∣
r=R3

,

(12)

Substituting Equations (9) and (10) into Equation (12), the linear equations can be
given as:

MI(1) ·XI(1) = NI(1) (13)

where MI(1) is a five-by-five matrix whose non-zero entries are given in Appendix A, and:

XI(1) =
[

Aca Bca Ace Bce Bs ]T,

NI(1) =
[
−Pw −σce

0 0 σce
0 − P0 0

]T.
(14)

From Equation (13), the array XI(1) consisting of the unknown coefficients can be
solved straightforwardly. Then, the corresponding stress and displacement distributions
within the casing-cement-stratum system in Mode one can be yielded. The vertical stress
components induced by horizontal stress, assuming plane strain condition, in Mode one
are given as:

∆σ
i,I(1)
zz = vi(∆σ

i,I(1)
rr + ∆σ

i,I(1)
θθ ) (15)
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2.2.2. Solution of Mode two in Sub-Problem I

In Mode two, the in-situ stress in the stratum varies with the polar angle θ′ in Equation (6).
By solving the stress function, the solution of a hollow cylinder subjected to cosinoidal and
sinusoidal distributions of normal and shear traction can be given as [20,21]:





σ
i,I(2)
rr = σ

i,I(2)
rr0 + ∆σ

i,I(2)
rr = σ

i,I(2)
rr0 − 2

(
Bi + 3Ci

r4 + 2Di

r2

)
cos(2θ′),

σ
i,I(2)
θθ = σ

i,I(2)
θθ0 + ∆σ

i,I(2)
θθ = σ

i,I(2)
θθ0 + 2

(
6Air2 + Bi + 3Di

r4

)
cos(2θ′),

σi,I
rθ = σ

i,I(2)
rθ0 + ∆σ

i,I(2)
rθ = σ

i,I(2)
rθ0 + 2

(
3Air2 + Bi − Ci

r2 − 3Di

r4

)
sin(2θ′),

(16)

Moreover, the displacement components are given as [18,19]:




ui,I(2)
rr = − 2(1+νi)

Ei
(2vi Air3 + Bir− (1− vi)

2Ci

r − Di

r3 ) cos(2θ′),

ui,I(2)
θθ = 2(1+νi)

Ei
((3− 2vi)Air3 + Bir− (1− 2vi)

Ci

r3 + Di

r3 )sin(2θ′),
(17)

Similarly, the vertical stress components in Mode two under the plane strain condition
are given as:

∆σ
i,I(2)
zz = vi(∆σ

i,I(2)
rr + ∆σ

i,I(2)
θθ ) (18)

In Mode two, the initial stress components are zero in the casing and cement, while
the initial stress components are non-zero for the stratum. Since the increment of stress and
the displacement of the stratum in Equations (16) and (17) at infinity is zero, we obtain:

As = Bs = 0 (19)

The continuity of stresses and displacements at the interfaces and boundary conditions
in Equation (6) give the following linear aligns:

MI(2) ·XI(2) = NI(2), (20)

where MI(2) is a 10-by-10 matrix whose non-zero entries are given in Appendix A, and:

XI(2) = [Aca, Bca, Cca, Dca, Ace, Bce, Cce, Dce, Cs, Ds]T,
NI(2) = [0, 0, 0, 0, S/2, S/2, 0, 0, 0, 0]T,

(21)

By substituting the unknown coefficients in XI(2), the incremental and total stress distri-
bution in Mode two of the system can be obtained. In contrast, the existing model [19] treats
the in-situ stress as boundary pressure loads instead of an initial stress state; Equation (16) can
be rewritten as: 




σ
i,I(2)
r = −2

(
Bi + 3Ci

r4 + 2Di

r2

)
cos 2θ′,

σ
i,I(2)
θ = 2

(
6Air2 + Bi + 3Di

r4

)
cos 2θ′,

τ
i,I(2)
rθ = 2

(
3Air2 + Bi − Ci

r2 − 3Di

r4

)
sin 2θ′,

(22)

According to the boundary conditions at infinity for the stratum in Equation (6),
As = 0, Bs = S/2 differing from those in corresponding Equation (19) applies. Correspond-
ingly, the matrix NI(2) in Equation (21) can be rewritten as:

NI(2)
old = [0, 0, 0, 0, S/2, S/2, 0, 0, Sc/2/Gs, Sc/2/Gs]T, (23)

2.2.3. Comparison between the Present and Existing Model

Previous models considered in-situ stress as the boundary pressure load at infinity
for the stratum, which led to displacements of the stratum at infinity being infinite, not
reflecting the actual situation [20,21]. The present model improves upon this by consid-
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ering in-situ stress as the initial stress state instead. For instance, the incremental radial
displacement in the stratum in Sub-problem I includes the terms in Equations (9) and (17):





us,I(1)
rr = − (1−2vs)

4Gs
As,I(1)r,

us,I(2)
rr = 2(1+νs)

Es
Bs,I(2)r cos(2θ′),

(24)

In Equation (24) As,I(1) = −2P, Bs,I(2) = S/2 applies in the existing model while
As,I(1) = Bs,I(2) = 0 applies in the present model. So the displacements at infinity in the
stratum will be infinity rather than zero in the existing model. This difference between the
previous and present model ensures that the displacement and stress distribution in the
stratum are modeled more accurately, and this applies to Sub-problem III.

2.2.4. Solution of Sub-Problem II: Elastic Uni-Axial Stress Problem

Based on the plane strain assumption, vertical stress can be given as:

σi
zz = σi

zz0 + νi(∆σ
i,I(1)
zz + ∆σ

i,I(2)
zz ) (25)

2.2.5. Solution of Sub-Problem III: Anti-Plane Shear Problem

In this problem, the Navier equation of equilibrium is [16]:

∇2ui
z = 0, (26)

where ui
z is the vertical displacement component. Given that the wellbore is long, ∂ui/∂z = 0

applies, and we can assume that uz is a function of the radial coordinate r and polar angle θ.
Then, the solution of Equation (26) has the following forms [18]:

ui
z =

∞

∑
n=1

(Ai
nsin(nθ) + Bi

ncos(nθ))rn +
∞

∑
n=1

(Ci
nsin(nθ) + Di

ncos(nθ))r−n (27)

Using symmetry considerations, it can be suggested that the dependence of the stress
upon the polar angle θ in Equation (8) makes n = 1. Therefore, the stress components are
derived as follows:

σi
rz = σi

rz0 + ∆σi
rz = σi

rz0 + Gi((Ai − Ci

r2 ) sin θ + (Bi − Di

r2 ) cos θ),

σi
θz = σi

θz0 + ∆σi
θz = σi

θz0 + Gi((Ai + Ci

r2 ) cos θ − (Bi + Di

r2 )sinθ),
(28)

According to the boundary and continuity conditions, linear equations can be obtained
for the stress distributions induced by the initial stress in Sub-problem III. Additionally,
since the displacement of the stratum at infinity must be zero, As = Bs = 0 applies in
Equations (27) and (28). Therefore, the corresponding linear aligns are given as:

K ·XIII
1 = L1,

K ·XIII
2 = L2,

(29)

where
XIII

1 = [Aca, Cca, Ace, Cce, Cs]T, XIII
2 = [Bca, Dca, Bce, Dce, Ds]T,

L1 =
[
0, 0, Ss

yz0, 0, 0
]T

, L2 =
[
0, 0, Ss

xz0, 0, 0
]T,

(30)

and K is listed in Appendix A.
In contrast to the present model, the existing model assumes that the sum displacement

and stress at the interface is continuous. The coefficients in Equations (27) and (28) can be
given as As

old = Syz/Gs, Bs
old = Sxz/Gs, according to the initial stress state in Equation (8),

following a similar approach as in Sub-problem I. However, this leads to the displacement
at infinity of the stratum being infinite due to the term (As

old sin θ + Bs
old cos θ)r, which is
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not realistic and will be discussed later. Correspondingly, the modified parameters L1, L2
in the existing model can be given as:

L1old =
[
0, 0, Ss

yz0, 0, Ss
yz0c/Gs

]T
, L2old = [0, 0, Ss

xz0, 0, Ss
xz0c/Gs]

T (31)

2.3. The 3D Total Stress Field within the Casing-Cement-Stratum System

The ultimate stress components can be obtained as a superposition solution of three
Sub-problems: in-plane plane strain, uni-axial stress and anti-plane shear problems. Addi-
tionally, the initial stress of cement is considered, which affects the stress field and failure
potential. The ultimate stresses can be given as:

σi
rr = σi

rr0 + ∆σ
i,I(1)
rr + ∆σ

i,I(2)
rr ,

σi
θθ = σi

θθ0 + ∆σ
i,I(1)
θθ + ∆σ

i,I(2)
θθ ,

σi
rθ = σi

rθ0 + ∆σ
i,I(2)
rθ ,

σi
zz = σi

zz0 + νi(∆σ
i,I(1)
zz + ∆σ

i,I(2)
zz ),

σi
rz = σi

rz0 + ∆σi
rz,

σi
θz = σi

θz0 + ∆σi
θz.

(32)

3. Results and Discussions
3.1. Validation of Present Analytical Model

The purpose of this paper is to introduce a straightforward and comprehensive 3D
analytical solution for the stress field of the casing-cement-stratum system, taking into
account the initial stress state of cement and the stratum. The input parameter values used
in the simulation, listed in Table 1, are obtained from the literature of Liu et al. [20]. The
new analytical solution to the present model in Sub-problem I is compared with the Liu
model [20], which considers the initial displacement induced by the in-situ stresses in the
stratum and ignores the hydrostatic stress in the cement. In contrast, this paper uses the
initial stress in the stratum and cement directly to obtain the ultimate stress field, resulting
in a more straightforward and understandable approach.

Table 1. Input parameters (Data from Liu et al. [20]).

Component Casing Cement Stratum

Elastic coefficients and geometry
Young’s modulus E/GPa 210 12 10

Poisson’s ratio ν 0.3 0.25 0.2
Inner radius/mm 59.31 69.85 107.95

Stress state
Initial vertical stress σV/MPa 0 0 −100 (assumed)

Initial horizontal stress σH , σh/MPa 0 0 −82, −55
Internal pressure pw/MPa −34

The accuracy of the model results in Sub-problem I, which considers the in-situ stress
as the initial stress state (present model) or as boundary pressure loads (existing model);
this is validated by excellent agreement with existing results and finite element analysis
(FEA) [20], as shown in Figure 3. The existing model considers the initial stress in the
stratum as the boundary pressure loads, which causes great error compared to the present
model. A detailed analysis has been conducted by Liu et al. [20] and Li et al. [21], which is
not discussed here.

Furthermore, the existing model leads to an infinite radial displacement at infinity in
the stratum, which is clearly unrealistic, as shown in Figure 4. In contrast, in the present
model, as the radius increases, the radial displacement approaches zero. The reason lies in

301



Processes 2023, 11, 1164

the fact that the initial stress in the stratum has been exerted before wellbore completion
and cannot be regarded as the boundary pressure loads, which is always assumed in the
existing model.
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Figure 3. Comparisons of model results in Sub-problem I with existing model results and corresponding
FEA [20] (Reproducted with permission from Liu W, Appl. Math. Mech): (a) radial stress; (b) hoop
stress. In addition, model results consider in-situ stress as boundary pressure loads, which coincide
with corresponding FEA [20] and validate the accuracy of the analytical method. The input parameters
are given in Table 1.
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Figure 4. Radial displacement along 0◦ direction with increasing radius in Sub-problem I. The
displacement in stratum increases linearly with increasing radius, which implies unrealistic infinite
displacement at infinity.

3.2. Model Comparison between the Present Solution and Existing One in Antiplane Shear
Problem III

In the case of an inclined wellbore with a deviation azimuth of 30◦ and a devia-
tion angle of 60◦, the in-situ anti-plane shear stresses in the stratum can be given as
σs

xz0 = 16.6 MPa, σs
yz0 = 5.8 MPa. The induced anti-plane stresses using both the present

and existing analytical models are shown in Figure 5. Similar to Sub-problem I, the existing
analytical model leads to significant errors compared to the corresponding present model
in Sub-problem III.
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Figure 5. Comparisons of model results of anti-plane stress field in the casing-cement-stratum system
with existing model: (a) nondimensionless σrz/σs

xz0 distribution along 90◦ direction; (b) nondimension-
less σθz/σs

yz0 distribution along 0◦ direction, which show great differences between them.

Equations (29) and (30) imply that the coefficients XIII
1 , XIII

2 are proportional, resulting
in the same nondimensionless anti-plane shear stress as the σrz/σs

xz0, σrz/σs
yz0 distributions

when considering the dependence of cosinoidal and sinusoidal anti-plane shear stress in
Equation (8). However, the existing model greatly amplifies the induced anti-plane shear
stresses σrz, σθz compared to the corresponding present model, especially in casing and
cement. Therefore, the present analytical model is recommended to accurately calculate
the stress field in the casing-cement-stratum system in all Sub-problems. Additionally, the
existing model in Sub-problem III causes linearly increasing radial displacement in the
stratum in Figure 6, which is also unrealistic at infinity.

Processes 2023, 11, x FOR PEER REVIEW 10 of 17 
 

 

3.2. Model Comparison between the Present Solution and Existing One in Antiplane Shear  
Problem III 

In the case of an inclined wellbore with a deviation azimuth of 30° and a deviation 
angle of 60°, the in-situ anti-plane shear stresses in the stratum can be given as 

0 016.6MPa, 5.8MPas s
xz yzσ σ= = . The induced anti-plane stresses using both the present and 

existing analytical models are shown in Figure 5. Similar to Sub-problem I, the existing 
analytical model leads to significant errors compared to the corresponding present model 
in Sub-problem III. 

  
(a) (b) 

Figure 5. Comparisons of model results of anti-plane stress field in the casing-cement-stratum sys-
tem with existing model: (a) nondimensionless 0/ s

rz xzσ σ  distribution along 90° direction; (b) non-
dimensionless 

0/ s
z yzθσ σ   distribution along 0° direction, which show great differences between 

them. 

Equations (29) and (30) imply that the coefficients III III
1 2,X X  are proportional, result-

ing in the same nondimensionless anti-plane shear stress as the 0 0/ , /s s
rz xz rz yzσ σ σ σ  dis-

tributions when considering the dependence of cosinoidal and sinusoidal anti-plane shear 
stress in Equation (8). However, the existing model greatly amplifies the induced anti-
plane shear stresses ,rz zθσ σ  compared to the corresponding present model, especially 
in casing and cement. Therefore, the present analytical model is recommended to accu-
rately calculate the stress field in the casing-cement-stratum system in all Sub-problems. 
Additionally, the existing model in Sub-problem III causes linearly increasing radial dis-
placement in the stratum in Figure 6, which is also unrealistic at infinity. 

 
Figure 6. Radial displacement along 0°direction with increasing radius in the anti-plane shear Sub-
problem III. The radial displacement in stratum increases linearly with increasing radius, which 
implies unrealistic infinite displacement at infinity. 

Figure 6. Radial displacement along 0◦direction with increasing radius in the anti-plane shear
Sub-problem III. The radial displacement in stratum increases linearly with increasing radius, which
implies unrealistic infinite displacement at infinity.

Similar to the result of Sub-problem I, a low Young’s modulus of cement will decrease
the anti-plane shear stress σrz, σθz in the casing and cement in both the present and existing
models, as shown in Figure 7. This reduction will benefit wellbore integrity. However,
Poisson’s ratio of cement has little influence on the anti-plane shear stress.
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Figure 7. Influence of Young’s modulus and Poisson’s ratio of cement on the anti-plane shear stress dis-
tribution: (a) nondimensionless σrz/σs

xz0; (b) nondimensionless σθz/σs
yz0 distribution along 0◦ direction.

3.3. The Effect of Initial Stress State of Cement on the Stress Field

In previous models [7–21], the initial stress of the cement was often ignored. However,
the existence of initial stress in cement has a significant influence on the stress distribution,
as shown in Figure 8. Due to the isotropic initial stress state in the cement, the effect of the
initial stress state of cement is studied in Mode one of Sub-problem I. The initial stress state
in cement promotes the uniformity of radial and hoop stress along the radial direction and
increases the absolute values of compressive radial and hoop stresses. Moreover, for the
given parameters in this case, the initial stress state in cement has little influence on the
stress field in the casing.
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Figure 8. Influence of the initial stress state of cement on stress field within the casing-cement-stratum
system: (a) Radial stress; (b) Hoop stress in Mode 1 of Sub-problem I. In this case, a vertical well is
considered.

The effect of Young’s modulus and Poisson’s ratio on cement in the stress field in
Mode one of Sub-problem I, considering the initial stress state of cement, is studied in
Figure 9. Considering the initial stress state of cement, a low Young’s modulus also induces
low absolute values of radial and hoop stress. Ignoring the initial stress state of cement will
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amplify the decreasing degree of absolute values in radial and hoop stresses in the casing
and cement under low Young’s modulus of cement condition.
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Figure 9. Influence of Young’s modulus and Poisson’s ratio of cement on stress field with and without
the initial stress state of cement: (a) Radial stress; (b) Hoop stress in Mode 1 of Sub-problem I. In this
case, a vertical well is considered.

4. Estimation of the Casing and Cement Integrity

The Mohr-Coulomb failure criterion has been widely used to evaluate cement failure
potential, while the von Mises yield criterion is used to assess longitudinal zonal isolation
in the cement [34]. In this paper, the 3D von Mises yield criterion is adopted to evaluate the
failure potential of casing and cement:

σMises =

√
1
2

[
(σr − σθ)

2 + (σr − σz)
2 + (σz − σθ)

2
]
+ 3τ2

rθ + 3τ2
rz + 3τ2

θz (33)

Correspondingly, the 2D von Mises yield criterion is simplified as:

σMises,2D =

√
1
2
((σr − σθ)

2 + σ2
r + σ2

θ + 6τ2
rθ) (34)

The Mises stress in the 2D and 3D solution at the inner surfaces of casing and cement
are evaluated by the present and existing models, as shown in Figure 10. In this case, an
inclined wellbore with a deviation azimuth of 30◦, a deviation angle of 60◦ and zero initial
stress of cement is considered. The symmetry of von Mises stress in the 2D solution, θr,
validates the accuracy of the model results in Sub-problem I. In contrast, the existence of an
anti-plane shear stress distribution in Sub-problem III breaks the symmetry of the Mises
stress distribution, θr, in the casing and cement.

Consistent with the law above, the existing model greatly signifies the values of Mises
stress in casing and cement both in the 2D and 3D solution. The 3D solutions of the present
and existing models differ from the corresponding 2D solutions, which highlights the
necessity of establishing the 3D analytical solution to evaluate wellbore integrity. Counter-
intuitively, the 2D Mises stress in both the present and existing models is higher than that
in the 3D case, particularly for the cement. This suggests that the common 2D solution
overestimates the failure potential of cement compared to the 3D model. This could be
because ignoring the existence of stress components with axial direction increases the
nonuniform degree of stress components.
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Figure 10. The Mises stress distribution in 2D and 3D solution at the inner surfaces of (a) casing and
(b) cement using the present and existing model. Two-dimensional von Mises stress distribution with
a changing circumference angle shows symmetry θr, while anti-plane shear stress in the 3D model
breaks it. In this case, an inclined wellbore with a deviation azimuth of 30◦ and a deviation angle of
60◦ is considered.

Figure 11 demonstrates how Young’s modulus and the initial stress state of cement
affect the maximum Mises stress in casing and cement in the present 3D model. As Young’s
modulus increases, the maximum Mises stress in the casing, and cement approaches
a constant value. Simultaneously, the presence of initial stress in cement significantly
decreases the maximum Mises stress in the cement with moderate Young’s modulus values
of cement. This occurs because the initial hydrostatic compressive stress state in cement
moves Mohr’s circle of stress in cement away from the failure envelope compared to the
case of zero initial stress. Additionally, under a low Young’s modulus of cement conditions,
the presence of initial stress in cement aggravates the failure potential of the casing, and
vice versa.
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Figure 12 illustrates the influence of wellbore pressure on the maximum Mises stress
in casing and cement in the present 3D model. As the wellbore pressure increases, the
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failure potential of the casing decreases while that of the cement increases. Furthermore,
the presence of initial stress in cement significantly decreases the increased failure potential
of cement with increasing internal wellbore pressure. The initial stress state has little
influence on the maximum Mises stress in the casing since radial and hoop stresses hardly
change with increasing initial stress in cement for the given specific parameters, as shown
in Figure 8.
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Figure 12. The initial stress state of cement’s effect on the maximum von Mises stress in (a) casing
and (b) cement in the present 3D model for the given specific parameters in Table 1.

5. Conclusions

This paper presents a new 3D analytical model for evaluating the stress field in inclined
oil/gas wells, considering in-situ stress as the initial stress instead of boundary pressure
loads and the existence of the initial stress of cement. The 3D analytical solution is obtained
by dividing the model into an in-plane plane strain problem, elastic uni-axial stress problem
and anti-plane shear problem. Moreover, the accuracy of the present model is validated by
the existing model results and finite element analysis. The following main conclusions can
be made:

(1) Compared to the existing model, the present model provides a more accurate stress
level in the anti-plane shear problem and eliminates unrealistic infinite displacements
at infinity.

(2) The maximum Mises stress in the present 3D model differs from that in the corre-
sponding 2D model, highlighting the importance of considering the uni-axial stress
problem and anti-plane shear problem. For the specific conditions studied in this
paper, the maximum Mises stress in the cement in the present 3D model is lower than
that in the corresponding 2D model, resulting in a more conservative failure potential
in the 3D circumstance.

(3) The existence of initial stress in cement has a significant effect on the cement failure
potential. For the specific conditions studied in this paper, as the wellbore pressure
increases, the failure potential of the casing decreases while that of cement increases.
However, the presence of initial stress in cement significantly decreases the increased
failure potential of cement with increasing internal wellbore pressure.
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Appendix A

MI(1)
1,1 = 1/2, MI(1)

1,2 = 1/a2,

MI(1)
2,1 = 1/2, MI(1)

2,2 = 1/b2, MI(1)
2,3 = −1/2, MI(1)

2,4 = −1/b2,

MI(1)
3,1 = (1− 2νca)b/(4Gca), MI(1)

3,2 = −1/(2Gcab),

MI(1)
3,3 = −(1− 2νce)b/(4Gce), MI(1)

3,4 = 1/(2Gceb),

MI(1)
4,3 = 1/2, MI(1)

4,4 = 1/c2, MI(1)
4,5 = −1/c2,

MI(1)
5,3 = (1− 2νce)c/(4Gce), MI(1)

5,4 = −1/(2Gcec),

MI(1)
5,5 = 1/(2Gsc),

MI(2)
1,2 = 1, MI(2)

1,3 = 2/a2, MI(2)
1,4 = 3/a4,

MI(2)
2,1 = 3a2, MI(2)

2,2 = 1, MI(2)
2,3 = −1/a2, MI(2)

2,4 = −3/a4,

MI(2)
3,2 = 1, MI(2)

3,3 = 2/b2, MI(2)
3,4 = 3/b4,

MI(2)
3,6 = −1, MI(2)

3,7 = −2/b2, MI(2)
3,8 = −3/b4,

MI(2)
4,1 = 3b2, MI(2)

4,2 = 1, MI(2)
4,3 = −1/b2, MI(2)

4,4 = −3/b4,

MI(2)
4,5 = −3b2, MI(2)

4,6 = −1, MI(2)
4,7 = 1/b2, MI(2)

4,8 = 3/b4,

MI(2)
5,6 = 1, MI(2)

5,7 = 2/c2, MI(2)
5,8 = 3/c4,

MI(2)
5,9 = −2/c2, MI(2)

5,10 = −3/c4,

MI(2)
6,5 = 3c2, MI(2)

6,6 = 1, MI(2)
6,7 = −1/c2, MI(2)

6,8 = −3/c4,

MI(2)
6,9 = 1/c2, MI(2)

6,10 = 3/c4,

MI(2)
7,1 = 2νcab3/Gca, MI(2)

7,2 = b/Gca, MI(2)
7,3 = −2(1− νca)/(bGca), MI(2)

7,4 = −1/(b3Gca),

MI(2)
7,5 = −2νccb3/Gce, MI(2)

7,6 = −b/Gce, MI(2)
7,7 = 2(1− νce)/(bGce), MI(2)

7,8 = 1/(b3Gce),

MI(2)
8,1 = (3− 2νca)b3/Gca, MI(2)

8,2 = b/Gca, MI(2)
8,3 = −(1− 2νca)/(bGca), MI(2)

8,4 = 1/(b3Gca),

MI(2)
8,5 = −(3− 2νce)b3/Gce, MI(2)

8,6 = −b/Gce, MI(2)
8,7 = (1− 2νce)/(bGce), MI(2)

8,8 = −1/(b3Gce),

MI(2)
9,5 = 2νcec3/Gce, MI(2)

9,6 = c/Gce, MI(2)
9,7 = −2(1− νce)/(cGce), MI(2)

9,8 = −1/(c3Gce),

MI(2)
9,9 = 2(1− νs)/(cGs), MI(2)

9,10 = 1/(c3Gs),

MI(2)
10,5 = (3− 2νce)c3/Gce, MI(2)

10,6 = c/Gce, MI(2)
10,7 = −(1− 2νce)/(cGce), MII

10,8 = 1/(c3Gce),

MI(2)
10,9 = (1− 2νs)/(cGs), MI(2)

10,10 = −1/(c3Gs),

K1,1 = 1, K1,2 = −1/a2,

K2,1 = Gca, K2,2 = −Gca/b2, K2,3 = −Gce, K2,4 = Gce/b2,

K3,3 = Gce, K3,4 = −Gce/c2, K3,5 = Gs/c2

K4,1 = b, K4,2 = 1/b, K4,3 = −b, K4,4 = −1/b,

K5,3 = c, K5,4 = 1/c, K5,5 = −1/c,
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Abstract: The failure of managed-pressure running casing in oil and gas wells may lead to complex
accidents such as overflow or leakage. The technique of using multi-density gradient drilling fluids
in wellbores with negative pressure windows (NPWs) is often used to deal with this situation.
Therefore, it is vital to analyze the dynamic slurry column structure and calculate the wellbore
pressure during casing running. For this issue, the model of transient surge pressure is established
during casing running. The calculation equation of the model is proposed, and the calculations of
the wellbore pressure are carried out with the exploration of Well LT-X1, located in the Xinjiang oil
field. A circulation scheme is designed as follows: Circulate 125 m3 of drilling fluid with a density
of 2.45 g/cm3 and 155 m3 of drilling fluid with a density of 2.35 g/cm3 at a depth of 3560 m. From
there, circulate 164 m3 of drilling fluid with a density of 2.35 g/cm3 at a depth of 5900 m. Finally, at a
depth of 7050 m, circulate 250 m3 of drilling fluid with a density of 2.30 g/cm3. The casing running
speeds and back-pressure values were designed as follows for the respective well sections: 0–1523 m:
0.160 m/s casing speed, 0 MPa back pressure; 1523–3560 m: 0.160 m/s casing speed, 1.641 MPa back
pressure; 3560–5900 m: 0.145 m/s casing speed, 2.427 MPa back pressure; 5900–6674 m: 0.137 m/s
casing speed, 4.041 MPa back pressure; 6674–7050 m: 0.124 m/s casing speed, 4.457 MPa back
pressure. The results show that optimizing structure of the multi-density gradient drilling fluid with
different densities and applying annular back pressure in stages, with the accurate calculation of
wellbore pressure, can achieve the goals of leak-proofing and pressure-stabilization. It is concluded
that this result may serve as the foundation for managed-pressure running casing technology.

Keywords: negative pressure window; managed-pressure running casing; multi-density gradient
drilling fluids; transient surge pressure; leak-proof and pressure-stabilized

1. Introduction

Complicated formation pressure systems, such as NPWs in oil and gas wells, are
increasing, which may lead to complex accidents. Lost circulation and overflow in the
wellbore are two typical accidents that occur when the wellbore pressure is beyond the
scope of pore pressure and leakage pressure during the drilling operation [1–3]. To solve
this problem, managed-pressure drilling (MPD) continues to rely on the back pressure
applied by the surface high-pressure pump at the wellhead to precisely control the annular
pressure profile, despite the noise pollution generated by the high-pressure pump [4]. After
drilling to the predetermined depth with MPD technology, the next step is always to pull out
of hole (POOH) and prepare the next construction called casing running. The calculation of
wellbore pressure in the processes of pre-casing preparation, down-casing and drilling fluid
circulation are important for developing the casing running plan reasonably and adjusting
the back pressure in a timely manner.

Processes 2023, 11, 2210. https://doi.org/10.3390/pr11072210 https://www.mdpi.com/journal/processes311
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Surge pressure, generated during the process of casing running, is an important
part of wellbore pressure that is crucial for avoiding complex accidents in wellbores. In
various working conditions, extensive studies have been conducted to analyze and gain
a comprehensive understanding of surge pressure. The field studies aimed to examine
the impact of fluid properties and wellbore geometry on surge and swab pressures [5–9].
The findings of these studies consistently indicate that both surge pressures exhibit a
positive correlation with increasing tripping speeds and wellbore depths. These studies
only investigated two types of surge pressures, both of which are positively correlated
with an increase in tripping speeds and wellbore depths. More recent studies have further
confirmed the strong impact of tripping speeds, wellbore geometry, flow regime, and fluid
rheology on surge pressures [10–16].

However, the drilling industry greatly relies on surge models and simulators. At
present, some models, including steady-state models and transient models, have been pro-
posed to calculate the surge pressure during POOH and casing running processes. Before
the 1970s, the models were mainly based on the theory of the steady-state method and
usually considered the fluid in the wellbore as a Newtonian model [17–20]. Furthermore,
more and more models were developed considering the Bingham model, power-law model
and Roberston–Stiff model [21–23]. In recent years, the impact of stabilizer placement on
the annular clearance has been taken into account in the prediction of the volatility stress
model [24]. Meanwhile, the error of surge pressure calculation results reaches ±3% [25].
These models mainly analyze the influence of drilling fluid density, stabilizer quantity,
annular clearance, and drill string eccentricity on the surge pressure. In summary, while
surge models and simulators have made significant progress in predicting surge pressure
during POOH and casing running processes, there are limitations in capturing the full
complexity of fluid behavior and accurately accounting for all factors that influence surge
pressure. Further research and advancements are needed to improve the accuracy and
reliability of surge models in the drilling industry.

After mid-1970s, with the improvement of computer calculation capabilities, the
transient method was applied in the calculation of surge pressure. Fluid compressibility,
duct wall expansion, and fluid inertia were considered with the establishment of the surge
pressure model [26]. The variation of maximum surge pressure and swabbing pressure at
each depth within the wellbore with time were predicted proposed solving the transient
surge pressure of each passage using the mixing implicit feature line method, which
obtained the numerical solutions of transient surge pressure under various conditions [27].
To acquire the wellbore pressure and ground stress field in the near-wellbore section of deep-
water drilling, some scholars proposed a method for analyzing wellbore stability based on
the oscillation coupling of transient surge pressure [28]. Considering the liquid–solid two-
phase medium, researchers studied the transient surge pressure during tripping operations
with the use of the numerical simulation method [29]. Based on the transient method, the
effect of overflow, drilling speed and acceleration were analyzed in the calculation of surge
pressure [30,31]. Using spectrum analyses, it was found that high-pressure hoses are most
susceptible at certain frequencies to deformation, and to the response and surge pressures
of the fluid within. This can even lead to irreversible degradation changes in the internal
structure of the hose [32]. However, it is important to note that despite the advancements
and insights gained from these studies, there are limitations to consider. The basis of their
model establishment is limited to a single-density fluid within the wellbore.

The above-established calculation models for the surge pressure are all based on
homogeneous fluid within the wellbore and cannot be applied to drilling fluids with
multiple density gradients that are usually used in wells with NPW. This paper presents
the structure of the slurry column and surge pressure calculation models during the casing
running process, considering the drilling fluids with multiple density gradients in the
wellbore. Taking Well LT-X1 as an example, the pressure-managed technology for casing
running under NPWs is developed.
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The formation pressure data of Well LT-X1 are shown in Figure 1. At the depth of
5852 m, and 6152 m in the wellbore, the equivalent densities of pore pressure and leakage
pressure are 2.49 g/cm3 and 2.52 g/cm3, 2.425 g/cm3 and 2.445 g/cm3, respectively. The
leakage pressure at the depth of 6152 m is lower than the pore pressure at 5852 m, which is
defined as the NPW. So, the reservoir pore pressure cannot be balanced by drilling fluid
for which the density is equal to pore pressure. This will result in lost circulation at the
bottom of the hole and kick (probably evolving to blowout) at the upper depth of the well.
MPD technology was employed in this well at the key well sections with NPWs. After
drilling, the drill rods are pulled out of hole, and the fluid in the wellbore will have a loss
of circulation. Therefore, drilling fluids with multi-density gradient column structures are
needed to balance the reservoir pore pressure.
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Figure 1. The formation pressure of Well LT-X1 with an NPW.

2. Methodology
2.1. Model Description

As shown in Figure 2a, we assume there is an oil and gas well drilled to a depth of
H, which has n sets of pressure systems with the depths of H1

′, H2
′, H3

′, . . . . . . , Hn
′ in

an open-hole section, and the corresponding pore pressure and leakage pressure are (ρp1,
ρf1), (ρp2, ρf2), (ρp3, ρf3), . . . . . . , (ρpn, ρfn), respectively. The density of drilling fluid in the
wellbore is ρ0, since the leakage pressure ρf1 at the bottom hole is less than the pore pressure
at the upper depth, and the design method of slurry column structures with multi-density
gradients is adopted as follows.
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Figure 2. Slurry column structure in the wellbore during tripping. Each drilling fluid density ρi and
length hi are designed with the requirements of the formula (a) Before tripping; (b) Drilling fluid
circulation after tripping; (c) Drill to a certain height; (d) Drilling completed.

(1) To stabilize the upper formation and prevent leakage, a substitution is made by
replacing a portion of the bottom-hole drilling fluid ρ0 with weighted drilling fluid ρ1
before commencing the tripping-out process.

(2) After raising the drill pipe string to a specific height, the height of the weighted
drilling fluid ρ1 is changed to h1. This adjustment is necessary to stabilize the upper
formation and facilitate the circulation of the weighted drilling fluid ρ2, as shown in
Figure 2b.

(3) The design of the height hi of the tripped-out drill pipe string and the density of the
weighted drilling fluid ρi is based on the specific pressure systems involved, as shown
in Figure 2c.

(4) The hydrostatic column pressure of the multi-density gradient drilling fluid in the well-
bore plays contributes entirely to preventing leaks and ensuring pressure-stabilization
after all the drill pipe strings are pulled out The density ρi and length hi of the multi-
density gradient drilling fluids are designed as (ρ1, h1), (ρ2, h2), (ρ3, h3), . . . . . . , (ρm,
hm), respectively, as shown in Figure 2d.

ρoj ≤
m

∑
j=k

ρighi ≤ ρpj (1)

2.2. Model of Slurry Column Structure

In the construction process of this well, step-by-step casing running is employed,
accompanied by the circulation of drilling fluids with different densities. Typically, the pipe
string, comprising the casing string and the drill pipe string, is run into the well during the
casing running procedure, as depicted in Figure 3. As the drilling pipe string is inserted, the
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fluid volume in the well is continuously drained by the pipe string. Furthermore, once the
casing string reaches a certain depth, the drilling fluids in the well must be circulated and
discharged using another drilling fluid from the wellhead. Calculating the slurry column
structure in the wellbore during casing running poses particular challenges, especially in
oil and gas wells with complex wellbore structures. In order to accurately calculate the
slurry column structure in the wellbore during casing running, the following calculation
methods are established.

Processes 2023, 11, x FOR PEER REVIEW 5 of 18 
 

 

respectively. The total well depth is given by the sum of LD and LC. The casing run-

ning process is divided into s stages, the casing running speeds in each stage are de-

noted as v1, v2, v3, ……, vs, respectively, and the corresponding well running depths 

are H1, H2, H3, ……, Hs, respectively, as shown in Figure 3. 

 

Figure 3. Casing running process diagram. 

(2) Calculate the volume Vp of the drill pipe string and production casing in the well at 

any time and compare it with the sum of the volume Vf of the first k fluids (from top 

to bottom) in the wellbore, as shown in Equation (2). If Vp > Vf, the m, m-1, m-2, ……, 

k fluids will be replaced out of the wellbore; otherwise, k = k − 1, and repeat step (2). 

m

f i

i k

V V
=

=
 

(2) 

(3) The calculation process of the fluid slurry column structure in the annulus above the 

casing shoe is complex; it is shown in Figure 4. 

Figure 3. Casing running process diagram.

(1) Assume that the volumes of multi-density gradient drilling fluids in the wellbore
from bottom to top are V0, V1, V2, . . . . . . , Vm, respectively. The lengths of the drill
pipe string and the production casing used for cementing are denoted as LD and
LC, respectively. The total well depth is given by the sum of LD and LC. The casing
running process is divided into s stages, the casing running speeds in each stage are
denoted as v1, v2, v3, . . . . . . , vs, respectively, and the corresponding well running
depths are H1, H2, H3, . . . . . . , Hs, respectively, as shown in Figure 3.

(2) Calculate the volume Vp of the drill pipe string and production casing in the well at
any time and compare it with the sum of the volume Vf of the first k fluids (from top
to bottom) in the wellbore, as shown in Equation (2). If Vp > Vf, the m, m − 1, m − 2,
. . . . . . , k fluids will be replaced out of the wellbore; otherwise, k = k − 1, and repeat
step (2).

Vf =
m

∑
i=k

Vi (2)

(3) The calculation process of the fluid slurry column structure in the annulus above the
casing shoe is complex; it is shown in Figure 4.
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where VSk−1 is the k − 1 residual fluid volume in the wellbore, m3; Va is the volume of the
annulus above the casing shoe, m3; hk−1 is the height of k − 1 fluid in the annulus, m; Hk−1
is the top depth of k − 1 fluid, m; Vak is the sum of the volumes of k − i − 1 fluids in the
annulus, m3; Do is the outer diameter of the annulus, m; and Dh is the inner diameter of the
annulus, m.

(4) When casing is run into the well, it reaches a depth of Hp in the p stage. At this stage,
drilling fluid with a density of ρcp is injected from the drill pipe string at the wellhead,
filling both the drill pipe string and the annular space. Subsequently, casing continues
to be run to a depth of Hp+1 in the p = p + 1 stage, and the process described in
Equation (2) to (3) is repeated to calculate the slurry column structure in the wellbore
during the casing running process.

The calculation of the wellbore fluid column pressure Ph when running casing to the
depth of Hp can be formulated as:

Ph
(

Hp
)
=

k−i

∑
n=0

ρnghn +
k−1

∑
j=k−i

ρjgHj (3)

where ρn is the density of the drilling fluid in the n-section of the upper annular space of
the casing shoe, g/cm3; Hn is the length of the drilling fluid column of the n-section of the
annular space, m; ρj is the density of drilling fluid in the lower j-section of the casing shoe,
g/cm3; and Hj is the length of the drilling fluid column in the lower j-section of the casing
shoe, m.

In situations where the drill pipe string does not fully enter the well, the ground
equipment is unable to control the annular pressure. The wellbore pressure under such
circumstances is the combination of the hydrostatic column pressure Ph and the surge
pressure Po. The wellbore pressure P1 during casing running up to the depth of Hp can be
formulated as:

P1 = Po(vp) + Ph
(

Hp
)

(4)
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With the complete insertion of the drill pipe string into the well, back pressure can
be applied to stabilize the formation. The wellbore pressure during this phase comprises
three key elements: the hydrostatic column pressure Ph at the lower and upper ends of the
casing shoe, the surge pressure Po induced by casing running, and the back pressure Pb
exerted by ground equipment.

The wellbore pressure P1
′ during casing running to the depth of Hp can be formulated

as:
P1′ = P0(vp) + Ph

(
Hp
)
+ Pb (5)

The algorithm of this model has been implemented in Visual Studio platform using the
C# programming language to calculate the mid-column structure in the wellbore during
the casing running process.

2.3. Model of Wellbore Pressure

During the casing running operation, the wellbore is divided into two parts: LD
(above the casing shoe) and LC (below the casing shoe). This division allows for the
analysis and calculation of the wellbore pressure. Furthermore, considering the specific
working conditions of casing running operations, two stages of wellbore pressure-control
models are developed. These models are utilized to calculate the wellbore pressure during
both the casing running process and the circulating drilling fluid process.

2.3.1. Wellbore Pressure during Casing Running

When the DP non-completely enters into the well, the annular pressure cannot be
managed by the ground equipment. The wellbore pressure at this time is P1. The speed of
the lower casing within the safe density window range in this formation can be calculated
using the following formula:

P1 = P0(vp) + Ph
(

Hp
)
< PLeakage (6)

When the DP completely enters into the well, back pressure can be applied to stabilize
the formation. In this case, the wellbore pressure at this time is P1

′. Strict control of the
wellbore pressure within the safe density window is required to ensure the safe lowering
of the pressure control equipment into the well. The model analysis diagram is shown in
Figure 5.
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And the wellbore pressure calculation model is formulated as:

P1′ = P0(vp) + Ph
(

Hp
)
+ Pb < PLeakage (7)

By performing calculations of the hydrostatic column pressure and surge pressure,
the correlation between wellbore pressure and casing running speed can be established.
This analysis facilitates the determination of the appropriate casing running speed and
back-pressure compensation values within the safe density window range.

2.3.2. Surge Pressure

In Formulas (4) and (5), the surge pressure Po(vp) plays a crucial role in calculating the
wellbore pressure. To account for the pressure changes transmitted to the wellhead and
bottom hole, the calculations of surge pressure utilize the transient-flow method based on
unstable flow theory.

The normal pressure window casing assumes the presence of a single drilling fluid
in the wellbore. However, under the normal pressure window (NPW), there are multiple
types of drilling fluids present in the casing wellbore, making the calculation of the friction
pressure drop more complex. An accurate calculation of friction pressure drop is crucial
for modeling surge pressure. The model of the slurry column structure is based on the
principles described in Section 2.2, and the friction pressure drop in the annular space is
formulated as:

Pf =
k−1

∑
j=k−i

4Kj Hj

Dhy
(

2nj + 1
3nj

12v
Dhy

)n (8)

where Kj is the consistency coefficient of the jth fluid, Pa·sn; Hj is the return distance of the
jth fluid, m; n is the liquidity index of the jth fluid; and Dhy is the hydraulic diameter of the
annular space, m.

(1) Governing Equation

Based on the principles of mass and momentum conservation, the governing equation
for one-dimensional unstable flow in the wellbore can be derived as follows (9) and (10):

{
v ∂p0

∂z + ∂p0
∂t + ρC2 ∂v

∂z = 0
∂p0
∂z + ρ ∂v

∂t + ρv ∂v
∂z + p f = 0

(9)

where
C =

1√
ρ(α + β)

(10)

where Q is the flow rate of drilling fluid, L/s; p is the surge pressure, MPa; C is the
propagation velocity of the pressure wave, m/s; A is the cross-sectional area of flow
channel, m2; t is the casing decentralization time, s; Z is the ordinate value along casing, m;
pf is the friction pressure drop, MPa; β is the expansion coefficient of the flow channel; α is
the compression coefficient of drilling fluid; and ρ is the density of drilling fluid, g/cm3.

(2) Grid Division

The characteristic curve method is employed to solve the system of governing equa-
tions. Firstly, the characteristic equation of the governing equations (Equation (9)) is
established using the modified Lister method. Subsequently, the finite difference method
is applied to solve the characteristic equation, yielding the solution for the governing
equations.

The characteristic equation of governing equationsis formulated as Formula (11).

{ ±dp0 + ρCdv + Cp f dt = 0
dz
dt = v± C

(11)
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The forward characteristic line, originating from point M with a slope of arctan ( 1
v+c )

intersects the backward characteristic line, originating from point N with a slope of arctan
( 1

v−c ), at point T. In the case where the selected ∆z and ∆t are sufficiently small, the short
line segments of the characteristic lines MT and NT can be approximated as straight lines,
as shown in Figure 6.
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Figure 6. Characteristic diagram.

On the lines MT and NT, the system of equations can be satisfied:

{
dp0 + ρCdv + Cp f dt = 0
−dp0 + ρCdv + Cp f dt = 0

(12)

The finite difference representation of Equation (12) can be expressed as follows:

{
pT − pM + ρC(vT − vM) + C∆tp f M = 0
−pT + pN + ρC(vT − vN) + C∆tp f N = 0

(13)

If PM, QM, PfM, PN, QN, PfN are known, QT, PT can be obtained as follows:

QT =
pM − pN + v(vM + vN)− C∆t(p f M + p f N)

2ρC
(14)

PT =
pM + pN − ρC(vM − vN)− C∆t(p f M − p f N)

2
(15)

The instantaneous pressure PT and flow QT at any point in the flow channel at any
time are obtained.

(3) Boundary Conditions

During actual casing operations, the movement of the casing string within the wellbore
induces fluid motion, which can be divided into two distinct flow paths: the annular flow
path above the casing shoe and the open-hole flow path below the casing shoe. The surge
pressure, resulting from the casing string movement, originates at the casing shoe and
gradually attenuates towards both the wellbore and the bottom of the well. The wellhead
boundary of the annular flow path is connected to the atmosphere, thereby maintaining
a pressure of 0 MPa. At the junction point, which corresponds to the casing shoe, the
pressures of both flow paths are equal. The fluid at the casing shoe is displaced by the
casing string, causing the fluid within the annular flow path to ascend, while the fluid
within the open-hole flow path at the well’s bottom descends. Neglecting the permeation
of drilling fluid at the well’s bottom, the flow rate at the bottom boundary of the open-hole
flow path is 0. The sum of the flow rates at the junction point, i.e., the casing shoe, equals the
flow rate of casing string displacement. The junction point diagram is shown in Figure 7:
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a. The pressure at the wellhead boundary of the annular channel is 0, and the flow
rate can be calculated using the equations of the forward characteristic line:

{
pT = 0

QT =
pM + ρCMvM − CM∆tp f M

ρvM

(16)

b. The flow rate at the bottom-hole boundary of the bottom-hole channel is 0, and the
pressure can be determined using the equations of the forward characteristic line.

{
QT = 0
pT = pM + ρCM

AM
QM − CM∆tp f M

(17)

c. The displacement flow at the junction point, i.e., the casing shoe, is equal to the sum
of the flow rates in the two channels. The equations be expressed as follows:





QP = QT1 + QT2

pT = pN1 +
ρCN1
AN1

(QT1 −QN1) + CN1∆tp f N1

pT = pN2 +
ρCN2
AN2

(QT2 −QN2) + CN2∆tp f N2

(18)

By combining Equations (14) and (15), the pressure and flow rate at each position
in the wellbore during the casing running process can be obtained by substituting the
fixed-solution conditions.

2.3.3. Wellbore Pressure during Drilling Fluid Circulation

During the drilling fluid circulation process, the drilling fluid is injected from the
casing and returns through the annular space. The wellbore pressure P2 during this process
consists of the hydrostatic column pressure and the friction pressure drop Pf of the drilling
fluids in the annular space with varying densities. The model analysis diagram is shown in
Figure 8:
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The formula for calculating the wellbore pressure during the circulating drilling fluid
process is expressed as:

P2 = Ph
(

Hp
)
+ Pf < PLeakage (19)

Taking the drilling fluid as a power-law fluid, the friction pressure drop in the annular
space is formulated as:

Pf =
k−1

∑
j=k−i

4Kj Hj

Dhy
(

2nj + 1
3nj

12v
Dhy

)n (20)

where Kj is the consistency coefficient of the jth fluid, Pa·sn; Hj is the return distance of the
jth fluid, m; n is the liquidity index of the jth fluid; Dh is the diameter of the annular space,
m; Dco is the casing diameter, m; v is the mean flow rate, m/s; Dhy is the hydraulic diameter
of the annular space, m; and Q is the displacement, L/s.

The mean flow rate is formulated as:

v =
4Q

π(D2
h − D2

co)
(21)

3. Case Study

Well LT-X1 is an exploratory well located in the Xinjiang oil field, situated in the
thrust belt of the Homatu anticline and Tugulu anticline in the southern margin of the
Junggar Basin. The total depth of the well is 7050 m. To validate the reliability of the
model established in this study, a case analysis is conducted on Well LT-X1. The formation
pressure of the five layers starting from 5610 m in the open hole of this well is shown
in Table 1. The last column of data is the density of drilling fluid circulating during the
practical drilling process.
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Table 1. Formation pressure of open-hole layers in Well LT-X1.

Serial Number Well Section (m) Layer Pressure
Coefficient

Drilling Fluid
Density (g/cm3)

Practical

1 5610–5745 /K1h 2.54–2.49 2.39–2.41
2 5745–6012 /K1h-K1q 2.48–2.45 2.34–2.40
3 6012–6158 K1q 2.45–2.42 2.55–2.59
4 6158–6806 K1q 2.42–2.40 2.56–2.57
5 6806–7050 J3k 2.39–2.34 2.34–2.36

The MPD data indicated that the well had four leaky layers, with equivalent cycle den-
sities (ECD) at depths of 6152 m, 6674 m, 6947 m and 7028 m of 2.445 g/cm3, 2.446 g/cm3,
2.432 g/cm3 and 2.432 g/cm3. It can be seen that the formation pressure of section 5610–
5745 m and section 5745–6012 m is greater than the leakage pressure of 6672–6674 m,
6946–6947 m and 7026–7028 m, which are typical of NPW wells. The pressure system is
complex, posing challenges in determining the casing running speed. By simulating the
wellbore’s slurry column structure and the variation in wellbore pressure during casing
running, a drilling fluid circulation scheme is developed for the casing running process,
along with recommended casing velocities and pressure control values for different stages.

3.1. The Slurry Column Structure Inside the Wellbore after Drilling

Combined with the design model of the wellbore slurry column structure and the
formation pressure system of each layer in the open hole of Well LT-X1, Table 2 shows the
designed slurry column structure.

Table 2. Slurry column structure in wellbore after managed-pressure tripping.

Well Depth
Position (m) Length(m) Density (g/cm3)

Fluid Column
Pressure

(MPa)

Equivalent
Density
(g/cm3)

1521 1521 2.50 37.352 2.500
3558 2037 2.50 49.957 2.500
5850 2292 2.38 53.513 2.453
5900 50 2.38 1.121 2.452
6150 250 2.35 5.809 2.448
6300 150 2.35 3.412 2.446
6672 372 2.10 7.705 2.427
6946 274 2.10 5.624 2.414
7026 80 2.10 1.669 2.410
7050 24 2.10 0.453 2.409

3.2. Casing Running Speed

When the casing is being run to a certain depth, drilling fluid circulation is required.
Three different density-gradient drilling fluid circulation schemes were designed based on
the calculation method of the slurry column structure in the wellbore during the casing
running process and in combination with the formation pressure system, as shown in
Table 3.

Table 3. Circulating drilling fluid scheme at different depths of casing running.

Casing Depth (m) Scheme 1 Scheme 2 Scheme 3

3550 2.43 g/cm3 + 2.32
g/cm3

2.45 g/cm3 + 2.35
g/cm3

2.47 g/cm3 + 2.38
g/cm3

5900 2.32 g/cm3 2.35 g/cm3 2.38 g/cm3

7050 2.32 g/cm3 2.30 g/cm3 2.28 g/cm3
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The wellbore pressure is calculated using the model described in Section 2.3.3 for the
three proposed schemes, as illustrated in Figure 9. In scheme 1, the equivalent circulating
density (ECD) in the section from 6500 to 7100 m exceeded the ECD of the leakage layers. In
scheme 3, the ECD in the section from 5900 to 6600 m exceeded the leakage ECD. Scheme 2
had an ECD within the safe density window range, and thus the drilling fluid circulation
plan for scheme 2 is selected.
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Based on the formation pressure system, the density and volume of the circulating
drilling fluid for scheme 2 can be calculated. Additionally, the corresponding annular back
pressure Pb required during the circulation process is determined. The calculated values
are summarized in Table 4:

Table 4. Circulation drilling fluid density when running casing into different positions.

Casing Depth (m)
Circulating Drilling

Fluid Density
(g/cm3)

Volume (m3)
Pressure Control

Values (MPa)

3560
2.45 125 0.40–0.10
2.35 155 1–4.6

5900 2.35

35 4.65
45 3.90
40 3.27
44 2.64

7050 2.30 250 3.60–6.40

According to the calculation model of wellbore pressure during casing running, three
schemes of casing speed were designed, as shown in Table 5.
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Table 5. Casing speed scheme for casing into different well depth sections.

Casing into the Well
Depth Section (m) Scheme 1 (m/s) Scheme 2 (m/s) Scheme 3 (m/s)

0–1521 0.160 0.160 0.160
1521–3558 0.160 0.160 0.160
3558–5900 0.145 0.145 0.145
5900–6672 0.137 0.137 0.137
6672–7050 0.124 0.110 0.137

The wellbore pressure is calculated under the three schemes using the model described
in Section 2.3.1, as depicted in Figure 10. Scheme 1 and scheme 2 were found to fall within
the safe density window range. However, in scheme 3, the equivalent cycle density (ECD)
in the section 6800–7050 m exceeded the ECD of the leakage layer. Running the casing
at a low speed can lead to a slower construction progress and increased nonproductive
time, thereby raising the overall well budget. Consequently, the casing speed of scheme 1
is selected for the operation.
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Based on the calculation model for surge pressure and wellbore pressure, the surge
pressure generated at each casing speed in scheme 1 and the corresponding annular back
pressure required during casing running can be determined, as presented in Table 6.

Table 6. The surge pressure, casing running speed and back pressure.

Casing into the Well
Section (m)

Surge Pressure
(MPa) Casing Speed (m/s) Back Pressure (MPa)

0–1523 0.32 0.160 —
1523–3560 0.77 0.160 1.641
3560–5900 1.74 0.145 3.427
5900–6672 1.70 0.137 4.041
6672–7050 1.80 0.124 4.457

The calculation results from Tables 4 and 6 were successfully applied during the casing
running operation of Well LT-X1, resulting in a smooth operation without any well leakage
or overflow.
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4. Discussion

The model studied in this paper still has limitations and uncertainties, which include:

(1) Insufficient validation in practical applications: Although managed-pressure casing
running technology under NPWs was developed for Well LT-X1, further validation is
required to assess its applicability to other wells and different geological conditions.

(2) Model accuracy and assumptions: The models established in the study may be
based on certain assumptions and simplifications, which can impact the accuracy
and applicability of the models. Therefore, when using these models for wellbore
pressure calculations, it is important to evaluate the accuracy of the models and the
assumptions they rely on and make adjustment or corrections as necessary.

(3) Data availability and parameter selection: The accuracy and reliability of wellbore
pressure calculation models are limited by the availability of data. In practical ap-
plications, there may be instances of missing or incomplete data, which can affect
the accuracy of the calculated results. Additionally, the selection and estimation
of parameters involved in the models can also impact the results, requiring careful
consideration and reasonable estimation.

In conclusion, although the study achieved certain results under specific conditions,
further research and practice are needed to overcome these limitations.

5. Conclusions

This paper, using Well LT-X1 as an example, simulated the casing running process
and the changes in the slurry column structure of drilling fluids. A circulation scheme is
designed as follows: Circulate 125 m3 of drilling fluid with a density of 2.45 g/cm3 and
155 m3 of drilling fluid with a density of 2.35 g/cm3 at a depth of 3560 m. From there,
circulate 164 m3 of drilling fluid with a density of 2.35 g/cm3 at a depth of 5900 m. Finally,
at a depth of 7050 m, circulate 250 m3 of drilling fluid with a density of 2.30 g/cm3. The
casing running speeds and back-pressure values were designed as follows for the respective
well sections: 0–1523 m: 0.160 m/s casing speed, 0MPa back pressure; 1523–3560 m:
0.160 m/s casing speed, 1.641 MPa back pressure; 3560–5900 m: 0.145 m/s casing speed,
2.427 MPa back pressure; 5900–6674 m: 0.137 m/s casing speed, 4.041 MPa back pressure;
6674–7050 m: 0.124 m/s casing speed, 4.457 MPa back pressure. The results demonstrate
that by optimizing the structure of multi-density gradient drilling fluid and applying
annular back pressure in stages, along with the accurate calculation of wellbore pressure,
the goals of leak-proofing and pressure stabilization can be achieved.

This study provides a foundation for managed-pressure running casing technology
under NPWs. The established model for wellbore slurry column structures and wellbore
pressure calculations under managed-pressure running casing serves as a theoretical basis
for casing running technology under NPWs.
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Abstract: Shale oil represents a relatively new form of unconventional oil and gas resource, and
the extensive exploration and development of shale oil resources carry significant implications for
China’s oil and gas supply and demand dynamics. At present, within the realm of low-maturity
shale oil extraction technologies, the reservoir must be subjected to elevated temperatures ranging
between 400 to 60 ◦C. Prolonged exposure of wellbores to such high temperatures can result in a
substantial decrease in cement strength, the formation of microcracks due to cement cracking, and
damage stemming from thermal stresses on the casing. Casing damage stands out as a prominent
factor contributing to wellbore integrity failures and well shutdowns within the context of shale
oil development. Given the limited natural energy reservoirs of shale oil formations, it becomes
necessary to supplement the reservoir’s energy during the development process. Furthermore, shale
oil exhibits high viscosity and poor flowability, and conventional water injection methods yield
limited efficacy. This situation can induce significant shifts in the stress field and rock mechanical
parameters, potentially activating specific formations and complicating the load dynamics on the
casing. Consequently, the risk of failure increases. In light of these considerations, this study uses
numerical simulations to study the integrity of high-temperature injection and production wellbores
in shale oil and aims to encompass a comprehensive evaluation and analysis of the principal factors
that influence casing damage, the fluctuations in thermal stress, and the yield strength of various
steel grades of casings exposed to alternating stress conditions. Subsequently, this paper developed a
model for simulating the temperature and pressure within shale oil and steam injection wellbores
to support engineering design analysis. The research results indicate that the application of pre-
stress results in a significant increase in stress at the casing pipe head while causing a noticeable
decrease in stress within the pipe wall. When N80 casing is used, the entire casing experiences
thermal stresses surpassing the casing’s yield limit. Stress concentration may arise at both ends of the
external seal, potentially leading to casing contraction, shear failure, and, under non-uniform stress
conditions, casing bending deformation. The temperature of steam injection significantly influences
the temperature field of the casing wall, with stress values experiencing a marked reduction when
the steam injection temperature decreases from 350 ◦C to 200 ◦C, underscoring the substantial impact
of temperature on casing thermal stress. As the steam injection process advances along with injection-
production cycles, shear stresses at the interface can exceed the bond strength, resulting in relative
slippage between the cement and the casing. The bonding force between the wellbore and the cement
primarily depends on the interface’s friction, particularly in the context of friction during wellhead
lifting. This study endeavors to determine rational injection and production parameters under
varying conditions, optimize completion methods, reduce casing damage, and extend the casing’s
operational life; it aims to offer critical technical support for the safe and efficient development of
shale oil resources.
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1. Introduction

Shale oil is a new type of unconventional hydrocarbon resource, and it has been
recognized as a crucial alternative energy source for the 21st century due to its abundant
reserves and feasible development prospects. Currently, shale oil production, represented
by the Permian Basin, Bakken, and Eagle Ford in North America, has achieved economic
viability with an annual output of 2.4 × 108 tons and is on the rise, contributing to energy
independence in the United States [1]. China also possesses significant shale oil resources,
estimated by the Ministry of Natural Resources to be 1.53 × 109 tons in geological reserves
and 3.7 × 108 tons in recoverable resources [2]. Since 2011, key efforts have been made in
shale oil development in fields such as Xinjiang Oilfield, Daqing Oilfield, and Jilin Oilfield,
resulting in significant progress. Therefore, the large-scale exploration and development
of shale oil resources hold great significance for addressing China’s oil and gas supply
and demand pressures [3,4]. In the early stages of low-maturity shale oil extraction, it is
necessary to heat the formation to temperatures ranging from 400 to 600 ◦C. Prolonged
exposure of wellbores to high temperatures can lead to a sharp decrease in cement strength,
the development of microcracks in the cement ring, and thermal stress damage to casing
and completion tubing, ultimately compromising wellbore integrity and impacting the
safe and efficient development of oil and gas resources [5–9]. Based on conventional oil
and gas field development experience, the percentage of casing damage increases with
the passage of time, especially in the later stages of development, making casing damage
a significant reason for well abandonment. For example, as of the end of 2016, Daqing
Oilfield had accumulated over 20,000 damaged wells, with a casing damage rate of 21%. By
the end of 2017, Bameihe Block in Jianghan Oilfield had 646 damaged wells, with a casing
damage rate of 32% [10]. Common causes of casing damage include geological factors,
such as structural stress, reservoir creep, sand production, formation subsidence, and fault
reactivation, and engineering factors, such as water injection, perforation, acidization, and
fracturing, as well as corrosion factors, such as sulfur, carbon dioxide, hydrogen sulfide,
and corrosion by formation water and injected water, while casing quality factors include
defects in quality, residual stress, and thread sealing. Since deformation issues in casing
pipes have been evident in the early stages of shale oil and gas well development, it can
be anticipated that wellbore integrity issues will be even more complex during long-term
development compared to conventional oil and gas wells.

Therefore, proactive measures, including risk assessment and related contingency
plans, need to be developed as soon as possible to minimize losses. Zhang Yonggui [11]
established a mechanical model for thermal recovery well casings, studied the calculation
methods for thermal stress and extrusion pressure in the model, and fully considered the
interaction between the casing and formation in the casing mechanical model. However,
the casing stress condition is affected by well depth, and the influence of various factors
on casing strength at different well depths still requires further research. Li Jing et al. [12]
studied the theoretical solution of thermal stress in the casing–cement–ring-formation
coupled system, qualitatively indicating the factors affecting casing thermal stress but not
considering the effect of the cement ring’s thickness on casing thermal stress variations.
Tian Zhonglan et al. [13] have made significant contributions by developing models that
enable the assessment and calculation of casing damage resulting from a variety of factors,
and these models provide valuable insights into the underlying mechanisms and typical
patterns associated with casing damage, as well as the phenomenon of shale slippage.
From this, it can be seen that China has conducted extensive research on the structural
aspects of wellbore integrity in thermal recovery wells [14–16]. However, there has been
relatively limited research on the impact of heating methods for shale oil extraction on the
integrity of wellbores, casing, cement, and the geological formations as a whole [17–20].
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This research gap is particularly significant due to the inherent limitations of shale oil
reservoirs, which necessitate the timely supplementation of subsurface energy during the
development process. Furthermore, the high viscosity and poor flow properties of shale oil
make conventional water injection methods less effective, resulting in significant changes
in subsurface stress fields and rock mechanical parameters [21–27]. This can potentially
activate certain geological formations, leading to the complex load conditions experienced
by casing pipes and an increased risk of casing failure.

Therefore, this paper conducts a study on the wellbore integrity and casing damage
in high-temperature shale oil injection and production wells using numerical simulation
methods. The study involves a comprehensive evaluation and analysis of geological
factors in the reservoir, single-well completion engineering factors, and steam injection
and production process factors. The goal is to clearly identify the primary factors that
affect casing damage and to understand the patterns of thermal stress and yield strength
variations in casing materials under alternating stress conditions. Subsequently, a thermal
and pressure model for shale oil steam injection and production wells is constructed.
Advanced simulation software is employed for the numerical calculations and analyses.
The research includes engineering design analysis and a temperature–pressure profile
analysis, among other aspects of the study. The aim is to determine reasonable injection
and production parameters for different operating conditions, achieve optimization of well
completion methods, reduce casing damage, and extend the lifespan of casing pipes. This
research is intended to provide technical support for the safe and efficient development of
shale oil resources.

2. The Primary Causes of Casing Damage in Steam Injection Wells

Currently, many shale oil fields are facing serious casing damage issues in their thermal
recovery wells, with the main types of casing damage being contraction, rupture, shear,
and corrosion. These casing damage problems have posed significant challenges to the
production of shale oil fields. The study of wellbore integrity and casing deformation
during shale oil high-temperature injection and production processes can draw insights
from the casing damage issues in shale oil recovery. The decline in production in thermal
recovery wells, and in severe cases, production shutdown, underscores the importance of
understanding the mechanisms of casing damage in shale oil thermal recovery wells. It is
only by comprehending the mechanisms of casing damage that appropriate protective and
remedial measures can be developed based on the primary causes of casing damage. This is
of paramount significance in extending the lifespan of casing and wellbores, stabilizing and
increasing thermal recovery production in shale oil fields. The primary causes of casing
damage in steam injection wells are shown in Figure 1.
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2.1. The Geological Factors

(1) Influence of Surrounding Rock Pressure

After drilling, an annular space is formed in the surrounding rock, disrupting the
original equilibrium. When the stress at the stress concentration point reaches the yield
limit of the surrounding rock, plastic deformation or formation rupture occurs. This
deformation and rupture are constrained by the casing and the outer cement ring. Addi-
tionally, the casing experiences deformation and damage due to the reaction force from the
surrounding rock.

(2) Influence of Stratum Dip Angle

Many of the currently developed oil fields are characterized by anticlinal structural
reservoirs, resulting in strata having a certain dip angle. Weak structural planes in the
strata may weaken during oil and gas production and enhanced recovery measures. When
the dip angle of the strata exceeds the internal friction angle of the rocks, gravity can cause
sliding in weak rock layers.

(3) Fault Activity

During the oil field development process, changes in subsurface pressure due to
crustal movement, earthquakes, high-pressure injection, and other factors can alter rock
mechanics properties and subsurface stress. This can induce the reactivation of pre-existing
faults, especially after water injection, intensifying damage to the casing. Some oil fields in
China, such as Daqing and Jilin, have experienced casing damage concentrated near faults,
which is a consequence of fault reactivation. Once the faults are reactivated, it can lead to
extensive casing damage near fault zones, often characterized by casing shear failure, and
the depth of these damages is generally consistent.

(4) Mudrock Water Absorption and Creep

Mudrock is an unstable rock type, and its mechanical properties and stress state change
when the temperature rises or water enters the formation. This leads to the displacement,
deformation, and expansion of mudrock, increasing external loads on the casing. When
the casing’s compressive strength is lower than the external load, it can result in casing
compression deformation or even shear failure. Due to steam intrusion into the formation
and water ingress into the mudrock, the elastic modulus decreases, reducing the stratum’s
bearing capacity and increasing the compressive stress on the casing.

2.2. The Engineering Factors

(1) Casing Material Issues

The choice of casing material plays a crucial role in its resistance to deformation. By
improving the steel grade and wall thickness and using thermal recovery casing, some
progress can be made. However, the design and control of casing integrity measures still
may not fully meet on-site requirements. Different steel grades have varying resistance to
deformation and strength.

(2) Cementing Quality Issues

Cementing is a critical process before drilling completion and has a direct impact on
the well’s lifespan and subsequent injection and production operations. The cementing
quality can be influenced by various factors such as irregularities in the wellbore, well
inclination, non-compliance with cementing standards, inadequate displacement of drilling
mud, improper slurry density, mud cake issues, cleanliness of the wellbore and casing
exterior before cementing, and inappropriate tension loads on the casing after cementing.
These factors can adversely affect the cementing quality, which in turn affects the casing’s
integrity and lifespan.
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(3) Steam Injection Parameters

Many oil fields employ steam injection for shale oil recovery. High-temperature,
high-pressure steam injection into the wellbore can have detrimental effects on the casing’s
integrity. Steam temperatures can exceed the maximum allowable temperatures for certain
casing grades, causing a decrease in yield strength and elastic modulus. Additionally,
the tension generated on the casing due to thermal expansion and contraction, coupled
with axial stress under continuous high temperatures, can result in fatigue cracks and
compression deformations, ultimately leading to casing damage. Common casing thread
types have temperature limits below 300 ◦C, which, when exceeded, can cause radial
deformation of the threads that may lead to leaks and uncoupling issues.

(4) Perforation-Induced Damage

Casing damage can also be attributed to well-perforation activities. The main reasons
include outer cement ring rupture and even casing rupture, or significant perforation
depth errors or misfires, which are especially critical for secondary enhanced recovery
wells or those with thin interlayers. If thin layers of shale or mudstone are unintentionally
penetrated, water intrusion and expansion of these formations can lead to changes in
subsurface stress, ultimately resulting in casing damage. An inappropriate perforation
density can also impact casing strength. In low-permeability sandstone reservoirs, high-
density perforation completion or cyclic high-pressure from long-term water injection or
reservoir acidizing can lead to casing damage.

(5) Corrosion-Induced Casing Damage

Casing damage can include corrosion. Casing corrosion can have severe consequences,
including perforations and multiple leak points. Corrosion can accelerate casing fatigue,
causing early deformation and damage. It is a complex issue in oil and gas wells, requiring
comprehensive technical measures for mitigation.

(6) High Temperatures Leading to Casing Damage

High temperatures in the wellbore can adversely affect casing integrity in two main
ways: reducing casing strength and increasing thermal stress within the casing. These two
factors, along with other contributing factors, can significantly increase the likelihood of
casing damage.

(7) Formation Sand Production Impact

The formation and production of sand can affect casing integrity. Analyzing cavity
shapes based on the principles of the Provencher natural balance arch theory and consid-
ering the interaction between the casing and the formation, a formula for calculating the
axial force on the casing during sand production was derived. This can help determine the
relationship between casing instability failure and sand production volume. Different steel
grades and wall thicknesses of casing can impact casing failure during sand production.
In highly sand-prone oil fields, it is advisable to use high-strength, thick-walled casing
sections, particularly in critical areas, to prevent casing damage.

3. Casing Stress Analysis

Before steam injection, the casing primarily experiences the following loads: longitu-
dinal axial loads, internal and external pressure loads, frictional loads, and bending loads.
These loads stem from the casing’s own weight, the buoyancy of drilling mud, internal
pressure from drilling fluids, formation stress, frictional forces, and wellbore deviation.
After steam injection, the casing undergoes significant temperature changes due to the
heat from the injected steam. The steel material expands when heated but is constrained
by the wellbore and cement sheath. As a result, substantial thermal stresses develop
within the casing. These wells are fully cased and cemented, with packers used at the
top of the reservoir. Perforation completion is employed. Steam is delivered through a
thermal insulation column to the section below the packer, then through the annular space
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and perforation casing to heat the viscous crude oil reservoir [28–30]. During this phase,
significant temperature differentials occur, leading to substantial thermal stresses. Our
analysis comprehensively considers the radial, circumferential, and axial stress variations
in the casing string throughout the steam injection process. After oil well production, the
casing may experience increased external pressure from formation compaction, which
is a significant factor leading to casing damage. Formations containing salt rocks, shale,
and mudstone can exhibit viscoelastic deformation under the influence of original in situ
stresses. Post-cementing, the casing must withstand the gradually increasing pressure due
to wellbore contraction. Over an extended period, this pressure stabilizes and is referred to
as the casing’s geomechanical stress extrusion force. As viscoelastic solutions and elastic
solutions are consistent for stable solutions of the same problem, seeking the final stable
extrusion force can be accomplished using the methods of elastic mechanics. The stress
model under in situ stress conditions is shown in Figure 2.
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This stress state can be represented in polar coordinates using the average and de-
viatoric stress in order to consider the stress state as a superposition of uniform and
non-uniform forces. Therefore, solving the casing’s stress under non-uniform stress condi-
tions can be transformed into solving the casing’s stress separately under σave and under the
action of the non-uniform forces σ cos 2θ and σ sin 2θ. After superimposing these results,
we can obtain the stress state of the casing under non-uniform stress. The final result can be
expressed approximately as the external extrusion stress on the casing under non-uniform
stress conditions. 




σave =
1
2 (σ1 + σ2)

σdev = 1
2 (σ1 − σ2)

σr(r, θ) = σave + σdve cos 2θ
τrθ(r, θ) = σdve sin 2θ

(1)

where σave is the average stress, in MPa. σdve is the deviatoric stress, in MPa. σ1 is the
maximum horizontal stress, in MPa. σ2 is the maximum horizontal stress, in MPa. θ is the
principal direction, in ◦C.

The extrusion load acting on the casing can be calculated using the formula:

P = ρgH × 10−3 (2)
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where P is the extrusion load, in MPa. ρ is the density of the annular mud or cement slurry,
in g/cm3. g is the acceleration due to gravity, in m/s2. H is the depth at which the casing is
located, in m.

The axial load on the casing is typically derived from the gravitational force due to the
casing’s self-weight and the buoyant force exerted by the wellbore fluid. Additionally, the
casing’s exposure to the bending stress should also be considered. As the majority of the
steam injection wells are vertical wells, the influence of the bending loads on the casing can
be disregarded. The initial expression for the axial load is obtained by adding the equations
for the casing’s self-weight and the buoyant force of the wellbore fluid. Assuming that
when the casing is first installed, the pressure inside and outside the wellhead is zero. The
additional axial force caused by the change in internal and external pressures in the casing
can be calculated using the Lame formula, as described in Equation (3).

∆FP =

2 × 10−6µc
N
∑

j=1

(
∆pi Aij − ∆po Ao

)(
Lj/Aj

)

N
∑

j=1

(
Lj/Aj

) (3)

where ∆FP is the additional axial load, in MPa. µc is the Poisson’s ratio of the casing. ∆pi
is the increase in the internal wellhead pressure of the casing, in MPa. ∆po is the increase
in the outer wellhead pressure of the casing, in MPa. Aij is the inner cross-sectional area
for the jth casing section, in mm2. Lj is the length of the jth casing section, in m. Aj is the
cross-sectional area for the jth casing section, in mm2. N is the number of casing sections
calculated in the casing string.

High-temperature steam places the casing in a high-temperature environment down-
hole, and as the casing is typically made of steel, it undergoes thermal expansion when
exposed to heat. However, the casing is constrained by the cement annulus and reservoir,
preventing it from expanding freely. As a result, an additional stress induced by the tem-
perature difference, known as thermal stress, is generated in the casing. The generation of
thermal stress in the casing is primarily influenced by factors such as temperature, material
properties, the properties of the cement annulus restraining the casing, and the characteris-
tics of the reservoir. The thermal stress issue of vertical thermal recovery well casings is the
foundation for calculating casing thermal stress. When deriving the expressions for thermal
stress in the radial, circumferential, and axial directions, it is considered that the casing has
not reached its own yield strength. The components of thermal stress are as follows:





στ =
[
− acEcT

2(1−µc)
+ EcCcl

(1+µc)(1−2µc)

](
1 − r2

c
r2

)

σθ =
[
− acEcT

2(1−µc)
+ EcCcl

(1+µc)(1−2µc)

](
1 + r2

c
r2

)

σz = − acEcT
1−µc

+ 2µcEcCcl
(1+µc)(1−2µc)

Ccl =
acT (1−2µc)[r2

co−r2
ci]
(

Ec
E f

− 1+µc
1+µ f

)

2 (1−µc)

[
Ec
E f

r2
co−r2

ci
1+µc +

(1−2µc)(r2
co−r2

ci)
1+µ f

]

(4)

where στ is the radial casing thermal stress, in MPa. σθ is the circumferential casing thermal
stress, in MPa. σz is the axial casing thermal stress, in MPa. ac is the coefficient of thermal
expansion of casing, in 1/◦C. T is the temperature change, in ◦C. Ec is the elastic modulus
of the casing, in GPa. Ccl is the calculation parameter. rci is the casing inner diameter, in m.
rco is the casing outer diameter, in m. E f is the elastic modulus of drilling fluid, in GPa. µ f
is the Poisson’s ratio of the drilling fluid.

During the steam injection process, the injected hot steam causes the casing to expand
due to the high temperature. The casing experiences significant thermal stresses internally
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due to the restraining effect of the cement sheath. If the thermal stresses exceed the
casing material’s yield strength, the casing will yield and undergo plastic deformation.
During repeated heating cycles, plastic deformation accumulates, gradually reducing the
structural strength of the casing and eventually leading to failure. Failure modes can
include necking, buckling, and fracture. For metallic materials, the Mises yield criterion is
generally employed. When the thermal stress level in the casing exceeds its yield strength,
the casing steel undergoes plastic yielding. This is expressed using the Mises yield criterion,
represented in terms of principal stresses:

σs =

√
1
2

[
(σ1 − σ2)

2 + (σ1 − σ3)
2 + (σ2 − σ3)

2
]

(5)

where σs is the Mises equivalent stress, in MPa. σ1, σ2, σ3 are the three principal stresses,
in MPa.

4. Numerical Simulation Analysis
4.1. Theoretical Basis of Finite Element Analysis

As the steam injection process continues, the casing is highly susceptible to damage,
which can even lead to the abandonment of the oil well, severely impacting reservoir
development and the economic benefits of the oil field. Therefore, understanding the
distribution of temperature, stress, and strain in the steam injection well casing during
production is of utmost importance. It is difficult to simulate the actual conditions of a steam
injection wellbore in a laboratory setting. Therefore, the commonly used approach is to
employ finite element simulations with thermal-stress coupling. This involves establishing
a wellbore-cement annulus-formation combination and using the principles of elastic
mechanics for cylindrical structures to create temperature, stress, and strain models for
the steam injection well casing. The goal is to identify the causes of wellbore failure
and propose effective preventive measures for casing damage in steam injection wells,
ultimately extending the casing’s service life and improving production efficiency.

4.2. Assumptions of Finite Element Model

(1) The cement bond is well-established on both sides, and the casing–cement–formation
system is tightly connected, with the tubing, casing, and cement annulus co-axially
forming a single unit.

(2) The well cementing condition is good, and the influence of cementing quality is not
considered.

(3) The initial in situ stress is undisturbed during steam injection.
(4) The casing has consistent specifications, no wall thickness variations and there is no

slippage between the casing and cement annulus or between the cement annulus and
the formation.

(5) The parameters for steam injection at the entrance of the simulated well section are
identical to those at the surface wellhead, and heat loss during steam injection is
neglected.

(6) The impact of perforation on the steam injection well is not considered.
(7) The geological formation in the well section is considered infinite, with the exception

of temperature changes near the wellbore, where the temperature remains constant in
the rest of the formation.

(8) Material anisotropy is not considered, and it is assumed that the properties of the
formation, cement annulus, and casing materials are isotropic and homogeneous.

(9) When simulating the wellbore temperature field under a certain temperature, it is
assumed that the temperature distribution represents a quasi-steady state condition
reached by the wellbore.
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4.3. Physical Model

The numerical simulation analysis for casing damage in this study utilizes an indirect
coupling approach. Initially, transient thermal analysis using ANSYS finite element analysis
is employed to determine the temperature field distribution along the radial direction of
the wellbore and the temperatures on the inner and outer walls of the casing. Subsequently,
an indirect coupling method is used to import the temperature field of the wellbore into the
structural field to obtain the thermal stresses on the inner and outer walls of the casing. The
fundamental parameters of the case well and the thermal loss parameters of the surface
pipeline are listed in Table 1.

Table 1. Basic parameters.

Parameters Value Parameters Value

Drilled Depth 1016.0 m Boiler Outlet Discharge Rate 10 t/h
Casing Specifications 177.8 mm Wellhead Temperature 336 ◦C

Casing Depth 1015.3 m Boiler Outlet Dryness Fraction 75.6%
Artificial Bottom 1010.0 m Wellhead Pressure 14.15 MPa

Oil Buffer Distance 4.75 m Pipeline Inner Diameter 0.1 m

Casing Repair Distance 5.07 m Pipeline Material Thermal
Conductivity 57.0 W/(m·◦C)

Tubing Specifications 114.3 mm Pipeline Outer Diameter 0.108 m

Tubing Depth 873.14 m Insulation Material Thermal
Conductivity 0.2 W/(m·◦C)

Boiler Outlet Temperature 343.4 ◦C Pipeline Length 1000 m
Design Steam Injection Volume 1500 m3 Ambient Temperature 10 ◦C

Boiler Outlet Pressure 15.3 MPa Pipeline Surface Emissivity 0.85
Measured Steam Injection Volume 1060 m3 Average Wind Speed 3 m/s

Insulation Layer Thickness 0.07 m Calculation Step Length 200 m

The selected wellbore segment for the numerical simulation study is located at a depth
of 800 m, with a 50 m interval. Based on the given relationships, the simulated formation
temperature at 800 m is 52 ◦C. The horizontal principal stresses in the horizontal direction
are 20 MPa, the overburden pressure is 13 MPa, the cement sheath pressure is 11 MPa, and
the casing self-weight load is 50 MPa. The in situ stress in the model is applied as an initial
stress state to better represent real geological conditions. The model employs a structured
grid division approach, with local refinements in the mesh for the casing and cement sheath
and gradual mesh refinement from the outside to the inside for the formation. This results
in a total of 20,560 elements and 116,481 nodes, as shown in Figure 3.

The material parameters for the casing, formation, and cement sheath are shown in
Table 2.

Table 2. Basic parameters of selected material.

Material Density
(kg/m3)

Young’s Modulus
(MPa)

Poisson’s
Ratio

Coefficient of
Thermal Expansion

(1/K)

Thermal
Conductivity

(W/(m·K))

N80 Casing 7850 146 0.3 12 43.27
TP100H Casing 7850 180 0.3 12 43.27
TP110 Casing 7850 180 0.3 12 43.27

TP130TT Casing 7850 165 0.3 12 43.27
Cement Sheath 1900 7.5 0.18 10.5 0.81

Formation 2390 25 0.2 10.3 3.44
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Figure 3. Model mesh division.

Applying stress and displacement to the model as boundary conditions, as shown
in Figure 4. A represents the radial pressure of 20 MPa; B represents the axial pressure
of 13 MPa from the formation; C represents the axial pressure of 11 MPa from the ce-
ment sheath; D represents the axial pressure of 50 MPa from the casing; E represents the
outer boundary of the formation and is completely fixed (constraint); F represents the
displacement constraint on the cutting plane; and G and H represent the axial displacement
constraints on the upper and lower surfaces of the model.

Figure 4. The model as boundary conditions.

In order to address the issue of the excessive axial thermal stresses generated in the
casing during steam injection in thermal recovery wells and prevent casing damage, a pre-
stressed casing completion technique is employed. By applying a certain level of pre-stress,
some of the thermal stresses can be reduced, thereby preventing casing damage. Some
casings experience thermal stresses during steam injection that exceed the yield strength of
the casing, resulting in plastic deformation and, ultimately, casing failure, which poses a
safety risk to the wellbore. Numerical simulation setup: Two analysis steps are used. In
the first step, the casing–cement interface is defined as smooth, and pre-tensile stress is
applied to the casing to simulate pre-stressing the casing and injecting back cement. In
the second analysis step, the casing–cement interface is changed to bonded to simulate
the solidification of the cement, bonding between the inner wall of the casing and the
cement sheath, and then applying the thermal load. Currently, there is limited research
on the calculation methods for reasonable pre-stress values in various oil fields in China.
The methods for calculating the pre-stress values mentioned in manuals and textbooks
typically involve using the thermal expansion coefficient of steel to calculate the elongation
of the casing under thermal conditions and then deriving the corresponding reduction
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in pre-stress, referred to as uniaxial pre-stress. When applying uniaxial pre-stress, the
maximum thermal stress produced in the casing under thermal conditions is calculated
as follows:

σmax = λE∆T (6)

where σmax is the maximum thermal stress experienced by the casing, in MPa. λ is the
coefficient of linear expansion for the metal, K−1. E is the elastic modulus of the steel
material, in MPa. ∆T is the increase in temperature, in ◦C.

The minimum pre-stress required for the casing string is calculated as follows:

∆σ = σmax − σs (7)

where ∆σ is the minimum pre-stress required for the casing, in MPa. σs is the minimum
yield strength of the casing material, in MPa.

The minimum pre-tension force required for the casing string is calculated as follows:

F = ∆σS (8)

where F is the pre-tension force for the casing, in kN.
Based on theoretical calculations and field data, the following pre-stress loads are

selected for the study, as shown in Table 3 below.

Table 3. Pre-stress and corresponding loads.

Applied Pre-Stress
(KN)

Corresponding Loads
(MPa)

300 45.7
320 48.8
445 67.8
500 76.2
750 114.3
850 129.5
1000 152.4

First, apply the corresponding pre-tension loads to the model individually, with no
frictional relative slip allowed between the cement ring and the casing. Next, export the
deformations produced in three axes at different nodes under different pre-stress conditions
as text files. These files will serve as input for simulating the casing’s state under pre-tension
conditions. Simulate the changes in Mises stress in the casing with different pre-stress
values applied. The distribution patterns of the casing Mises equivalent stress at the pipe
head and the pipe wall are inconsistent. The trend of stress at the pipe head and within the
pipe wall with changing pre-stress is illustrated in the following Figures 5 and 6.
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From the figures, it can be observed that applying pre-stress leads to a significant
increase in the stress at the casing pipe head and a noticeable decrease in stress within
the pipe wall. As the pre-tension force increases, the impact on the pipe wall thermal
stress gradually diminishes. Without applying pre-stress, the maximum Mises stress in
the casing reaches 696 MPa. However, after applying pre-stress levels of 300, 500, 750,
850, and 1000 kN, the actual reduction in thermal stress in the casing due to the sealing
of the inner wall by steam injection is significant. In the absence of pre-stress, the casing
segment experiences relatively high overall stress, with an inner wall stress of 697 MPa.
After applying a 500 kN pre-stress, the casing experiences the maximum equivalent stress
of 870 MPa at the wellhead. The application of pre-stress can significantly reduce the
thermal stress experienced by the casing wall, but it increases the stress at the wellhead.

5. Analysis of Influencing Factors
5.1. Impact of Different Cement Properties on Casing Damage Patterns

To overcome the challenges of developing high-temperature-resistant elastic cement
slurry systems, a series of high-temperature-resistant additive materials were studied in the
laboratory. This led to the formulation of high-temperature-resistant elastic cement slurry
systems, and their performance was evaluated to provide technical support for cementing
operations in high-temperature and complex well environments. Using G-grade cement
as the base material, high-temperature elastic additives were incorporated to improve the
mechanical properties of the cement rings, as shown in Table 4 below.

Table 4. Cement properties.

NO. Elastic Agent Content
%

Elastic Modulus
(GPa)

1 8% 5
2 5% 7.5
3 3% 10
4 2% 15
5 1% 20

Through experimental research, the types and quantities of additives, as well as their
influence on the properties of oil well cement rings, were determined to simulate the
material properties of the cement rings used. Based on adjusting the content of additives in
the elastic cement, changes in the mechanical properties of the cement rings were achieved.
Simulations were conducted to examine the thermal stress in the casing for cement rings
with different Young’s moduli. The continuous increase in the elastic modulus of the cement
rings results in a gradual increase in the maximum Mises stress in the casing. However, this
increase is not very significant. Although it may not lead to casing yield, it could potentially
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cause plastic deformation in the cement ring–casing interface, affecting the bond between
the cement and the casing. The Numerical simulation results are shown in Table 5.

Table 5. Numerical simulation results.

NO. Elastic Modulus
(GPa)

Equivalent
Stress (MPa)

Deformation
(mm) Plastic Strain

1 5 690 3.18 0.008
2 7.5 691 3.27 0.0096
3 10 692 3.33 0.0097
4 15 696 3.30 0.0101
5 20 728 3.59 0.012

Regressing the axial deformation data over the entire wellbore, the axial elongation of
the entire wellbore is obtained when the wellbore is unconstrained, as shown in Figure 7.
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Figure 7. The relationship between the elastic modulus of cement and overall wellbore axial deformation.

As the elastic modulus of the cement ring continues to increase, the maximum Mises
stress in the casing gradually increases; however, the change is not very significant. With
the increasing elastic modulus of the cement ring, both the overall maximum deformation
and the deformation range increase. As the elastic modulus of the cement ring increases, the
model’s plastic strain also begins to increase, indicating more significant plastic deformation
in the cement ring and the formation. However, the strength of the cement and its bond
with the casing plays a significant role in their impact on the casing. In practical field
applications, selecting appropriate cement properties can provide some protection to the
casing; however, the effect is limited.

5.2. Simulation Analysis of the Influence of External Loads on Casing

At a depth of 800 m below the packer, the Mises stress levels in the casing above and
below the packer are significantly different. This disparity is due to the packer’s function
of isolating the annulus above and below it. The packer experiences horizontal stress due
to the thermal compression of the casing. Near and especially below the packer, there is a
concentration of local stress, and the average casing stress can reach over 750 MPa, which
exceeds the yield strength of the casing and makes it prone to damage. If a packer is not
used or if it fails, the overall casing experiences relatively high stress levels and is subjected
to very high radial and axial stresses, making the casing more susceptible to damage. At a
depth of 800 m in the wellbore, a 2 m rigidly constrained section with packers is installed.
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Local circumferential pressure is applied to simulate the squeezing of the casing wall at the
packer location. The simulation results are obtained, as shown in Figure 8.
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The stress distribution in the casing along the 4 m section of the packer is fitted with a
function, as shown in Figure 9.
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Figure 9. The change in equivalent stress in the casing within the packer section.

At both ends of the packer, there are abrupt changes in stress due to the external load
conditions, resulting in stress concentration on both sides and an increase in local stress.
As the deformation gradually increases on both sides of the packer, stress concentration
occurs, leading to a sharp increase in deformation, making it prone to failure, as shown in
Figure 10.
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Figure 10. The deformation diagram of the packer section.

Due to the hydration of shale, the cohesion and internal friction angle decrease,
resulting in a significant reduction in the shear strength of the rock; therefore, as the
water content of the shale increases, the rock’s shear strength decreases. In the sand–
shale interface, the casing experiences uneven stress, leading to shear failure in this area.
Additionally, after shale hydration in the shale section, the shale’s supporting capacity
decreases, and stress is transferred to the cement sheath and casing. When the stress on the
casing exceeds the yield strength of the casing, plastic deformation occurs in the casing. At
a depth of 800 m in the wellbore, a simplified approach is used to apply localized external
loads to a 2 m segment based on the shale layer thickness and the length of the packer.
The external load values are 50, 75, 100, 125, and 150 MPa. The local load is applied by
simulating the circumferential pressure to model the expansion and squeezing of the casing
and packer at the casing wall after shale hydration. Different results are calculated for each
of the different external load values, as shown in Table 6.

Table 6. Different external loads.

Local Load (MPa) Equivalent Stress (MPa) Deformation (mm) Plastic Strain

50 729 0.69 0
75 756 0.7 0.0002

100 760 0.703 0.0008
125 772 0.708 0.0009
150 793 0.72 0.0017

When the external load remains within 50 MPa, there is no yielding in the casing
wall. Yielding begins at approximately 70 MPa. As the external load gradually increases
beyond 125 MPa, plastic deformation accumulates noticeably. As the localized external
load increases, the maximum principal stress, maximum deformation, and plastic strain in
the casing gradually increase. However, there are differences in the behavior of the inner
and outer walls of the casing. The stress on the inner and outer walls at different locations
under external loads is shown in Table 7.

342



Processes 2023, 11, 3053

Table 7. Stress on inner and outer walls at different external load locations.

Local External Load (MPa) Inner Wall Stress (MPa) Outer Wall Stress (MPa)

50 729 720
75 758 704

100 760 687
125 772 665
150 793 634

5.3. Impact of Different Injection and Production Parameters on Casing Damage Patterns

Controlling the injection and production parameters in steam injection wells is the
most easily controllable influencing factor. The study on the impact of steam injection
temperature on casing stress in thermal recovery wells primarily focuses on controlling
the steam injection temperature, steam injection pressure, and steam injection rate to
regulate the wellbore temperature and pressure field. By employing a method of controlling
variables, all other well parameters remain constant except for changes in the temperature,
pressure, and rate of steam injection. This approach allows for a clear understanding of
how steam temperature affects casing stress. Based on the actual field conditions, various
steam injection parameters were selected for simulation and solutions to obtain different
temperature fields and stress fields. The chosen steam injection parameters include:

(1) Steam injection temperature: 350 ◦C, 320 ◦C, 300 ◦C, 280 ◦C, and 250 ◦C.
(2) Steam injection pressure: 8 MPa, 10 MPa, 12 MPa, 15 MPa, and 18 MPa.
(3) Injection rate: 4 t/h, 6 t/h, 8 t/h, 10 t/h, and 12 t/h.

In order to investigate the influence of the steam injection pressure while controlling
the steam injection temperature at 350 ◦C, the simulated Mises stress on the inner casing
wall for different steam injection pressures of 8, 10, 12, 15, and 18 MPa are as shown in
Table 8.

Table 8. Simulation results under different steam injection pressure conditions.

Steam Injection Pressure (MPa) Casing Stress (MPa)

8 766
10 768
12 768.6
15 769
18 769.6

By analyzing the Mises stress values under different steam injection pressure con-
ditions, it is observed that changing the steam injection pressure by 10 MPa results in a
mere 1% increase in the Mises stress on the inner casing wall. This implies that chang-
ing the steam injection pressure has a minimal impact on the Mises stress in the casing.
Consequently, it can be concluded that the steam injection pressure has a relatively small
influence on the Mises stress on the inner casing wall and, by extension, on casing damage.

Figure 11 illustrates the influence pattern of the steam injection temperature on the
casing stress. It can be observed that when the steam temperature is increased from 200 ◦C
to 350 ◦C, the Mises stress level on the inner casing wall increases by 48%. This indicates
that the stress level in the casing is significantly affected by temperature, and changes
in the steam temperature have a significant impact on casing stress. Furthermore, at a
temperature of 350 ◦C, the Mises stress on the inner casing wall reached 696 MPa.
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Figure 12 illustrates the influence pattern of the steam injection rate on the casing
stress. It can be observed that when the steam injection rate is increased from 4 t/h to 8 t/h,
the Mises stress level on the inner casing wall increases by 26%. This indicates that the
stress level in the casing is significantly affected by the steam injection rate, and changes
in the injection rate have a certain impact on casing stress. Additionally, at an injection
rate of 10 t/h, the Mises stress on the inner casing wall reached its maximum value of
696 MPa. Increasing the injection rate further will not result in a continuous increase in
casing stress. The injection rate has a noticeable impact on the overall injection volume.
Excessive injection rates do not lead to a significantly more pronounced heating effect.
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5.4. Impact of Different Insulation Methods and Insulation Effect on Casing Protection and
Damage Patterns

During the injection of high-temperature steam into the wellbore, high-temperature
thermal stresses often occur. The fundamental reason for this is the differential expansion
and constraint of various materials within the wellbore. Materials such as steel casing,
cement sheath, and geological formations expand when the temperature rises. Since these
materials have different coefficients of thermal expansion and are mutually constrained,
they generate thermal stress. Materials with a larger coefficient of thermal expansion will
produce greater thermal stress under the same constraints. This method avoids further
heat loss along the path. In numerical calculations, a reference temperature of 52 ◦C
for the geological formation and a steam injection temperature of 350 ◦C are used. To
study the influence of insulation methods on the temperature distribution near the casing
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and, consequently, to determine the casing stress under different insulation methods, this
study considers three commonly used insulation measures in engineering. The thermal
conductivity coefficients for the casing–cement sheath system under each measure are
provided in Table 9.

Table 9. Thermal conductivity of three heat insulation measures.

Insulation Measure Thermal Conductivity Coefficients (W/m·◦C)

Vacuum Insulation Tube + Packer 0.06
Vacuum Insulation Tube + Nitrogen Gas 0.01
Vacuum Insulation Tube + Nitrogen Gas 0.12
Vacuum Insulation Tube + Nitrogen Gas 0.20

The simulation of the annular temperature field under different thermal insulation
conditions is shown in Figure 13.

Processes 2023, 11, x FOR PEER REVIEW  19  of  29 
 

 

heat loss along the path. In numerical calculations, a reference temperature of 52 °C for 
the geological formation and a steam injection temperature of 350 °C are used. To study 
the influence of insulation methods on the temperature distribution near the casing and, 
consequently,  to  determine  the  casing  stress  under  different  insulation methods,  this 
study considers three commonly used insulation measures  in engineering. The thermal 
conductivity coefficients  for  the casing–cement  sheath  system under each measure are 
provided in Table 9. 

Table 9. Thermal conductivity of three heat insulation measures. 

Insulation Measure 
Thermal Conductivity Coefficients 

(W/m∙°C) 

Vacuum Insulation Tube + Packer  0.06 
Vacuum Insulation Tube + Nitrogen Gas  0.01 
Vacuum Insulation Tube + Nitrogen Gas  0.12 
Vacuum Insulation Tube + Nitrogen Gas  0.20 

The simulation of the annular temperature field under different thermal insulation 
conditions is shown in Figure 13. 

 
Figure 13. Temperature field distribution under different thermal conductivities. 

When the thermal conductivity of the wellbore system changes, the heat transfer ef-
fect also changes, which shows that the temperature of the inner and outer walls of the 
casing is affected by the heat transfer coefficient. The use of low thermal conductivity in-
sulation can significantly reduce the wellbore internal temperature. When the apparent 
thermal conductivity of the heat insulation tube is smaller, the temperature of the casing 
wall is lower, and the heat insulation effect is more obvious. Taking the temperature field 
as the input load, the variation rule of the casing thermal stress state is obtained, as shown 
in Figure 14. 

Figure 13. Temperature field distribution under different thermal conductivities.

When the thermal conductivity of the wellbore system changes, the heat transfer effect
also changes, which shows that the temperature of the inner and outer walls of the casing
is affected by the heat transfer coefficient. The use of low thermal conductivity insulation
can significantly reduce the wellbore internal temperature. When the apparent thermal
conductivity of the heat insulation tube is smaller, the temperature of the casing wall is
lower, and the heat insulation effect is more obvious. Taking the temperature field as the
input load, the variation rule of the casing thermal stress state is obtained, as shown in
Figure 14.

The thermal insulation coefficient has an obvious influence on the temperature field in
the wellbore. The temperature in the wellbore is positively correlated with the equivalent
thermal stress. The lower the thermal conductivity coefficient is, the better the thermal
insulation effect is. The effect of reducing thermal conductivity is more obvious below
0.1 W/m·◦C. The thermal insulation coefficient related to thermal insulation can directly
affect the casing temperature field during steam injection. The lower the thermal conduc-
tivity coefficient, the lower the casing wall temperature, the better the thermal insulation
effect. The maximum thermal stress of the casing also decreases with the decrease of the
heat insulation coefficient, showing an obvious positive correlation. The effect of reduc-
ing the thermal conductivity is more obvious when the thermal insulation coefficient is
below 0.1 W/m·°C. With the process of multiple steam huff-and-huffs, the performance of
the thermal insulation pipe will decrease, its apparent thermal conductivity will increase
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greatly, and the stress of the casing will also increase greatly, which may place the casing
above the yield strength and cause casing damage in the overlying strata section.
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5.5. Effect of Cementing Strength on Casing Damage

Wellbore integrity is a necessary condition to ensure the safe production of oil and gas
wells. Compared with the cement ring, casing, and formation body, the interface between
the three is a weak link. In production practice, it is found that some oil and gas wells
show good cementing quality through logging after cementing; however, there are oil,
gas, and water phenomena at the wellhead during actual production. The analysis shows
that the cementation failure of the first and second interfaces is caused by the change in
temperature and pressure during the operation, which leads to the flow of bottomhole fluid
to the surface through the micro-annulus, and the wellbore integrity is damaged. Due to
the influence of high temperatures, the thermal deformation properties of the casing and
cement ring are more different than those of the cement ring and formation. Therefore,
the casing–cement ring interface is more prone to failure than the cement ring–formation
interface, and the failure of one interface will cause casing axial elongation. Therefore, the
thermal recovery well interface is chosen as the main research object. The device is shown
in Figure 15.
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Figure 15. Test equipment for cement ring bond strength.

G-grade oil well cement was selected as the test cement. The casing section was first
inserted into the cement curing tank to ensure a good fit between the simulated casing and
the outer tank. The prepared cement slurry was poured into the wall of the casing pipe
and then placed in a water bath for curing for 7 days at a curing temperature of 25 ◦C. The
gland is covered on the top of the casing, and a screw is placed on the upper part of the
gland, as shown in Figure 16.
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Figure 16. Simulation device maintenance completed.

The press load is transferred to the gland through the pressure plate to ensure that
the axis of the simulated casing coincides with the axis of the press. Start the press, adopt
the constant displacement loading mode, and the loading speed is 0.05 mm/min. When
the pressure increases to a certain value, the interface between the simulated casing and
cement will be damaged, and the simulated casing will be extruded from the cement. The
maximum load during the loading process will be recorded, and then the above steps will
be repeated to record the experimental data. The test data are shown in Figure 17.
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The maximum pressure recorded during the loading process is converted into bond 
strength using the following formula: 

/S F DH   (9)

where S is the bond strength at the interface, in MPa; F is the maximum pressure at inter-
face failure, in N; D is the diameter of the simulated casing, in mm; and H is the length of 
the simulated casing in contact with the cement, in mm. The test result data are shown in 
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ducted to study casing damage in thermal recovery wells under different junction condi-
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The maximum pressure recorded during the loading process is converted into bond
strength using the following formula:

S = F/πDH (9)

where S is the bond strength at the interface, in MPa; F is the maximum pressure at interface
failure, in N; D is the diameter of the simulated casing, in mm; and H is the length of the
simulated casing in contact with the cement, in mm. The test result data are shown in the
following Table 10.

Table 10. Test results.

Casing Diameter (mm) Contact Length (mm) Failure Load (kN) Bond Strength (MPa)

140 11.7 160 3.11
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A simulation of the connection between the cement sheath and the casing was con-
ducted to study casing damage in thermal recovery wells under different junction condi-
tions. Under various junction strength conditions, different degrees of relative slippage
occur between the casing and the cement sheath, resulting in casing elongation and well-
head lifting phenomena. Partial loss of the cement sheath can also lead to casing damage
in the form of deformation, narrowing, or other damage due to uneven external loads.

As shown in Figures 18 and 19, at different junction strengths, the maximum stress
on the wellbore remains at around 682.4 MPa, with a relatively minor impact from the
changes in cement sheath bond strength. Under different junction strengths, the maximum
displacement at the wellbore increases as the junction strength components increase, with
a more significant effect from the variations in cement sheath bond strength—complete
detachment results in a substantial elongation. In the absence of detachment or fracture,
the bond strength of the cement sheath does not directly affect the thermal stress on the
casing wall. However, once a fracture occurs between the cement sheath and casing, it
significantly increases the elongation, leading to wellhead uplift.
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Figure 18. Maximum stress in the casing under different bond qualities.
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Figure 19. Displacement change with varying consolidation qualities.

5.6. Thermal Stress and Yield Strength of Different Steel Grades of Casing

The N80, TP100H, BG110H, and TP130TT casings were selected as the steel grades
of the simulated casing in the thermal production well. According to the experimental
results that the property parameters of the relevant casing properties change with the
temperature at normal temperature, the material properties at a high temperature can be

348



Processes 2023, 11, 3053

obtained according to the empirical formula of the strength attenuation of the casing under
high-temperature conditions of steam injection, as seen in Table 11.

Table 11. Casing steel strength properties.

Casing Steel Grade Outer Diameter
(mm) Yield Strength (MPa) Elastic Modulus

(GPa)

TP130TT 177.8 985.1 165

N80 177.8 582.5 146

TP100H 177.8 812.2 176

BG110H 177.8 837.7 180

When using N80 casing, the thermal stress experienced by the casing exceeds the
casing’s yield limit. However, when using TP100H, TP130TT, and BG110H casings, the
entire casing’s thermal stress remains within the casing’s yield limit. N80 casing exhibits
a much larger plastic deformation range compared to other casings, as shown in the
Figure 20. The difference among different casings in total elongation is not significant.
Simulated responses of different steel grades of casings under thermal loads are shown in
the following Figures 21 and 22.
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6. Optimal Design of Steam Injection-Production Well

According to the simulation results obtained in the previous paper, the optimal design
of the injection-production parameters can be obtained by fitting the influence law of the
injection-production parameters on casing damage as follows: The common steam injection
rates of 4, 6, 8, and 10t/h in steam injection-production wells are selected as reference steam
injection rates. The effects of different injection and production parameters on casing stress
under 350 ◦C, 320 ◦C, 300 ◦C, 280 ◦C, and 250 ◦C conditions are obtained, as shown in the
following Figures 23–26.
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Figure 26. The influence of casing stress with injection temperature at a 10 t/h injection rate.

For a steam injection well with a steam injection rate greater than 10 t/h, the maximum
thermal stress is consistent with 10t/h. The steam injection parameters selected in the chart
are based on the range of steam injection parameters of the casing-damaged wells. Three
casing-damaged wells in this block were selected for the optimal design of injection and
production parameters, as shown in the following Table 12.

Table 12. Optimization design of injection and production parameters of casing damage well.

Well No. Development
Method

Wellbore
Type

Production
Days

Casing
Damage
Cycles

Casing Steel
Grade

Injection
Pressure

(MPa)

Injection
Temperature

(◦C)

Steam
Volume

(m3)

1 Steam
Injection Vertical Well 1329 11 TP100H 14.7 350 33,503

2 Steam
Injection Vertical Well 3253 5 TP100H 8.2 350 35,436

3 Steam
Injection Vertical Well 2099 10 TP100H 17.3 350 52,739

In comparison to the previous optimized design, the optimization strategies for the
injection and production parameters for the three wells are as follows: For well 1, reduce the
steam injection rate (as it was too high). For well 2, decrease the steam injection temperature
and implement better insulation measures to ensure production. For well 3, decrease the
steam injection rate (as it was too high). As a result of the optimization of the injection and
production parameters, it is expected that the casing damage cycles for these wells will be
postponed by 2–3 cycles.
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7. Conclusions

(1) When using N80 casing, the entire casing experiences a thermal stress exceeding
its yield limit. For the TP100H, BG110H, and TP130TT casings, thermal stress re-
mains within the yield limit. Different casings under steam thermal stress show
little difference in cross-sectional deformation and total elongation. It is advisable
to avoid using N80-grade steel casing whenever possible. Instead, consider using
higher-strength steel casing materials for the production zone and casing designed for
thermal recovery, and use casing materials with greater resistance to external loads,
such as TP130TT, for the sections exposed to mudrock hydration and other external
loading conditions.

(2) Different casings exhibit relatively similar cross-sectional deformation and total elon-
gation under steam thermal stress loads. While an increase in the elastic modulus of
the cement sheath may not lead to casing yield, it could induce plastic deformation in
the cement sheath-formation structure, potentially affecting the bonding interface of
the cement sheath and the casing.

(3) An increase in local external loads leads to an increase in maximum casing principal
stress, maximum deformation, and plastic strain. Stress at the casing’s inner surface
increases with external load, while stress at both ends decreases. The opposite trend is
observed for stress at the casing’s outer surface. Stress concentration can occur at both
ends of the applied pre-stress, potentially leading to casing deformation or bending
under non-uniform stress conditions.

(4) Injection parameters, including pressure, have a limited impact on casing stress, with
higher injection pressure leading to slightly higher inner wall pressure. The injection
temperature significantly affects the casing’s temperature field and thermal stress;
a lower injection temperature leads to reduced stress on the casing. The injection
rate has a significant influence on the overall injection volume, with excessively
high injection rates not improving the heating effect. The application of pre-stress
can reduce the casing wall thermal stress but may increase stress at the wellhead.
Adequate pre-stress can delay the casing damage cycle. Pre-stress exceeding 500 kN
has an unclear effect on reducing thermal stress and can increase wellhead tensile
stress. Excessive pre-stress may exceed the casing’s tensile strength.

(5) For the existing shale oil steam injection wells, optimizing the injection parameters is
essential. Controlling the appropriate injection parameters helps in safeguarding the
casing and prolonging its lifespan. The application of suitable pre-stress to shallow
wells can alleviate casing wall thermal stress and extend the casing’s operational life.
Additionally, employing better insulation methods, such as vacuum insulation pipes
and nitrogen insulation, aids in enhancing steam injection efficiency, reducing heat
loss, lowering casing wall temperatures, and effectively controlling thermal stress.

(6) Implementing more effective insulation methods, such as vacuum insulation tubes
and nitrogen insulation, can help enhance steam injection efficiency, reduce heat
loss, lower the temperature on the casing wall, and effectively control thermal stress.
Improving the quality of cementing for the wellbore is essential. In sections with
poor cementing quality, it is crucial to prevent significant relative slippage at the
interface. In areas prone to slippage between the casing and the external cement
sheath, appropriate roughening of the casing’s outer surface can be applied to prevent
complete detachment of the cement sheath from the casing.

(7) For the existing shale oil steam injection wells, it is advisable to optimize the steam
injection parameters, controlling them within a reasonable range to protect the casing
and extend the casing’s lifespan. Applying appropriate pre-stress to shallow wells
can alleviate thermal stress on the casing wall and delay the onset of casing damage.
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Abstract: The production profile logging technology of Oil-water two-phase flow is an important
support technology for efficient development of horizontal oil wells. Moreover, the water holdup of
Oil-water two-phase flow is one of the important dynamic measurement parameters for production
profile logging technology. Flow patterns in horizontal oil wells are more complex than those in
vertical oil wells, making water holdup measurements more difficult. In China, horizontal oil wells
are characterized by low liquid production, high water cut and layered development; hence, the
concentrating flow logging scheme is adopted to reduce the effects of flow patterns on measurement.
In this paper, we proposed a new method of measuring water holdup of Oil-water two-phase flow
for the production profile logging in horizontal oil wells. Firstly, the structure of water holdup
sensors and the measuring principle of water holdup were introduced. Secondly, the dynamic test
research was carried out on the horizontal well simulation facility by using the test prototype of
the water holdup measurement method of Oil-water two-phase flow. Additionally, the response
characteristics of water holdup sensors at five inclined angles were emphatically discussed. Finally,
the measurement error of water holdup was calculated and evaluated in detail. Experimental results
show that the absolute values of measurement error of water holdup are less than 5% while the total
flow rate ranged from 10 m3/d to 200 m3/d, and the water cut ranged from 30% to 90%, respectively.

Keywords: production profile logging; horizontal well; oil-water two-phase flow; water holdup;
conductance sensor

1. Introduction

Production profile logging technology of Oil-water two-phase flow is an important
support technology for efficient development of horizontal wells. It provides important
key reference data for horizontal well stimulation implementation and effect evaluation,
such as optimizing injection-production scheme, evaluating fracturing, water plugging,
and profile modification effects. Moreover, the water holdup of Oil-water two-phase flow
is one of the important dynamic measurement parameters for production profile logging
technology. Flow patterns in horizontal oil wells are more complex than those in vertical oil
wells, making water holdup measurements more difficult. At present, reliable production
profile logging technology of Oil-water two-phase flow in the horizontal oil wells is still
undeveloped in China.

Review the literatures published in the past thirty years, it is known that various
conductance sensors are widely used for measuring water holdup and identifying flow
pattern in Oil-water two-phase flow and gas-Oil-water three-phase flow. The double sensor
conductivity probe method was used to measure local parameters in bubbly two-phase
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flow in horizontal pipe, the local void fraction, the local interfacial area concentration, and
bubble interfacial velocity were measured and obtained [1–3]. Ishill and Kim [4] proposed
the micro four-sensor conductivity probe for measuring local two-phase flow parameters
in vertical upward annulus bubbles flow, and the experiments showed that the error of
absolute measurement is less than 10%. Lucas and Mishra [5] described the construction of
a local four-sensor conductance probe and the associated electronic measurement circuit,
for measuring the local axial, radial and azimuthal velocity components of the gas in bubbly
gas-liquid vertical flows with and without swirl. Angeli and Hewitt [6] investigated the flow
pattern identification of Oil-water two-phase flow in horizontal pipes with 25.4 mm inner
diameter; namely high-speed video recording and determination of the local phase fractions
with a high frequency impedance probe, while the continuous phase in dispersed flows was
recognized with a conductivity needle probe. Dong et al. [7], Sun and Yang [8], Fang et al. [9]
tried to measure separate phase fraction and distinguish flow pattern of Oil-water flows,
gas-water flows, gas-Oil-water flows by using the single modality electrical capacitance
tomography (ECT), electrical resistance tomography (ERT), or the dual-modality ECT/ERT,
the accuracy of separate phase fraction measurement is highly dependent on the quality of
image reconstruction.

For the purpose of developing reliable production profile logging instruments in the
petroleum industry, Hu et al. [10] firstly invented an impedance watercut meter which
consists of four annular conductance sensors to measure water holdup in vertical oil wells,
laboratory and field experiments proved that the water holdup measurement range and
accuracy are 50~100% and 3%, respectively. Furthermore, Wang et al. [11] optimized the
measuring circuit of the meter that overcome artificial replacement of excitation source
resistance caused by the salinity of downhole fluid varies widely. Xu et al. [12] proposed a
novel conductance sensor array for water holdup measurement in horizontal oil wells of
low liquid production of oil and water, namely which consists of 24 needle-like electrodes
that are mounted on 12 supporting arms arising from the central shaft. Han et al. [13] used a
radial dual-sensors conductance probe array to investigate flow patterns and water holdup
in low velocity Oil-water two-phase flow through a vertical upward pipe with 20 mm inner
diameter. Vu-Hoang et al. [14] introduced a new logging tool to concretely obtain records
of the holdups and velocity profiles along vertical direction of borehole, three types of array
sensors consisted of five rotor flow sensors, six conductance probe sensors and six fiber
probe sensors, are used to measure separate phase flow rate and holdup of gas, oil, and
water. Liu et al. [15] invented an annular array conductance sensor consisted of six annular
electrodes for measuring the flow rate and water holdup of Oil-water two-phase flow in
vertical production well. Han et al. [16] presented using sixteen mini conductance probe
sensors to measure the local oil holdup of oil-in-water emulsion flows of high water cut
(80–96%) in vertical upward pipe. Zong et.al [17] proposed using eight annular conductance
sensors and five mini conductance probe sensors to study the inclined Oil-water two-phase
flow characteristics. Xu et al. [18] designed a bicircular conductance probe sensor array for
measuring water holdup in simulation horizontal well for Oil-water two-phase flow.

It is very difficult to accurately measure water holdup due to the complex and variable
flow patterns of Oil-water two-phase flow in horizontal oil wells affected by borehole
inclination. In early literatures, it is known that the water holdup measurement of Oil-
water two-phase flow is affected by flow pattern, which in turn is affected by pipe inclined
angle. Mukherjee et al. [19] researched pipe inclination angle effect to water holdup and
Oil-water slippage in 38.1 mm inner diameter pipe for inclination angel ranged from
±30◦ to ±90◦. Hill and Oolman [20] studied simulation well inclination angel effect to
production profile logging tool response in 152 mm inner diameter pipe. Zavareh et al. [21],
Davarzani et al. [22], Tabeling et al. [23], Oddie et al. [24], Lum et al. [25] studied the pipe
inclination angel effect to flow patterns of Oil-water two-phase flow. As for water holdup
measurement method of Oil-water two-phase flow, annular conductance sensor is suitable
for more flow patterns than conductance probe sensor. However, since there is a serious
problem in the field application of production profile logging of horizontal oil wells, i.e.,

356



Processes 2022, 10, 848

the measurement error of water holdup increases due to the failure of the annular array
conductance sensor to correct the influence of temperature and mineralization degree
of groundwater in real time [26]. Therefore, we proposed a novel method of measuring
water holdup of Oil-water two-phase flow in horizontal oil wells. Then, we conducted
the dynamic test by using the test prototype of the water holdup measurement method of
Oil-water two-phase flow on the horizontal well simulation experimental device at five
inclination angles. Finally, we analyzed the experimental phenomena and calculated the
measurement error of the water holdup. The research results indicate that the novel method
of measuring the water holdup of Oil-water two-phase flow in horizontal oil wells is a
simple and accurate measurement method.

2. Measurement Principle of Water Holdup

In the production profile logging area, “water cut” and “water holdup” are commonly
used terms, which are defined in reference [27]. The geometry structure of water holdup
measurement sensors of Oil-water two-phase flow in horizontal oil well is shown in Figure 1,
including annular array conductance sensor A and circumferential array conductance probe
sensor B. The inner diameter of the sensor measuring channel is 20 mm. The annular array
conductance sensor A consists of four annular conductance electrodes, thereinto, electrodes
1 and 4 are excitation electrodes, electrodes 2 and 3 are measurement electrodes. The inner
diameter of each annular conductance electrode is 20 mm, and its thickness and width
are 3 mm and 5 mm, respectively. The distance between electrodes 1 and 2 and between 3
and 4 is 80 mm for both. The distance between electrodes 2 and 3 is 50 mm. The distance
between sensor A and sensor B is 60 mm in flow direction. The circumferential array
conductance probe sensor B consists of four cylindrical conductance probes, for which the
outer diameter of each cylindrical conductance probe is 3 mm, and its height is 5 mm. Each
electrode is arranged at center angle 90◦ to its neighbor electrode.
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The schematic diagram of water holdup test prototype of horizontal oil well in casing
pipe is shown in Figure 2, including petal type concentrating flow diverter, water holdup
sensors, centralizer and measuring circuit. The measurement principle of water holdup
is described as follows: The inner diameter of casing pipe is 125 mm, and the Oil-water
two-phase flow flows in the casing pipe. Firstly, the measuring circuit controls petal type
concentrating flow diverter to open, the annular space between the test prototype and the
casing pipe is enclosed. The Oil-water two-phase fluid flows into the measurement channel
of the water holdup sensors by the inlet of the petal type concentrating flow diverter. The
mixed-phase conductivity (σm) of Oil-water two-phase flow is measured by the annular
array conductance sensor A. The specific measurement process is described as follows:
The annular conductance sensor 1 and 4 are set as exciting electrodes; and the annular
conductance sensor 2 and 3 are set as detecting electrodes, and the corresponding output
voltage of detecting electrodes is Vm. Additionally, then the measuring circuit controls petal
type concentrating flow diverter to close. The Oil-water two-phase fluid stratifies within
the measurement channel of the water holdup sensors due to gravity. The water phase
conductivity (σw) is measured by the circumferential array conductance probe sensor B.
The specific measurement process is described as follows: firstly, the instrument enclosure
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is set as ground electrode; then, four pairs of exciting-detecting electrodes are formed by
four conductance probe sensors and the instrument enclosure; once the measuring circuit
determines that one of the four exciting-detecting electrodes is flooded with water, therefore
it can be used to measure the water-phase conductivity; additionally, the corresponding
output voltage of exciting-detecting electrodes is Vw. The water holdup (Yw) of Oil-water
two-phase flow can be obtained by the following Equation (1):

Yw =
σm

σw
=

Vw

Vm
(1)

Processes 2022, 10, x FOR PEER REVIEW 4 of 11 
 

 

stratifies within the measurement channel of the water holdup sensors due to gravity. The 
water phase conductivity ( wσ ) is measured by the circumferential array conductance 
probe sensor B. The specific measurement process is described as follows: firstly, the in-
strument enclosure is set as ground electrode; then, four pairs of exciting-detecting elec-
trodes are formed by four conductance probe sensors and the instrument enclosure; once 
the measuring circuit determines that one of the four exciting-detecting electrodes is 
flooded with water, therefore it can be used to measure the water-phase conductivity; 
additionally, the corresponding output voltage of exciting-detecting electrodes is wV . The 

water holdup ( wY ) of Oil-water two-phase flow can be obtained by the following Equa-
tion (1): 

m w
w

w m

VY V
σ

σ= =  (1) 

 
Figure 2. Schematic diagram of water holdup test prototype of horizontal well. 

In order to obtain the water cut of Oil-water two-phase flow, it is necessary to cali-
brate the test prototype under the condition of Oil-water two-phase flow on the multi-
phase flow experimental device of the horizontal simulation well, and obtain the water 
cut–water holdup calibration chart; furthermore, water holdup can be converted to water 
cut through the calibration chart. 

3. Experiments and Discussion 
On the innovative horizontal well simulation facility, the Oil-water two-phase flow 

experiment was carried out by using the test prototype. Firstly, the horizontal well simu-
lation facility was introduced. Secondly, the experimental method was described. Then, 
the experimental results and phenomena were discussed in detail. Finally, the measure-
ment error of water holdup was calculated and evaluated. 

3.1. Experimental Facility 
The horizontal well simulation facility of Oil-water two-phase flow is located at the 

Daqing Production Well Logging Institute (DPWLI) in Heilongjiang Province of China. 
The schematic diagram of the flow loop is shown in Figure 3. As shown in Figure 3, the 
125 mm inner diameter transparent Plexiglass pipes are 12 m long, which can be inclined 
from vertical direction to horizontal direction. In order to simulate the industrial applica-
tion, the transparent Plexiglass pipes has the same diameter as the casing pipe. The flow 
rates of oil and water phase can be accurately controlled and metered using adjustment 
devices and measuring instruments. In addition, the experiments of Oil-water two-phase 
flow at any inclined angle can be carried out on the horizontal well simulation facility at 
normal pressure and temperature. More details of the experimental facility are provided 
in references [27,28]. Figure 4 shows the photo of the horizontal well simulation facility of 
Oil-water two-phase flow. 

Figure 2. Schematic diagram of water holdup test prototype of horizontal well.

In order to obtain the water cut of Oil-water two-phase flow, it is necessary to calibrate
the test prototype under the condition of Oil-water two-phase flow on the multiphase flow
experimental device of the horizontal simulation well, and obtain the water cut–water
holdup calibration chart; furthermore, water holdup can be converted to water cut through
the calibration chart.

3. Experiments and Discussion

On the innovative horizontal well simulation facility, the Oil-water two-phase flow
experiment was carried out by using the test prototype. Firstly, the horizontal well simula-
tion facility was introduced. Secondly, the experimental method was described. Then, the
experimental results and phenomena were discussed in detail. Finally, the measurement
error of water holdup was calculated and evaluated.

3.1. Experimental Facility

The horizontal well simulation facility of Oil-water two-phase flow is located at the
Daqing Production Well Logging Institute (DPWLI) in Heilongjiang Province of China.
The schematic diagram of the flow loop is shown in Figure 3. As shown in Figure 3,
the 125 mm inner diameter transparent Plexiglass pipes are 12 m long, which can be
inclined from vertical direction to horizontal direction. In order to simulate the industrial
application, the transparent Plexiglass pipes has the same diameter as the casing pipe.
The flow rates of oil and water phase can be accurately controlled and metered using
adjustment devices and measuring instruments. In addition, the experiments of Oil-water
two-phase flow at any inclined angle can be carried out on the horizontal well simulation
facility at normal pressure and temperature. More details of the experimental facility are
provided in references [27,28]. Figure 4 shows the photo of the horizontal well simulation
facility of Oil-water two-phase flow.
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3.2. Experimental Design

The dynamic experiments of water holdup measurement of Oil-water two-phase flow
were carried out by using the test prototype on the horizontal well simulation facility at
the DPWLI, in Heilongjiang Province of China. The experimental mediums are tap water
and diesel. The diesel density, kinematic viscosity, and interfacial tension are 820.0 kg/m3,
7.0 mm2/s and 28.6 mN/m, respectively, at 20 ◦C. The total flow rate of Oil-water two-
phase flow is set as 3 m3/d, 5 m3/d, 10 m3/d, 30 m3/d, 40 m3/d, 60 m3/d, 100 m3/d,
120 m3/d, 150 m3/d and 200 m3/d, respectively. For each of the total flow rate, the water
cut ranged from 30% to 90%, and the water cut adjust step is 10%. The inclination angle of
horizontal simulation well is rotated clockwise, and the vertical direction and the horizontal
direction are defined as 0◦ and 90◦, respectively. The inclination angle is set as 80◦, 83◦, 85◦,
88◦ (fluid flows upward) and 90◦ (fluid flows horizontally), respectively.

When the total flow rate is greater than 30 m3/d, after adjusting the water cut, the
flow stable for 10 min before open the petal type concentrating flow diverter. Instead,
when the total flow rate is less than 30 m3/d, after adjusting the water cut, the flow stable
for 30 min before open the petal type concentrating flow diverter. After the petal type
concentrating flow diverter is fully opened, continue the flow stable for 3 min, then start
to measure the conductivity of Oil-water two-phase flow. The measurement time is set
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as 3 min, and two data are collected every second. Hence, a total of 360 instantaneous
conductivity measurement data of the Oil-water two-phase flow are collected. Furthermore,
starting to measure the conductivity of the water phase while the petal type concentrating
flow diverter is fully closed. Similarly, the measurement time is set as 3 min, and two data
are collected every second. Hence, a total of 360 instantaneous conductivity measurement
data of the water phase are collected.

3.3. Discussions of Experimental Results

Figures 5–9 shows the water holdup measurement charts with different flow rates
and water cuts under the conditions of the horizontal simulation well inclination angle
of 80◦, 83◦, 85◦, 88◦ and 90◦, respectively. The horizontal and vertical coordinates are the
set standard flow rate and water cut, respectively, and curves in different colors represent
measured water holdup. From the five figures, it indicated that the measurement result
of water holdup is not only dependent on the water cut, but also related to the flow rate.
The shape of water holdup curves measured at five inclined angles has good consistency.
Further analysis of water holdup measurement charts at different inclined angles shows
that the relationship between measured water holdup and set standard water cut has
obvious regularity. In the low flow rates range, that is, when the total flow rates of oil and
water two-phase flow are less than 30 m3/d, the measured water holdups are not only
dependent on the water cuts, but also related to the flow rates. When the set standard water
cut remains unchanged, the measured water holdup moves to the direction of high water
cut with the decrease in the flow rate. This phenomenon is caused by the Oil-water two-
phase flow characteristics. Due to the density difference between the oil and water phase,
the oil phase flows at a higher speed than the water phase. Therefore, under the condition
of maintaining a certain set standard water cut, the measured water holdup at low flow rate
is higher than that at high flow rate. With the decrease in the average flow rate of Oil-water
two-phase flow, the difference of oil and water slippage velocity increases compared with
the average velocity, especially when the total flow rate is less than 10 m3/d, the slippage
phenomenon is more significant, resulting in the difference between water holdup and
water cut becoming larger. At present, other types of instruments of measuring horizontal
oil well water holdup in use have difficulty reflecting the slippage phenomenon of Oil-water
two-phase flow at low flow rates. For example, for the capacitive water holdup instruments,
it is difficult to obtain accurate water holdup and water cut measurement curves because
the capacitive electrode is easily affected by oil phase contamination. However, the water
holdup measurement method by the combination of annular array conductance sensor
and circumferential array conductance probe sensor proposed in this paper can better
reflect the Oil-water slippage phenomenon at low flow rates. It indicates that the water
holdup measurement method has obvious advantages at low flow rates of Oil-water
two-phase flow.
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Figure 9. Water holdup measurement chart (inclination angle 90◦).

In order to further investigate the influence of horizontal simulation well inclination
angles on water holdup measurement at high flow rates, the water holdup measurement
chart of five inclination angles is given in Figure 10, while the set standard flow rate ranged
from 60 m3/d to 200 m3/d, and the set standard water cut ranged from 30% to 90%. It can
be seen that the measured water holdup and the standard water cuts are approximately flat
curves when the total flow rate is greater than 60 m3/d and 100 m3/d, and the standard
water cut is greater than 60% and 30%, respectively. Because the oil and water slippage
velocity rather small compared with the total average velocity. Therefore, the variation of
flow rate has little influence on the water holdup measurement. At this time, the water
holdup is very close to the water cut in the test prototype flow channel. The inclination
angles have little influence on the water holdup measurement data of the test prototype
and can be ignored. However, when the total flow rate of Oil-water two-phase flow is
less than 60 m3/d, the water holdup measurement data of the test prototype is greatly
affected by the inclination angles and cannot be ignored. Therefore, the wellbore inclination
angle measurement module should be included in the development of horizontal oil well
production profile logging combination instrument, and the well logging interpretation
model of different inclination angles must be established.
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3.4. Error Calculation of Water Holdup

Furthermore, the measurement error of water holdup was evaluated. Due to the
existence of random error, the measured values in the measurement column of equal
accuracy are generally different, and they are dispersed around the arithmetic mean value
of the measurement column to a certain extent. The degree of dispersion indicates the
unreliability of the single measured value, and the standard deviation is used as the
evaluation standard for evaluating unreliability. The specific process of error calculation of
water holdup is described as follows:

(1) For a set standard flow rate, the average values of Oil-water mixed-phase conduc-
tivity and water phase conductivity measured by the test prototype are calculated, while
the set standard water cut is 30%, 40%, 50%, 60%, 70%, 80% and 90%:

Fm =
1

360

360

∑
i=1

Fmi (2)

where Fmi is the instantaneous measurement value of mixed-phase conductivity, and Fm is
the average measurement value of mixed-phase conductivity.

Fw =
1

360

360

∑
i=1

Fwi (3)

where Fwi is the instantaneous measurement value of water phase conductivity, and Fw is
the average measurement value of water phase conductivity.

(2) The water holdup measured by the test prototype is calculated:

Y =
Fw

Fm
× 100% (4)

where Y is the measurement value of water holdup.
(3) The standard deviation of mixed-phase conductivity and water phase conductivity

are calculated:

EFm
=

[
1

n − 1

n=360

∑
i=1

(
Fmi − Fm

)2
] 1

2

(5)

where EFm
is the standard deviation of mixed-phase conductivity.

EFw
=

[
1

n − 1

n=360

∑
i=1

(
Fwi − Fw

)2
] 1

2

(6)

where EFw
is the standard deviation of water phase conductivity.

(4) The absolute value of measurement error of water holdup is calculated:

RYE =

∣∣∣∣∣
EFw

EFm

× 100% − Y

∣∣∣∣∣ (7)

where RYE is the absolute value of water holdup measurement error.
The calculation results show that the absolute values of water holdup measurement

error are less than 5% under the conditions of five inclination angles, while the total flow rate
ranged from 10 m3/d to 200 m3/d, and the water cut ranged from 30% to 90%, respectively.
However, the absolute values of water holdup measurement error are greater than 5%
and less than 12% under the conditions of five inclination angles, while the total flow rate
ranged from 3 m3/d to 10 m3/d, and the water cut ranged from 30% to 90%, respectively.
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4. Conclusions

In this paper, a novel method of measuring the water holdup of Oil-water two-phase
flow in horizontal oil wells was proposed. An innovative horizontal well simulation facility
was used to simulate Oil-water two-phase flow and the proposed method was verified.
Hence, the new method indicated important engineering application value because it solved
the serious problem of measuring water holdup by using annular conductivity sensors
alone, i.e., the measurement error of water holdup increases due to the failure of the annular
array conductance sensor to correct the influence of temperature and mineralization degree
of groundwater in real time. The experiment was correctly designed, the results were
good and competently discussed. The dynamic experiments of water holdup measurement
of Oil-water two-phase flow were carried out by using the self-developed test prototype
on the horizontal well simulation facility. The measurement data of water holdup of
five inclination angles were analyzed in detail, and the analysis results show that the
measurement data of water holdup are affected by the wellbore inclination angle. The error
calculation results show that the absolute values of water holdup measurement error are less
than 5% under the conditions of five inclination angles, while the total flow rate ranged from
10 m3/d to 200 m3/d, and the water cut ranged from 30% to 90%, respectively. The research
results prove that the novel method of measuring the water holdup of Oil-water two-phase
flow in horizontal oil wells is a reliable and accurate measurement method. Future work
will continue, the measurement method of water holdup proposed in this paper will be
applied in engineering, the wellbore inclination angle measurement module should be
included in the development of logging instrument, and the well logging interpretation
model of different inclination angle must be established.
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Abstract: As the oil and petrochemical products pass through the oil pipeline, the sediment scale
settles, which can cause many problems in the oil fields. Timely detection of the scale inside the pipes
and taking action to solve it prevents problems such as a decrease in the efficiency of oil equipment,
the wastage of energy, and the increase in repair costs. In this research, an accurate detection system
of the scale thickness has been introduced, which its performance is based on the attenuation of
gamma rays. The detection system consists of a dual-energy gamma source (241 Am and 133 Ba
radioisotopes) and a sodium iodide detector. This detection system is placed on both sides of a test
pipe, which is used to simulate a three-phase flow in the stratified regime. The three-phase flow
includes water, gas, and oil, which have been investigated in different volume percentages. An
asymmetrical scale inside the pipe, made of barium sulfate, is simulated in different thicknesses.
After irradiating the gamma-ray to the test pipe and receiving the intensity of the photons by the
detector, time characteristics with the names of sample SSR, sample mean, sample skewness, and
sample kurtosis were extracted from the received signal, and they were introduced as the inputs of a
GMDH neural network. The neural network was able to predict the scale thickness value with an
RMSE of less than 0.2, which is a very low error compared to previous research. In addition, the
feature extraction technique made it possible to predict the scale value with high accuracy using only
one detector.

Keywords: GMDH neural network; data mining; scale thickness; stratified flow regime; oil products

1. Introduction

The presence of scale inside oil pipes causes problems such as reducing the cross-
section of oil pipes, disrupting the performance of oil equipment, increasing the cost and
time of repairs, and even emergency shutdown of the oil field. Using an accurate and non-
invasive diagnostic system to diagnose this problem and take action to fix it can prevent
the above-mentioned problems. In recent years, systems based on gamma-ray attenuation
to determine the parameters of the type of flow regime and volume percentages in three-
phase [1–3] and two-phase [4–6] fluids have received much attention from researchers. In
these researches, different gamma sources have been investigated. Still, the big problem
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of these researches is the use of two or more detectors, which has increased the cost and
complexity of the detection structure. In study [7], researchers proposed a system based on
gamma rays to determine volume percentages and type of flow regimes, whose detection
structure consisted of a cesium source and two sodium iodide detectors. They simulated a
two-phase flow in different volume percentages and three regimes of annular, stratified, and
homogeneous using Monte Carlo N Particle (MCNP) code. In order to increase the accuracy,
they examined several time characteristics and introduced the best time characteristic with
an innovative method. The use of two detectors is the most fundamental gap of this research,
which, in addition to imposing a high cost on system design, has increased the complexity
of the detection system. In [8], researchers investigated the performance of the GMDH
neural network, but the lack of characteristic extraction and the use of raw signals as inputs
of the neural network prevented access to high accuracy. In the following research [9], the
researchers put the temporal characteristics as the inputs of the GMDH neural network.
This neural network has the ability to self-organize and can recognize the network structure
and appropriate inputs automatically. They predicted the type of flow regimes and volume
percentages with high accuracy. Alamoudi et al. [10] proposed an in-pipe scale value
detection system. The proposed detection structure consisted of a dual-energy gamma
source and two detectors placed opposite each other on either side of a test pipe. In the test
pipe, a two-phase flow of oil and gas in different volume percentages was simulated. They
did not check the characteristics of the received signals, which made not only the accuracy
of their proposed system not high, but also the structure of the introduced system was
complex and expensive. The use of radioisotope devices has problems such as the need to
use protective clothing, difficult transportation, inability to turn off, etc.; for this reason,
in recent years, the use of X-ray tubes to determine various parameters of Multiphase
flows has been studied by researchers. In [11], to determine the type of flow regime and
volume percentages in two-phase flows, a system consisting of an X-ray tube and a detector
was introduced. They extracted temporal characteristics from the signals received by the
detector and considered them as inputs of the MLP neural network. Two neural networks
were designed that were responsible for determining the type of flow regimes and the
percentage of void fraction separately. In [12], a three-phase flow was simulated in three
different regimes and different volume percentages. The simulated structure consisted of
an X-ray tube and two sodium iodide detectors. The received signals were processed in
the frequency domain, and four frequency characteristics were considered as the inputs of
the RBF neural network. Three RBF neural networks were trained, two of which had the
task of determining volume percentages, and the other one had the task of determining
the type of flow regimes. The X-ray tube has also been used to determine the type and
amount of product passing through oil pipelines [13,14]. In [13], four petroleum products
were simulated in a two-by-two combination in a test pipe. An X-ray tube was placed on
one side of the pipe, and a sodium iodide detector was placed on the other side of the
pipe directly in front of the source. The signals received from each simulation without any
processing were simultaneously considered as the input of three MLP neural networks,
and the volume ratio of each product was predicted with a mean absolute error of less
than 2.72. In the next research [14], in order to increase the accuracy of the proposed system
in research [14], the received signals were processed using wavelet transform, and the
characteristics of approximate and detailed signals were extracted. They increased the
accuracy of the detection system by about two times.

Inspired by previous researches, in current research, an attempt has been made to
implement a system for detecting the amount of scale inside an oil pipe while a three-phase
regime is passing through it. This research has tried to improve two important parameters,
such as increasing accuracy and simplifying the detected system, using time characteristic
extraction techniques. These are the contributions made by this study:

1. Extracting signal features by the use of statistical formulas.
2. Utilizing a single detector reduces expenses and the complexity of the detection

system’s structure.
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3. Improving scale thickness determination accuracy by the extraction of valuable prop-
erties from received signals

4. Determining scale thickness using the GMDH neural network as a self-organizing network.

2. MCNP Simulation Setup

MCNP code has been used to simulate the detection structure. In this simulation, a
dual-energy gamma source, a steel pipe, with an inner diameter of 10 cm and a thickness
of 0.5 cm, and a sodium iodide detector are used. The simulated structure is shown in
Figure 1. The dual-energy source consists of 241 Am and 133 Ba, are capable of emitting
photons with energies of 59 and 356 KeV, respectively. In the test pipe, a three-phase flow
consisting of water, oil, and gas was simulated in a stratified flow regime. Different volume
percentages in the range of 10% to 80% were investigated for each phase. The considered
scale was made of barium sulfate (BaSO4) with a density of 4.5 g · cm−3. Seven different
scale thicknesses, including 0, 0.05, 1, 1.5, 2, 2.5, and 3 cm, were simulated inside the
pipe. The sodium iodide detector with dimensions of 2.54 cm × 2.54 cm was placed at a
distance of 30 cm and directly in front of the gamma source. 252 different simulations were
performed, and all the collected data were labeled for use in the next step. The graph of the
spectrum received by the detector for two scale thicknesses of 0 cm and 1.5 cm is shown
in Figure 2.
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Figure 2. Spectrum received by sodium iodide detector for scale thickness of (a) 0 cm and (b) 1.5 cm.

LamberteBeer’s law is used to determine the attenuation rate when a narrow gamma
ray strikes an object.

I = I0e−µρx (1)

I, I0, µ and ρ denote the intensity of un-collided, the original photons, the mass
attenuation coefficient, and the material density of the absorber, respectively. X denotes
how far the beam travels through the absorber. Equation (1) states that different objects
respond to gamma radiation in different ways. This variation in behavior determines the
kind and amount of a substance in the environment. A 2.54 cm × 2.54 cm NaI detector was
used in this research to capture the photons that were transmitted. The detector was used
to record photon energy spectra using pulse height tally (Tally F8). Previous analyses have
supported the study’s reproductive outcomes [6]. Several research laboratory structures
were used in this review, and the results from the MCNP code were compared with them.
Both were normalized to units to examine exploratory and reenactment data because the
Tally output in the MCNP procedure is per source particle. The disparity between the
simulation results and the lab setup represented the largest relative error at 2.2%.

3. Time-Domain Feature Extraction

The signals collected in the previous section had many dimensions, and their interpre-
tation was a very complicated and time-consuming task. For this purpose, to simplify and
separate the available data, an attempt was made to extract time characteristics. Four time-
characteristics with the names of sample mean, sample of summation of square root (SSR),
sample skewness, and sample kurtosis were extracted from the signals recorded by the
NaI detector. These features have been used to improve the accuracy and structure of the
scale thickness detection system since they were first introduced as helpful characteristics
in earlier study [7,9,11]. The equations of these features are given below:

• Sample mean:

m =
1
N

N

∑
n=1

x(n) (2)

• Sample of summation of square root (SSR):

SSR =
N

∑
n=1

(x(n))0.5 (3)
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• Sample skewness:

Skewness =
m3

σ3 , m3 =
1
N

N

∑
n=1

[x(n)− m]3 (4)

• Sample kurtosis:

Kurtosis =
m4

σ4 , m4 =
1
N

N

∑
n=1

[x(n)− m]4 (5)

Here n is the dataset’s values, N denotes the total data number, and x(n) represents
the principal signal in the time domain.

The diagram of these four characteristics in terms of volume percentage of gas and
oil is shown in Figure 3. As it is clear from this figure, the amount of scale thickness can
be separated into different volume percentages. These characteristics have been used to
train the GMDH neural network. As mentioned in the previous section, 252 different simu-
lations have been performed, and four time characteristics have been extracted from the
signal received from each simulation. Therefore, the available matrix contains 4 rows and
252 columns. The output of the neural network is also the value of the thickness of the scale
inside the pipe in centimeters.
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4. GMDH Neural Network

In 1968, a Ukrainian mathematician named M.G. Ivakhnenko presented a mathemati-
cal model to solve prediction and classification problems and called it Group Method of
Data Handling (GMDH) [15]. The model proposed by Ivakhnenko has self-organization
capability so that the network structure, effective inputs, number of hidden layers, and
number of neurons of hidden layers are automatically selected. In this neural network, the
relationship between input and output is described by the Kolmogorov-Gabor polynomial,
which is described below.

y = a0 +
m

∑
i=1

aixi +
m

∑
i=1

m

∑
j=1

aijxixj +
m

∑
i=1

m

∑
j=1

m

∑
k=1

aijkxixjxk + . . . (6)

where a (a1, a2, . . . , am) are weights or coefficients of vector, X (x1, x2, . . . , xm) are also
vector inputs or the same extracted features, and y is the output of the network. GMDH
neural network is implemented in 5 steps, which are as follows.

1. All neural network inputs (extracted characteristics) two at the time and for each(
m
2

)
admixture are fitted to the quadratic polynomial given in Equation (7). The

purpose of this step is to calculate the C coefficients that are obtained with the least
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squares algorithm. The output of each quadratic polynomial predicts the desired
output value. The task of calculating these polynomials is assigned to the neurons of
the neural network.

Z = c1 + c2xi + c3xj + c4x2
i + c5x2

j + c6xixj (7)

2. The neurons with the most error in predicting the desired output are removed.
3. The neurons selected in the previous step are considered quadratic polynomial inputs

described in step one. In this step, polynomials are produced from polynomials,
producing a polynomial with a higher order.

4. The second step is repeated, and neurons with high errors are removed. This repetition
of the steps and generation of polynomials from polynomials are repeated until the
desired error value is obtained.

5. Checking network performance with test data. In the design of neural networks,
the major of the data (about 70%) are used for training the neural network, and the
rest of the data are used for the final test of the network. The correct performance
of the neural network against these data sets ensures that the designed network can
show acceptable performance in operational conditions. In order to identify various
characteristics in many scientific domains, several studies have employed intelligent
computer systems [16–37].

5. Results

A GMDH neural network with four inputs and one output was trained. The inputs
of this network were the extracted temporal characteristics, and the network’s output
was the value of the scale thickness inside the pipe in centimeters. 252 samples were
available for the implementation of this network, of which 176 samples were assigned
to the training data, and the remaining samples were used for the final test of the neural
network. The selection of these samples was done randomly so that the neural network
could be trained with all the range of data. According to the self-organizing capability of
the GMDH neural network, the structure that had the best accuracy is shown in Figure 4.
This network has 3 hidden layers, and the number of selected neurons in these layers was
4, 4, and 2, respectively. A regression diagram and error diagram have been used to show
the performance of the designed neural network. In the regression diagram, the yellow line
shows the desired output, and the green circles represent the output of the neural network.
The closer the yellow line and the green circle are to each other, the more accurate the
designed neural network is. The error diagram shows the difference between the network
output and the desired output for each sample. The regression and error graphs for the
training and testing datasets are shown in Figure 5. In order to obtain the error value, two
widely used criteria named Mean Square Error (MSE) and Root Mean Square Error (RMSE)
were calculated with the following equations:

MSE =
∑N

j=1
(
Xj(Exp)− Xj(Pred)

)2

N
(8)

RMSE =


∑N

j=1
(
Xj(Exp)− Xj(Pred)

)2

N




0.5

(9)

In which N indicates data number, ‘X (Exp)’, and ‘X (Pred)’ illustrate the experimental
and predicted (ANN) values, respectively.
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The comparison table of the output of the neural network with the desired output
is given in Table 1. To show the accuracy of the implemented system, Table 2 shows a
comparison between the accuracy of current research and previous research. Extracting
the appropriate features from the received signals has not only improved the accuracy of
the presented system, but also reduced the number of detectors. Reducing the number of
detectors, along with reducing the complexity of the system, will significantly reduce the
implementation cost of the detection system.

Table 1. Comparison of target values with neural network outputs.

Data Number Train Targets Train Outputs Test Targets Test Outputs
1 0.5000 0.8364 1.5000 1.3493
2 1.0000 1.2139 2.5000 2.6387
3 1.0000 1.0764 1.0000 0.9995
4 3.0000 2.8872 2.0000 1.8995
5 1.5000 1.7345 0 −0.1932
6 1.0000 0.7840 0.5000 0.5605
7 0 0.1079 0.5000 0.6024
8 0 0.0893 2.5000 2.3590
9 2.5000 2.3907 2.0000 1.9970

10 1.0000 0.8268 2.0000 1.5573
11 0 0.0608 2.0000 2.1318
12 1.0000 1.2595 2.5000 2.5019
13 1.0000 1.1938 0 0.2556
14 2.5000 2.4362 2.5000 2.5553
15 0.5000 0.6588 0 0.0966
16 2.5000 2.6227 1.5000 1.4977
17 3.0000 2.8169 3.0000 2.9088
18 3.0000 2.9739 1.0000 1.2369
19 2.5000 2.6138 2.0000 1.7970
20 2.0000 2.3813 2.5000 2.2073
21 2.0000 2.2872 3.0000 2.9807
22 0 0.0054 3.0000 3.0354
23 0.5000 0.5838 1.5000 1.0813
24 1.5000 1.7266 0.5000 0.8614
25 0 0.1918 3.0000 3.0631
26 2.0000 1.7102 0 0.3922
27 0 0.0498 0 0.1574
28 1.5000 1.8249 1.0000 1.0251
29 2.5000 2.0919 0 0.0212
30 2.5000 2.3027 2.0000 2.1242
31 0 −0.1304 2.5000 2.2996
32 2.5000 2.6107 3.0000 3.0133
33 0.5000 0.6473 1.0000 0.8878
34 3.0000 3.0209 1.0000 0.9709
35 0.5000 0.8172 2.0000 1.8204
36 0 0.0083 1.5000 1.7240
37 0.5000 0.5213 0.5000 0.6903
38 1.5000 1.2158 2.5000 2.3593
39 1.5000 1.8909 0 0.0223
40 2.0000 2.0860 1.5000 1.3002
41 2.0000 2.2205 1.5000 1.5859
42 1.0000 0.9735 3.0000 3.0234
43 0 0.1812 1.5000 1.1938
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Table 1. Cont.

Data Number Train Targets Train Outputs Test Targets Test Outputs
44 0.5000 0.9019 2.0000 2.0133
45 2.0000 2.0582 1.5000 1.2607
46 0 0.2109 3.0000 3.0214
47 1.5000 1.6819 1.0000 1.1423
48 2.0000 2.3901 0 −0.1317
49 0 0.0807 1.0000 0.9227
50 2.0000 1.3950 3.0000 2.6769
51 2.5000 2.6330 3.0000 2.9334
52 2.5000 2.3719 2.5000 2.1041
53 1.5000 1.3983 2.0000 1.8912
54 1.0000 1.1618 1.5000 1.4685
55 0.5000 0.4591 2.0000 1.5945
56 2.5000 2.3568 2.0000 1.7184
57 2.5000 2.5199 3.0000 2.8049
58 3.0000 2.7633 3.0000 2.7848
59 1.0000 1.1078 0.5000 0.2380
60 0 0.1705 3.0000 2.9187
61 1.0000 0.8614 2.5000 2.3903
62 1.0000 0.9309 3.0000 3.0254
63 1.5000 1.4250 1.0000 0.9684
64 0.5000 0.8160 2.0000 2.2965
65 2.0000 2.4583 2.0000 2.3671
66 0.5000 0.5069 0 0.0096
67 0.5000 0.7269 1.0000 0.9977
68 2.5000 2.3730 2.0000 2.1213
69 1.5000 1.3851 0.5000 0.7948
70 3.0000 3.0613 1.5000 1.5571
71 1.0000 1.0067 2.0000 2.0093
72 1.0000 0.6657 1.5000 1.2935
73 1.0000 0.7362 0 0.0936
74 1.0000 1.0683 0.5000 0.6893
75 0 0.1252 2.0000 1.5044
76 1.5000 1.2048 3.0000 2.7268
77 2.0000 2.1610 - -
78 0.5000 0.3873 - -
79 0.5000 0.6288 - -
80 1.5000 1.2658 - -
81 1.5000 1.3239 - -
82 0.5000 0.3186 - -
83 1.0000 0.9420 - -
84 1.5000 1.4139 - -
85 3.0000 3.0394 - -
86 3.0000 2.9834 - -
87 0 0.0517 - -
88 3.0000 2.6107 - -
89 1.0000 0.9446 - -
90 0.5000 0.5613 - -
91 0 −0.0763 - -
92 0 −0.1754 - -
93 3.0000 3.0456 - -
94 3.0000 2.7840 - -
95 2.5000 2.3713 - -
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Table 1. Cont.

Data Number Train Targets Train Outputs Test Targets Test Outputs
96 0.5000 0.7758 - -
97 2.0000 2.4267 - -
98 2.0000 1.8703 - -
99 1.0000 1.1189 - -

100 1.0000 1.2409 - -
101 1.0000 1.0213 - -
102 2.0000 2.0038 - -
103 0 −0.1516 - -
104 1.5000 1.5227 - -
105 3.0000 2.7891 - -
106 1.5000 1.4973 - -
107 2.0000 2.3414 - -
108 3.0000 2.9899 - -
109 2.0000 1.7173 - -
110 0.5000 0.8231 - -
111 1.5000 1.6692 - -
112 0.5000 0.6473 - -
113 0 −0.0318 - -
114 1.0000 1.1917 - -
115 0.5000 0.3629 - -
116 0.5000 0.4943 - -
117 0 −0.1362 - -
118 3.0000 3.0185 - -
119 2.5000 2.1735 - -
120 2.5000 2.1380 - -
121 0 0.0072 - -
122 2.0000 1.9919 - -
123 2.5000 2.3027 - -
124 0 0.0226 - -
125 1.5000 1.6830 - -
126 0 −0.0423 - -
127 0.5000 0.7433 - -
128 0.5000 0.7383 - -
129 0 0.1972 - -
130 3.0000 3.0329 - -
131 2.5000 2.4056 - -
132 3.0000 3.0404 - -
133 2.5000 2.4958 - -
134 3.0000 3.0254 - -
135 0 0.0398 - -
136 3.0000 2.8249 - -
137 2.5000 2.6042 - -
138 2.5000 2.4641 - -
139 0.5000 0.7573 - -
140 2.0000 1.4576 - -
141 1.5000 1.7930 - -
142 2.5000 2.5810 - -
143 1.5000 1.1687 - -
144 1.0000 1.1215 - -
145 3.0000 3.0252 - -
146 0.5000 0.4367 - -
147 2.5000 2.2581 - -
148 0.5000 0.6105 - -
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Table 1. Cont.

Data Number Train Targets Train Outputs Test Targets Test Outputs
149 2.5000 2.5026 - -
150 2.0000 1.5837 - -
151 3.0000 2.9770 - -
152 1.5000 1.3390 - -
153 2.0000 1.9029 - -
154 1.0000 0.9743 - -
155 1.5000 1.2099 - -
156 1.5000 1.2457 - -
157 2.5000 2.6815 - -
158 2.5000 1.9872 - -
159 2.0000 2.1030 - -
160 0 −0.0921 - -
161 1.0000 1.3085 - -
162 1.5000 1.1887 - -
163 1.5000 1.5302 - -
164 0.5000 0.2263 - -
165 0.5000 0.6759 - -
166 2.5000 2.2218 - -
167 1.5000 1.4478 - -
168 2.5000 2.2561 - -
169 1.0000 1.2136 - -
170 0.5000 0.6492 - -
171 0 −0.1685 - -
172 1.0000 1.0860 - -
173 1.0000 0.8985 - -
174 0.5000 0.6025 - -
175 3.0000 3.0462 - -
176 3.0000 2.9525 - -

Table 2. A comparison of the accuracy of the proposed detection system and previous studies.

Ref Number of
Detectors Source Type Type of Neural

Network Maximum MSE Maximum RMSE

[9] 1 137Cs GMDH 1.24 1.11
[7] 2 137Cs MLP 0.21 0.46
[8] 1 60Co GMDH 7.34 2.71
[38] 2 137Cs MLP 0.67 0.82
[39] 1 X-Ray tube MLP 17.05 4.13
[40] 1 137Cs MLP 2.56 1.6
[41] 1 60Co RBF 37.45 6.12
[42] 2 137Cs MLP 1.08 1.04

[current study] 1 Dual-energy
gamma source GMDH 0.04 0.2

6. Conclusions

The presence of scale inside the oil pipes will cause significant problems such as
reducing the effective diameter of the oil pipes, increasing the energy consumed by the oil
pumps, reducing the efficiency, and increasing the repair costs. Therefore, timely detection
of the amount of scale inside the oil pipes helps to reduce the mentioned damages. In this
research, a non-invasive system based on gamma-ray attenuation was introduced. The
introduced system consisted of a dual-energy source of 241Am and 133Ba, a NaI detector,
and a steel pipe. A three-phase flow was simulated in a stratified regime consisting of
oil, water, and gas in different volume percentages. In all these simulations, the value of
different scales in the range of 0 to 3 cm were examined. All these structures and flows
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passing through the test pipe were simulated by MCNP code. After collecting the received
signals from the detector, the feature extraction operation started in the time domain, and
four time features with the names of sample mean, sample SSR, sample skewness, and
sample kurtosis were extracted from the signals and introduced as the inputs of the GMDH
neural network. The trained neural network predicted the thickness of the scale inside the
pipe with an RMSE of less than 0.2, which is a very low error compared to previous studies.
In addition, the use of feature extraction techniques made it unnecessary to have multiple
detectors, and only one detector is enough to determine the thickness of the scale, which has
significantly saved the implementation costs. One of the major limitations of this research
is that working with radioisotope devices requires the use of protective clothing, and the
transportation of these devices is challenging. The use of feature extraction techniques in
the frequency domain, time-frequency domain, and the investigation of the performance
of other neural networks such as MLP, RBF, and even deep neural networks are highly
recommended to the researchers in this field.
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Abstract: During the process of gas production in high-pressure, high-temperature (HPHT) gas wells,
the choke valve, as the most vital component of the surface control equipment, plays a significant
role in regulating the output and reducing the fluid pressure to ensure the safety of surface gathering
and transportation equipment. High-pressure, high-velocity fluid flow and solid-phase particles
cause deterioration of the choke valve. With the enhancement of intelligent and digital oilfields,
conventional choke valves have been progressively replaced by electric choke valves. Due to the
complex structure of the throttle valve, the flow path and the velocity state of the fluid in the throttle
valve, and the distribution law of the erosion fraction are quite distinctive from those in the ordinary
throttle valve, meriting further research. In this paper, a simulation of computational fluid dynamics
(CFD) was conducted to determine the effects of the pressure distribution, fluid state, divergent
particle sizes, and sand volume on the erosion rate of the choke valve. Under various valve openings,
the fluid state and the location of high-risk points can be ascertained. The large particle size (diameter
greater than 6 mm) of sand and gravel is convenient for causing concentrated erosion in the position
of the valve hole, which induces the channel diameter to expand. Fine silt sand (diameter from 0.1 mm
to 1 mm) gives rise to relatively uniform abrasion to the choke’s current-facing surface. This study can
optimize the layout of the choke valve and reduce the cost and number of switching wells, thereby
decreasing the frequency of maintenance and the pressure fluctuation’s effect on the formation.

Keywords: high-pressure gas wells; CFD simulations; adjustable choke valve; erosion

1. Introduction

The HT1 well is an HPHT gas well with a tectonic belt on the southern edge of
the Dzungar Basin, with a depth of over 7000 m and a closing pressure of more than
120 MPa [1]. As the most essential component of the choke manifold, the choke valve
takes part in regulating the output and reducing the fluid pressure to ensure the safety
of ground gathering and of transportation equipment and personnel [2]. Choke valve
erosion is unavoidable as a result of the high-pressure, high-velocity airflow and the
erosion engendered by solid-phase particles. The disclosure of the choke valve’s erosion
law significantly reduces erosion and optimizes the choke valve’s structure [3]. A number
of researchers have examined this issue.

Paggiaro et al. [4] experimentally validated a three-dimensional computational fluid
dynamics (CFD) throttling flow simulation model. CFD flow and sand grain tracking
simulations demonstrate that the predicted flow parameters are consistent with the experi-
mental data, and the simulations can accurately predict the location of erosion hotspots.
Chang Z. et al. [5] took advantage of the RNG k-ε turbulence model to numerically cal-
culate the dual disc check valve’s three-dimensional transient flow based on dynamic
mesh technology. Tuladhar U. et al. [6] investigated how the nozzle exit diameter and the
slope of the cut front affect gas flow behavior using the Reynolds averaged Navier–Stokes
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(RANS)-based k–ω turbulence model. Andres Pinilla et al. [7] presented a numerical study
that describes the working principle of RCP valves in accordance with a computational
fluid dynamics (CFD) analysis. However, this study did not address the erosion of choke
valves with variable morphology in high-pressure, high-speed fluids.

To address the above deficiencies, this paper focuses on the erosion of the adjustable
choke valves at different opening in HPHT gas wells. The flow in the choke valve at various
opening degrees was simulated utilizing CFD software, and the influence of the particle
size and the sand volume of solid-phase particles on erosion were simulated. It is crucial to
maximize the choke valve’s structure, as this would reduce field expenses.

2. Numerical Simulation Model of Erosion
2.1. Flow Equation of Liquid Phase

The production of sand is one of the primary challenges associated with the develop-
ment of HPHT gas wells. The choke valve is more susceptible to sand erosion. Moreover,
the flow in the choke valve can be simplified to a gas–solid two-phase flow, where the
gas phase is methane and the solid phase is the sand particles of the formation. Since
the volume fraction of the solid phase in gas production is typically less than 5%, when
utilizing the Fluent simulation, the gas phase can be regarded as a continuous phase and
the solid phase can be regarded as a discrete phase.

The flow equations of the gas phase include the equation of continuity, the equation of
momentum, and the equation of turbulence model. Specific forms of the equations are as
follows [8–10]:

Equation of continuity:
∂ρ

∂t
+

∂(ρui)

∂xi
= 0 (1)

where ρ is the density of the gas (continuous phase) and ui is the velocity component
parallel to the axis xi.

Equation of momentum [11]:

∂(ρui)

∂t
+

∂
(
ρuiuj

)

∂xj
= − ∂p

∂xi
+

∂τij

∂xj
+ ρg + Fi (2)

where p is the static pressure, τij is the viscous stress tensor, g is the acceleration of gravity,
and Fi is the generalized volumetric force.

RNG k-ε turbulence model calculation has an extensive range of applications due to
its high accuracy. The model is suitable for the numerical calculation of gas well throttling,
and its equations are as follows [8]:

∂(ρk)
∂t

+
∂(ρkui)

∂xi
=

∂[(µ+ µt
σk
) ∂k

∂xj
]

∂xj
+ Gk + Gb −Ym − ρε (3)

∂(ρε)

∂t
+

∂(ρεui)

∂xi
=

∂[(µ+ µt
σε
) ∂ε

∂xj
]

∂xj
+ C1ε

ε

k
Ck − C2ερ

ε2

k
− C1εC3ε

ε

k
Gb (4)

where k is the turbulent flow energy, µt is the turbulence viscosity, µ is the fluid dynamic
viscosity, Gk is the turbulent flow energy generated by the average speed gradient, Gb is
the turbulent flow energy generated by the buoyancy, Ym is the effect of the expansion of
compressible turbulence fluctuation on the overall dissipation rate, ε is the turbulent flow
energy consumption dissipation power, σk is the turbulent kinetic energy k of the turbulent
flow Plant number, and σε is the turbulent flow Plant number with an ε dissipation rate [12].

The default values in Fluent are C1ε = 1.42, C2ε = 1.68, and C3ε = 1.83 [13–15].
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2.2. Movement Equation of Particle Phase

Due to the small volume fraction of solid particles in the choke valve, particle collisions
can be disregarded, and the DPM (Deformable Part Model) is adopted to simulate the
erosion of solid particles.

The kinetic equation for particles in discrete phase models is as follows [16]:

duP
dt

= FD(u− uP) +
g(ρP − ρ)

ρP
+ FP (5)

where uP is the particle velocity component, ρP is the particle density, FD is the flow
resistance of the particle, and FP is other forces affected by the particle.

Other forces affected by the particles are as follows [17]:

FD =
18µ

ρPd2
P

CDRe
24

(6)

Re =
ρdP|u− uP|

µ
(7)

where dP is the particle diameter, Re is the relative Reynolds number, and CD is the
resistance coefficient.

2.3. Equation of Erosion

In the evaluation of the erosion of the choke valve, the erosion rate is selected for
analysis and comparison; the DPM model is utilized for calculation; the flow equation is
solved based on the Euler–Lagrange method, which considers gas as the continuous phase
and solid particles as the discrete phase and the change in the particle’s state of motion is
accounted for by a differential equation to obtain the particle motion trajectory and energy
transfer change.

The erosion rate calculation model is as follows [18]:

Rerosion =
N

∑
P=1

mPC(dP) f (α)vb(v)

Aface
(8)

where mP is the average mass flow of the particles, which is a fixed value defined in the
inlet face prior to the calculation; N is the number of particles when colliding with the
wall of the structure; C(dP) is a particle diameter function, usually related to the physical
properties of the material being eroded, and the value of C is 1.8 × 10−9 [19,20] because the
size of the particles in this paper is mono; α is the impact angle between the particle motion
path and the wall surface of the structure; f (α) is the angle of the impact function of the
particles; v is the relative velocity of the particles; b(v) is a function of the relative velocity
of the particles, and the solid particles in this article are quartz sand, which take the value
of 2.6 [21–23]; Aface is the wall area of the wall surface of the particle collision wall, which
is defined during the process of simulation based on the effect of the angle and the velocity
of the particles; and Rerosion is the erosion quality of the particles on the wall surface of the
structure per unit area per unit time. The choke impact angle function f (a) was proposed
by Huser and Kvemvold.

When particles strike the valve, the speed of the particles decreases. To reflect the
situation, the concept of recovery coefficient is put forward to describe the loss. The speed
ratio of the vertical wall before and after the collision is a normal recovery coefficient
εn, and the ratio of the tangent direction of the wall before and after the collision is the
tangential recovery coefficient εt.

The equations proposed by A. Forder [24] are used to calculate the recovery coefficients.
The expressions are as follows:

εn = 0.993− 0.0307a + 4.75× 10−4a2 − 2.61× 10−6a3 (9)
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εt = 0.998− 0.029a + 6.43× 10−4a2 − 3.56× 10−6a3 (10)

3. Model Creation with Parameter Setting
3.1. Choke Valve Geometry and Meshing

The choke valve modifies the opening degree by adjusting the tour valve’s position rel-
ative to the spool. Choke geometries are built by SOLIDWORKS, and the choke valve model
consists of three parts: the spool, the base, and the valve. This is shown in Figure 1. The
distinctive openings of the choke valve can be simulated by changing the position of the
valve and the base. The combined structure is shown in Figure 2. Three rows of four
holes with diameters of 3.2 mm, 6.5 mm, and 10.2 mm are staggered across the opening of
the spool.
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The structure of the combined choke valve is demonstrated in Figure 2.
The extraction of fluids is performed using the ANSYS geometry tools. The fluid model

is based on a cylinder structure, and triangular meshing helps ensure the mesh’s quality.

3.2. Initial Boundary Condition Setting

The inflow surface, the outflow surface, and the contact surface of the inner wall of the
fluid and the choke valve are characterized in the model, as revealed in Figure 3. Formu-
lated using field data, the inlet pressure is set to 80 MPa, the temperature is set to 300 K, the
outlet is set to outflow, and the particle state is set to escaping. Predicated on the geometric
dimensions of the choke valve and the gas flow rate, the Reynolds number is determined
to be 215,463, which is larger than 4000, indicating that the fluid’s flow state is turbulent.
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The grit is chosen to be calcium sulfate, with a density of 2400 kg/m3. The continuous
phase in a high-pressure gas well is mainly methane, which is less dense, and the effect
of gravity can be ignored. Furthermore, the energy equation states are open, avoiding
standard wall functions, no-slip conditions, and particles bouncing off after collision avoid-
ance. The amount of momentum reduction is determined by the collision model. Thus,
the solution method adopts the SIMPLE algorithm to solve the pressure–velocity coupling,
the others adopt the second-order windward format, and the mean residual convergence
standard is set to the recommended value of 10−5. High temperature and high pressure
frequently occur together, and a high pressure generally indicates a high rate of gas well
production. The change in pressure and flow directly affects the quantity of the fluid and
particles impacting the nozzle wall. In comparison to a low flow rate, erosion at a high flow
rate is more noticeable and causes bigger priority at the production sites. The simulation
and conclusions in this paper are more applicable to high-pressure and high-production
gas wells.
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3.3. Mesh Independence Verification

The mesh independence verification of the fluid domain model in the choke valve is
carried out. A too-large grid will lead to large errors or non-convergence of the calculation
results, while too dense of a grid will increase the burden of calculation. Under the premise
of ensuring the accuracy of the simulation results, the selection of an appropriate mesh size
can therefore reduce the cost of calculation. Using the Ansys Fluent software, the erosion
wear rate is the statistical average, and the grid independence verification is conducted with
the maximum erosion rate as an indicator. The consequence is shown in Figure 4. Under the
condition that the number of grids reaches 56,734, the calculation results tend to be stable,
and hence, the number of grids is applied in subsequent numerical simulation calculations.
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4. Choke Valve Erosion Numerical Simulation
4.1. Pure Gas Phase Erosion

The fluid is set to be pure methane without the addition of solid-phase particles,
simulating the situation inside a choke valve with a pure gas phase.

4.1.1. Wall Pressure Distribution

The distribution of the pressure in the choke valve is simulated as shown in Figure 5.
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By observing the pressure of the wall, the pressure distribution of the choke valve’s
wall can be obtained. It does seem that the high pressure is located on the outer wall of
the spool facing the fluid. A high pressure indicates stronger gas erosion, and the presence
of sand can exacerbate erosion at this location, which is a high-risk location that deserves
additional attention. Broadly speaking, the pressure on the inner wall of the spool is low,
and its erosion is considerably weaker than the outer wall erosion.

4.1.2. Velocity Vectors at Different Openings

In comparison to the traditional choke valve, the adjustability of the cage and sleeve
choke valve’s opening is its most prominent characteristic. This signifies that in divergent
production systems, the structure of the choke valve is divergent, the flow of the fluid
is dissimilar, and the inner wall pressure and the highest point of the fluid speed differ
significantly. By simulating the distribution of the inner wall pressure of the choke valve
under different opening degrees, it is possible to determine the distribution of high-risk
sites under various production systems. Velocity vector distribution at different openings
are shown in Figure 6.
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Small opening: The erosion position is concentrated in the small hole position in the
direction of the incoming flow, and while the other three holes also have an erosion phe-
nomenon, the degree of erosion is lighter than the small hole in the incoming flow position.

Medium opening: The erosion position is concentrated along the flow direction of the
small and middle holes, while the other three small holes do not show erosion. It should be
noted that there is a phenomenon of fluid acceleration in the presence of the narrow slits in
the middle hole, which can result in more serious erosion.

Large opening: The erosion position is concentrated in the flow direction of the large
hole and the middle hole, and the small hole does not show erosion.

By simulating the distribution of the velocity vector at different openings, the shear
stress of the choke valve wall surface can be reflected. It is also possible to recognize the
erosion of the choke valve from a distinctive angle. Since the sand is wrapped in gas and
moves, the velocity vector of the fluid can show the movement of the gravel to a certain
extent. Through the simulation described above, the high-risk locations corresponding to
each of the small, medium, and large openings are determined, allowing for the use of
harder materials in the manufacture of choke valves.

4.2. Simulation of Sand Erosion
4.2.1. Effect of Gravel Diameter on Wear

In the case of a certain amount of grit, the erosion of the wall surface of the choke
valve under dissimilar gravel diameters is simulated, and the consequences are shown in
Figure 7.
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Figure 7. Erosion rate distribution under different gravel diameters.

In fine silt sand with a gravel diameter of 0.1 mm, the erosion area on the incoming
flow surface of the valve’s spool part is more uniformly distributed, and the phenomenon
of erosion is in a larger area. As the particle size of the gravel increases, the erosion position
shifts towards the edge of the hole and the erosion area shrinks, converging around the
small hole. Consistent with the actual performance in the field, when there are large
particles of gravel, the erosion at the small hole is very severe and concentrated at the
small hole runner; eventually, the small hole continuously expands, resulting in a change
in the throttling effect, and the yield and pressure after throttling have a gradual increase.
Due to the fact that the high-pressure gas well generally adopts a secondary throttling, the
first-level throttling will block off the large particles of sand and gravel, and only fine silty
sand exists at the secondary choke. The erosion of the first-level choke valve is significantly
larger than that of the secondary choke valve, indicating that the grit of the large particles
has a greater impact on the erosion process.

4.2.2. The Influence of Sand Volume on Wear

The diameter of the gravel is set at 0.1 mm, which can simulate fine silt sand. A
simulation of the outcomes is depicted in Figure 8 using varying sand quantities.

387



Processes 2022, 10, 2139

Processes 2022, 10, x FOR PEER REVIEW  8  of  11 
 

 

position  shifts  towards  the  edge of  the hole  and  the  erosion  area  shrinks,  converging 
around the small hole. Consistent with the actual performance in the field, when there are 
large particles of gravel, the erosion at the small hole is very severe and concentrated at 
the  small hole  runner; eventually,  the  small hole  continuously expands,  resulting  in a 
change in the throttling effect, and the yield and pressure after throttling have a gradual 
increase. Due  to  the  fact  that  the high‐pressure gas well generally adopts a  secondary 
throttling, the first‐level throttling will block off the large particles of sand and gravel, and 
only fine silty sand exists at the secondary choke. The erosion of the first‐level choke valve 
is significantly larger than that of the secondary choke valve, indicating that the grit of the 
large particles has a greater impact on the erosion process. 

4.2.2. The Influence of Sand Volume on Wear 
The diameter of the gravel is set at 0.1 mm, which can simulate fine silt sand. A sim‐

ulation of the outcomes is depicted in Figure 8 using varying sand quantities. 

0.002 kg/s  0.02 kg/s  0.2 kg/s 

Figure 8. Erosion at different amounts of sand injection. 

The maximum erosion rates of 0.002 kg/s, 0.02 kg/s, and 0.2kg/s are 8.72× 10−8, 7.18× 
10−7, and 9.73× 10−6, respectively. The erosion velocity of the choke valve spool surface is 
within an order of magnitude, and the maximum erosion speed point is randomly distrib‐
uted  around  the  pore  size.  The  erosion  is  uniform  and  correlates  positively with  the 
amount of sand produced. The results show that, in the case of fine silt sand, the erosion 
is positively correlated with the amount of sand, the distribution of the erosion locations 
does not change, and all of them are more commonly abraded. 

4.3. Comparison of Simulation Results with On‐Site Results 

The simulation results obtained were compared to those of the erosion of a choke 
valve, which had been in use for more than six months before being disassembled. Com‐
parison of the simulation results and the actual results is shown in Figure 9. 

   
Simulation results  Actual results 

Figure 8. Erosion at different amounts of sand injection.

The maximum erosion rates of 0.002 kg/s, 0.02 kg/s, and 0.2 kg/s are 8.72 × 10−8,
7.18 × 10−7, and 9.73 × 10−6, respectively. The erosion velocity of the choke valve spool
surface is within an order of magnitude, and the maximum erosion speed point is randomly
distributed around the pore size. The erosion is uniform and correlates positively with the
amount of sand produced. The results show that, in the case of fine silt sand, the erosion is
positively correlated with the amount of sand, the distribution of the erosion locations does
not change, and all of them are more commonly abraded.

4.3. Comparison of Simulation Results with On-Site Results

The simulation results obtained were compared to those of the erosion of a choke valve,
which had been in use for more than six months before being disassembled. Comparison
of the simulation results and the actual results is shown in Figure 9.
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The results of the simulation are consistent with reality. The choke spool’s surface that
is facing the current is subjected to the most severe deterioration. The small hole continues
to expand as the erosion progresses, until it reaches a certain point where the choke valve
loses its choke effect. Hence, in a follow-up study to predict the maintenance cycle for the
choke valve, it is critical to assess the erosion.

5. Conclusions

(1) The position of the high-risk point of the choke valve under different opening condi-
tions is obtained through simulation, which can help choke manufacturers optimize
the shape and material of choke valves.

(2) In the case of a certain amount of sand, the increase in grit particle size concentrates
the erosion position at the edge of the hole, which manifests as the concentrated
erosion of the edge of the small hole. Consistent with the erosion pit at the edge of
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the actual small hole, the grit’s large particle size seems to be more significant in the
erosion process.

(3) In the case of a certain grain size of sand and gravel (0.1 mm for fine silt sand), and
under the condition that the amount of sand changes, the erosion rate of the surface
facing the current is positively correlated with the amount of sand. Additionally, the
maximum erosion speed point is randomly distributed around the pore size, resulting
in a uniform erosion.
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Abbreviations

Symbol Definition
ρ density (kg/m3)
ui velocity component parallel to the axis xi (m·s−1)
p pressure (Pa)
τij viscous stress tensor (N·m−2)
g acceleration of gravity (m·s−2)
Fi generalized volumetric force (N)
k turbulent kinetic energy (J·kg−1)
µt turbulence viscosity (Pa·s)
µ fluid dynamic viscosity (Pa·s)
Gk turbulent flow energy generated by the average speed gradient
Gb turbulent flow energy generated by the buoyancy
Ym effect of the compressible turbulence fluctuation
ε turbulent flow energy consumption dissipation power
σk turbulent kinetic energy (m2·s−1)
σε turbulent flow Plant number (m2·s−1)
uP particle velocity component
ρP particle density (kg/m3)
FD flow resistance of the particle (N)
FP other forces affected by the particle (N)
dP particle diameter (mm)
Re relative Reynolds number
CD resistance coefficient
mP average mass flow of the particles (kg·s−1)
N number of particles
C(dP) particle diameter function
f (a) The function of the relative velocity of particles
Aface wall area of the wall surface of the particle collision tube (mm2)
Rerosion erosion quality of particles on the wall surface (kg·s−1·mm2)
εn normal recovery coefficient
εt tangential recovery coefficient
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Abstract: To study the movement law of methane in the goaf drained by a large-diameter borehole
drilling machine under “U”-shaped ventilation, a simulation on a coal mine was conducted on Fluent
to find the optimal spacing between large-diameter boreholes and the most appropriate distance
between the borehole and the upper corner. The variation of borehole drilling and the methane
concentration in the upper corner were obtained through a field test. Results show that the method of
drilling large-diameter boreholes greatly reduces the methane concentration in the goaf and the upper
corner, with the optimal borehole spacing being 30 m and the most appropriate distance between
the borehole and the upper corner being 15 m. When the large-diameter borehole is drilled 25 m
deep down into the goaf, it penetrates into the stress impact area, and the methane concentration
increases rapidly, with the maximum being 3.7%. When the borehole is drilled 35 m down into the
goaf, the methane concentration slightly decreases as a result of the drainage superposition effect.
The methane concentration in the upper corner increases as the borehole is drilled deeper and is
farther away from the upper corner. As a result of the drainage superposition effect, the methane
concentration in the upper corner varies from 0.32% to 0.51% in a cyclical way.

Keywords: “U” type ventilation; large-diameter borehole; fluent simulation; upper corner; flow field
in the goaf

1. Introduction

The management of methane in the upper corner has always been a technical issue
for high-outburst mines. Traditional ways include direct drainage, such as burying pipes
in the goaf and inserting tubes in the upper corner, and indirect drainage [1–6], such
as drilling in the roof or draining methane in the upper part of the goaf along the high-
level roadway. The combination of one way or another can somewhat reduce methane
leakage in the upper corner, but the management effect proves inadequate for single-
sided modern mines with large output [7–12]. The ventilation air methane (VAM) method
that drains methane along the tail roadway, which used to effectively keep the methane
concentration in the goaf and the upper corner at a certain level, has been phased out for
safety reasons. In recent years, the method of drilling large-diameter boreholes from the
outward staggered roadway has been widely used [13–20]. This alternative not only lowers
the risk of methane accumulation, but also reduces the number of crosscuts as well as the
cost of construction and maintenance. Domestic scholars have done a lot of research on
the use of large-diameter boreholes. Gao Hong et al. [21] found that the drainage effect
was relatively ideal when the spacing between large-diameter boreholes was about 15 m or
20 m, and the methane concentration increased by 1.33 times and the pure volume by 54.9%
compared with the old way of pipe burying in the goaf. Jia Jinzhang et al. [22] studied the
methane drainage technology of drilling large-diameter boreholes from the perspective of
construction parameters, borehole protection parameters, and borehole sealing technology,
and found the correlation between the methane concentration and the depth down the goaf.
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They came to the conclusion that the optimal borehole spacing was 20 m and the opening
depth was 1.2 m. Shao Guoan et al. [23] divided the spontaneous combustion “three zones”,
using large-diameter borehole samples, and found that the lowest safe advancing speed of
the working face was 0.46 m/d. The large-diameter boreholes can help keep the methane
concentration in the upper corner at a certain level and be used for fire prevention, which
means it serves “multi-purpose”. Domestic scholars have also studied the movement law
of methane in the goaf under the condition of using the traditional pipe-burying method.
Yang Qianyi et al. [24] used COMSOL to simulate the variation of methane concentration in
the upper corner under different pipe burying drainage parameters. Liu Yanqing et al. [25]
used Fluent to simulate the effect of the air supply volume of the working face on the
effective depth and area of air leakage in the goaf and found the optimal number of buried
pipes in closed crosscuts in the goaf.

Scholars also looked into how methane moves when large-diameter boreholes are
drilled compared to the pipe-burying method. However, few studies tried to understand
the movement law of methane drained by drilling large-diameter boreholes. For this reason,
in this paper, a simulation on a coal mine was made on Fluent to find how the spacing
between large-diameter boreholes and the distance between the first borehole and the
upper corner affect the movement of methane in the goaf [26]. The results were verified
through field test, and the optimal borehole spacing was obtained, which was a reference
to real practices.

2. Overview of the Working Face

The working face, which adopted the “U”-shaped ventilation, is located in the
No. 1 mining area of 8 # coal seam. The strike length is 1100 m, the incline length is
180 m, and the mean coal thickness is 1.08 m. The coal is mined using one-pass compre-
hensive mechanized coal mining and roof caving method. In order to prevent the methane
from accumulation in the goaf and the upper corner, a drainage roadway is built at 20 m
from the air return crossheading, and the large diameter boreholes are drilled in the coal
pillar between the return airway and the drainage roadway. The layout of the working face
is shown in Figure 1.
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Figure 1. Layout of the working face.

3. Numerical Computing Model
3.1. Numerical Computing Model for Methane Flow

Since the working face and the goaf have complex distribution, it is difficult to model
according to the actual size [27–29]. Therefore, the impact of the equipment on the working
face was not considered in the modeling, and the model size was simplified as follows: the
working face was 180 m in width, the mining spacing was 7 m along the strike direction,
the intake airflow roadway was 5 m in width and 3 m in height, the intake airflow roadway
was 20 m along the strike direction, and the air volume of the intake airflow roadway was
1800 m3/min. The goaf was divided into three areas based on the compaction degree of
the goaf strata: the natural accumulation area, the stress impact area, and the compaction

392



Processes 2022, 10, 1669

area [18]. In the simulation, the range of the natural accumulation area, the stress impact
area, and the compaction area was 0–20 m, 20–120 m, and 120–270 m, respectively. ICEM
CFD was used for the modeling. The model was divided using an unstructured grid
(Figure 2) and simulated on Fluent.
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To simplify the calculation, the leakage of methane in three areas was regarded as
continuous and uniform. Given that each area in the goaf has different compaction degree,
the methane leakage source of each area can be determined based on the porosity:

Qi = QsniVi/ ∑(niVi) (1)

where: Qs is the methane mass source term; ni is the porosity of each area in the goaf; Vi is
the volume of each mass source.

According to the actual parameters of the working face, the parameters of each area in
the goaf are shown in Table 1.

Table 1. Parameters of each area.

Area Working Face Natural Accumulation Area Stress Impact Area Compaction Area

Porosity - 0.36% 0.24% 0.09%
Source item 2.78 × 10−5 kg/m3·s 6.66 × 10−75 kg/m3·s 5.78 × 10−75 kg/m3·s 4.88 × 10−75 kg/m3·s

3.2. Simulation Scheme

To analyze the effect of the distribution of large-diameter boreholes and drainage
parameters on the methane concentration in the goaf and the upper corner in a quantitative
way, and to obtain the optimal borehole spacing and methane drainage parameters, this
paper mainly studied the correlation between the three groups of influencing factors and
the movement law of methane in the upper corner: (1) With or without large-diameter
boreholes; (2) Large-diameter borehole spacing; (3) The distance between the first borehole
and the upper corner.

4. Results and Analysis
4.1. With or without Large-Diameter Boreholes

In order to study the effect of large-diameter boreholes on the methane flow in the goaf,
this paper simulated the distribution of methane concentration in the goaf and the working
face with or without large-diameter boreholes. In the simulation, the large-diameter
borehole spacing was 30 m, the first borehole was 15 m down the working face, and the
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methane drainage volume was 130 m3/min. The distribution of methane concentration
was obtained through simulation (Figure 3).

Processes 2022, 10, 1669 4 of 9 
 

 

boreholes; (2) Large-diameter borehole spacing; (3) The distance between the first bore-
hole and the upper corner. 

4. Results and Analysis 
4.1. With or without Large-Diameter Boreholes 

In order to study the effect of large-diameter boreholes on the methane flow in the 
goaf, this paper simulated the distribution of methane concentration in the goaf and the 
working face with or without large-diameter boreholes. In the simulation, the large-diam-
eter borehole spacing was 30 m, the first borehole was 15 m down the working face, and 
the methane drainage volume was 130 m3/min. The distribution of methane concentration 
was obtained through simulation (Figure 3). 

  
(a) (b) 

Figure 3. The distribution of methane concentration. (a) Without large-diameter boreholes. (b) With 
large-diameter boreholes. 

As can be seen from Figure 3, the large-diameter boreholes have a great effect on the 
methane concentration in the upper corner. Figure 3a shows that under “U”-shaped ven-
tilation, if no drainage methods are adopted, it can easily cause excessive methane con-
centration in the upper corner, which will lead to accidents. Figure 3b shows that when 
the methane drainage flow rate is 130 m3/min, the methane concentration in both the up-
per corner and the goaf is significantly reduced, and the methane concentration is reduc-
ing in the upper corner, the return airway, and somewhere near the third borehole. The 
simulation results show that the large-diameter boreholes in the goaf have a good effect 
on keeping the methane concentration of the working face and the goaf at a certain level 
and preventing the methane from outburst in the upper corner. 

4.2. Large-Diameter Borehole Spacing 
In order to study the effect of the large-diameter borehole spacing on the methane 

drainage effect, four large-diameter boreholes with a spacing L of 10 m, 20 m, 30 m, and 
40 m were made, with the first borehole being 15 m down the upper corner and the drain-
age amount of each borehole being 130 m3/min. The distribution of methane concentration 
under different large-diameter borehole spacing is obtained through simulation (Figure 
4). The methane concentration along the center line of the return airway is monitored (Fig-
ure 5), the monitoring origin of which is the entrance of the return airway. 

  
L = 10 m L = 20 m 

Figure 3. The distribution of methane concentration. (a) Without large-diameter boreholes. (b) With
large-diameter boreholes.

As can be seen from Figure 3, the large-diameter boreholes have a great effect on
the methane concentration in the upper corner. Figure 3a shows that under “U”-shaped
ventilation, if no drainage methods are adopted, it can easily cause excessive methane
concentration in the upper corner, which will lead to accidents. Figure 3b shows that
when the methane drainage flow rate is 130 m3/min, the methane concentration in both
the upper corner and the goaf is significantly reduced, and the methane concentration is
reducing in the upper corner, the return airway, and somewhere near the third borehole.
The simulation results show that the large-diameter boreholes in the goaf have a good
effect on keeping the methane concentration of the working face and the goaf at a certain
level and preventing the methane from outburst in the upper corner.

4.2. Large-Diameter Borehole Spacing

In order to study the effect of the large-diameter borehole spacing on the methane
drainage effect, four large-diameter boreholes with a spacing L of 10 m, 20 m, 30 m, and
40 m were made, with the first borehole being 15 m down the upper corner and the drainage
amount of each borehole being 130 m3/min. The distribution of methane concentration
under different large-diameter borehole spacing is obtained through simulation (Figure 4).
The methane concentration along the center line of the return airway is monitored (Figure 5),
the monitoring origin of which is the entrance of the return airway.
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From Figure 4, we can see that areas with high methane concentration gradually
move to the working face as the borehole spacing has decreased. This shows that with the
same number of boreholes, increasing the borehole spacing appropriately can improve the
methane drainage effect in the goaf. Further observation shows that when the borehole
spacing is 10 m, the methane concentration in the goaf rises sharply between the second
and the third boreholes; when the borehole spacing is 20 m, the methane concentration
in the goaf rise sharply between the third and the fourth boreholes; when the borehole
spacing is 30 m, the methane concentration in the goaf rises sharply after crossing the
third borehole; when the borehole spacing is 40 m, it is difficult for the air flow of the
intake airflow roadway to reach the last borehole located in the compaction area, so the last
borehole has little effect of draining methane. This shows that with the same number of
boreholes, the smaller the borehole spacing, and the deeper the boreholes. The drainage,
therefore, has limited effect, resulting in higher methane concentration. The larger the
borehole spacing, the wider the distribution of the boreholes, so the borehole goes deep
down the goaf and is far away from the working face, which has little effect on lowering
the methane concentration. Therefore, the borehole spacing can be neither too large nor too
small. According to the numerical computing results, the optimal borehole spacing under
the parameters of this study is 30 m.

Figure 5 shows that when the borehole spacing is 10 m, the methane concentration in
the direction of the measuring line rises rapidly at 75 m away from the origin; when the
borehole spacing is 20 m, the methane concentration rises rapidly at about 100 m away
from the origin; when the spacing is 30 m and 40 m, the methane concentration rises rapidly
at about 125 m away from the origin; when the borehole spacing is 30 m, the methane
concentration in the goaf is significantly lower than that when the spacing is 10 m, 20 m,
and 40 m. This shows that the drainage achieves the best effect at the spacing of 30 m.

4.3. Distance between the Borehole and the Upper Corner

To study how the distance between the first large-diameter borehole and the upper
corner affects the drainage effect, four large-diameter boreholes with a spacing of 30 m and
a drainage amount of 130 m3/min were made, and the distance between the first borehole
and the upper corner was kept at 5 m, 10 m, 15 m, and 20 m.

As can be seen from Figure 6, when the distance between the first borehole and
the upper corner is d = 10 m or d = 20 m, the methane concentration between the third
and the fourth boreholes is significantly higher than the condition when the distance is
d = 5 m or d = 15 m. As the distance between the borehole and the upper corner increases,
the area with low methane concentration is expanding. This shows that increasing the
distance between the borehole and the upper corner appropriately helps reduce the methane
concentration in the goaf. However, the methane concentration between the third and the
fourth boreholes when the distance is d = 20 m is significantly higher than in the other
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conditions. From the cloud map of the methane concentration in the goaf, we can obtain
the optimal distance between the first borehole and the upper corner, which is 15 m.
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As can be seen from Figure 7, as the distance between the first borehole and the
working face increases, the area with a sharp rise of methane concentration gradually
shifts to the compaction area, but the advancing distance does not change significantly.
According to the methane concentration on the measuring line and at 75 m away from
the origin, the methane drainage effect at different distances between the borehole and
the upper corner is almost the same, indicating that changing the distance between the
borehole and the upper corner has little influence on the methane concentration in this area.
At 100–125 m away from the origin, the drainage effect at d = 15 m and d = 20 m is better
than that at d = 5 m and d = 10 m. However, in actual production, the farther the drainage
entrance of the goaf is from the working face, the bigger the air leakage radius. Thus, it is
easy to result in spontaneous combustion of residual coal in mines with such risks. For this
reason, the drainage depth of the goaf with spontaneous combustion risks usually does not
exceed 40 m. According to the simulation results, the distance between the borehole and
the upper corner has little effect on the regional drainage when the first borehole is 75 m
away from the origin (return airway entrance), which equals to 48 m from the upper corner.
To ensure safe production, in most mines the draining begins when the distance between
the borehole and the upper corner is 5 m, and the drainage achieves the best effect when
the distance between the borehole and the upper corner is 15 m.
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5. Field Test
Scheme Design

As shown in Figure 1, the boreholes with a diameter of 550 mm are drilled in the
working face using ZDJ10000L crawler mine drilling machine to reduce the methane
concentration in the upper corner. The borehole is 1.5 m deep down the floor, with a
dip angle of 5◦ and borehole spacing of 30 m. In order to prevent the deformation of the
borehole, the retaining pipe with a diameter of 426 mm is installed after the boreholes
are drilled. The valve is set for each borehole and opened for networking drainage when
the borehole is drilled 5 m deep down into the goaf. The blending volume of the single-
borehole drainage is about 130 m3/min. When it is time for backstopping and as the first
borehole goes deep down into the goaf, work begins on drilling the second one. When the
second borehole is drilled 10 m deep into the goaf, the drilling of the first one stops. Such
operation is applied to the rest of the boreholes. When the working face advances 100 m,
the drilling of the third borehole suspends. The methane concentration in three boreholes
and the upper corner is collected and the variation is shown in Figures 8 and 9.
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As can be seen from Figure 8, with the advancement of the working face, the borehole
gradually goes deep down into the goaf, and the methane concentration in three boreholes
increases as the distance between the borehole and the upper corner increases. When
the distance between the borehole and the upper corner is about 25 m, the methane
concentration in three boreholes increases rapidly. This shows that the borehole has
penetrated into the stress impact area, whose medium porosity is smaller than that in the
natural accumulation area and is close to the boundary range of the air leakage flow field
in the goaf. When the distance between the borehole and the upper corner exceeds 35 m,
the methane concentration in three boreholes remains basically stable. Among them, the
methane concentration in the first and the second boreholes decreases slightly. This is
because the third borehole near the working face begins to work out, resulting in some
methane diversion in the goaf.
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As can be seen from Figure 9, the methane concentration in the upper corner fluctuates
between 0.32% and 0.51%, which is a result of extraction drilling replacement. As the
borehole gradually penetrates into the goaf, the ability to control the methane concentration
in the upper corner is gradually undermined. When the borehole is drilled about 25 m
deep into the goaf, the methane concentration in the upper corner rises rapidly with the
maximum reaching 0.51%. When the borehole is drilled 35 m deep into the goaf and the
next borehole begins to work out, the methane concentration in the upper corner drops
rapidly, and the overall concentration remains within a reasonable range. The influence
of negative pressure in large-diameter drilling leads to the change of gas concentration in
the upper corner. Drilling large-diameter boreholes in the adjacent drainage roadway can
effectively control methane leakage in the upper corner, thus ensuring the safe production
of the mine.

6. Conclusions

(1) A reasonable spacing between large-diameter boreholes can effectively change the
flow field of the goaf, and the low-pressure area formed at the borehole can manage
the methane leakage in the air leakage flow field. Based on the actual geological
conditions, physical scale, gas distribution, and other real parameters of the mine,
the simulation results show that the optimal spacing of large-diameter boreholes in
the goaf is 30 m, and when the boreholes are 15m away from the upper corner, the
extraction effect is the best.

(2) The field test shows that when the large-diameter borehole penetrates about 25 m
deep into the goaf to reach stress impact area, the methane concentration of the
boreholes increases rapidly with the decrease of the porosity (less air leakage), with
the maximum being 3.7%. As a result of the drainage superposition effect, when the
borehole is drilled 35 m deep into the goaf, the methane concentration of the boreholes
slightly decreases.

(3) The methane concentration in the upper corner increases as the distance between the
borehole and the upper corner increases. As a result of the drainage superposition
effect, the methane concentration in the upper corner changes from 0.32% to 0.51% in
a cyclic way.

Funding: This research received no external funding.

Data Availability Statement: The data used to support the findings of this study are available from
the corresponding author upon request.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Si, L.L.; Xi, Y.J.; Wei, J.P.; Li, B.; Wang, H.; Yao, B.; Liu, Y. Dissolution characteristics of gas in mine water and its application on gas

pressure measurement of water-intrusion coal seam. Fuel 2022, 313, 123004. [CrossRef]
2. Özgen Karacan, C.; Martín-Fernández, J.A.; Ruppert, L.F.; Olea, R.A. Insights on the characteristics and sources of gas from an

underground coal mine using compositional data analysis. Int. J. Coal Geol. 2021, 241, 103767. [CrossRef]
3. Liu, P.; Fan, J.Y.; Jiang, D.Y.; Li, J. Evaluation of underground coal gas drainage performance: Mine site measurements and

parametric sensitivity analysis. Process Saf. Environ. Prot. 2021, 148, 711–723. [CrossRef]
4. Chen, X.J.; Zhao, S.; Li, L.Y.; Li, X.; Kang, N. Effect of ambient pressure on gas adsorption characteristics of residual coal in

abandoned underground coal mines. J. Nat. Gas Sci. Eng. 2021, 90, 103900. [CrossRef]
5. Song, R.; Liu, J.J.; Yang, C.; Sun, S. Study on the multiphase heat and mass transfer mechanism in the dissociation of methane

hydrate in reconstructed real-shape porous sediments. Energy 2022, 254, 124421. [CrossRef]
6. Gao, K.; Li, S.N.; Liu, Y.J.; Jia, J.; Wang, X. Effect of flexible obstacles on gas explosion characteristic in underground coal mine.

Process Saf. Environ. Prot. 2021, 149, 362–369. [CrossRef]
7. Yu, D.; Ma, Z.; Wang, R. Efficient smart grid load balancing via fog and cloud computing. Math. Probl. Eng. 2022, 2022, 3151249.

[CrossRef]
8. Zhu, Z.; Wu, Y.; Liang, Z. Mining-Induced stress and ground pressure behavior characteristics in mining a thick coal seam with

hard roofs. Front. Earth Sci. 2022, 10, 843191. [CrossRef]

398



Processes 2022, 10, 1669

9. Zhang, L.; Huang, M.; Li, M.; Lu, S.; Yuan, X.; Li, J. Experimental study on evolution of fracture network and permeability
characteristics of bituminous coal under repeated mining effect. Nat. Resour. Res. 2021, 31, 463–486. [CrossRef]

10. Liu, Y.; Zhang, Z.; Liu, X.; Wang, L.; Xia, X. Ore image classification based on small deep learning model: Evaluation and
optimization of model depth, model structure and data size. Miner. Eng. 2021, 172, 107020. [CrossRef]

11. Zhang, G.; Zhang, Z.; Sun, M.; Yu, Y.; Wang, J.; Cai, S. The influence of the temperature on the dynamic behaviors of magnetorhe-
ological gel. Adv. Eng. Mater. 2022, 2101680. [CrossRef]

12. Dong, J.; Deng, R.; Quanying, Z.; Cai, J.; Ding, Y.; Li, M. Research on recognition of gas saturation in sandstone reservoir based on
capture mode. Appl. Radiat. Isot. 2021, 178, 109939. [CrossRef]

13. Lei, B.W.; He, B.B.; Zhao, Z.D.; Xu, G.; Wu, B. A method for identifying the fire status through ventilation systems using tracer
gas for improved rescue effectiveness in roadway drivage of coal mines. Process Saf. Environ. Prot. 2021, 151, 151–157. [CrossRef]

14. Wang, K.; Zhang, X.; Wang, L.; Li, L.; Zhang, M.; Zhou, A. Experimental study on propagation law of shock wave and airflow
induced by coal and gas outburst in mine ventilation network. Process Saf. Environ. Prot. 2021, 151, 299–310. [CrossRef]

15. Song, R.; Sun, S.Y.; Liu, J.J.; Feng, X. Numerical modeling on hydrate formation and evaluating the influencing factors of its
heterogeneity in core-scale sandy sediment. J. Nat. Gas Sci. Eng. 2021, 90, 103945. [CrossRef]

16. Yu, D.; Wu, J.; Wang, W.; Gu, B. Optimal performance of hybrid energy system in the presence of electrical and heat storage
systems under uncertainties using stochastic p-robust optimization technique. Sustain. Cities Soc. 2022, 83, 103935. [CrossRef]

17. Liu, Y.; Zhang, Z.; Liu, X.; Wang, L.; Xia, X. Efficient image segmentation based on deep learning for mineral image classification.
Adv. Powder Technol. 2021, 32, 3885–3903. [CrossRef]

18. Zhang, L.; Huang, M.; Xue, J.; Li, M.; Li, J. Repetitive mining stress and pore pressure effects on permeability and pore pressure
sensitivity of bituminous coal. Nat. Resour. Res. 2021, 30, 4457–4476. [CrossRef]

19. Fan, C.; Li, H.; Qin, Q.; He, S.; Zhong, C. Geological conditions and exploration potential of shale gas reservoir in Wufeng and
Longmaxi Formation of southeastern Sichuan Basin, China. J. Pet. Sci. Eng. 2020, 191, 107138. [CrossRef]

20. Hu, S.; Wu, H.; Liang, X.; Xiao, C.; Zhao, Q.; Cao, Y.; Han, X. A preliminary study on the eco-environmental geological issue of
in-situ oil shale mining by a physical model. Chemosphere 2020, 287, 131987. [CrossRef]

21. Gao, H.; Yang, H.W. Super large diameter borehole gob gas extraction technology. Coal Sci. Technol. 2019, 47, 77–81.
22. Jia, J.Z.; Guo, J. Application of large diameter extraction drilling in goaf gas drainage. J. Liaoning Technol. Univ. Nat. Sci. 2020, 39,

1–5.
23. Shao, G.A.; Zou, Y.M. Prevention technology of residual coal spontaneous combustion in goaf un-der the condition of large

diameter borehole extraction. Saf. Coal Mines 2020, 51, 74–77.
24. Yang, Q.Y.; Luo, H.G.; Shi, B.M.; Zhang, L.L.; Zhang, H.Z. Numerical study on drainage parameters optimization of buried pipe

in goaf based on COMSOL. J. Saf. Sci. Technol. 2019, 15, 90–95.
25. Shi, G.Q.; Wang, G.Q.; Ding, P.X.; Wang, Y.M. Model and simulation analysis of fire development and gas flowing influenced by

fire zone sealing in coal mine. Process Saf. Environ. Prot. 2021, 149, 631–642. [CrossRef]
26. Zhang, L.; Li, J.; Xue, J.; Zhang, C.; Fang, X. Experimental studies on the changing characteristics of the gas flow capacity on

bituminous coal in CO2-ECBM and N2-ECBM. Fuel 2021, 291, 120115. [CrossRef]
27. Shen, X.; Hong, Y.; Zhang, K.; Hao, Z. Refining a distributed linear reservoir routing method to improve performance of the crest

model. J. Hydrol. Eng. 2017, 22, 4016061. [CrossRef]
28. Li, J.B.; Cheng, F.; Lin, G.; Wu, C.L. Improved hybrid method for the generation of ground motions compatible with the

multi-damping design spectra. J. Earthq. Eng. 2022, 1–27. [CrossRef]
29. Zhang, G.; Chen, J.; Zhang, Z.; Sun, M.; Yu, Y.; Wang, J.; Cai, S. Analysis of magnetorheological clutch with double cup-shaped

gap excited by Halbach array based on finite element method and experiment. Smart Mater. Struct. 2022, 31, 075008. [CrossRef]

399



Citation: Yu, Y.; Cao, Y.; Qu, Z.; Dou,

Y.; Wang, Z. Finite-Element Analysis

on Energy Dissipation and Sealability

of Premium Connections under

Dynamic Loads. Processes 2023, 11,

1927. https://doi.org/10.3390/

pr11071927

Academic Editors: Tianshou Ma and

Yuqiang Xu

Received: 18 May 2023

Revised: 23 June 2023

Accepted: 24 June 2023

Published: 26 June 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

processes

Article

Finite-Element Analysis on Energy Dissipation and Sealability
of Premium Connections under Dynamic Loads
Yang Yu 1, Yinping Cao 2,*, Zhan Qu 1,3,*, Yihua Dou 2 and Zidi Wang 2

1 School of Aeronautics, Northwestern Polytechnical University, Xi’an 710072, China; yuyang029xian@163.com
2 Mechanical Engineering College, Xi’an Shiyou University, Xi’an 710065, China; yhdou@vip.sina.com (Y.D.);

wangzidi555@163.com (Z.W.)
3 College of Petroleum Engineering, Xi’an Shiyou University, Xi’an 710065, China
* Correspondence: yuyxsy@163.com or caoyinping029@163.com (Y.C.); zhqu@xsyu.edu.cn (Z.Q.)

Abstract: In the process of high flow rate fracture and high gas production, the sealing performance
of the premium connection decreases due to the dynamic load and vibration of downhole tubing
strings, which may cause accidents. Existing static analysis methods cannot effectively explain
this phenomenon. The main objective of this paper is to propose a novel analytical method for
evaluating the sealing performance of a premium connection. In this paper, a dynamic model of
sealing surfaces of the premium connection is established based on the vibration equation of elastic
rod, and the hysteresis characteristics and energy dissipation mechanism of sealing surfaces are
analyzed. Considering the influence of spherical radius, internal pressure, axial cyclic load amplitude,
and modal vibration, a spherical-conical premium connection finite element model is established
to analyze the influence laws of the connection’s energy dissipation and sealing performance. The
results show that the sealing performance of the premium connection under dynamic load can be
effectively analyzed by using energy dissipation theory compared with traditional static contact
analysis. Compared with the vibration of the tubing string, the dynamic loads caused by the change
of fluid pressure and flow rate in the tubing string have a significant influence on the connection’s
sealing performance. When the internal pressure and axial cyclic loads are 80 MPa, 400 kN, or 60 MPa
and 500 kN respectively, serious plastic deformation occurs in the thread and sealing surfaces, and the
energy dissipation of the sealing surfaces increases significantly, which could lead to sealing failure.

Keywords: premium connection; energy dissipation; dynamic load; modal vibration; finite
element model

1. Introduction

The premium connection serves as the connection structure for downhole tubing,
connecting tubing to thousands of meters of the tubing string. As shown in Figure 1, the
premium connection consists mainly of sealing surfaces, torque shoulders, and threads.
The sealing surface is the main sealing structure, the torque shoulder has the function of
resisting torque overload and auxiliary sealing, and the threads are used to connect the
tubing. Connections are the most dangerous part of the tubing string. Due to complex
downhole loads, connections leak frequently and even lead to accidents [1,2]. According to
field statistics, connection failure accounts for 85–95% [3,4] of all tubing string failures. Ear-
lier research on the premium connection was mainly based on static load, and the sealing
performance was studied by analyzing the equivalent stress, contact pressure, and contact
length of the connection. Li et al. [5] used a combination of experimental and theoretical
research to study the friction characteristics of bolted connection interfaces. Xu et al. [6–8]
used a combination of finite element simulation and theoretical models to calculate the
contact pressure and contact area of the sealing surfaces, taking into account the micro
profile of the sealing surfaces. The relationship between the average contact pressure,
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circumferential leakage width, and sealing surfaces was obtained. Nasraoui et al. [9] con-
structed a simplified numerical model of bolt bonding surfaces and established a contact
stiffness matrix. Xu et al. [10] established contact pressure distribution and sealing surfaces
length of premium connection under different buckling torques by analytical method and
further evaluated the sealing condition of the connection by a comprehensive consideration
of various factors. Zhiqian et al. [11] analyzed the sealing performance of the connection
by combining the elastic-plastic mechanical contact theory and calculated geometric mor-
phology parameters of the rough surfaces. Chen et al. [12,13] analyzed the effect of preload
on the threaded seal and the influence of contact stress at threads, sealing surfaces and
shoulders on the sealing performance.
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Figure 1. Schematic diagram of the spherical-conical premium connection.

Affected by loads such as the weight of tubing string, internal and external fluid
pressure, viscous damping when fluid flows in tubing string and Coulomb friction force,
premium connections are subjected to loads such as axial force, internal and external pres-
sure, bending moment, etc. During high flow rate fracturing and high production gas
operation, the dynamic load change of tubing caused by the change of fluid pressure and
flow rate in tubing causes vibration of tubing [14–16]. Under dynamic load, the sealing
surfaces will slip cyclically, resulting in connection loosening or poor sealing performance.
However, the traditional static contact analysis method cannot effectively explain this prob-
lem. As shown in Figure 1, the sealing surfaces can be considered as two contact surfaces,
which are mainly subjected to normal and tangential loads. Normal loads are generated
by the interference fit of sealing surfaces and internal and external pressure, which affect
contact morphology and pressure of sealing surfaces. Tangential loads are generated by
the axial force of the tubing strings and will cause the horizontal slip of the sealing surfaces.
Under cyclic loading, the sealing surfaces of premium connections will undergo microslip
or gross slip, which will lead to energy dissipation in the structural system [17,18]. As
shown in Figure 2, under the action of external incremental load, microslip (stick and slip
coexist) occurs on the sealing surfaces, and the slope of the force-displacement curve de-
creases gradually, resulting in stiffness degradation. As the load increases further, gross slip
occurs on the sealing surfaces. At this time, the force–displacement curve approaches the
level and the force remains constant, and the gross slip increases gradually [19]. As shown
in Figure 3, under cyclic loading, the microslip and gross slip are converted into each other
during loading and unloading, resulting in force–displacement hysteresis [17,20,21]. The
area of the force–displacement hysteresis curve is the energy dissipation generated during
a cycle of loading [22]. Loosening of the connection can be explained by the phenomenon
of force–displacement hysteresis of contact surfaces. In the early stage, Iwan [23] built an
energy dissipation model of bolted connections based on spring-damped vibration theories.
Wang et al. [24] optimized the Iwan model to apply it to the study of energy dissipation in
more complex situations. Zhang et al. [25,26] studied the normal stiffness, normal damping,
and energy dissipation of the bolt bonding surfaces under different external loads.
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The premium connection has more complex geometry and load conditions than the
bolted joint. At present, there are fewer reports about the sealing property of premium
connections under dynamic load. Yang et al. [10] established a contact stress model of
sealing surfaces and analyzed the energy dissipation law under different sealing conicities.
Yu et al. [27] established a shear layer microslip model of the sealing surfaces at an early
stage and analyzed the influence of the shear layer coefficient on the microslip state and
energy dissipation of the sealing surfaces. Yu et al. [28]. studied the sealing performance of
special threaded joints from a micro level, and based on fractal contact theory, analyzed
the effects of fractal dimension and amplitude coefficient on the contact behavior of rough
surfaces. The above researches provide some new ideas for the sealing analysis of premium
connection, but the results are limited by simplifying models and assuming conditions,
such as ignoring the threads and torque shoulders.

In summary, to address the limitations of existing sealing performance evaluation
methods, this paper considers the influence of threads and torque shoulders on the contact
pressure of the sealing surface of premium connections. On the basis of the traditional
evaluation of sealing performance, energy dissipation theory is added to evaluate the
sealing performance of premium connections under dynamic loads. We analyze the impact
of different parameters on sealing performance under different working conditions based
on energy dissipation values. Firstly, based on the vibration equation of the elastic rod, a
dynamic model of the connection sealing surfaces is established to analyze the energy dis-
sipation mechanism. Then, based on friction contact analysis and vibration mode analysis,
a finite element model (FEM) of spherical-conical premium connection is established by
ABQUS numerical simulation software. Finally, the influence of different spherical radii,
internal pressure, axial cyclic load amplitudes, and modal shapes on energy dissipation and
sealing performance of premium connection under dynamic load is analyzed. The sealing
performance evaluation method established based on the energy dissipation theory can pro-
vide technical guidance for the design of spherical-conical premium connections and serve
as a reference basis for selecting suitable premium connections on oilfield construction sites.
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2. Materials and Methods

The energy dissipation of the sealing surfaces is reflected by the force–displacement
hysteresis curve. In order to obtain the force–displacement hysteresis curve, a non-linear
vibration model of the sealing surfaces must be established first. As shown in Figure 4, the
two sealing surfaces of the Pin and the Box are simplified to an elastic rod and a rigid body,
respectively, and the contact slip behavior between them is represented by a shear layer
without thickness.
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2.1. Dynamic Model Establishment

Based on the vibration balance equation of the rod, the governing balance equations
for the stick and slip regions can be obtained as [18,27]:

Stick regions:
EAu′′(x)− ku(x) cos θ = 0, 0 6 x 6 ln (1)

Microslip regions:

EAu′′(x)− µp(x) cos θ = 0, ln 6 x 6 L (2)

Boundary conditions:
EAu′(0) = 0 EA′(L) = F (3)

The continuity conditions satisfied at the stick and slip boundary positions, x = ln, is:

u(ln)
− = u(ln)

+ u′(ln)− = u′(ln)
+ (4)

In equation:

E—is the Elastic modulus of elastic rod, GPa;
A—is the section area of the elastic rod, mm2;
θ—is the taper of the sealing surface, ◦;
k—is the shear layer stiffness in the stick region, MPa;
L—is the horizontal length of the shear layer, mm;
ln—is the length of the stick zone, mm;
u—is the displacement of a point on the shear layer, mm;
p(x)—is the non-uniform normal pressure distribution, N/mm;
F—is the tangential load on the elastic rod, kN;
µ—is the coefficient of friction
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The normal pressure decreases linearly in the direction of the elastic rod as follows:

p(x) = p0 − kpx (5)

In formula: P0—is the maximum normal pressure, N/mm; kP—is the slope of nor-
mal pressure.

From Equations (1) and (2), the boundary condition Equation (3), and the continuity
condition (4), the displacements in the stick and slipping regions of the elastic rod are
obtained as follows [29]:

u(x) =

{ {[µkp(L2−ln2)+2µP0(ln−L)] cos θ+2F}coth(ηln)
2ηEA 0 ≤ x ≤ ln

a1x3 + a2x2 + a3x + a4 ln ≤ x ≤ L
(6)

and:

a1 =
−µkp cos θ

6EA , a2 = µP0 cos θ
6EA , a3 =

µkp L2 cos θ−2µP0L cos θ+2F
2EA

a4 =
{[µkp(L2−ln2)+2µP0(ln−L)] cos θ+2F}coth(ηln)

2ηEA −
−µkp ln3+3µp0ln3+6ln F−6µp0Lln+3µkp L2ln

6EA

η =
√

k
EA , it is a parameter related to the stiffness of the interface shear layer.

From Equations (1) and (2), the stress continuity equation at the critical point of stick
and slip x = ln can be obtained [28]:

ku(ln)
− cos θ = µp(ln)

+ cos θ (7)

F that can be obtained by simultaneous Equations (6) and (7):

F =
µ
(

p0 − kpln
)
tanh(ηln)

η
+ µp0(L− ln) cos θ − µkp

(
L2 − ln2) cos θ

2
(8)

In Equation (8), when ln = L, the minimum load at which the microslip occurs can
be obtained:

Fmin =
µ
(

p0 − kpL
)
tanh(ηL)

η
(9)

When ln = 0, the maximum tangential force for gross slip can be obtained:

Fmax = µp0L cos θ − µkpL2 cos θ

2
(10)

Based on Masing’s hypothesis of steady-state cyclic hysteresis response, the force–
displacement curves during unloading and reloading can be obtained [30]. Masing’s
hypothesis holds that the unloading and reloading of the system’s steady-state hysteresis
response are geometrically similar to the initial force curve, but only amplified twice.

Elastic rod unloading process [31]:

FA − F0

2
= −kc

(
u(L)0 − u(L)A

2
+ Dc

)
(11)

In the formula, F0 and FA are the starting force at unloading and the force during un-
loading, N; u(L)0 and u(L)A are the initial displacement at unloading and the displacement
during unloading, mm.
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Reloading process [31]:

FA + F0

2
= −kc

(
u(L)0 + u(L)A

2
+ Dc

)
(12)

Meanwhile

kc =
ηEA

η(L−ln)+coth(ηln)

Dc =

[
2µkpL3 − 3µp0L2 +

3µkp(L2−ln2)−6µp0(L−ln)
ηtanh(ηln)

+

µkpln3 − 3µp0ln2 − 3µkpL2ln + 6up0Lln
]
/
[
6(L− ln) + 6

ηtanh(ηln)

]

From Equations (7) and (8), the force–displacement hysteresis curve of the sealing
surfaces under cyclic load can be obtained. The area included in the hysteresis curve is the
energy dissipation generated by each cycle of cyclic loading [18].

∆Eh = 4
∫ L

ln
µp(x)[u(x)− un(x)]dx (13)

where, ∆Eh is the microslip energy dissipation of per cycle, J; un(x) is the critical displace-
ment when the stick region is converted into slip region, mm.

2.2. Verification of Dynamic Model

To verify the above model, referring to the sealing surfaces’ structure and constraints
shown in Figure 4, a FEM of friction contact of the sealing surfaces as shown in Figure 5
is established by ABAQUS. The FEM selects the C3D8I element suitable for the contact
analysis. Mesh refinement is applied to particular areas, such as sealing surfaces and
shoulder regions, with a mesh size of 0.10. Areas not deemed critical are assigned a
relatively rough mesh in order to reduce computational time. Abaqus/Standard Solver is
used to analyze finite element models. The interaction attribute is set using the Coulomb
friction model to set the contact attribute, the tangential behavior friction formula uses
a penalty function, and the normal behavior is set to hard contact [10,32]. Set the Box
(rigid body) with higher hardness as the main contact surface and set the Pin (elastic
body) as the secondary contact surface. Select a penalty friction formula to simulate
a small amount of relative movement during the sticking of the contact surfaces. The
left end of the rigid body is set to be fully constrained and a cyclic tangential load is
applied at the right end of the elastic body, and a normal pressure is applied at the
contact surface. According to the dimensions and material parameters of premium
connections and literature [18], the parameters in Table 1 are respectively substituted
into the Formulas (11) and (12) and the FEM and the force–displacement hysteresis
curves of the two models are calculated (as shown in Figure 6). From the figure, it
can be seen that the force–displacement hysteresis curves of both models approximate
olive-shaped curves, and the degree of overlap between the two curves is relatively
high. Under monotonic loading, the force–displacement curves consist of linear and
nonlinear segments. As the load increases, initially, the displacement of both models
shows linear increments with nearly the same magnitude. Then, with further increases
in load, the displacement increases nonlinearly, with the FEM exhibiting slightly greater
increments than the shear layer model, indicating that the FEM dissipates more energy
than the shear layer model. The energy dissipation values of the two models are 0.0399 J
and 0.0414 J, respectively, with a difference of 3.5%, thus validating the effectiveness of
the FEM.
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Table 1. Shear layer model parameters.

Elastic
Modulus

(GPa)

Cross-Sectional
Area of Elastic
Rod A (mm2)

Shear Layer
Stiffness k

(GPa)

Sealing
Surface Cone
Angle θ (◦)

Contact Length
of Sealing

Surface (mm)

Friction
Coefficient (µ)

Normal
Pressure
(N/mm)

210 200 10 13.6 2.67 0.1 3.1 × 104
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3. FEM of Premium Connection

From the analysis in the previous section, it is known that the energy dissipation of
the sealing surfaces is characterized by a force–displacement hysteresis curve, and the
effectiveness of using numerical simulation methods to analyze the energy dissipation of the
sealing surfaces is verified. In order to study the influence of sealing structure and downhole
loads on energy dissipation and sealing performance of premium connections, a friction
contact FEM is established in Section 2—a ϕ 88.9 × 6.45 P110 full-size spherical-conical
premium connection. As shown in Figure 7, the sealing surface of the coupling part is a
1:16 conical surface, the sealing surface of the tubing end is a spherical surface with a radius
of 10 mm, the torque shoulder is 25◦, the connection thread bearing angle is −3◦, the guide
surface is 10◦ and the thread taper is 1:16.
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to the inner wall of the tubing and the coupling. 
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3.1. FEM for Friction Contact

Due to the elastic and plastic deformation of the sealing surfaces and thread under the
action of make-up and external loads, it is necessary to enable the geometric nonlinearity
and material nonlinearity settings in ABAQUS software. The relevant material parameters
for premium connections are shown in Table 2.

Table 2. Material parameters of premium connection.

Elastic Modulus Poisson’s
Ratio FrictionCoefficient Maximum Yield

Strength Strength Limit

210 GPa 0.3 0.1 828 MPa 835 MPa

The C3D8I element is selected for premium connection, and mesh refinement is
performed on the threads, sealing surfaces, and torque shoulders, as shown in Figure 8. To
accelerate the solution speed of nonlinear analysis and ensure the accuracy of calculation,
ABAQUS/Standard solver is selected for solution analysis [33,34].
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After make-up, the premium connection’s contact includes the threads, sealing sur-
faces, and torque shoulder. In nonlinear contact analysis, surface-to-surface contact ele-
ments are selected and contact pairs are established according to the method in Section 3.
As shown in Figure 9, the coupling’s face is set with fixed full constraints, a reference point
is arranged at the axis position of the tubing and coupled with the face of the tubing to
apply an axial cyclic load to the reference point, and a constant internal pressure is applied
to the inner wall of the tubing and the coupling.
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verification method. At the sealing surface of the premium connection, this article uses 
C3D8I elements for mesh division, with mesh sizes of 0.05, 0.1, 0.15, 0.2, and 0.25 mm, 
respectively [35], the maximum Von Mises stress distribution at the sealing surface of the 
premium connections under the optimal tightening torque is shown in Figure 11. When 
the mesh size decreases from 0.25 mm to 0.15 mm, the magnitude of the maximum stress 
increases monotonically from 0 to 2.12%. When the mesh size is between 0.05 and 0.15 
mm, the maximum stress change amplitude at the sealing surface is between 4.0 and 4.4%. 
The results show that when the mesh size is less than 0.15 mm, the change in mesh size 
has a small impact on the maximum contact stress value at the sealing surface. As in finite 
element simulation, the smaller the mesh size, the more accurate the convergence of the 
obtained results. Taking into account the calculation time and efficiency, this paper adopts 
a mesh size of 0.10 for analysis. 

Figure 9. Constraint settings for premium connection.

3.2. FEM for Vibration

A FEM of tubing with external threads (each tubing is 9.8 m in length) is established
and fully constrained at both ends of the tubing to form a vibration model of the tubing
string containing the connection. The material parameters, meshing, and contact settings
of the FEM refer to Section 2.1. The finite element meshed model is shown in Figure 10.
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3.3. Mesh Independent Verification

In order to minimize the errors in the calculation results caused by the quality and
quantity of the mesh during the analysis process, the paper adopts a mesh-independent
verification method. At the sealing surface of the premium connection, this article uses
C3D8I elements for mesh division, with mesh sizes of 0.05, 0.1, 0.15, 0.2, and 0.25 mm,
respectively [35], the maximum Von Mises stress distribution at the sealing surface of the
premium connections under the optimal tightening torque is shown in Figure 11. When
the mesh size decreases from 0.25 mm to 0.15 mm, the magnitude of the maximum stress
increases monotonically from 0 to 2.12%. When the mesh size is between 0.05 and 0.15 mm,
the maximum stress change amplitude at the sealing surface is between 4.0 and 4.4%. The
results show that when the mesh size is less than 0.15 mm, the change in mesh size has
a small impact on the maximum contact stress value at the sealing surface. As in finite
element simulation, the smaller the mesh size, the more accurate the convergence of the
obtained results. Taking into account the calculation time and efficiency, this paper adopts
a mesh size of 0.10 for analysis.
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4. Result

Structural parameters and load conditions are the main factors affecting the sealing
performance of premium connections. For spherical-conical premium connections, the
radius determines the initial contact conditions such as the contact area, length, and
contact pressure of the sealing surfaces. In addition, the dynamic load and vibration of
the downhole string will change the contact state of the sealing surfaces, threatening the
sealing performance of the connection. This section considers the influence of the radius of
the sealing surfaces, the pressure inside the tubing, the axial force amplitude on the tubing
string (As shown in Table 3), and the modal vibration mode under the axial cyclic load
as shown in Figure 12. The finite element method is used to analyze the von Mises stress,
contact pressure, and force–displacement hysteresis curve, obtaining the energy dissipation
and sealing performance of the premium connection under various influencing factors.

Table 3. Impact parameters.

Spherical Radius (mm) Internal Pressure (MPa) Cyclic Load Amplitude (kN)

I 10, 15, 20 60 400
II 15 60, 70, 80 400
III 15 60 400, 500, 600
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4.1. Effect of Spherical Radius on Energy Dissipation

Figure 13 shows the von Mises stress nephogram of premium connection with different
spherical radii under 60 MPa internal pressure and 400 kN axial cyclic load. As can be seen
from Figure 13, under axial compression load, there is significant stress concentration at
the thread portion of the connection. When the spherical radius is larger than 15 mm, the
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maximum von Mises stress of the connection is 834.8 MPa, which is near the strength limit
of the material (835 MPa). However, under axial tension load, the overall von Mises stress
distribution of the connection is uniform and does not exceed the maximum yield limit of
the material (828 MPa). This is because there is a preload at the thread in the axial direction
during the make-up of the premium connection. Due to the same axial compression load
and preload direction, the von Mises stress in the connection increases, and the stress
concentration at the thread is significant.
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Figure 14 shows the contact pressure curves of sealing surfaces with different spherical
radii during axial cyclic loading. In the figure, 0–1 s is the internal pressure loading process,
and 1 s–2 s is the axial cyclic load loading process. The wave peak is the maximum axial
compression load, and the wave trough is the maximum axial tension load. As can be seen
from Figure 14, during initial internal pressure loading, the larger the spherical radius,
the lower the contact pressure on the sealing surfaces. During the entire axial load cycle,
the contact pressure hardly changes with the increase of the spherical radius, and only
decreases by 1.8% during axial tension.
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Extracting the friction force and node displacement at each analysis step on the sealing
surfaces within a cycle, the force–displacement hysteresis curves with different spherical
radius is obtained as shown in Figure 15, and the gross slip and energy dissipation curves
as shown in Figure 16. From Figure 15, it can be seen that the force–displacement hysteresis
curve of the spherical-conical seal structure approximates a parallelogram, and its gross
slip is much greater than the microslip, indicating that the energy dissipation of the seal
structure is mainly caused by gross slip [36].
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As can be seen from Figure 16, energy dissipation increases as the spherical radius
increases. When the spherical radius is increased from 10 mm to 20 mm, the gross slip
increases by 5.2% and 5.4%, and the energy dissipation increases by 2.9% and 3.8%, respec-
tively (as shown in Table 4). This is because the larger the spherical radius of the surface,
the lower the contact pressure, resulting in a decrease in the friction required for gross slip
of the sealing surfaces, and an increase in the amount of gross slip at the connection sealing
surfaces. At the same time, since gross slip is the main factor causing energy dissipation,
the larger the spherical radius, the greater the energy dissipation value. This will lead
to increased wear on the sealing surfaces, which will reduce the sealing performance of
the connection.

Table 4. Effect of spherical radius on energy dissipation and gross slip.

Spherical
Radius (mm)

Gross Slip Energy Dissipation

Value (mm) Growth Rate (%) Value (J) Growth Rate (%)

10 0.0420 1.02
15 0.0442 5.2 1.05 2.9
20 0.0466 5.4 1.09 3.8

From the above analysis, it can be seen that under the same axial cyclic load, it is
difficult to analyze the impact of the spherical radius on the sealing performance of the
connection by the contact pressure of the sealing surfaces; however, the energy dissipation
theory can effectively solve this problem.

4.2. Effect of Internal Pressure on Energy Dissipation

Figure 17 shows the interaction of 400 kN axial cyclic load with 60 MPa, 70 MPa, and
80 MPa internal pressure. As can be seen from Figure 17, with the increase of internal
pressure, the von Mises stress in the connection increases. When the internal pressure is
80 MPa, the maximum von Mises stress of the connection under axial compression load is
844.4 MPa, which exceeds the strength limit of the material. The stress concentration of the
thread is a potential danger point.

Figure 18 shows the contact pressure curve of sealing surfaces under the combined
action of axial cyclic load and different internal pressures. Table 5 shows the maximum
contact pressure of sealing surfaces under different internal pressures. When the internal
pressure increases from 60 MPa to 80 MPa, the contact pressure decreases by 0.5% and
4.6%. During the axial compression stage, the contact pressure decreased by 1.5% and 12%
respectively (as shown in Table 5). Existing research has shown that the greater the internal
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pressure [37], the greater the contact pressure on the sealing surfaces. This is because
previous studies were mostly based on statics analysis, ignoring the impact of dynamic
loads [38]. From Figure 16, it can be seen that serious plastic deformation has occurred
between the thread and the sealing surfaces when the internal pressure is 80 MPa. It can be
predicted that under the long-term axial cyclic load, the connection will become loose due
to the gradual accumulation of plastic deformation [39], which will lead to a decrease in
the contact pressure of the sealing surfaces.
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Figure 18. Contact pressure curve for sealing surfaces under different internal pressures.

Table 5. Maximum contact pressure values of sealing surfaces under different internal pressures.

Internal
Pressure (MPa)

Maximum Contact Pressure
during Axial Compression Stage

Maximum Contact Pressure
during Axial Tension Stage

Value (MPa) Growth Rate (%) Value (MPa) Growth Rate (%)

60 1559 864.6
70 1551 −0.5 851.6 −1.5
80 1480.3 −4.6 749.5 −12

Figure 19 is the force–displacement hysteresis curve of the sealing surfaces under the
combined action of 400 kN axial cyclic load and different internal pressures. Figure 20 is
the corresponding gross slip and energy dissipation curve. It can be seen from Figure 18
that with the increase of internal pressure, the gross slip of sealing surfaces increases, and
the energy dissipation increases. The internal pressure increases from 60 MPa to 80 MPa,
the gross slip increases by 2.9% and 13.9%, and the energy dissipation increases by 7.8%
and 18.2%, respectively (as shown in Table 6). Therefore, when 400 kN axial cyclic load is
combined with 80 MPa internal pressure, the energy dissipation of the connection increases
significantly, which easily leads to connection loosening and the risk of seal failure exists.
In addition, the contact pressure decreases with the loosening of the connection, which
explains the decrease of the contact pressure with the increase of internal pressure in the
previous section.
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Table 6. Effect of internal pressure on gross slip and energy dissipation.

Internal
Pressure (MPa)

Gross Slip Energy Dissipation

Value (mm) Growth Rate (%) Value (J) Growth Rate (%)

60 0.0420 1.02
70 0.0432 2.9 1.10 7.8
80 0.0492 13.9 1.30 18.2

4.3. Effect of Axial Cyclic Load Amplitude on Energy Dissipation

Figure 21 shows the von Mises stress nephogram of the premium connection under
60 MPa internal pressure combined with 400 kN, 500 kN, and 600 kN axial cyclic load,
respectively. It can be seen from Figure 18 that the von Mises stress of connection increases
with the increase of axial compressive load amplitude. However, the magnitude of the
axial tension load has little effect on the von Mises stress of the connection. When the
axial cyclic load is 500 kN, the maximum von Mises stresses of the connection under the
axial compressive load are 864.1 MPa, which exceeds the strength limit of the material.
Therefore, when the axial cyclic load is greater than 500 kN, the thread stress concentration
is a potential risk point.

Figure 22 shows the contact pressure curve of the sealing surfaces under the combined
action of internal pressure of 60 MPa and different axial cyclic loads. Table 6 shows the
maximum contact pressure of the sealing surfaces under different axial cyclic loads. It
can be seen from Figure 22 that the contact pressure on the sealing surfaces decreases
with the increase of the axial tension load amplitude. Compression load has little effect
on the contact pressure of sealing surfaces. Table 6 shows that the amplitude of the axial
tension load increases from 400 kN to 600 kN and the contact pressure decreases by 6%
and 6.5%, respectively (As shown in Table 7). This is because, under the action of axial
tension, the threaded part of the connection deforms, which causes the displacement of
the sealing surfaces and the reduction of interference between the spherical and conical
surfaces, finally resulting in the reduction of contact pressure.
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Literature [34] assessed the load of sealing failure by using contact pressure. The re-
sult shows that there is a risk of sealing failure (up to 95% of the sealing limit) when the 
load is 60 MPa internal pressure combined with a 600 kN tension load. Compared with 
the results in this section, the axial load causing sealing failure is larger. This is because 
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Table 8. Effect of axial cyclic load on gross slip and energy dissipation. 
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Load (kN) 
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Figure 22. Contact pressure curve at the sealing surfaces under different axial cyclic loads.

Table 7. Maximum contact pressure of sealing surfaces under different axial cyclic loads.

Axial Cyclic Load (kN)
Maximum Contact Pressure during Axial

Compression Stage
Maximum Contact Pressure during Axial

Tension Stage

Value (MPa) Growth Rate (%) Value (MPa) Growth Rate (%)

400 1559.1 866.5
500 1583.5 −1.5 814.7 −6
600 1584.3 −0.06 761.4 −6.5

Figure 23 shows the force–displacement hysteresis curve of the sealing surfaces under
the combined action of internal pressure of 60 MPa and different axial cyclic loads, and
Figure 24 shows the corresponding gross slip and energy dissipation curves. It can be seen
from Figure 23 that with the increase of the amplitude of the axial cyclic load, the gross
slip of the sealing surfaces increases, and the energy dissipation value increases. The axial
tension load increases from 400 kN to 600 kN, the gross slip increases by 39.5% and 27.6%,
and the energy dissipation increases by 50% and 25%, respectively (as shown in Table 8).
Therefore, when the axial cyclic load is 500 kN, the energy dissipation of the connection
increases significantly, which is easy to cause connection sealing failure.
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Table 8. Effect of axial cyclic load on gross slip and energy dissipation.

Axial Cyclic
Load (kN)

Gross Slip Energy Dissipation

Value (mm) Growth Rate (%) Value (J) Growth Rate (%)

400 0.0420 1.002
500 0.0586 39.5 1.501 50
600 0.0748 27.6 1.875 25

Literature [34] assessed the load of sealing failure by using contact pressure. The result
shows that there is a risk of sealing failure (up to 95% of the sealing limit) when the load is
60 MPa internal pressure combined with a 600 kN tension load. Compared with the results
in this section, the axial load causing sealing failure is larger. This is because the influence
of gross slip of sealing surfaces is not considered in the literature [40].

4.4. The Influence of Modal Shapes on Energy Dissipation

First, the modal analysis of the tubing string with premium connection is carried
out, and then the modal analysis results are applied as displacement fields to the FEM of
the premium connection to obtain the contact pressure and force–displacement hysteresis
curves of the sealing surfaces in two vibration cycles. Figure 25 shows the first-order
and second-order modes of the premium connection. The modal data of the premium
connection are extracted and loaded on the connection in the form of cyclic displacement
by editing the ABAQUS input file. Cyclic displacement has two cycles and is divided into
100 incremental steps.

Figure 26 shows the contact pressure nephogram at the sealing surfaces of the con-
nection during two displacement cycles, in which every 0.5 s is a cycle, between 0 s and
0.25 s is the axial compression, and between 0.25 s and 0.5 s is the axial tension. As can be
seen from Figure 26, the maximum contact pressure under the first-order mode decreased
by 8.7 MPa. The maximum contact pressure under the second-order mode decreased by
8.4 MPa. Due to the fact that the second-order modal shape is smaller than the first-order
modal shape, the contact pressure at the sealing surfaces decreases with the increase of the
vibration mode order.
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Figure 27 shows the average contact pressure curve of the sealing surfaces. It can
be seen from the figure that the average contact pressure gradually decreases with the
increase of the cycle, and the variation amplitude of the average contact pressure under the
first-order mode is greater than that under the second-order mode. This phenomenon is
also caused by the fact that the second-order modal shape is smaller than the first-order
modal shape.
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Figure 27. Average contact pressure of sealing surface under different modal shapes.

Extracting the friction force and node displacement of each analysis step within a
cycle to obtain the force–displacement hysteresis curve shown in Figure 28. As can be
seen from Figure 29, under the vibration modal shape, the force-displacement curve at
the sealing surfaces of the spherical-conical premium connection presents a needle-like
shape, and there is almost no gross slip of the sealing surfaces. According to Mindlin’s [30]
theory, the contact edge of the sealing surfaces undergoes microslip and the center of the
sealing surfaces is still in the stick state. Due to the fact that the amplitude of the contact
pressure change on the sealing surfaces under the first-order mode is greater than that
under the second-order mode (Figure 27), and according to Formula (13), it is known that
the normal pressure p(x) is positively correlated with the energy dissipation, resulting
in the energy dissipation under the first-order mode being greater than that under the
second-order mode.
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curs and leads to seal degradation under excessive loading. The method of analyzing the 
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Compared with the force–displacement curve of the connection sealing surfaces under
axial cyclic load (Figure 15, Figure 19, and Figure 23), only stick-slip occurs on the sealing
surfaces under the first-order and the second-order modes and the energy dissipation value
is minimal (the difference between these is 102 orders of magnitude). This indicates that the
dynamic load caused by changes in fluid pressure and flow rate in the tubing has a greater
impact on the sealing performance of the connection than the impact of string vibration.

5. Discussion

Through the aforementioned research, it can be found that the method of analyzing
the contact pressure of the sealing surface of premium connections under dynamic loading
does not effectively explain the decline of connection sealing performance. Firstly, the
change in spherical radius under dynamic loading has an insignificant impact on the
contact pressure of the sealing surface. Secondly, although internal pressure and contact
pressure are positively correlated, the conclusion drawn from traditional analysis methods
is that higher internal pressure leads to better sealing performance, contrary to practical
situations. It is obvious that all materials have limited strength, exceeding which failure
occurs and leads to seal degradation under excessive loading. The method of analyzing
the sealing performance of connections using energy dissipation in this article can explain
this issue. For spherical-conical premium connections, the gross slip of the sealing surfaces
under dynamic load and the microslip of the sealing surfaces under modal vibration mode
are analyzed. Both types of slip mentioned above will generate energy dissipation, leading
to a decrease in sealing performance.

However, there are still numerous unresolved issues regarding the energy dissipation
and sealing performance of premium connections, in particular, the lack of experimental ver-
ification. The sealing surfaces of premium connections are typically located in a completely
enclosed structure, making it difficult to directly measure the contact pressure and sliding
length of the sealing surfaces. This makes it difficult to obtain the force–displacement hys-
teresis curve of the sealing surfaces. When the tubing string is working downhole, there is
liquid or gas in the tubing string, and there is repeated momentum and energy exchange at
the interface between the fluid and the tubing string, resulting in fluid–structure interaction
excitation, which increases the difficulty of the modal analysis of connections. In addition,
the relative slip between the sealing surfaces not only generates energy dissipation but
also causes wear, further impacting the sealing performance of the connections. In future
studies, the accuracy of FEM analysis will be further validated through force–displacement
experiments on connections.

The main purpose of this paper is to propose a novel analytical method for evaluat-
ing the sealing performance of a premium connection. This method takes into account
the dynamic loads and modal shapes and utilizes finite element analysis to obtain the
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force-displacement hysteresis curve of the sealing surface. Through analyzing the slip
status and energy dissipation of the connection, the impact of dynamic loads on the sealing
performance is revealed. The accuracy of the FEM is preliminarily validated by the vibration
equation of the rod. The research results can guide the design, manufacturing, inspection,
quality control, and production parameter optimization of the premium connections to
ensure their sealing performance. In addition, the results can be applied to the production
of oil with a high wax content and production processes in difficult conditions [41]. In
future research, finite element simulation will be combined with physical experiments to
conduct a more in-depth analysis.

6. Conclusions

Based on the dynamic model of sealing surfaces, a spherical-conical premium con-
nection FEM is established to analyze the influence laws of connection energy dissipation
and sealing performance under different spherical radii, internal pressure, axial cyclic load
amplitude, and mode vibration. The results show that the energy dissipation theory can
effectively explain the sealing failure of premium connections under dynamic load. The
main conclusions are as follows:

(1) The force–displacement curve of the spherical-conical premium connection under
dynamic load is similar to a parallelogram, and its energy dissipation is mainly
caused by gross slip. The force–displacement curve under the modal vibration mode
assumes a needle-like shape, and its energy dissipation is mainly caused by microslip.
Compared with dynamic load, the energy dissipation value of the sealing surfaces
under the first-order, the second-order modes is minimal. Therefore, the dynamic load
impact on the sealing performance of the connection is greater than string vibration.

(2) During the cyclic load, the spherical radius is positively correlated with energy dissi-
pation but has little impact on the contact pressure of the sealing surfaces. Under the
same axial cyclic load, it is impossible to analyze the influence of spherical radius on
the sealing performance of connections by contact pressure, but the energy dissipation
theory can effectively solve this problem.

(3) Under different cyclic loads, the change amplitude of contact pressure is much smaller
than that of energy dissipation. When analyzing the influence of cyclic load amplitude
on the sealing performance of connections, the results tend to be conservative in terms
of the contact pressure of sealing surfaces.

(4) Under the combined action of internal pressure and axial cyclic load, it will cause
plastic deformation accumulation on the thread and sealing surfaces. When the
internal pressure and axial cyclic loads are 80 MPa, 400 kN, or 60 MPa, 500 kN,
respectively, the thread with stress concentration is a potential danger point. At the
same time, the energy dissipation significantly increases, leading to a decline in the
sealing performance of the connection which has a risk of sealing failure.
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Nomenclature

E Young’s modulus, Gpa
A constant cross-section area of the elastic bar, mm2

θ the taper of the sealing surface, ◦

k the shear layer stiffness in the stick region, MPa
L the horizontal length of the shear layer, mm
ln the length of the stick zone, mm
u the displacement of a point on the shear layer, mm
u′ the velocity of a point on the shear layer, mm/s
u′′ the acceleration of a point on the shear layer, mm/s2

p(x) the non-uniform normal pressure distribution, N/mm
F the tangential load on the elastic rod, kN
µ the coefficient of friction
P0 the maximum normal pressure, N/mm
kp the slope of normal pressure
F0 the starting force at unloading, N
FA the force during unloading, N
u(L)0 the initial displacement at unloading, mm
u(L)A the displacement during unloading, mm
∆Eh the microslip energy dissipation per cycle, J
un(x) the critical displacement when the stick region is converted into slip region, mm
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Abstract: The Mahu Oilfield in Xinjiang, China, is the world’s largest conglomerate oilfield, with a
daily output of more than 8000 tons. In the fracturing of perforated horizontal wells, the breakdown
pressure is high, resulting in difficulties in their treatment. Acid pretreatment has been applied to
reduce the breakdown pressure in the field, but with poor performance. Few studies have been
conducted on how acid pretreatment affects the breakdown pressure under perforation conditions
in the Mahu conglomerate reservoir. Also, existing fracturing or acid pretreatment experiments
cannot simulate perforation well. Therefore, a new method was developed to make perforations by
hydro jetting the fracturing specimens (300 mm × 300 mm × 300 mm) first. It can achieve specified
perforation parameters, including the perforation angle, position, and length. Subsequently, true
triaxial hydraulic fracturing experiments were conducted on the conglomerate specimens obtained
from the Mahu area. The effects of the acid pretreatment on the fracture initiation and breakdown
pressure were investigated by injecting the perforation section of the conglomerate using various
acid systems. The study results showed that the perforation made by the new apparatus was
extremely close to the perforation on-site. The acid pretreatment effectively dissolved minerals
and could decrease the breakdown pressure down to 7.7 MPa. A combination of 6%HF + 10%HCl
was recommended for the acid pretreatment in the Mahu conglomerate reservoir. A total of 60
min acid–rock contact time is necessary for sufficient rock dissolution. The mechanism of the acid
pretreatment to decrease the breakdown pressure is that the rock dissolution by the acid reduces
the rock tensile strength and increases the permeability. The raised permeability increases the fluid
pressure of the reservoir near the wellbore so as to reduce the breakdown pressure of the formation.
The research results provide technical support for reducing construction difficulty and optimizing
parameters in the Mahu Oilfield.

Keywords: acid pretreatment; new perforation method; triaxial fracturing; lowering breakdown
pressure; conglomerate

1. Introduction

The Mahu conglomerate reservoir is unconventional with poor physical properties
and a low effective permeability [1]. There are some problems for the Mahu conglomerate
reservoir development, such as a high breakdown pressure and difficulty in the fracture
initiation of horizontal wells. The breakdown pressure can be reduced by changing the
stress state near the well or the rock properties [2]. Acidizing, abrasive perforating, high-
energy gas fracturing, and perforation parameter optimization are essential methods to
disrupt the formation stress for pretreatment [3]. In implementing acid pretreatment
technology, acid with an aggressive chemical dissolution effect on reservoir rocks should
be selected [4]. The commonly used acid systems consist of hydrochloric acid and mud
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acid (a mixture of hydrofluoric and hydrochloric acid). Hydrochloric acid in mud acid can
dissolve carbonates and iron–aluminum compounds, while hydrofluoric acid can dissolve
clay and silicates in the formation. It is utilized to treat reservoirs with low carbonate
content and high clay content. Generally, according to the reservoir mineral components
to optimize the acid system [5,6]. A high acid concentration will raise the corrosion risk
of pipes and loosen bonding near the wellbore [7]. It is therefore crucial to select an acid
system reasonably. This paper assesses two types of acid to pretreat rock samples. The
acid pretreatment effectiveness was clarified by analyzing the pressure curves and mineral
composition variation before and after acidizing.

The triaxial experiment is frequently conducted to study the fracture propagation law.
However, most triaxial experiments are carried out under open hole conditions but rarely
under perforation conditions. Chen et al. [8] conducted triaxial simulation experiments on
outcrop and artificial rock samples with open hole completions. They discussed the effects
of in situ stress, natural fractures, and other factors on hydraulic fracture propagation.
Yao et al. [9] utilized a large-scale true triaxial fracturing experimental system to study
the hydraulic fracture propagation in naturally fractured formations. Concrete specimens
were used in the experiments under open hole conditions. Hou et al. [10] carried out a
triaxial hydraulic fracturing experiment using limestone rock samples under open hole
conditions. They investigated the influence of the in situ stress difference, variable injection
rate, and acid treatment on the fracture propagation law in horizontal well fracturing. Due
to the influencing factors of the rock’s mechanical properties, Tan et al. [2] selected shale
rock samples to implement large-scale triaxial experiments. Hydrochloric acid was used to
pretreat the open hole interval of the samples. The effect of the shale–acid reaction on the
hydraulic fracture initiation and propagation was investigated. Wang et al. [11] performed
triaxial acid fracturing experiments on fractured and fracture-cavity type carbonate rocks
under open hole conditions. So far, few approaches have simulated perforation well in
experiments. Popular methods for perforation simulations are prefabricated holes and
slotting. The prefabricated holes or slots on the well pipes could be plugged during
cementing. The slot cut after cementing is very different to perforation. To simulate
perforation, Shan et al. [12], Feng et al. [13], and Zhang et al. [14] drilled holes in the steel
wellbore and plugged it with paper during cementing. The paper can be dissolved, so the
holes are retained. Wu et al. [15] and Yu et al. [16] drilled holes with a specific diameter on
the steel wellbore, inserted a certain length of a straight cylinder into the hole, and mixed
cement and quartz sand to form a concrete sample. The effects of the perforation phase
angle, perforation density, and perforation cluster spacing on the fracture morphology
were investigated. Hou et al. [17], Liu et al. [18], Liang et al. [19], and Zhang et al. [20]
cut slots inside the fracturing specimens to simulate perforation in triaxial fracturing
experiments. Fu et al. [21] established a perforation method using a perforation gun in
large rock samples (762 mm × 762 mm × 914 mm) and revealed the fracture initiation law
under perforating conditions. However, the perforating gun still cannot be applied to rock
samples in laboratory triaxial experiments (300 mm × 300 mm × 300 mm).

In this study, we conducted a systematic experimental study on how acid pretreatment
lowers the breakdown pressure in perforated horizontal wells in the Mahu conglomerate
reservoir. The rock samples were cut from the outcrop of the formation. A new method
was first established to generate perforation in the rock samples by hydraulic jetting.
Subsequently, acid pretreatment was performed on the perforations. Afterward, the triaxial
fracturing experiments were carried out on the rock samples. By analyzing the experimental
results, the effectiveness of the acid pretreatment in lowering the breakdown pressure in
the Mahu sag was validated. In addition, the acid system, as well as treatment parameters,
were optimized.

2. New Perforation Method in Rock Samples

Generally, laboratory hydraulic fracturing experiments are conducted with open hole
completion [22–24]. Perforation is hard to implement in experimental sample dimensions
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(300 mm × 300 mm × 300 mm). Although slots or pre-drilled holes can be made on the
steel tube, they may be plugged during cementing, so there is no perforation outside the
tube. To overcome the shortcomings of conventional triaxial fracturing experiments, we
developed a new method for perforation with hydraulic jetting.

2.1. Perforation Simulation Apparatus

Figure 1 shows the physical drawing and schematic diagram of the hydraulic jetting
perforation apparatus. This perforation system comprises a pressurized tank, water jet
assembly, nozzle, protective cover, high-pressure pipeline, and low-pressure water supply
pipeline. The operating pressure of the apparatus is 25 MPa with a maximum injection rate
of high-pressure water of 15 L/min. An inlet and an outlet pressure gauge are installed
to monitor the pressure status. Since the internal diameter of the steel casing used in
fracturing experiments is generally between 22 mm and 28 mm, and the outer diameter
of the hydraulic jetting gun is 23 mm, it applies to all fracturing samples with a inner
casing diameter greater than 25 mm. The fracturing sample can be perforated using a 80-
mesh garnet sand abrasive mixed in high-pressure water. Variable perforation parameters,
including perforation angle, length, and depth can be achieved. A specific perforation
angle can be achieved by rotating the hydraulic nozzle and different perforation lengths
are obtained by controlling the jetting time.
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Figure 1. Hydraulic jetting perforation apparatus. (a) Hydraulic jetting perforation apparatus;
(b) schematic diagram of hydraulic jetting perforation apparatus.

2.2. Reservoir Information

The Mahu conglomerate reservoir depth ranges from 2500 to 3900 m. The Triassic
Baikouquan formation (T1b) and Permian Urho formation (P3w) are the primary development
horizons [25–28]. The distribution of the Baikouquan formation (T1b) is generally stable. The
average thickness of the Baikouquan formation is 138 m, and the average thickness of T1b1,
T1b2, and T1b3 are 46.0 m, 47.0 m, and 45.0 m, respectively. The rock mineral composition of
the T1b2 section of the Baikouquan formation is mainly composed of quartz (35.5%), followed
by feldspar (27.5%) and clay (23.2%), and a small amount of calcite (10.3%). The average
porosity is 9.78%, and the average permeability is 2.4 × 10−3 µm2. This paper conducts
research based on the Ma 18 well area data.

2.3. Specimen Preparation

Five outcrops (Figure 2a) were excavated in Block Ma18. The brief specimen prepa-
ration procedures are as follows: Firstly, the outcrops were cut into cubic specimens of
300 mm × 300 mm × 300 mm (Figure 2b). Secondly, a borehole with a 34 mm diameter and
a 250 mm depth was drilled in the center of each specimen. Thirdly, a steel pipe (Figure 3a)
with an outer diameter of 30 mm, an internal diameter of 25 mm, and a length of 250 mm
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was placed inside the borehole, and the annulus between the borehole and the steel pipe
was bonded by high-strength epoxy resin to simulate the cementing process, as shown in
Figure 3b.
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Figure 3. Wellbore and cementing. (a) Simulated wellbore made of steel; (b) rock samples after
cementing.

2.4. Perforating Process

After 24 h cementation, the perforating operation is performed; the brief perforation
processes are as follows: (1) determine the in situ stress direction and mark the perforation
orientation according to the experimental schedule (Figure 4a); (2) locate and orient the
nozzle with specified parameters in the borehole using the fixation parts and the protective
cover (Figure 4b); (3) perform hydraulic jetting for a specified time (Figure 4c). It is worth
noting that the relationship between hydraulic jetting time and perforation length varies
for different wellbore materials and rocks, which should be obtained in advance through
tests. Table 1 shows the relationship between perforation length and hydraulic jetting time
for the specimen in this study.
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Figure 4. Perforating procedure. (a) Mark the perforation orientation on the surface; (b) fix the
protective cover with specific parameters; (c) work in process.

Table 1. The relationship between jetting time and perforation length for the Mahu conglomerate rock.

Number Perforation Length Jetting Time

1 1.8 cm 4 min
2 2 cm 7 min
3 2.5 cm 7 min 30 s
4 3 cm 10 min
5 4 cm 18 min 14 s
6 5 cm 20 min

Figure 5 displays the perforation hole morphology comparison of on-site and labora-
tory settings. Clearly, the holes made from hydraulic jetting can simulate the perforation
in the reservoir well in terms of perforation length and phase angle. The new laboratory
perforating method restored the in situ perforation sufficiently. To further illustrate the im-
provement of the new perforation method, we compared slotting and hydraulic jetting for
the perforation simulation in the experiments in terms of the mechanics (taking horizontal
well as an example).
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Figure 5. Perforation hole morphology. (a) The perforation hole took place underground in the field,
showing an irregular circular hole; (b) the perforation hole made by the new water jetting apparatus,
showing a similar morphology with the hole on site.

Figure 6 illustrates the difference between the two approaches in terms of the force
condition. Figure 6a reveals the perforation made by the slotting. σh1 represents the
minimum horizontal principal stress, σh2 represents the maximum horizontal principal
stress, σz represents the vertical stress, and St represents the tensile strength. The circular
fractures formed by slotting are highly affected by vertical stress, and the mechanical
failure mode is tensile failure. Figure 6b displays the perforation holes made by the new
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perforating apparatus. The perforation wall is subjected to circumferential stress (also
known as the ‘hoop stress’) along the perforation tunnel [29], and this mode of stress aligns
with that of the field, which is closer to the actual perforation state.

Processes 2023, 11, x FOR PEER REVIEW 6 of 18 
 

 

mode is tensile failure. Figure 6b displays the perforation holes made by the new perfo-

rating apparatus. The perforation wall is subjected to circumferential stress (also known 

as the ‘hoop stress’) along the perforation tunnel [29], and this mode of stress aligns with 

that of the field, which is closer to the actual perforation state. 

 
(a) 

 
(b) 

Figure 6. Comparison of two kinds of perforations. (a) The perforations by slotting; (b) the perfora-

tion by hydraulic jetting. 

In this study, the perforation diameter was 5 to 6 mm. The perforation length was 4 

to 5 cm. The perforation phase angle is defined as the acute angle between the axis of the 

perforation and the horizontal principal stress direction, comprising 0°, 30°, 45°, and 60°. 

The perforation depth is 12 cm from the wellhead, as shown in Figure 7.  

Figure 6. Comparison of two kinds of perforations. (a) The perforations by slotting; (b) the perforation
by hydraulic jetting.

In this study, the perforation diameter was 5 to 6 mm. The perforation length was 4
to 5 cm. The perforation phase angle is defined as the acute angle between the axis of the
perforation and the horizontal principal stress direction, comprising 0◦, 30◦, 45◦, and 60◦.
The perforation depth is 12 cm from the wellhead, as shown in Figure 7.
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3. Acid Pretreatment for Fracturing

Before fracturing, the specimens were pretreated by different acid types (Figure 8).
A 3% corrosion inhibitor was added to the acid solution to protect the steel pipe. The
15 min, 30 min, 60 min, 90 min, and 120 min injection times were tested to study the
influence of acidizing time. The other four specimens without acidizing were used as the
control groups.
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4. Triaxial Hydraulic Fracturing Experiment
4.1. Mineral Composition and Rock Mechanical Properties of Rock Samples

We conducted a series of property experiments on the Mahu conglomerate outcrops.
The results of the X-ray diffraction tests indicated that the mineral composition is mainly
quartz (35.29%), followed by feldspar (25.12%) and clay (21.22%). The carbonate content
is relatively low (9.52%). Mud acid can effectively dissolve feldspar and clay, which is
recommended for acid pretreatment in the Mahu area. Additionally, the average perme-
ability is 2.2 × 10−3 µm2, the average porosity is 10.85%, the average Young’s modulus is
25.19 GPa, the average Poisson’s ratio is 0.27, and the tensile strength of the rock is 5.54 MPa.
The mineral composition and physical property parameters of the outcrops are generally
consistent with the geological data of the T1b2 section of the Baikouquan formation, which
validates that the outcrop obtained in the field has similar properties to the formation and
the experimental results are reliable.

4.2. Triaxial Fracturing Experimental Procedures
4.2.1. Experimental Apparatus

A large true triaxial hydraulic fracturing system can perform the fracturing experiment
on a 300 mm cubic rock sample, as shown in Figure 9. The triaxial pressure loading system
can achieve three principal stresses on the cube rock samples. Considering the in situ stress
(σhmin = 63 MPa σHmax = 75 MPa, and σv = 102 MPa) and the performance of the equipment,
σhmin was set as 5 MPa, σHmax, 17 MPa, and σv, 25 MPa in this study. The fracturing fluid
viscosity, µ (15 mPa·s), is taken from the field data. The injection rate was set based on the
geometrical similarity principle shown in Equation (1) [30–34].

QF
AF × HF

=
QM

AM × HM
, (1)

where Q is the displacement, m3/min; A is the cross-sectional area of the wellbore, m2; H
is the fracture length, m; the subscript M denotes the modeling parameters; the subscript
F denotes the field parameters. Equation (1) illustrates that the dimension ratio should
be equaled for the laboratory and the field. According to data in the field, the injection
rate Q is approximately 12–14 m3/min, and the injection rate in the experiment was set at
130 mL/min. The detailed experimental scheme is in Table 2.
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Table 2. Breakdown pressure results under different experimental conditions.

Number Perforation
Angle Acid System Acidizing Time

(min)

Breakdown
Pressure

(MPa)

1 60◦ - - 15.65
2 45◦ - - 15.4
3 30◦ - - 13.42
4 0◦ - - 13.77
5 0◦ 10%HCl 30 9.8
6 0◦ 3%HF + 10%HCl 30 9.23
7 0◦ 6%HF + 10%HCl 30 5.45
8 0◦ 8%HF + 10%HCl 30 4.55
9 0◦ 12%HCl 30 9.1
10 0◦ 3%HF + 12%HCl 30 8.2
11 0◦ 6%HF + 12%HCl 30 6
12 0◦ 8%HF + 12%HCl 30 5.08
13 0◦ 15%HCl 30 9.67
14 0◦ 3%HF + 15%HCl 30 9.51
15 0◦ 6%HF + 15%HCl 30 6.05
16 0◦ 8%HF + 15%HCl 30 4.97
17 0◦ 6%HF + 10%HCl 15 12.85
18 0◦ 6%HF + 10%HCl 60 3.16
19 0◦ 6%HF + 10%HCl 90 3.3
20 0◦ 6%HF + 10%HCl 120 3

4.2.2. Experimental Procedure

The procedure of the triaxial fracturing experiment is summarized as follows: (1) Load
the cube rock sample into the chamber and connect the pipelines. (2) Apply three principal
stresses from the x, y, and z axes through a hydraulic pressure system. (3) Start the injection
pump at a constant rate and record the injection pressure until the specified time. (4) Open
the fracturing specimen to inspect the fracture pattern and analyze the results.

4.3. Experimental Results and Analysis

Twenty sets of experiments were conducted. The results are displayed in Table 2. The
average breakdown pressure for the specimens without acidizing (1#~4#) was 14.56 MPa,
while the average breakdown pressure of the acidified specimens (5#~20#) was 6.87 MPa,
with a decline of 7.7 MPa. The acid pretreatment strongly influenced the breakdown
pressure with a positive effect. All the fracturing specimens were opened along with the
hydraulic fractures to observe the fracture initiation morphology.
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4.3.1. Effect of Acidizing

It is essential to select an optimal ratio of HF to HCl and concentrations for a particular
formation, which directly determines the effectiveness of the acid pretreatment. Two kinds
of acid solutions, hydrochloric acid and mud acid, were tested in the experiment. Both acids
can lower the breakdown pressure. However, the breakdown pressure of the three groups
of specimens treated with hydrochloric acid is still relatively high (average 9.52 MPa), and
the treatment results are unsatisfactory. Specimens 5# and 9# developed natural fractures
near the wellbore, showing lower breakdown pressure values compared to specimen 13#

(Figure 10). The breakdown pressures of specimens 5# and 9# should be higher than the
current values (9.8 MPa and 9.1 MPa), without natural fractures developing.
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Figure 10. Fracture geometry of specimens. (a) Multiple natural fractures (the yellow dotted line)
developed near the wellbore observed in specimen 5#; (b) several natural fractures (the yellow dotted
line) developed near the wellbore, and one uncracked fracture after experiment was observed in
specimen 9#; (c) no natural fractures developed near the wellbore in specimen 13#, several natural
fractures observed on the surface away from wellbore only affect the hydraulic fractures propagation,
not initiation.

Mud acid is more effective in the Mahu depression. The reason for this is that the car-
bonate content in this area is low, but the feldspar content is relatively high. HCl dissolves
the carbonates only, and mud acid dissolves both carbonate and silica-aluminates. There-
fore, more minerals were dissolved by the mud acid. Multiple comparative experiments
were conducted with different concentrations of acid solution to further optimize the acid
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system suitable for this area. The acidizing effectiveness remained stable with a weak regu-
larity when the concentration of the hydrochloric acid changed, since the carbonate content
is low and natural outcrops have a strong heterogeneity and different physical properties.
Nevertheless, hydrochloric acid is essential, and is combined with hydrofluoric acid to form
mud acid, which maintains a low pH value. Moreover, hydrochloric acid can promote the
dissolution of hydrofluoric acid. Therefore, considering the economic cost of development,
a lower concentration of hydrochloric acid is recommended. When the concentration of
hydrochloric acid is fixed, the concentration of hydrofluoric acid increases from 0% to 8%,
and the breakdown pressure declines rapidly (Figure 11). When the concentration of the
hydrofluoric acid varies from 6% to 8%, the breakdown pressure rarely changed.
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Xue et al. [35] conducted experiments on the dissolution rates of HCl, HF, and mixed
solutions of HCl and HF at different acid concentrations and treatment times. The results
showed that the dissolution rate was highest at the HF concentration of 9%. High concen-
trations of HF could lead to a decline in the dissolution rate, since the reaction between HF
and clay and feldspar also involves second-order and third-order reactions. Furthermore,
they usually produce precipitation (mainly silica gel precipitation). Due to the variation
between the HF concentration of 6% and 8% in this experimental result (Figure 11), a
combination of 10%HCl + 6%HF mud acid is preferred.

The acid–rock contact time is a crucial factor in the acid pretreatment design as well.
Based on the mineral composition of the Mahu sag and the above experimental results,
6%HF + 10%HCl mud acid was selected to investigate the acid treatment effect. Under
the same experimental conditions, the breakdown pressure decreases with the rise in
the acidizing time, especially for a shorter contact time (for instance, less than 30 min).
Increasing the contact time from 15 min to 30 min diminished the breakdown pressure by
64.6%. Above 60 min, the dissolution rate decreased, and the breakdown pressure almost
no longer continued to decline and maintained a steady value. The reason for this is that
the amount of soluble minerals is certain. After a particular time, soluble minerals are
completely dissolved, leaving insoluble minerals. At this time, even if the acid pretreatment
time continues to increase, there will be no more obvious dissolution, resulting in no further
decrease in the breakdown pressure. It is worth noting that the breakdown pressure of
specimen 19# is slightly higher than that of specimen 18#. There are no natural fractures
developed near the wellbore of both samples. However, the gravel distribution of specimen
19# is more complex, and more different sizes of gravel were found near the wellbore. The
strong heterogeneity of the conglomerate gives rise to some randomness in the experimental
results. Still, after 60 min of acidizing, the overall performance was outstanding, and the
breakdown pressure remained almost constant. This relationship curve is illustrated in
Figure 12. Compared with the case without acidizing, the breakdown pressure of the
specimen with 30 min effective contact time was lowered by about 10 MPa. Furthermore,
the breakdown pressure witnessed a stable trend after 60 min. Therefore, an adequate
acid–rock contact time of 60 min is recommended.
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To further explore the mechanism of the acid pretreatment lowering the breakdown
pressure, XRD mineral composition tests were conducted on rock debris scraped near the
perforations (within a radial 1 cm range) of fracturing specimens 4#, 5#, 8#, 17#, 18#, 19#,
and 20#, respectively. The test results are shown in Table 3. After the hydrochloric acid
treatment, the content of carbonate rock decreases. In contrast, the content of feldspar
remains stable (specimen 5#), as carbonate can be quickly dissolved by hydrochloric acid,
but feldspar cannot. The reaction between HCl and carbonates is

CaCO3 + 2HCl → CaCl2 + CO2 + H2O, (2)

Ca Mg(CO3)2 + 4HCl → CaCl2 + MgCl2 + 2CO2 + 2H2O (3)

Table 3. Mineral composition tests results for different acidizing times.

Number Acid System Acidizing Time (min) Quartz (%) Clay (%) Feldspar
(%) Calcite (%) Other (%)

4 - - 35.29 21.22 25.12 9.52 8.85
5 10%HCl 30 34.55 18.91 26.89 8.05 11.6

17 6%HF + 10%HCl 15 32.5 18.13 25.75 9.18 14.44
8 6%HF + 10%HCl 30 37.5 16.33 22.09 8.17 17.91

18 6%HF + 10%HCl 60 37.8 15.19 21.86 7.85 17.3
19 6%HF + 10%HCl 90 38.48 14.67 21.36 7.67 17.82
20 6%HF + 10%HCl 120 38.26 14.55 21.15 7.55 18.49

Therefore, the acidizing performance could be better if only hydrochloric acid was
applied. In specimens 17#, 8#, 18#, 19#, and 20#, the feldspar and clay react with the HF
due to the fluoride ion (F-), showing a great performance. Clay minerals mainly include
kaolinite, montmorillonite, illite, and chlorite [36]. The reaction between kaolinite and H+ i:

AlSi4O10(OH)8 + 24HF + 4H+ = 4AlF2
+ + 4SiF4 + 18H2O, (4)

The reaction between montmorillonite and H+ is

AlSi8O20(OH)4 + 40HF + 4H+ = 4AlF2
+ + 8SiF4 + 24H2O, (5)

Feldspar is unstable, with many types, including potassium feldspar, albite, and
anorthite. The reaction between potassium feldspar and hydrofluoric acid is

KAlSi3O8 + 22HF = KF + AlF3 ↓ +3H2SiF6 + 8H2O, (6)
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The reaction between albite and hydrofluoric acid is

NaAlSi3O8 + 22HF = NaF + AlF3 ↓ +3H2SiF6 + 8H2O, (7)

The reaction between anorthite and hydrofluoric acid is

CaAl2Si2O8 + 22HF = CaF2 ↓ +2AlF3 ↓ +2H2SiF6 + 8H2O, (8)

The acid treatment time was increased from 15 to 120 min, and the proportion of the
carbonate, feldspar, and clay minerals decreased significantly. Wherever the acid solution
reached, the soluble minerals would be rapidly dissolved, and there were still areas where
the acid was not covered in the experiment, so the proportion of these minerals stayed
relatively high. The action distance of the acid is limited. Accordingly, it is crucial to
accurately select a targeted acid composition in the acid pretreatment design.

In addition to the in situ stress, the tensile strength affects significantly the breakdown
pressure. Therefore, lowering the rock tensile strength is vital to reducing the breakdown
pressure. We also cut ten cores with a diameter of 25.4 mm and a thickness of 13 mm using
the outcrops, and compared the tensile strength variation before and after acidizing to
clarify the mechanism of the acid pretreatment lowering the breakdown pressure. Table 4
provides the tensile strength test results. Group number (a) represents the samples without
acidizing, group number (b) represents the samples after acidizing. The average tensile
strength of the unacidified and acidized cores are 5.54 MPa and 3.8 Mpa, with a decline ratio
of 31.4%. In essence, the acid pretreatment can destroy the strength of the rock and cement
to decrease the rock tensile strength, while creating more seepage channels, increasing the
porosity and permeability, thereby effectively lowering the breakdown pressure.

Table 4. Experimental parameters and results.

Number
Tensile Strength

(Before)
(MPa)

Number Acid System Contact Time
(min)

Tensile Strength
(After)
(MPa)

(1)a 4.72 (1)b 6%HF + 10%HCl 10 4.53
(2)a 4.33 (2)b 6%HF + 10%HCl 20 3.59
(3)a 6.83 (3)b 6%HF + 10%HCl 30 4.64
(4)a 5.39 (4)b 6%HF + 10%HCl 60 3.13
(5)a 6.42 (5)b 6%HF + 10%HCl 120 3.08

4.3.2. Effect of Perforation Angle

To avoid interference with other parameters, we kept the other parameters the same
when analyzing the effect of the perforation orientation angle. A perforation orientation
angle of 0◦, 30◦, 45◦, and 60◦ were used to investigate the impacts of the perforation
angle on the fracture initiation and breakdown pressure. Figure 13 displays the pressure
curves of fracturing specimens 1# to 4#. There is an apparent peak on each pressure
curve, which indicates the breaking of the fracturing specimen and gives the breakdown
pressure. The breakdown pressure declined by 14.2% when the perforation rotated from
60 degrees to 0 degrees. The overall trend of the breakdown pressure is consistent with
the results of numerical simulation studies [37–40]. The ideal perforation orientation angle
is zero, corresponding to the minimum breakdown pressure [41]. Therefore, the larger
the perforation angle, i.e., the greater the angle between the perforation axis and the
maximum horizontal principal stress, the more energy needs to be consumed to counteract
the increasing stress and the more difficult it is to crack. To remove the noise of multiple
perforations, the perforation just shoots from one angle, different to the field, in which the
perforation shoots from several directions around the wellbore. To decrease the breakdown
pressure, ensure that there are perforations with an angle of 0◦ in the field treatments.
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Additionally, the content, distribution, particle size, and hardness of gravel in conglom-
erate reservoirs can strongly influence fracture initiation. The experimental results showed
that the breakdown pressure declined with the decrease in the perforation orientation angle,
except in specimens 3# and 4#. The perforation angle varied from 30 degrees to 0 degrees,
and the breakdown pressure increased by 0.25 MPa. Figure 14a illustrates the fracture
geometry in specimen 4#. The fracture initiates at the perforation base and wall. There
is a large piece of gravel closing on the perforation wall, causing an obstruction, and the
difficulty of fracture initiation rises. According to the tracer distribution, the fractures are
obstructed by gravel and reorient during the initiation process, resulting in a breakdown
pressure increase. Comparatively, there is no gravel block around the perforation in speci-
men 3#. The tracer can be observed around the perforation, indicating that the fractures
initiate and propagate at the perforation base in each direction (Figure 14b). Therefore, the
breakdown pressure of specimen 4# is supposed to be lower than that of specimen 3# if
there were no gravel blocks. Consequently, for heterogeneous conglomerates, when the
gravel distribution near the wellbore is similar, the breakdown pressure can be changed by
turning the perforation angle without considering the natural fracture. In a conglomerate
characterized by strong heterogeneity, when the gravel distribution near the well is quite
different, the perforation angle has little effect on the breakdown pressure. Affected by the
larger gravel strength, the fracture initiation process may be blocked to generate different
paths. In this special case, the gravel distribution is the dominant factor affecting the
breakdown pressure.
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5. Field Application of Acid Pretreatment

The lithology of the Baikouquan formation is mainly gray conglomerate, gravelly
coarse sandstone, sandy conglomerate, and medium coarse conglomerate [42,43]. Based
on the geological data, the medium conglomerate is dominant, with a volume fraction of
61.36%, followed by small conglomerate and fine conglomerate, with a volume fraction
of 10.07% and 7.29%, respectively. Sandstone is less, with a volume fraction of 8.22% [44].
The minimum horizontal principal stress of the reservoir is 63 MPa, Young’s modulus is
26,038 MPa, Poisson’s ratio is 0.28, and the tensile strength is 5.1 MPa. The acid pretreatment
was applied for over 50 horizontal wells in the Ma 18 block.

Figure 15 displays the operation curves of the unacidified and acidized horizontal
well. The red line represents the injection pressure, and the green line represents the pump
rate. Figure 15a indicates the curve of the horizontal well M1 without the acid pretreatment.
The pressure curve has an apparent peak, giving a breakdown pressure of 73.19 MPa.
Figure 15b is for well M2 with acid pretreatment. After acidizing, the pressure curve has
a tiny peak, significantly decreasing the fracturing difficulty. The breakdown pressure is
65.5 MPa, a proportion of 10.5% lower than the unacidified well M1.
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6. Conclusions

This paper developed a new perforation method and conducted a systematic study
on how acid pretreatment lowers the breakdown pressure in the Mahu conglomerate
reservoirs. By analyzing the experimental results, the following conclusions were reached:

1. The novel perforation method by water jetting in fracturing specimens can better
simulate perforation conditions such as the perforation length and angle for the acid
pretreatment and triaxial fracturing experiments.

2. The perforation angle has a significant effect on the breakdown pressure. A 0◦

perforation angle results in the minimum breakdown pressure. It is necessary to
ensure there are perforation holes with a 0◦ perforation angle relative to the maximum
horizontal stress for a low breakdown pressure.

3. Acid pretreatment can effectively decrease the breakdown pressure down to 7.7 MPa
under experimental conditions. The mechanism of the acid pretreatment to decrease
the breakdown pressure is that rock dissolution by the acid reduces the rock tensile
strength and increases its permeability. The raised permeability increases the fluid
pressure of the reservoir near the wellbore so as to reduce the breakdown pressure of
the formation.
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4. For the Mahu conglomerate reservoir with a low carbonate content, an acid system
of 6%HF + 10%HCl with 60 min plus acid contact time is recommended for the acid
pretreatment.

5. The field application of the acid pretreatment to horizontal well fracturing in the
Mahu conglomerate reservoirs showed that the acid pretreatment was successful and
the breakdown pressure was lowered by 10.5%.
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Abstract: The study of crude oil oxidation characteristics is fundamental to the design of ignition in
situ combustion. Experimentation is the most crucial method for studying the oxidation characteristics
of crude oil. Aiming to address the challenges posed by high temperature, high pressure, and rapid
temperature changes during the combustion of crude oil, a dynamic simulation system for high-
temperature and high-pressure ignition is designed. In order to study the oxidation characteristics of
the crude oil ignition process, we conducted experiments using a high-temperature and high-pressure
dynamic ignition simulation device. The experiments focused on determining the ignition point
of crude oil under different pressure conditions, oil–water ratios, heating rates, gas injection rates,
and other relevant characteristics. The kinetic model for the oxidation process of crude oil ignition
was established. The kinetic parameters were calculated for different ignition conditions and the
apparent activation energy for each oxidation stage was determined. Additionally, the stability of
in situ combustion was evaluated under various ignition parameters. The results show that the
Arrhenius curves for crude oil exhibit noticeable differences in the HTO (high-temperature oxidation)
and LTO (low-temperature oxidation) regions. The curves demonstrate good linearity in the HTO
region, with correlation coefficients exceeding 0.9. Moreover, the apparent activation energies in
the HTO region range from 8.01 to 26.7 kJ/mol. The apparent activation energies and finger front
factors were calculated for the HTO stage under different pressure conditions. The results showed
that, as the pressure increased, the autoignition point, inflection point temperature, and apparent
activation energy of the crude oil decreased. This suggests that increasing the pressure can enhance
the HTO of the crude oil. The spontaneous ignition point of the crude oil exhibited an upward
trend as the heating rate increased. Additionally, the maximum temperature during the combustion
process generally increased with the heating rate, reaching a maximum temperature of 453.1 ◦C. The
tests demonstrated that the simulation system is capable of real-time monitoring and recording of
oxidation parameters during the combustion process of crude oil. This system can provide essential
data for project implementation and numerical simulation.

Keywords: crude oil; dynamic ignition; in-situ combustion; HTHP; experimental Tests; HTO; LTO;
numerical simulation

1. Introduction

In situ combustion is an oil extraction technology that can effectively enhance the
recovery rate of oil reservoirs [1,2]. Heavy oil has poor fluidity in formation and is difficult
to extract, so thermal extraction methods such as steam huff and puff, and steam flooding
are commonly employed. After many rounds of steam injection, the water content in the
heavy oil reservoir increases, leading to a decrease in production. In situ combustion,
as a replacement development method to improve recovery after steam huff and puff,
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has the advantages of a high recovery rate and low heat loss. It is worth noting that, for
low-permeability light oil reservoirs, in situ combustion can heat the reservoir skeleton
and fluids through heat conduction and heat convection. This process prompts the fluids
in the pores to expand and discharge on their own, thereby achieving enhanced recovery.
The initiation of combustion is the most critical step in the in situ combustion process. The
time it takes to ignite and establish a combustion front in the formation can vary, ranging
from a few days to several weeks. This duration depends on the chemical composition
and physical properties of the crude oil. Crude oils vary in terms of their chemical
composition and physical properties, and, as a result, their oxidizing characteristics
also differ. In situ combustion is different from conventional combustion. It is the
process of replacing crude oil with combustion in a high-pressure porous medium. This
process is extremely complex, involving both chemical and physical factors [3–5]. To
study the combustion characteristics of in situ combustion, it is necessary to obtain the
dynamics of the temperature field and other essential data. However, the process of in
situ combustion takes place underground, making it impossible for researchers to obtain
such dynamic information directly. Therefore, the aforementioned information must be
obtained through indoor experiments.

In-house experiments are essential for studying in situ combustion, and allow for
important qualitative and quantitative conclusions to be drawn. Thermal analysis exper-
imental methods are commonly used in the laboratory. Thermal analysis experimental
methods, such as TGA (Thermogravimetric Analysis) and DSC (Differential Scanning
Calorimetry), are commonly employed in laboratory settings to investigate the oxidation
mechanism of crude oil. In addition, in situ combustion indoor simulation experiments
are also utilized for this purpose. In terms of studying crude oil oxidation using thermal
analysis methods, Kok et al. utilized TGA to examine the oxidation characteristics of
various fractions of crude oil at different heating rates [6]. They also analyzed the kinetic
parameters using the iso-conversional method. Li et al. conducted TGA/DSC experiments
to investigate the oxidation behaviors of three types of crude oils, and observed variations
in oxidation behaviors between heavy oils and dilute oils [7]. Additionally, Zhao et al.
explored the oxidation behavior of crude oil through oxidizing tube experiments [8]. The
oxidation behavior of crude oil during the LTO (low-temperature oxidation) stage was
studied, and the results indicated that various factors, including pressure, oxidation time,
water saturation, and clay type, significantly influence the oxidation process of crude oil.
Hu et al. conducted research on the oxidation characteristics of light oil, rock chips, and
oil-bearing rock chips using TG/DTG and DTA techniques. They also analyzed the catalytic
role of clay minerals in the oxidation of crude oil. Gundogar et al. conducted TGA/DSC
experiments to analyze the oxidation behavior of six crude oils [9]. They also examined the
oxidation characteristics of different crude oils in the LTO and HTO regions and calculated
their kinetic parameters. Shokrlu et al. studied the impact of nickel ions on the combustion
of crude oils using TGA and infrared spectroscopy [10]. The results indicated that nickel
ions had a significant catalytic effect on the LTO of crude oils. It was found that the presence
of nickel ions reduced the reaction activation energy from 16.9 kJ/mol to 10.9 kJ/mol. Ni
et al. analyzed the kinetic properties of light oil oxidation in the presence or absence of rock
chips using TGA [11]. The findings revealed that the clay medium exhibited a catalytic
effect on the oxidation of heavy oil, resulting in a reduction in the apparent activation
energy of the crude oil. Khelkhal et al. investigated the influence of an iron catalyst on the
oxidation of heavy oil, using TGA, DSC, and SEM (scanning electron microscope) [12]. The
results showed that the catalyst promoted both LTO and HTO (high-temperature oxida-
tion). Yang et al. investigated the oxidation behavior of crude oil containing Ottawa sand,
iron oxide, and pyrite using accelerated rate calorimetry (ARC). Temperature profiles
and detailed kinetic data from the ARC tests were compared to analyze the oxidation
characteristics of crude oil containing various mineral particles in the ARC vessel. The
objective was to investigate the catalytic effect of iron minerals on the oxidation of crude
oil. Thermal analysis experiments, which monitor changes in a single physical quantity
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to reflect crude oil oxidation, are easy to perform. However, they cannot be generalized
to represent the overall oxidation behavior of crude oil. Additionally, it is challenging to
maintain consistency between the experimental process and the actual conditions of the
formation [13–15].

Unlike thermal analysis experimental devices, RTO (ramped temperature oxidation
kinetic cell), CT (combustion tube), PMTEC (porous medium thermo-effect cell), and other
devices can simulate the oxidation behavior of crude oil in a porous medium under the
action of dynamic airflow [16–18]. The RTO test can obtain some basic parameters in ISC.
Zhao et al. used RTO to measure the oxidation kinetic characteristics of different boiling
fractions of Karamay crude oil in a porous medium [19]. They then compared it with
the whole crude oil and used the iso-conversional method to analyze the results of RTO
for each boiling fraction, obtaining the activation energy characteristics of each boiling
fraction. Pu et al. used CT to study the low-temperature oxidation (LTO) of heavy crude
oil in a porous medium [20]. They also conducted a comprehensive assessment of the in
situ combustion (ISC) performance of the heavy oil and the alteration of oil properties
before and after ISC. CT scanning enables the acquisition of crucial parameters such as the
temperature distribution at the combustion front, variations in off-gas components, and the
recovery rate during the ISC process [21]. However, CT experiments are often large in scale.
For instance, the CT developed by the University of Calgary has a combustion tube with a
diameter of 0.1 m and a length of 1.825 m. Each group of repulsion experiments takes more
than 24 h, making the operation process very complicated [22]. This complexity requires a
significant amount of manpower and material resources. Yuan et al. developed PMTEC,
which allows for the study of crude oil combustion behavior in a porous medium by directly
monitoring the temperature signal, similarly to TGA. PMTEC has the advantages of saving
time and materials [17,23]. However, it cannot simulate the high-pressure environment in
the formation. The ISC process is accompanied by high temperature and high pressure,
so the simulation device needs to have high-temperature and high-pressure resistance, as
well as high sealing.

2. System Components and Design

The high-temperature and high-pressure dynamic ignition simulation system is used
to simulate the ignition state of crude oil under formation conditions. It needs to fulfill
the following functions: studying the impact of reservoir parameters (such as porosity,
permeability, crude oil saturation, reservoir temperature, etc.) and injection parameters
(such as gas injection rate, gas injection pressure, etc.) on the underground combustion of
crude oil; examining the influence of additives (solid, liquid) on the ignition of crude oil;
and collecting dynamic information during the process of crude oil combustion (such as
temperature, pressure, component data, etc.) to analyze the kinetic parameters of crude oil
oxidation and provide data for numerical simulation of ISC.

The simulation system can accurately control the heating-up program, collect temper-
ature field pressure field data, and collect real-time exhaust gas component data. It consists
of six systems, including ignition simulation system, safety protection system, discharge
system, online exhaust gas monitoring system, exhaust gas treatment and discharge sys-
tem, and data acquisition and control system. The principle of the high-temperature and
high-pressure dynamic ignition simulation system is shown in Figure 1.
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Figure 1. Schematic diagram of high-temperature and high-pressure dynamic ignition simula-
tion device. Note: 1—Pressure regulating valve; 2—Pressure gauge; 3—Filter; 4—Dryer; 5—Mass
flow controller; 6—Check valve; 7—Internal thermocouple in core; 8—External thermocouple; 9—
Temperature-control thermocouple; 10—Back-pressure control valve; 11—Gas–liquid separator;
12—Online exhaust monitoring system; 13—Wash gas cylinder; 14—Nitrogen cylinder; 15—Oxygen
cylinder; 16—Liquid injector; 17—Intermediate vessel; 18—Back-pressure controller; 19—Pressure
relief valve.

2.1. Ignition Simulation System
2.1.1. Combustion Tube Structure Design

The combustion tube is 37 cm long with an inner diameter of 2.5 cm and is charac-
terized by a high length-to-diameter ratio (L/D). Due to the end effect, the temperature
at the two ends is generally lower than that in the center. However, the axial temperature
of the combustion tube with a large L/D ratio is more uniform. There are 11 temperature
probes inside the core at 1.5 cm intervals, as illustrated in Figure 2. Thermocouples are also
installed in the middle of the outer wall of the combustion tube to monitor its tempera-
ture. Additionally, thermocouples are placed on the opposite side of the outer wall of the
combustion tube. These thermocouples are connected to the temperature control system,
allowing for temperature regulation through the collection of temperature data. Both ends
of the combustion tube are sealed with a double-layer high-temperature graphite ring
sealing structure. The combustion tube is made of GH4169 alloy, which exhibits excellent
high-temperature resistance and thermal fatigue resistance. There is a heat-insulating layer
on the outside of the combustion tube and this layer is in close proximity to the outer wall
of the combustion tube. The heating layer is connected to the control module through a
specialized cable. The control module determines the output power of the heating layer in
order to accurately regulate the heating of the core. The heating layer can reach a maximum
temperature of 500 ◦C with a sampling resolution of 0.1 ◦C.
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Figure 2. Combustion tube structure.

2.1.2. Temperature Control Design

The heating power is precisely controlled through the thermocouple feedback loop,
which can maximize the simulation of the stratum heat storage process. The temperature
control module includes the control module, processor module, and communication serial
port module. As shown in Figure 3, the control module adopts the combination of fuzzy
theory and PID control, taking the ignition simulation system as the controlled object, the
J-type thermocouple located in the middle of the outer wall of the combustion pipe as the
sensor, and the heating layer as the actuator. The temperature information collected by
the thermocouple is fed back to the controller, which adjusts the PID parameters online
after self-tuning by adding fuzzy control and outputs the optimal control parameters, thus
adjusting the output power of the heating layer to keep the output temperature consistent
with the target temperature, and the temperature control accuracy is ±0.1 ◦C.
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2.1.3. Combustion Tube Sealing and Stability Design

The two ends of the combustion tube are sealed with double-layer graphite rings
that are resistant to high temperatures. The structure of the sealing device is divided into
five parts: mold sleeve, compression block, mandrel, wedge-shaped graphite ring, gasket,
and nut. The die sleeve has two different diameters of internal threads to connect the
combustion pipe body and the tightening block. The mandrel’s role is to compact the core.
The lower part of the ring limit can make contact with the wedge-shaped graphite ring,
while the upper part has external threads for connecting the nut. Additionally, the interior
of the mandrel has a through hole that serves as a gas channel. The compacting block has
an external thread that connects it to the mold sleeve through the connection. The mandrel,
wedge-shaped graphite ring, ring gasket, and compression block can be sequentially
assembled into a combination of parts. The mold sleeve is used to secure the assembled
parts and, at this point, the core is compressed. However, due to the loose pressing of
the wedge-shaped graphite ring, the sealing is not effective. To improve the sealing, it
is necessary to tighten the nut, which will expand the wedge-shaped graphite ring and
ensure close contact with the inner wall of the combustion tube for high-pressure sealing.
According to the test results, the ignition simulation system can withstand pressures
exceeding 10 MPa.
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2.2. Online Exhaust Gas Monitoring System

An online exhaust gas monitoring system can monitor the exhaust gas in real time
and has an alarm function. The online exhaust gas monitoring system includes the main in-
strument box, gas monitoring controller, and external serial port, among other components.
The main instrument box is responsible for collecting data on exhaust gas components. The
main instrument box is responsible for collecting data on exhaust gas components. It is
equipped with built-in sensors for CH4, O2, H2S, CO, CO2, H2, and N2 gases. These sensors
are connected in series through a hose. The parameters of the gas sensors are shown in
Table 1. When the concentration of a specific gas exceeds or falls below the predetermined
alarm threshold, it will activate either the high-level alarm or the low-level alarm, thereby
ensuring the safety of the experimental procedure.

Table 1. Gas sensor measurement parameters.

Gases Measuring Range Resolution

CH4 (0–100)% LEL 1% LEL
O2 (0–30.0)% LEL 0.1% LEL

H2S (0–100) PPM 1 PPM
CO (0–1000) PPM 1 PPM
CO2 (0–30.0)% LEL 0.1% LEL
H2 (0–100)% LEL 1% LEL
N2 (0–100)% LEL 1%LEL

2.3. Injection and Discharge System

The function of the injection system is to simulate the gas circulation state under
stratum conditions and it has four roles: first, supplying oxygen and gas to the system;
second, controlling the flow; third, controlling back pressure; and fourth, injecting liquid.
The flow control section consists of a gas mass flow meter and a flow controller. The
gas mass flow meter is connected to the flow indicator using a specialized cable. The
back-pressure control section consists of a back-pressure control valve, a back-pressure
controller, and an intermediate container. The back-pressure controller collects pressure
information and transmits it to a PC through a specialized cable. The PC then outputs
control parameters based on the pressure information, and the back-pressure controller
adjusts the opening and closing of the valve.

The tail gas generated in the in situ combustion ignition experiment contains water
vapor, core particles, and oil, among other substances. In order to prevent pipeline clogging
and damage to downstream equipment, it is necessary to treat the tail gas. The treatment
process includes depressurization, filtration, dehydration, drying, and other steps.

3. Experimental Section
3.1. Materials Preparation

Experimental samples: Tuha oilfield light crude oil with viscosity of 0.74 mPa-s was
used in the ignition experiment. The crude oil used for all the experiments was the same
light crude oil and the properties of the crude oil are shown in Table 2.

Table 2. Oil properties.

Oil Properties Value

API gravity (◦) 41.1
Viscosity (mPa·s) 50 ◦C 0.74

SARA fractions (%)

Saturates 84.35
Aromatics 11.31

Resins 4.09
Asphaltenes 0.25
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Pre-experiment preparation: 400-mesh quartz sand was mixed with crude oil and
brine in the specified ratio. The mixture was then filled into the middle section of the
combustion tube, ensuring it was compacted. The two ends of the core were filled with
70-mesh quartz sand. Fine mesh screens were placed near the air inlet and outlet to prevent
sand particles from entering the pipeline and causing blockages.

3.2. Experimental Procedure

1. Close the outlet valve and inject nitrogen to bring the back pressure to 4 MPa.
2. Once the pressure has stabilized, open the outlet valve and adjust the mass flow

controller to maintain a flow rate of 300 mL/min. Keep the flow at this rate for 5 min.
3. If it is necessary to add liquid additives, place the additives in the liquid cylinder

of the liquid injector. Inject nitrogen at a flow rate of 500 mL/min and continue
injecting for 5 min. Then, decrease the flow rate to 300 mL/min and switch to air once
stabilization is achieved. If there is no need to add liquid additives, switch to using
air directly.

4. Once the flow rate has stabilized, begin heating and set the heating rate on the PC.
Start recording the dynamic parameters of the combustion process.

5. When all temperature measurements at the measurement points remain stable for
30 min, close the cylinder valve to stop gas injection. Slowly adjust the pressure relief
valve to ensure that the system pressure drops to atmospheric pressure.

6. Wait for the device to cool down and then disassemble the core, which is divided into
sections at 3 cm intervals, weighed and sealed for later analysis and processing.

3.3. Experimental Test

In order to study the characteristics of crude oil oxidation and the factors that influence
it during the in situ combustion process, ignition experiments were conducted to evaluate
the factors that influence the spontaneous combustion of light crude oil under dynamic gas
flow. The experimental parameters were designed as shown in Table 3.

Table 3. Experimental parameter table.

Serial Number Experimental
Sample

Oil–Water
Ratio

Sample
Quality

g

Heating Rates
◦C/min

Gas Injection
Rate mL/min

Gas Injection
Pressure

MPa

1
light crude oil 7:3 5.8 4 300

1
2 2
3 4

4 light crude oil 7:3 5.8 4
200

45 400

6 light crude oil 6:4 5
4 300 47 5:5 4.1

8
light crude oil 7:3 5.8

1
300 49 2

10 6

3.3.1. Blank Heating Experiment

In the ignition simulation experiment, in order to simulate the actual formation con-
ditions, the temperature of the combustion tube should be consistent with the reservoir
temperature. Therefore, a blank experiment was designed to verify the thermal tracking
compensation effect of the experimental device. The temperature difference between the
core wall temperature and the warming rate is illustrated in Figure 4. As the warming rate
increases, the temperature difference also increases. This is due to the airflow carrying away
the heat from the core and the porous medium requiring time for heat transfer. Therefore, a
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temperature difference exists. At the heating rate of 0.5 ◦C/min, the temperature difference
is only 6.3 ◦C.

Processes 2024, 12, x FOR PEER REVIEW 8 of 20 
 

 

compensation effect of the experimental device. The temperature difference between the 
core wall temperature and the warming rate is illustrated in Figure 4. As the warming rate 
increases, the temperature difference also increases. This is due to the airflow carrying 
away the heat from the core and the porous medium requiring time for heat transfer. 
Therefore, a temperature difference exists. At the heating rate of 0.5 °C/min, the tempera-
ture difference is only 6.3 °C. 

 
Figure 4. Relationship curve between temperature difference and heating rate. 

3.3.2. Ignition Test 
The purpose of the ignition simulation experiment is to obtain various key parame-

ters in the oxidation process of crude oil for subsequent numerical simulation and com-
bustion analysis. The data from the ignition simulation experiment were organized to gen-
erate curves depicting the core temperature and oxygen consumption rate over time, as 
illustrated in Figure 5. 

 
Figure 5. Curve of core temperature and oxygen consumption rate in ignition experiment. 

According to the theory of thermal spontaneous combustion, combustion occurs 
when the exothermic factors of a reaction interact with the heat dissipation factors of the 
system [24]. When the rate of exothermic reaction exceeds the rate of heat dissipation in 
the system, the reaction rate is further accelerated, indicating that the reactants have 

Figure 4. Relationship curve between temperature difference and heating rate.

3.3.2. Ignition Test

The purpose of the ignition simulation experiment is to obtain various key parameters
in the oxidation process of crude oil for subsequent numerical simulation and combustion
analysis. The data from the ignition simulation experiment were organized to generate
curves depicting the core temperature and oxygen consumption rate over time, as illus-
trated in Figure 5.
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According to the theory of thermal spontaneous combustion, combustion occurs
when the exothermic factors of a reaction interact with the heat dissipation factors of the
system [24]. When the rate of exothermic reaction exceeds the rate of heat dissipation
in the system, the reaction rate is further accelerated, indicating that the reactants have
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entered the combustion state. The definition of spontaneous combustion point is when the
temperature at the measurement point exceeds and continues to exceed the temperature
of the wall. With the continuous exothermic LTO, the heat storage of the reaction system
prompts the crude oil to undergo spontaneous oxidation. At 102 min, the core temperature
reaches 189.1 ◦C, causing the experimental oil samples to reach the ignition temperature.
As a result, the crude oil oxygen consumption rate and temperature characteristics undergo
significant changes. The O2 in the tail gas is completely consumed and a large amount of
O2 is involved in the reaction. This leads to a rapid rise in temperature at the front end of
the oil sands section and the movement of the thermal leading edge can be observed in the
temperature curves [25].

The experimental results were processed to obtain the spontaneous ignition point and
the maximum temperature under different heating rates, pressures, gas injection rates, and
oil–water ratios, as shown in Figures 6–9.
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Figure 8. Spontaneous ignition point and maximum temperature of crude oil at different gas
injection rates.
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Figure 9. Spontaneous ignition point and maximum temperature of crude oil at different oil–
water ratios.

As shown in Figure 6, the auto-ignition point of crude oil exhibited an upward trend
as the heating rate increased. Additionally, the maximum temperature during combustion
generally increased with the heating rate, reaching a maximum temperature of 453.1 ◦C.
This is because the slower rate of temperature rise prolongs the low-temperature oxidation
stage of crude oil. Although some of the light crude oil undergoes phase change and
volatilization, a larger portion of the crude oil undergoes oxidation. This increases the
viscosity and fuel content of the oil, promoting the movement of the crude oil to LTO and
subsequently lowering the auto-ignition point. As shown in Figure 7, the spontaneous
ignition point of crude oil does not change significantly with an increase in pressure. How-
ever, the maximum temperature is slightly higher compared to the maximum temperature
observed in the lower pressure experiment at 4 Mpa pressure. This is due to the fact that
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the oil sample is lighter, making it easier to volatilize. The increase in pressure inhibits the
volatilization of the lighter components. At high pressure, the oil may undergo a violent
oxidation reaction at the gas-phase or gas-phase and liquid-phase interface, resulting in
an increased exothermic rate. As shown in Figure 8, the spontaneous ignition point of
crude oil remains relatively unchanged with an increase in gas injection rate. However,
the maximum temperature does increase as the gas injection rate increases. As shown in
Figure 9, the spontaneous combustion point of crude oil decreases with an increase in oil
saturation, while the maximum temperature exhibits an increasing trend.

3.3.3. Apparent Activation Energy Analysis

Crude oil oxidation kinetic parameters can be further calculated using a high-
temperature and high-pressure ignition simulator [16]. The rate of change of the reactant
concentration, obtained from the derivation, is used to characterize the crude oil oxidation
rate according to the law of mass action [26]:

−dC
dt

= kCn (1)

where C is the concentration of the reactant, mol/L; t is the time, s; k is the rate function of
Arrhenius equation; and n is the number of reaction stages, which is taken as 1 here.

The rate function k can be expressed by the Arrhenius equation:

k = Ae−
E

RT (2)

where A is the prefinger factor, L/(s·kPa); E is the activation energy, kJ/mol; R is the gas
constant, 8.314 J/(mol-K); and T is the temperature, K. In order to ensure accurate calcula-
tions, the temperature of the core section is determined by taking the weighted average of
the temperatures measured by the three thermocouples located in the core section.

Since oxygen serves as the oxidizing agent in the process of crude oil oxidation, the
calculations of the kinetic parameters were conducted by using the oxygen concentration
as an indicator of reactant generation. This involved incorporating Equation (2) into
Equation (1):

−dC
dt

= Cn Ae−
E

RT (3)

The inner diameter of the combustion tube is φ = 2.5 × 10−2 m, the cross-sectional
area is S = 4.91 × 10−4 m2, and the length of the core is L = 5 cm. Assuming that the injected
gas is an ideal gas, the equation for the rate of oxygen consumption of a unit volume of
an oil-bearing core located at X at a temperature of T is known from the theory of crude
oil oxidation:

dCO2

dt
= −

dCx
O2

dx
·Q

S
(4)

where dCx
O2

is the consumption of oxygen in dx section, mol/m3 and Q is the gas flow rate,
m3/s.

Substitute Equation (4) into Equation (3) and take the natural logarithm to obtain the
following:

ln
(

ln
(

Co

CL

))
= ln

(
SLA

Q

)
− E

R
· 1
T

(5)

where Co is the molar concentration of oxygen at the inlet end, mol/m3 and CL is the molar
concentration of oxygen at the outlet end, mol/m3.

The temperature and exhaust gas component data from experiments 1 to 3 were pro-
cessed to obtain the curve of ln

(
ln
(

Co
CL

))
versus T−1 under different pressure conditions,

as shown in Figure 10.
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As depicted in Figure 10, the relationship between ln
(

ln
(

Co
CL

))
and T−1 is not entirely

linear as the system temperature increases. Instead, it exhibits a distinct stage characterized
by an inflection point. The curves only demonstrate better linearity when the temperature
surpasses a specific inflection point temperature. This is because the reaction mechanism
of crude oil in different oxidation stages varies. In the LTO oxidation stage, the oxidation
reaction is not the sole factor, as it is accompanied by physical changes such as phase change
and volatilization. Therefore, it becomes challenging to demonstrate the linear relationship
depicted in the Arrhenius equation. When the temperature exceeds the inflection point, the
oxidation reaction is rapidly enhanced and enters the high-temperature oxidation (HTO)
stage. As the temperature rises, the water and light components in the core become volatile.
This leads to a change in temperature and concentration of the output material, which is
primarily caused by HTO [6]. The temperature range of the HTO stage is about 230~400 ◦C,
the linearity of the curve is improved, and all correlation coefficients are above 0.9.
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The curve of the HTO stage was linearly fitted, and the apparent activation energy,
finger front factor, and inflection point temperature were determined based on the fitted
curve. The calculation results are shown in Table 4. From the data in the table, it can be
observed that, as the pressure increases, the inflection point temperature decreases and the
apparent activation energy decreases. This suggests that, during the combustion initiation
stage, increasing the pressure raises the partial pressure of oxygen and enhances the heat
transfer efficiency of the medium, resulting in a lower apparent activation energy and
facilitating the oxidation of the crude oil [27].

Table 4. Calculated oxidation kinetic parameters at various pressures.

Number Fitted Linear
Slope

Fitted Linear
Intercept

Correlation
Coefficient

Inflection
Temperature

(◦C)

Apparent
Activation Energy

(kJ·mol−1)

Prefactor
(s−1)

Pressures
(MPa)

1 −3.212 3.587 0.981 267 26.70 8.41 1
2 −2.643 4.290 0.953 253 21.97 16.99 2
3 −0.963 0.009 0.937 234 8.01 0.23 4

The temperature and exhaust gas component data from experiments 4 to 5 were
processed to obtain the curves of ln

(
ln
(

Co
CL

))
versus T−1 under the conditions of different

injection velocities, which are shown in Figure 11. The curves were processed to obtain the
oxidation kinetic parameters, as shown in Table 5.
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Table 5. Calculated results of oxidation kinetic parameters at various gas injection rates.

Number Fitted Linear
Slope

Fitted Linear
Intercept

Correlation
Coefficient

Inflection
Temperature

(◦C)

Apparent
Activation Energy

(kJ·mol−1)

Prefactor
(s−1)

Gas Injection
Rate

(mL/min)

4 −1.578 0.825 0.768 333 13.12 0.53 200
3 −0.963 0.009 0.937 234 8.01 0.23 300
5 −1.283 1.398 0.819 140 10.67 0.94 400

When the gas injection rate is 200 mL/min, the correlation coefficient of its high-
temperature section is only 0.7686, indicating a poor fit. Additionally, the apparent acti-
vation energy is higher compared to the experiment with a high gas injection rate. The
inflection point temperature is also as high as 333 ◦C, suggesting insufficient oxygen supply
at this time. As a result, the accumulation of heat generated by HTO is slower, causing the
inflection point to be reached only at a relatively higher temperature. Consequently, the
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apparent activation energy is also higher. When the gas injection rate reaches 400 mL/min,
the inflection point temperature is only 140 ◦C. At this point, the heat generated by LTO is
greater than the reservoir warming and heat loss [28]. Therefore, in the in situ combustion
ignition process, attention should be paid to the design of the air injection speed during
ignition. The injection air speed must be controlled within a certain range. If it is too low,
it cannot ensure the maintenance of low-temperature oxidation. On the other hand, if it
is too high, it is likely to sweep the formation, causing cooling. The cold air carries LTO
heat into the depths of the formation and the accumulation of heat cannot meet the ignition
requirements. Consequently, the success of the ignition is bound to decline.

The temperature and exhaust gas component data from experiments 6 and 7 were
processed to obtain the curve of ln

(
ln
(

Co
CL

))
versus T−1 under different oil–water ratios, as

shown in Figure 12. The curves were processed to obtain the oxidation kinetic parameters,
as shown in Table 6.
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Table 6. Calculated results of oxidation kinetic parameters at various oil–water ratios.

Number Fitted Linear
Slope

Fitted Linear
Intercept

Correlation
Coefficient

Inflection
Temperature

(◦C)

Apparent
Activation Energy

(kJ·mol−1)

Prefactor
(s−1)

Oil–Water
Ratio

6 −2.438 2.294 0.985 253 20.27 2.31 6:4
7 −4.118 5.025 0.998 260 34.24 35.47 5:5
3 −0.963 0.009 0.937 234 8.01 0.23 7:3

From Figure 12, it can be seen that the crude oil can still reach the combustion state
even under high water saturation conditions (50%). With the increase in oil saturation, both
the inflection point temperature and apparent activation energy also increase.

The temperature and exhaust gas component data from experiments 8 to 10 were
processed to obtain the curves of ln

(
ln
(

Co
CL

))
versus T−1 under the conditions of different

heating rates, as shown in Figure 13. The curves were processed to obtain the oxidation
kinetic parameters, as shown in Table 7.
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Table 7. Calculated results of oxidation kinetic parameters at various heating rates.

Number Fitted Linear
Slope

Fitted Linear
Intercept

Correlation
Coefficient

Inflection
Temperature

(◦C)

Apparent
Activation Energy

(kJ·mol−1)

Prefactor
(s−1)

Heating
Rates

8 −3.001 4.748 0.934 209 24.96 26.88 1
9 −2.036 2.147 0.922 217 16.93 1.99 2

10 −1.137 0.144 0.716 258 9.45 0.39 6
3 −0.963 0.009 0.937 234 8.01 0.23 4

As can be seen from Figure 13, the inflection point temperature rises with the increase
in heating rate and the apparent activation energy generally shows a decreasing trend.
With the increase in heating rate, the onset temperature of crude oil HTO gradually shifts
backward and the thermal hysteresis phenomenon becomes more pronounced. This is
because an increase in the heating rate results in a shorter duration of the fuel deposition
stage. When the heating rate is low, the crude oil and oxygen can be well contacted and react
in the LTO oxidation reaction stage. However, when the heating rate is increased, the speed
of the crude oil oxidation reaction will accelerate, resulting in a shorter oxidation time for
the different oxidation stages. This phenomenon is known as thermal hysteresis [29]. When
the heating rate is 6°C/min, the correlation coefficient of the HTO curve is only 0.7169,
which indicates a poor fit. This suggests that, as the heating rate increases, the reaction
time for each reaction stage of the crude oil becomes shorter and shorter. Consequently, the
reactions become less sufficient, leading to the overlapping of oxidation stages.

4. Conclusions

7. The experimental system can achieve real-time monitoring of crude oil combustion
in situ. The combination of fuzzy theory and PID control enables thermal tracking
compensation, achieving a temperature control accuracy of ±0.1 ◦C. This device is
designed to meet the experimental requirements of high-pressure, rapid temperature
changes and complex gas production components during crude oil combustion. It has
a pressure resistance of 10 MPa, a sampling resolution of 0.1 ◦C, and the capability to
monitor and record the content of seven tail gas components in real time.
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8. Functional experiments showed that the variation of ln
(

ln
(

Co
CL

))
with T−1 during

the experimental process exhibited a distinct stage bounded by an inflection point.
The linearity of the curves improved only when the temperature exceeded a specific
inflection point temperature. The apparent activation energies and finger front factors
were calculated for the HTO stage under different pressure conditions. The results
showed that, as the pressure increased, the auto-ignition point, inflection point tem-
perature, and apparent activation energy of the crude oil decreased. This indicates
that increasing the pressure can promote the HTO of the crude oil. The spontaneous
ignition point of the crude oil exhibited an upward trend as the heating rate increased.
Additionally, the maximum temperature during the combustion process generally
rose with the increase in heating rate, reaching a maximum temperature of 453.1 ◦C.

9. Using the experimental data obtained from the high-temperature and high-pressure
dynamic ignition simulation system, it is possible to calculate the kinetic parame-
ters of crude oil oxidation. This calculation provides essential data support for the
implementation of in situ combustion and numerical simulation.
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Abstract: Machine learning (ML) approaches have risen in popularity for use in many oil and gas
(O&G) applications. Time series-based predictive forecasting of hydrocarbon production using deep
learning ML strategies that can generalize temporal or sequence-based information within data is
fast gaining traction. The recent emphasis on hydrocarbon production provides opportunities to
explore the use of deep learning ML to other facets of O&G development where dynamic, temporal
dependencies exist and that also hold implications to production forecasting. This study proposes
a combination of supervised and unsupervised ML approaches as part of a framework for the
joint prediction of produced water and natural gas volumes associated with oil production from
unconventional reservoirs in a time series fashion. The study focuses on the pay zones within the
Spraberry and Wolfcamp Formations of the Midland Basin in the U.S. The joint prediction model is
based on a deep neural network architecture leveraging long short-term memory (LSTM) layers. Our
model has the capability to both reproduce and forecast produced water and natural gas volumes
for wells at monthly resolution and has demonstrated 91 percent joint prediction accuracy to held
out testing data with little disparity noted in prediction performance between the training and test
datasets. Additionally, model predictions replicate water and gas production profiles to wells in the
test dataset, even for circumstances that include irregularities in production trends. We apply the
model in tandem with an Arps decline model to generate cumulative first and five-year estimates for
oil, gas, and water production outlooks at the well and basin-levels. Production outlook totals are
influenced by well completion, decline curve, and spatial and reservoir attributes. These types of
model-derived outlooks can aid operators in formulating management or remedial solutions for the
volumes of fluids expected from unconventional O&G development.

Keywords: long short-term memory; Midland Basin; k-means clustering; associated gas; water
production; oil and gas

1. Introduction

The continued pursuit for reliable, affordable, and secure supplies of energy accentu-
ates the necessity for continued research into ways to economically and efficiently access
the vast amount of unconventional natural gas and oil resources that exist. Over the last
decade and a half, the application of horizontal drilling techniques coupled with advanced,
multi-stage hydraulic fracturing technologies has facilitated the widespread development
of unconventional oil and gas (O&G) reservoirs (such as shale and tight oil reserves) [1],
resulting in a revolution in the energy landscape [2–4], particularly in the United States
(U.S.).

Hydraulic fracturing methods make use of injected liquids under high pressure to
generate breakages in subsurface formations and are usually implemented where low
permeability conditions exist. The fracturing fluid is composed of a base fluid, typically
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water, constituting >98 percent of the total fluid volume [5] with the remaining contribution
coming from proppant and chemical additives. The goal of the hydraulic fracturing
process is to promote the generation of new fractures in the tight hydrocarbon-bearing
rock formations inherently low in both permeability and porosity while simultaneously
augmenting the size, magnitude, and connectivity of existing fractures to stimulate oil
and/or gas flow to wells [6–8]. Once the hydraulic fracturing process is completed, the
high in situ pressures within the reservoir as compared to the lower bottomhole pressure in
the wellbore (which can be managed via artificial lifting) prompts fluids to migrate towards
the well and be produced at the surface. The fluid that returns to the surface may contain a
combination of hydrocarbons (oil and/or gas) and water, in addition to injected chemical
additives from the hydraulic fracturing process, as well as naturally occurring materials
such as brines, metals, and radioactive materials [9]. Each constituent requires some form
of management, depending heavily on the intended endues of each, which may include
sale to market as a commodity, reuse as part of site operations, or treatment and disposal.

Horizontal wells drilled and completed in shale gas and tight oil formations make
up the preponderance of hydrocarbon production in the United States. Specifically, crude
oil production from tight formations alone reached 6.5 million barrels per day in the U.S.
through 2018, accounting for 61 percent of the total oil produced in the U.S. The U.S. Energy
Information Administration (EIA) indicates that use of horizontal wells accounted for
96 percent of the overall U.S. crude oil production from tight formations by the end of
2018 [10]. A recent surge in the development of tight oil reserves located in the Permian
Basin in western Texas and eastern New Mexico (41 percent of total tight oil production in
the U.S. in 2018) has led to considerable growth in overall U.S. crude oil production [11].

While unconventional oil (and gas) resources remain critically important in the pursuit
towards energy security, challenges persist in effectively forecasting their production
potential. For instance, productivity in unconventional reservoirs is known to be responsive
to the nature and effectiveness of the interactions between wellbore design, completion and
stimulation processes, and the inherent irregularities in reservoir conditions. As a result,
fluid production responses can be highly disparate across: (1) An entire O&G play [12];
(2) wells on a given pad targeting the same formation; or even (3) the different perforation
stages of single well’s lateral component [13]. Production forecasts hold implications
on the strategic decisions made by the O&G sector. For instance, resulting production
outlooks, depending on the long-term trajectories of fluid volumes produced, can prompt
macro-scale consequences such as potential fluctuations in oil and/or gas market prices
and associated impacts on the environment [14]. Additionally, forecasts can influence
micro-scale outcomes that ultimately shape a wide range of operating and maintenance
scenarios for field operators or even affect company profit margins. Reservoir modeling
and simulation are commonly used to inform decision makers regarding the potential
production response and long-term performance of hydraulically fractured horizontal
wells in unconventional reservoirs. These approaches can be costly in terms of the time and
computational resources needed to execute effectively [15,16]. Furthermore, difficulties
exist in attaining sufficient levels of geological data at the well level [17] to sufficiently
reflect the diversity in reservoir conditions needed to model fluid flow. This challenge
intensifies when the interest spans to multi-well performance evaluation at the field-scale
or larger.

Given the computational resources that are typically widely available and the emer-
gence of O&G digital datasets that include features associated with well completion, stim-
ulation, and production, many have taken to machine learning (ML) and data analytics
as a compliment to existing approaches for O&G production analysis [18–20]. ML-based
tactics can provide additional analytical functionality to traditional reservoir simulation
methods. They have proven effective in accurately and reliably modeling circumstances
involving highly complex systems where variable conditions are known to be prominent,
not uncommon to wellbore/reservoir relationship interactions in unconventional O&G
development. Additionally, they offer expeditious predictive capability, allowing practi-
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tioners to quickly generate multiple realizations thereby enabling greater insight into the
systems modeled [21].

A number of potential use cases exist where ML has been applied as part evaluating
the effects of hydraulic fracturing designs on hydrocarbon production in unconventional
reservoirs. As an example, several studies utilize static productivity indicators that reflects
cumulative production under a fixed time duration (i.e., six months or one year) as response
variables [22–26] to evaluate potential well response to various hydrofracking completion
designs. The use of static response variables enabled straightforward evaluation of input
feature impact rating and ranking, as well as sensitivity evaluation. The findings from
these studies have proven insightful in identifying key production drivers representative to
the study areas evaluated, as well as effective in approximating well productivity potential
given the associated completion design and placement choices. However, the findings are
not directly translatable to applications in the oil and gas space requiring more dynamic,
temporal-dependent considerations. Well history matching, hydrocarbon production
forecasting, and facilitating data-driven production outlook scenarios are examples that
come to mind [27–30].

Many studies are taking focus on using ML for dynamic reservoir analysis by evaluat-
ing time series-based topics, such as oil or gas production over the life of producing wells.
These studies are leveraging empirical data that includes daily or monthly cumulative
hydrocarbon production values over all or a portion of each well’s productive life. Many of
the relevant studies apply deep learning ML strategies in order to capture and generalize
the intrinsic temporal or time sequence-based properties within the data. Findings from
recent studies indicate that the deep learning approaches applied have been exceedingly
effective at predicting dynamic production trends accurately on holdout data. The results of
which suggests that these approaches hold substantial implications and potential viability
in production forecasting.

To gain further comprehension on O&G-related time series analysis using ML, we
provide a short review of relevant studies works that have focused on this topic. A study by
Jie et al. developed two deep learning models to predict daily gas production from a single
well completed in the Sichuan basin in China [31]. The researchers developed artificial
neural network- (ANN) based models using: (1) A fully-connected multilayer perceptron
(MLP)-based ANN with a single hidden layer and (2) a long-short term memory- (LSTM)
based ANN with stacked LSTM layer architecture. Empirical data for daily gas production
over a three-year period was used for analysis. The first 900 dataset observations were used
for model training and the last 100 observations were used for holdout model performance
testing. Input data included the data features (assumed at daily resolution) of oil pressure,
casing pressure, daily water production, cumulative gas production, cumulative water
production, and water-gas ratio. Results indicated prediction error of 1.56 percent for the
LSTM-based model and upwards of 9.66 percent for the MLP-ANN. Sagheer and Kotb
implemented deep LSTM architectures to estimate monthly oil production for two oil
fields; one was the Tarapur Block of Cambay Basin to the west of Cambay Gas Field in
India and the other in the Huabei oilfield in China [32]. They demonstrated the predictive
effectiveness in stacking LSTM layers as part of network architecture when long interval
temporal dependencies may exist as compared to model performance when shallow neural
network architectures are used. Additionally, the researchers noted that their LSTM-based
model outperformed counterpart formulations explored that were based on deep recurrent
neural networks (RNN) and Deep Gated Recurrent Unit models. The work performed by
Liu et al. included the development of an ensemble empirical mode decomposition (EEMD)
based LSTM learning network capable of time series forecasting of oil production. Case
studies were performed using empirical field data from the SL and JD oilfields, China [33].
Their proposed EEMD-LSTM configuration outperformed other model types developed
under ensembles between EEMD and MLP-based artificial neural networks and EEMD
with support vector machine.
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Collectively, these studies demonstrate the utility and capability of deep learning-
based ML (with noted effectiveness of LSTM) for time series hydrocarbon production
prediction. The knowledge gained through these works provides both a foundation as well
as an opportunity to extend these approaches to other aspects critical to O&G development
where: (1) Dynamic, temporal dependencies exist; (2) said aspects possess significant
connotations to production forecasting; and (3) that have not been extensively explored in
previous research. An obvious need that meets these criteria would be to possess the ability
for assessing the potential volumes of the associated water and natural gas produced in
tandem with crude oil. Many operators targeting oil-rich unconventional reservoirs are
faced with the challenge of managing large volumes of water and natural gas that are often
co-produced. Limited natural gas processing and pipeline takeaway capacity can force
operators to resort to venting or flaring produced natural gas.

Venting is the direct release of natural gas produced from O&G operations to the
atmosphere. Flaring involves the controlled combustion of produced natural gas at the
wellhead, converting methane to carbon dioxide and water vapor. From an environmental
standpoint, flaring is less detrimental than venting given that carbon dioxide is 25 to
28 times less potent as a greenhouse gas than methane over a 100-year period [34,35].
According to the EIA, the quantities of natural gas vented or flared from O&G wells in
the U.S. reached record levels in 2019 averaging 1.48 billion cubic feet per day (Bcf/day)
(1.3 percent of the total natural gas volume produced) [36]. Texas and North Dakota
contributed nearly 85% (1.3 Bcf/day) of all reported flaring and/or venting (only Texas
contributed to gas venting) of produced natural gas. Produced water is often managed via
disposal through deep well underground injection.

The injection of large volumes of waste water from O&G operations has been strongly
correlated to the increased frequency of occurrence of induced seismic events including
magnitude 2+ earthquakes, particularly in Oklahoma, Ohio, Arkansas, West Virginia, and
Texas [37]. Literature suggests that many are working to generate solutions and reuse
options for associated gas and water production [38–42]—but a need exists to be able to
effectively quantify and forecast produced volumes of both natural gas and water to best
inform the development of management or remedial solutions as well as grasp the potential
environmental implications for planned O&G development [43].

We propose a combination of supervised and unsupervised ML approaches as part
of a framework that can reliably estimate both produced water volumes and natural gas
associated with oil production in a time series fashion. This type of predictive modeling
capability is expected to be useful towards (1) informing well operators as part of devel-
oping strategies to ensure the effective management, treatment, or potential reuse based
on the volumes and quantities of produced fluids, and (2) supplementing hydrocarbon
production outlooks with additional fluid volumes in time series fashion. Additionally, this
work offers a novel complement to other noted O&G machine learning-based predictive
models from literature; largely achieved through its joint prediction functionality, capability
to either reproduce or forecast cumulative volumes of natural gas and water produced
alongside oil at the well level, and its applicability centered towards a major oil and gas
producing play. In addition, the ensemble of the supervised and unsupervised elements of
this work enables a means to rapidly forecast oil, water, and natural gas production at the
well level as influenced by operational development considerations.

The focus of this study is on the Permian Basin region of the U.S. The region holds
enormous consequence regarding domestic oil and gas production. According to a report
by the Texas Independent Producers & Royalty Owners Association, yearly crude oil
production in the Permian Basin has grown by 1.2 billion barrels since 2009, resulting
in a 371% increase in oil output over the last ten years [44]. This overall growth has
enabled the Permian to become the world’s top-producing oil field [45]. While the region
itself is a major producer of both oil and gas, the basin currently faces several challenges.
These include: (1) Steeper well decline rates and lower initial production (IP) values as
development is moving to non-core regions; (2) associated natural gas production has
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outpaced pipeline takeaway capacity, which has led to an increase in flaring and venting
practices; and (3) produced water volumes and associated management costs are both on
the rise [43,46,47]. Combined, these impacts threaten to potentially lower the Permian’s
overall production potential while consequently increasing the environmental burden
associated with O&G operations. Therefore, an opportunity exists to propose research
targeted towards these specific challenges and would provide beneficial outcomes to both
potentially improving recovery and estimation of the types and volumes of fluids produced
at the well level—each of which require specific management strategies and bear potential
environmental implications.

2. Data and Methods

The focus of this study is to generate a ML-based prediction model capable of time
series joint prediction of associated natural gas and water that are produced alongside oil
as part of unconventional hydrocarbon development (three-stream production example
presented in Figure 1). Secondarily, this study aims to demonstrate the utility of such a
model as a compliment to existing O&G operational management strategies.
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Figure 1. Example of oil, water, and natural gas production data for a horizontal well in northern
Reagan County, Texas producing from Wolfcamp A and placed at a total vertical depth of 7713 feet
below ground surface. Timeseries fluid data was acquired from vendor Drilling/Enverus [48].

The model is based on a deep neural network architecture leveraging LSTM layers in
order to accommodate time-dependent conditions in the data and be proficient towards
multi-output prediction. The model development workflow, described throughout the
following subsections, is interconnected with several data preprocessing steps that includes
data sub-division, engineering of new features, outlier removal, data standardization,
and feature selection. The model would have the functionality to not only replicate well
production history (the primary focus of many existing time series O&G analyses), but
also enable forward-based fluid production forecasts for existing wells throughout their
remaining productive lives, as well as be used to predict fluid volumes in time series fashion
at new (i.e., theoretical) well sites where no historic production data exists. Additionally,
the ML-based model proposed here is intended to be applicable across multiple producing
reservoirs, focusing on the “Wolfberry” pay zones (highlighted in Upper Spraberry through
Cisco/Cline [Wolfcamp D] reservoirs in Table 1). Such a model will help provide a data-
driven approach for a more holistic evaluation towards field development where multiple
producing reservoir options are co-located. The volatility that exists in oil and gas market
prices and supply and demand encourages operators to remain informed to the best extent
possible of potential risks and opportunities they may face over both the short and long
term [49]. The inherent challenges facing the Permian suggests that field development
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decision making is complex. Overall, this study proposes a modeling tool that works
towards helping inform complex field decision choices by scaling up model outputs via a
single predictive model.

2.1. Study Area

The study area for this work focuses on the Midland Basin, one of the major sub-basins
of the larger Permian Basin. The Permian Basin (Permian) is an extensive sedimentary
basin and major O&G-producing region geographically located in West Texas and the
neighboring areas of southeastern New Mexico. The Permian spans roughly 75,000 square
miles and comprises greater than 7000 fields in West Texas alone [50]. The Permian has
been important in the U.S. energy economy for nearly a century. According to the EIA,
the Permian has produced hydrocarbons for approximately 100 years and has supplied
more than 35.6 billion barrels of oil and roughly 125 trillion cubic feet of natural gas (data
as of January 2020). The Permian accounted for approximately 35 percent of the total U.S.
crude oil production and over 13% of the total U.S. natural gas production in 2019 [51]. It is
expected to remain one of the largest hydrocarbon-producing regions in the world with
remaining reserves on the order of 46 trillion cubic feet of natural gas and over 11 billion
barrels of oil [52]. The Permian contains several sub-basins and platforms that include
the westernmost Delaware Basin, Central Basin Platform, and the easternmost Midland
Basin [53]. The extent of the Central Platform and Midland sub-basins as well as the eastern
edge of the Delaware Basin is shown in Figure 2.

The Midland Basin is the eastern subbasin of the larger Permian Basin and is bordered
by carbonate platforms such as the Central Basin Platform, Eastern shelf, and Northern
shelf. The basin is at its deepest on its western edge and shallows to the east. Towards
its southernmost portion, basin’s formations start to thin towards the Ozona Arch—an
extension of the Central Basin Platform [53]. The stratigraphy within the Midland Basin
is characterized as containing several stacked geologic sequences that offer hydrocarbon
producing potential. Two stratigraphic sections within portions of the Leonardian and
Wolfcampian epochs that have been a focus of substantial O&G development are the
Spraberry (along with the Dean) and the Wolfcamp formations; collectively referred as the
“Wolfberry” [54] (Table 1). The stratigraphic groupings that make up the Wolfberry series
of reservoirs serve as the primary producing pay zones of interest evaluated in this study.

Table 1. Stratigraphic description for a subset of the Midland Basin, Texas. The producing reservoirs
of interest to this study are highlighted (Spraberry in pink and Wolfcamp in yellow). This figure was
generated from collective content compiled from lithostratigraphic interpretations of the Permian
Basin from several literature sources [51,53,55–60].

Era Period Epoch Local
Series

Stratigraphic/Formation
Name

Reservoir Operational
Name

Paleozoic

Permian

Guadalupian Ward
San Andreas San Andreas

San Angelo/Glorieta San Angelo/
Glorieta

Leonardian

Clearfork Upper Leonard
Upper Spraberry
Lower SpraberryWichita

Dean

Spraberry

Lower Leonard Wolfcamp Wolfcamp A
Wolfcamp B

Wolfcampian Wolfcamp
Wolfcamp C

Pennsylvanian

Virgilian Cisco/Cline Wolfcamp D
Missourian Canyon Canyon

Des Moinesian Strawn Strawn
Atokan Atoka/Bend Atoka/Bend
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The Lower Permian aged (Leonardian epoch) Spraberry and Dean formations are
made up of interbedded turbidite sands, laminated siltstone, carbonate, and organic-rich
shales [57]. The Spraberry consists of upper- and lower-unit intervals [61,62] (certain inter-
pretations include a middle Sprayberry and Jo Mill as well [63,64])—the Dean formation
is located stratigraphically beneath the Lower Spraberry. Each stratigraphic unit is distin-
guished by its lithologic composition. For instance, each of the three formations consists
of thick sequences of fine-grained sandstones and siltstones that lie on top of an equally
thick lower unit made up of black shales and dark carbonates [65]. The formations are
known to be generally under-pressured (averaging 800–900 psi [5.4–6.1 MPa]) with matrix
porosity ranging from 6 to 15 percent, matrix permeability below 10 md, and are highly
naturally fractured [54,66,67]. The average true vertical depth to the top of the Upper
Spraberry unit is roughly 6800 feet across the Midland Basin. The complete section from
the top of the Upper Spraberry to the base of the Dean ranges in thickness between 1200
and 1870 feet [54]. Similar to other unconventional hydrocarbon plays, productivity in the
Spraberry fluctuates across the basin [68].

The early Permian aged (Wolfcampian-Leonardian epoch) Wolfcamp is described as
a mixed siliciclastic-carbonate succession with stacked stratigraphic units comprising of
cyclic gravity flow deposits—each separated by mudstone and siltstone [51]. The Wolfcamp
is described by Sutton [54] as a dual-lithology system consisting of organic-rich shale with
interbedded limestone. Lower reservoir quality portions of the Wolfcamp are associated
with the presence of grainy carbonate facies, whereas higher reservoir quality portions have
been tied to the occurrence of siliceous mudstones [69]. The entire section of the Wolfcamp
ranges in porosity between 2 and 12 percent with average permeability near 10 millidarcies
(mD) [51]. The formation varies substantially across the Midland Basin in terms of depth,
thickness, and lithologic composition. The Wolfcamp is at its deepest near the center of
the Midland Basin, measuring approximately 12,000 feet deep. It shallows substantially
towards the edges of the basin, varying in depth from 4000 to 7000 feet [54]. The thickness
of the entire section of the Wolfcamp averages around 1800 feet. The Wolfcamp is extensive
throughout the Permian Basin and is considered one of the most abundant unconventional
O&G plays worldwide. The Wolfcamp formation has been appealing to O&G operators
given its stacked configuration, in which multiple thick hydrocarbon-producing zones exist
in sequence [70]. The stacked intervals of the Wolfcamp formation are called benches—from
shallow to deep they are referred to as A, B, C, and D. Each bench has shown to be different
in terms of its overall lithology, fossil content, total organic carbon content, and thermal
maturity [71]. Saller et al. (1994), Blomquist (2016), and Peng et al. (2020) provide detail on
the geologic composition of the Wolfcamp and various benches within and therefore the
differentiation is not described at length here [72–74]. Recent development efforts in the
Midland Basin are preferentially targeting the more oil-rich Wolfcamp A and B (roughly
95 percent of total Wolfcamp production) opposed to the more gas-rich Wolfcamp benches
C and D [71,75].
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Figure 2. Map of the study area in the Midland Basin, Texas. Well data used for the study was
acquired from DrillingInfo/Enverus [76]. The geographic information system (GIS) layers applied to
support the generation of this figure were acquired from the University of Texas at Austin [77] and
United States Geological Survey [78].

The Permian region and associated sub-basins have been known to produce large
volumes of natural gas and water that are co-produced with oil. A study by Kondash
et al. has noted that Permian Basin wells have increased the water used per well as part of
hydraulic fracturing operations from 30,800 barrels per well in 2011 up to 267,325 barrels
per well in 2016—a 770 percent increase [79]. The flowback and produced water volumes
during that same timespan had increased over 400 percent; averaging 56,610 barrels per
well in 2011 to over 232,700 barrels per well in 2016. Specifically, in the Midland Basin,
waste water disposal volumes derived from O&G operations have steadily increased since
2011, reaching approximately 4.5 billion barrels per day in 2017 [80].

In 2017, flaring and venting of natural gas in the Permian basin in Texas and New
Mexico was estimated at nearly 300 million cubic feet per day (MMcfd), roughly 4.4 percent
of the total gas produced that year. In that same year, the Midland Basin produced
approximately 1019 billion cubic feet (Bcf) of natural gas, and flared 24 Bcf of that total
(2.35 percent of all gas produced) [81]. In 2019, flaring and venting of natural gas in
the Permian reached an all-time record high based on the year’s third quarter estimates,
averaging 752 MMcfd (275 Bcf total) [82]. The Midland Basin portion of 2019 flaring ranged
from approximately 150 to 290 MMcfd [83].

Well data leveraged for this study (described further in Section 2.2) are grouped based
on the associated targeted producing reservoirs listed in Table 1. Wells are tabbed as either
“Spraberry/Dean” or “Wolfcamp” dependent upon their associated Stratigraphic/Formation
Name. The wells used as part of this study are plotted in Figure 2; they are colored based on
their associated producing formation and sized based on each well’s initial oil production
(in barrels [bbls]/month).
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2.2. Study Data Overview and Data Processing

Much of the well completion and production-related data used for this study is
acquired from the O&G data vendor DrillingInfo/Enverus [76]. Other features were derived
through feature engineering to further supplement the available feature dataset. The dataset
contains features related to well production performance attributes, Arps decline curve
attributes [84], well completion attributes, and spatial and reservoir attributes—all specific
to horizontal production wells spanning the Spraberry/Dean and Wolfcamp producing
intervals (highlighted in Table 1) in the Midland Basin with drilling initiation dates within
the 1 January 2010 to 30 June 2020 timeframe. The dataset includes a combination of static
(well data that does not change over the well’s productive lifetime) and dynamic features
(well data with temporal dependencies—mostly three-stream production data) for the
wells meeting these screening criteria. This database query yields data for approximately
6480 wells in total in which each well has data reported for all features of interest (both static
and dynamic features) and duplicate entries are omitted. No attempts at data interpolation
with respect to missing values occurs in this study.

The distributions of the static study features of interest are evaluated to screen and
remove potential outlying well data and refine the overall dataset. Their distributions are
presented in Figure 3. Data outside of +/− 3 standard deviations from a given feature’s
mean value (grey margins within subplots in Figure 3) are considered outlying and possibly
highly influential on ML model response [85,86]; even if distributions are not explicitly
gaussian. All outlying data is removed from the static and dynamic contributions to the
dataset (approximately 270 wells had features meeting outlying criteria). The resulting
dataset consists of 6210 wells in total extending across 12 Texas counties, the extent of
which is plotted in Figure 2 and the descriptive statistics for features from these wells are
summarized in Table 2.
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Table 2. Statistical summary of the study dataset features evaluated.

Dataset Features Data Group Static Dynamic Mean Median Standard Deviation

Monthly Oil (bbls)

Well
Performance

Attributes

X 4863 2429 6448
Monthly Gas (Mcf) 1 X 12,500 7906 13,846
Monthly Water (bbls) X 8510 3572 13,496

Top 12 Months Gas (Mcf) X 251,286 207,532 182,648
Top 12 Months Oil (bbls) X 124,320 114,314 70,210

Top 12 Months Water (bbls) X 226,856 197,664 157,721
EUR Gas (MMcf) X 1,732,470 1,171,682 1,722,215

EUR Oil (bbls) X 449,302 380,333 326,663

Initial Oil Production (bbls) 2

Decline Curve
Attributes

X 20,807 19,675 11,593
Initial Decline (fraction/month) X 0.35 0.36 0.13

b-factor X 1.2 1.0 0.2
Timestep Cumulative (months) X 25.3 21 18.8

Perforation Length (foot)

Well
Completion
Attributes

X 8480 8302 1959
Proppant per foot (lbs) X 1732 1718 548
Water per foot (bbls) X 43 44 14

Additive per foot (bbls) X 2.9 2.4 2.4
Azimuth (degrees) 3 X 166 163 8

Nearest Well Distance (feet) X 438 231 838
Percent in Zone (percent) X 97 100 10

True Vertical Depth (feet)
Spatial and
Reservoir
Attributes

X 8571 8828 993
Thickness (feet) X 460 415 188

Surface Hole Latitude (degrees) X 31.8253 31.7971 0.4093
Surface Hole Longitude (degrees) X −101.7740 −101.8346 0.3204

1 Mcf = thousand cubic feet. 2 DrillingInfo/Enverus quantifies initial oil production as the cumulative production
volume observed during a given well’s first full month of production [48]. 3 All wellbore azimuth trajectories
based on true north = 0 degrees.

The features within each data group from Table 2 have a specific role as part of the
hydraulic fracturing and oil/gas production process. The breadth of data features available
within the study dataset affords the opportunity to explore a multitude of aspects related
to unconventional oil and gas production in the Midland Basin. Data groupings and their
associated features are briefly described next.

• Well Performance Attributes: These features relate to fluid production for wells in the
study dataset. The dynamic features within the data group represent summation of
the three-stream (oil, gas, and water) empirically-derived monthly values at the well
level provided by DrillingInfo/Enverus. Data for these dynamic features is available
for each month in a given well’s productive lifetime. Therefore, the volume of this data
varies across wells depending on when they began production and how long wells are
kept online. The “Top 12-months” static features for oil, gas, and water were derived
via summation of the 12 largest observed values for each well based on monthly
dynamic feature data. This approach has been implemented in our prior work [12,23]
and has proven to effectively represent productivity potential for unconventional wells
that may or may not have been subject to disruptions to their production time series
profiles. Both the Top 12-months Oil and Gas features correlate strongly to well level
estimated ultimate recover (EUR) as indicated in Figure 4. The static EUR features
represent an estimation of the technically recoverable reserves at the well level. They
are calculated by DrillingInfo/Enverus [87] using a combination of historic production
data and a combination of Arps decline curve models [84].

• Decline Curve Attributes: These features are inherent to decline curve analyses based
on the Arps decline curve model [84]. The Arps model can be used to evaluate
oil and/or gas declining production rates over time. Time-dependent reduction in
hydrocarbon production can be attributed to reduced reservoir pressure as well as
the relative change in the volumes of the produced fluids. The approach can also be
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used to forecast hydrocarbon production into the future. The Arps approach is based
on fitting a mathematical decline model (either exponential, hyperbolic, or harmonic)
to empirical observations of an asset’s (i.e., well) performance history [88]. Well
features related to initial (oil) production, the initial decline, and degree of curvature
(b-factor) are the parameters related to the Arps model. Values for these features for
each well in the study dataset have been determined by Drillinginfo/Enverus [87].
The DrillingInfo/Enverus approach solves for the most appropriate Arps model
parameters that minimize the sum of squared errors based on empirical production
values for a given well [87]. DrillingInfo/Enverus restricts b-factors between 0 and
2. The b-factor is typically greater than 1 in unconventional shale plays given the
inherent low permeability rock matrix and resulting extended duration of transient
flow [89]; potentially a derivative of the bulk of empirical observations with shorter
producing timeframes [90].

• Well Completion Attributes: These features pertain to each well’s design and comple-
tion attributes as it relates to well placement, orientation, and hydraulic fracturing
design. The major hydraulic fracturing design features include the length of the perfo-
rated interval contacting the reservoir and the volume of proppant, water, and additive
used for hydraulic fracturing normalized to a per foot of perforated interval basis.
Proppant includes solids that may vary in size, shape or material type. They typically
consist of sand or engineered materials (i.e., resin-coated sand or high-strength ce-
ramic materials such as sintered bauxite) and are used to keep reservoir fractures open
and conductive following hydraulic fracturing [91]. Additives may serve a variety
of functions, with examples including the assurance of effective transport of water
and proppant downhole and throughout the reservoir, as well as to ensure sustained
hydrocarbon recovery after hydraulic fracturing. Specific components can tend to
vary from one well to another and from operator to operator. However, example con-
stituents include acids, friction reducers, biocides, pH adjusters, scale inhibitors, iron
stabilizers, corrosion reducers, gelling agents, and cross-linking agents [92,93]. Other
important well design characteristics captured in the dataset relate to the wellbore
lateral orientation, spacing distance to nearby wells, and the portion of the horizon-
tal perforated length within the targeted producing reservoir zone of interest. The
directional alignment (reflected by azimuth) is often a design choice by field operators;
one that is driven by the natural orientation of in situ stresses in targeted reservoir
producing zones. Horizontal segments of wells that are drilled along the minimum
horizontal stress often produce transverse fractures following horizontal fracturing.
This form of fracturing may improve drainage efficiency. As a result, well laterals
oriented properly on azimuth given natural in situ stress regimes may experience
higher productivity [5,92]. Well azimuth was approximated based on the geographic
orientation between each well’s surface hole latitude and longitude and lateral toe
latitude and longitude. Well spacing may provide insight into the field operator’s antic-
ipated drainage area based on the applied water and proppant intensity. Additionally,
spacing-related data can be helpful in determining if closely-spaced wells suffer from
possible interference from hydraulic fracturing operations (i.e., frack hits) or effects
from parent/child well interactions [94,95] from nearby wells. We approximated the
nearest well distance for each well in the dataset using the haversine formula and
bottom hole latitude and longitude coordinates to its closest well neighbor prior to
any dataset reduction. Percentage in zone is a metric which provides an indication
of the wellbore geo-steering efficiency of the horizontal lateral component. Drilling-
Info/Enverus provides this data readily for each well. Wells with a high portion of
their perforated segment in the targeted producing zone are more likely to be better
producers than those wells expected to deviate substantially off target. Each feature
in this data group is treated as static. In actuality, many of these features, such as
proppant, water, and additive per foot, could essentially vary over the life of any given
well due to refracturing campaigns.
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• Spatial and Reservoir Attributes: The features included attempt to best approximate
the variability that may exist in the geologic conditions which influence hydrocarbon
prominence and producibility that span the reservoirs of interest across the study
domain. True vertical depth and thickness (i.e., reservoir thickness) are provided from
DillingInfo/Enverus for each well. However, other relevant geologic characteristics
that are known to influence hydrocarbon production, such as total organic carbon,
porosity, hydrocarbon and/or water saturation, thermal maturity, reservoir pressure,
existence of fracture networks, and capacity of the reservoir(s) to be hydraulically
fractured [96–99], are not directly or readily available in bulk. Additionally, many of
these features are dynamic in nature and change over the duration of hydrocarbon pro-
duction (such as fluid saturation and pressure in the reservoir), while others essentially
remain static (such as porosity and thermal maturity) [100]. Each well’s locational
data (surface latitude and longitude) is used as a contingency means to approximate
geologic conditional variability known to vary spatially across the study area—an
approach widely used in other ML-based model development efforts occurring over
large spatial horizons [22,26,27,101].

A correlation matrix using Pearson’s Product-Moment Correlation is presented in
Figure 4 which provides quantitative indication of the linear relationship between each of
the various static features of interest. The analysis represented in Figure 4 is informative
specifically due to the fact that: (1) it suggests how attributes correspond to other attributes,
as well as with potential model outputs; and (2) it serves as a diagnostic check on data
quality to ensure data features are related in a fashion that is intuitive and confirmatory
based on heuristic understanding of the Midland Basin.
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The Pearson correlations alone highlight a number of noteworthy trends. For instance,
Figure 4 shows several positive relationships between many of the well performance at-
tributes representing fluid production with well completion attributes specific to hydraulic
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fracturing design. The attributes of top 12-month oil, water, and gas, as well as the esti-
mated EUR per well for both oil and gas are all positively correlated with increasing values
of perforation length, proppant, and water per foot. These relationships suggest greater
production results from well completion and hydraulic fracturing design upscaling; a
concept noted by others [22–24]. Additionally, the decline curve attributes show correlation
to both the well performance and well completion attribute features. Initial oil production
is mostly positively correlated to these attributes, while initial decline (for oil), as expected
is negatively correlated. The b-factor component is mostly uncorrelated to all features in the
dataset with the exception of a positive correlation to oil EUR, and therefore holds influence
over a well’s longer-term productive profile. Finally, worth noting are the correlations
associated with reservoir thickness and true vertical depth based on well location in the
basin. Moving west to east in the basin (based on surface hole latitude), Figure 4 suggests
the reservoirs become both shallower and thinner. In contrast, reservoirs trend thicker and
deeper when moving south to north (based on surface hole longitude). These correlations
are as expected based on interpretations of Midland Basin reservoir depth and thickness
isopaches and interpretations generated by the EIA [53,102], Hamlin and Baumgardner [61],
and Blomquist [74]. Based on this analysis, the dataset following outliers removed appears
representative and suitable for use in ML model development.

2.3. Data Preprocessing Prior to Model Training and Testing

An important data preprocessing step is applied that scales attribute data to consistent
ranges in order to (1) afford equal consideration to all attributes, (2) improve training
efficiency and, (3) increase numerical stability of the resulting models [103]. The data
scaling approach was implemented to both the static and time series parameters prior
to use in the following feature selection and ML model development steps (described in
Sections 2.4 and 2.5). For the feature selection and clustering, input and response features
were standardized to Z-values (Z) per Equation (1). For model training regarding the time
series joint associated fluid production model, all features were scaled (i.e., normalized in
this case) between 0 and 1 using linear mapping via Equation (2):

Z =
x− µ

σ
(1)

xnormalized =
x−minx

maxx −minx
(2)

where x represents feature values, µ is the feature mean value, σ is the feature standard
deviation, and minx and maxx represent the respective minimum and maximum values for
each dataset feature. The Z-score standardization step in Equation (1) rescales data for each
parameter to a standard normal distribution with a mean of 0 and a standard deviation
of 1. The data transformation from Equation (2) is used as a variant to the zero mean,
unit variance standardization from Equation (1). The authors have gleaned from recent
experience the effectiveness of 0 to 1 scaling in deep learning ML applications [104–107]
and are therefore applied it here. Predictions using finalized ML models are rescaled to
their normal unit ranges.

Following data standardization and/or normalization, project dataset features were
apportioned and merged into distinct dataset aggregates for use dependent upon the
machine learning model workflow they would be applied against. The workflows include
feature selection (Section 2.4), clustering (Section 2.5.1), or joint time series prediction
(Section 2.5.2). Each workflow utilized a distinct aggregate of the full project dataset.
However, the data features that were carried forward to each framework were largely
dependent on the results from the feature selection, described in Section 2.4.

2.4. Feature Selection Approach

Features (i.e., variables) that are strongly correlated are therefore linearly dependent
and may have almost correspondingly similar (if positively correlated) or opposing (if
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negatively correlated) effects on dependent variables of interest. The Pearson correlation
metric (presented in Figure 4) is limited to assessing linear relationships concerning two
features. However, important functional relationships between two or more features may
exist which may not be linear in nature. This can be true even if Pearson correlation
coefficients are close or equal to 0 [108].

Feature selection involves a systematic process to down-select a subset of the most
relevant features within the study dataset that strongly contribute to the ML model pre-
diction response. Utilizing fewer features (and eliminating redundant or non-informative
features) enables ML algorithms to train faster and more efficiently as well as decreases
the likelihood of ML algorithms overfitting to irrelevant input features [109]. This study
utilized recursive feature elimination with cross validation (RFECV) as a feature selection
approach. The objective was to establish a final set of input features from the variety avail-
able per Table 2 that would be commonly applied as part of both the clustering evaluation
and the development of the time series joint associated fluid production model.

The feature elimination component of the RFECV process searches for a subset of
features by starting with all features in the training dataset and fitting a ML algorithm
which is used as the estimator [109,110]. The estimator is trained on the original set of
features considered. A total of 14 input features (i.e., x data) are included in this study
which comprise variables associated with the “Well Completion Attributes”, the “Spatial
and Reservoir Attributes”, and the Top 12-months Oil listed in Table 2, as well as two
categorical variables that label the production wells evaluated based on their producing
reservoir group—either the Wolfcamp or Spraberry/Dean formations. Two features were
used as responses (i.e., y data) which comprise of the Top 12-month Water and Top 12-
Month Gas. Static data (e.g., Top 12-month Water or Gas) was used exclusively as part of
the RFECV instead of dynamic time series data (e.g., Monthly Water) in order to enable
more efficient training of the estimator model. The importance of each feature is acquired
following model training. The feature(s) with the lowest importance are then pruned from
original set of features [111,112]. The procedure is recursively repeated on the pruned set
and resulting model accuracy is calculated for each iteration—the process continues until a
single feature remains. The desired number of features can then be established [112,113];
typically set at the number of features that maximizes model performance, or where the
inclusion of additional features does not substantially improve model performance.

Random forest (RF) was used as the estimator in the RFECV process for this study.
RF-based models are considered advantageous in RFECV [114], most notably since they
possess the ability to measure the importance of each feature [115] based on mean decrease
impurity (described effectively by Hur et al. [116]). Prior to use in RFECV, the RF estimator’s
hyperparameters were tuned via k-fold cross-validation using five folds. In this process,
four folds of the training dataset are amassed to train models, and the remaining fifth fold
was used to test (i.e., validate) the performance of resulting prediction models. The step
was repeated so that each fold was ultimately used once for model validation while the
other k − 1 folds constitute the training set [117]. An exhaustive grid search occurs as part
of the cross-validation loop to tune hyperparameters. The RF estimator formulated on all
14 input data features is built on four folds training data for distinctive hyperparameter
combinations evaluated [118] as part of the grid search. Trained models were then used to
make predictions against held out fifth fold validation data. The process is repeated for
each combination of hyperparameters evaluated. The RF-specific hyperparameters tuned
as part of cross-validation includes (1) the number of trees in each forest ensemble and
(2) the minimum number of samples needed to split an internal node. The maximum depth
corresponding to each tree (i.e., limits the number of nodes in each tree) was unbounded.
The RF hyperparameter combination that provided for the best prediction accuracy while
avoiding over or underfitting was used for RFECV.

The RFECV process also involved k-fold cross-validation using five folds. For each
of the five RFECV fold iterations, 14 RF models were generated with the feature subset
size decreasing from 14 to 1. Resulting prediction model performance was evaluated
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by explained variance per Equation (3) which can effectively evaluate the multi-output
response nature of the RF estimator.

explained_variance(y, ŷ) = 1− Var{y− ŷ}
Var{y} (3)

where ŷ is the predicted value, y is the observed value, and Var is the variance (or square of
the standard deviation). The selected feature set from this process was then utilized as the
input features for performing the clustering analysis as well as for the time series-based
joint associated fluid production model. The results from RFECV is then used to inform
the feature sets used for both the clustering and time series machine learning steps of this
study (described in Sections 2.5.1 and 2.5.2 respectively).

2.5. Machine Learning Model Development and Evaluation

This section describes the various ML approaches implemented as part of this study,
the contribution of each towards the study objectives, and how their performance accuracy
was quantified. The ML approaches utilized included both supervised and unsupervised
methods, as well as the use of deep learning. Static data features that remained following
RFECV step were incorporated in ML-based workflows. Python (version 3) and packages
within the scikit-learn library [119] and Keras [120] were leveraged as part of the ML
workflow implementation.

2.5.1. Clustering Evaluation

The majority of the static features within the study dataset underwent evaluation via
k-means clustering [121], an unsupervised ML approach, prior to the development of the
joint associated fluid production model. This step was intended to identify congregations
of closely related wells based on their well completion, decline, well performance, and
spatial and reservoir attributes (Table 2). The goal of this step was to be able to harvest Arps
Decline properties (b-factor, initial production, and initial decline discussed previously)
and well completion attributes representative of given clusters; from which oil production
forecasts can be generated at the well level.

The k-means clustering process determines an optimal number of clusters based on
the input dataset features incorporated. Assuming dataset A of V-dimensional entities
ai ∈ A, for i = 1, 2, . . . , N, with N being the number of data entities in the dataset, k-
means creates K number non-empty separate clusters S = {S1, S2, . . . , SK} proximal to
centroids C = {c1, c2, . . . , cK}, by iteratively minimizing the sum of the within-cluster sum
of squared distances (WK, show in Equation (4)) between each centroid and the data entities
associated [122].

WK = W(S, C) =
K

∑
k=1

∑
i∈Sk

d(ai, ck) (4)

The term d(ai, ck) in (4) is the distance between data entity ai and the associated centroid
location ck. In this study, k-means analysis was performed over a wide arbitrary range
of values set to K = 1 through 30 to ensure sufficient volumes of clusters are evaluated to
determine an optimal.

Two heuristic algorithms were applied to determine the optimal number of clusters—
the Elbow method [123] and Hartigan’s Rule [124]. The Elbow method can be used to
visually evaluate Wk as a function of the number of clusters. The optimal number of
clusters occurs at the point in which adding another cluster does not result in a substantial
improvement to Wk. However, determining the optimal number of clusters through a
visual determination approach such as the Elbow Method can be highly subjective to the
evaluator’s judgement. Hartigan’s Rule provides an alternative cluster determination
approach and is based on comparing the resulting Hartigan’s Index, which is a ratio
between the Euclidean within-cluster sum of squared error based on k number of clusters
(i.e., Wk) to that based on k + 1 clusters (Wk+1). The rule utilizes the notion that when
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clusters are effectively separated, Hartigan’s Index (H(K)) becomes ≤10 and is taken as k to
be the optimal number of clusters.

The optimal number of clusters was determined based on the resulting H(K) for each
K = 1 through 30 evaluated. The Elbow Method was applied in tandem to provide a visual
heuristic complement to the resulting optimal K derived from Hartigan’s Rule.

2.5.2. Time Series Joint Associated Fluid Production Model

For forecasting under time series circumstances, a deep learning neural network based
on Long Short-Term Memory was developed for the joint prediction of associated water
and natural gas production as part of oil production operations (referred to as the joint
associated fluid production model [model]). The model objective is to provide the capability
to reproduce as well as forecast water and natural gas volumes produced at a given well
at monthly resolution based on the well’s: (1) Monthly oil production volume; (2) explicit
spatial and reservoir attributes (limited to the Spraberry/Dean and Wolfcamp Formations)
in the Midland Basin; (3) specific well completion attributes; (4) producing month number
(i.e., Timestep Cumulative data per Table 2), and (5) prior three-stream (oil, gas, and water)
production volumes relative to current time (t) = montht−1, montht−2, montht−3, and
montht−4.

LSTM are variants of Recurrent Neural Networks (RNN) which include memory func-
tions that enable networks to learn long-term dependencies. The conceptual basis behind
RNN is to utilize information where sequential dependencies exist so that output response
is influenced by prior, yet relevant elements in sequence. The inherent RNN “memory”
feedback component provides differentiation from “feedforward” neural networks (e.g.,
multilayer perceptron) where input data are independent from one another and strictly
flow from input to output [125]. As a result, RNNs are effective in evaluating sequences of
data, but are subject to gradient vanishing and struggle to handle longer-term sequential
dependencies [126]. LSTM is a choice RNN-based architecture for dealing with noted short-
comings under circumstances where temporal dependencies exist that span over several
time steps. Additionally, LSTMs have been shown to outperform and be advantageous to
traditional-based algorithms for time series forecasting such as autoregressive integrated
moving average (ARIMA) models [127,128].

The LSTM concept was first introduced by Hochreiter and Schmidhuber in 1997 [129]
and subsequently expanded and adapted by other since. LSTMs utilize a memory cell
structure (Figure 5) to handle both shorter and long-term dependencies in time series
datasets [130]. Short-term memory is captured as input from previous timestep cell output
(ht−1). The long-term memory component is reflected in the cell state (Ct−1). LSTM memory
cells have the ability to add or omit information to the cell state (i.e., Ct−1 → Ct), but only
does so through carefully regulated structures called gates. Network gates consist of either
sigmoid or hyperbolic tangent (tanh) activation coupled with pointwise multiplication
operations.
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Given the input data vector at time step t (Xt) and the previous time step LSTM cell
output (ht−1) instituted, the hidden state output for current LSTM cell (ht) is calculated per
the sequence discussed in the following bullets [129,134]:

• First, the forget game (ft) is utilized to determine information that becomes omitted
away from the cell state. New information introduced to the LSTM memory cell via
ht−1 and Xt undergoes sigmoid transformation, the result of which is output between
0 (becomes fully omitted) and 1 (becomes fully included) for each number in the cell
state Ct−1 per Equation (5).

ft = σ(U f Xt + W f ht−1 + b f

)
(5)

• The second step involves determining new information to be stored in the cell state;
this step occurs through two separate parts. The input gate (it) applies sigmoid
activation to ht−1 and Xt and is used to inform values that will be updated in the
cell state per Equation (6). Additionally, tanh activation generates a vector of new
candidate values (Zt), which could be included in the cell state per Equation (7).

it = σ(UiXt + Wiht−1 + bi) (6)

Zt = tanh(UzXt + Wzht−1 + bz) (7)

• The prior cell state Ct−1 is updated with new information to a new cell state Ct, via
Equation (8):

Ct = ftCt−1 + itZt (8)

• The final step generates output (ht) that leverages memory from the cell. The output is
a function of the new cell state Ct that undergoes some filtering via tanh activation as
well as from output from the output gate (ot). The mathematical expressions for these
steps are presented in Equations (9) and (10).

ot = σ(UoXt + Woht−1 + bo) (9)

ht = ot × tan h (Ct) (10)

The equation variables pertaining to U and W include, respectively, the weights to the
input data (Xt) and recurrent (ht−1) vectors. The b term is the bias for each gate.

Model architecture (Table 3) and hyperparameter settings were ultimately determined
via trial and error opposed to a more systematic approach such as cross-validation (CV)
with grid-search. The deep learning-based model requires a fairly extensive training
duration (trained on a personal computer requiring approximately five seconds to train per
epoch), therefore a holistic grid-search approach with CV to refine hyperparameter settings
was not considered practical. Ultimately, the model network consists of four hidden units
comprised of two stacked LSTM layers in a recurrent network fashion and two dense layers.
All hidden layers utilize sigmoid activation. The stacked LSTM architecture was used
given the noted successes demonstrated from comparable studies such as Sagheer and
Kotb, Utgoff and Stracuzzi, and Jie et al. that found improved modeling generalization
with deep, stacked structures over shallower architectures [31,32,135]. The hidden layer
sizes were set to vary as a function of the input size (input shape = 24 features) by 2×,
4×, 4×, and 2× accordingly. A masking layer was used as the network input layer. The
masking layer facilitates the omission of timesteps as part of sequence processing where
input data are noted as missing. Prior to model training, well-level input data time series
sequences are encoded via zero padding (post) into consistent sequence lengths [136].
Setting consistent sequence lengths for each well enables contiguous batch sizes as part of
model training and resetting of LSTM cell states following each batch. The masking layer
informs the network to skip timesteps where all input data = 0. The output layer enables
regression-based prediction and is a dense layer with linear activation consisting of two
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neurons; one handling the predicted response for natural gas production and the other
handling the predicted response for water production. All neurons are fully connected (no
dropout applied) between model layers.

Table 3. Summary of network architecture for the joint associated fluid production model.

Layer Type Activation Output Shape Trainable Parameters

Masking Not Applicable (None, 1, 24) 0
LSTM Sigmoid (None, 1, 48) 14,016
LSTM Sigmoid (None, 1, 96) 55,680
Dense Sigmoid (None, 1, 96) 9312
Dense Sigmoid (None, 1, 48) 4656
Dense Linear (None, 1, 2) 194

The inclusion of the dynamic well performance attributes of monthly oil, gas, and
water production results in a dataset size with 561,661 observations (224,421 of which are
not subject to zero padding) spanning 5561 wells at monthly resolution. Wells with less
than 12 months of production data were omitted from model training. The portion of the
project dataset used as part of the joint associated fluid production model development was
randomly segmented into training, validation, and testing datasets through an 80/10/10
percentage-based split. This approach implements a training, validation, and testing split
that maintains the temporal order of observations from the project dataset by keeping the
entire productive timeframe for a given well intact. For instance, 10 percent of the dataset
wells (based on American Petroleum Institute well ID number) were selected at random
to isolate a test dataset. All associated static and dynamic data was appropriately cross-
referenced to each well for use in model development. The same process was conducted
on the remainder of the dataset to isolate an additional 10 percent to serve as a validation
dataset. The data from the remaining 80 percent of the wells was used for training as part
of model training.

Early stopping was applied as an additional regularization step to combat overfitting.
This approach monitors the predictive performance of the model for every epoch during
training against predictions on the held-out validation set (56,156 observations; 21,732 of
which are not subject to zero padding) as a proxy for generalizing error. Model training
was discontinued when validation error was minimized conditional to the use of a patience
tolerance of 25 epochs. Model weight optimization was determined under mini-batch
gradient descent using the “Adam” adaptive learning rate optimization algorithm [137],
a batch size = 101 which is equal to the sequence length for each well with zero padding
applied, and epochs = 1000. The learning rate was set at 0.0001. Keras default settings for
first and second-momentum estimate decay rates as well as epsilon were used as part of
Adam implementation. Once trained, model performance accuracy was evaluated on the
10 percent subset holdout test data (56,156 observations; 23,044 of which are not subject to
zero masking). This step also provided additional confirmation that models were not over
or underfit. The performance metrics used as part of model training, early stopping, and
testing evaluation are discussed in Section 2.5.3.

The model is easily employed to replicate a given well’s historic water and gas pro-
duction with the use of required input data for the given month of interest. To generate
prediction forecasts for future time instances, we employed a recursive prediction approach
as explained by Ji et al. [138]. This strategy involves implementing the model in a t + 1 one
step ahead prediction functionality under multiple iterations through the desired prediction
horizon (t + h); where the prediction for the prior month (t) is used as an input for making
a prediction for the following month (t + 1). Assuming well completion attributes do not
change over time, these input features can be simply carried forward for all timesteps
predicted. However, oil production is a dynamic, time-dependent input and required
for forecasting water and gas volumes. Therefore, oil production forecasts that serve as
inputs to the model must be derived from another means; potentially reservoir simulation
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output, a separate ML oil production predictive model, or even though analytical methods
proposed by the likes of Fetkovich [88] and Arps [84].

2.5.3. Model Performance Evaluation

Our model performance was evaluated for the supervised learning-based joint associ-
ated fluid production model in two specific instances; (1) during model training against
both the training and validation data sets and (2) through analysis of goodness-of-fit for
simulated predictions against the test dataset. During model training, mean squared error
(MSE) is used as the loss function. Performance of the model is quantified by MSE at
each epoch against both the training and validation datasets; the latter provides an overall
generalization error estimate as well as an indication to potential overfitting if training and
validation MSEs begin to diverge substantially [139]. MSE is mathematically represented
in Equation (11):

MSE = N−1
N

∑
i=1

(yi − ŷi)
2 (11)

where N represents the length of the dataset, yi is the observed value, and ŷi is the simulated
or predicted response value.

The finalized joint associated fluid production model prediction performance was
evaluated by making predictions against the test dataset. A combination of MSE, root mean
squared error (RMSE), and R2 are used to evaluate model performance accuracy. RMSE
corresponds to the mean error between predicted and observed values and reflects the
variance of errors independent of sample size. As with MSE, smaller RMSE values are
associated with reduced mean error between predicted and ground-truth data compared to
model predictions where higher RMSE values occur [115]. RMSE provides a compliment to
MSE and R2, one expressed in the units of the response variable(s) of interest. The R2 metric
signifies the degree of correlation between simulated and observed values and is defined
as the regression sum of squares (SSRegression) divided by the total sum of squares (SSTotal).
R2 values are proportional to the data being evaluated and range between 0 and 1—higher
values represent smaller variations between the ground truth data and predicted values
and lower values may suggest little to no correlation exists. RMSE and R2 are described
mathematically in Equation (12) and Equation (13) respectively:

RMSE =

√√√√N−1
N

∑
i=1

(yi − ŷi)
2 (12)

R2 =
SSRegression

SSTotal
= 1− ∑N−1

i=0 (yi − ŷi)
2

∑N−1
i=0 (yi − y)2 (13)

The overbar above variables per Equation (13) indicates the mean value for the com-
plete dataset of ground truth observations considered.

2.6. Oil Forecasting

Monthly oil production estimates are needed in order to predict the associated gas and
water production for wells in the study area using the LSTM-based deep learning time series
joint associated fluid production model. We utilized the Arps decline curve model [84]
to enable oil forecasts, either for (1) new (theoretical) wells where no historic production
exists or (2) to extend historical production for existing wells. The Arps hyperbolic decline
model, common for lower permeability shale production [140], is applied per Equation (14)
to forecast oil production at the well level:

q =
qi

(1 + bDit)
1
b

(14)
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where q is the monthly oil production (bbls/month), qi is the initial oil flow rate (bbls/month),
b is the decline component which is dimensionless, Di is the initial decline constant (frac-
tion/month), and t is the production month (month). The Arps models have shown to
provide for reliable hydrocarbon history matches (even in cases with b > 1) and affords
simplicity in their use [141]. However, the hyperbolic model can tend to over approximate
reserves when extrapolated without constraints to long-term transient flow considera-
tions [140,142]. Therefore, in this study, Equation (14) is only applied to forecast oil in short
durations (limited to 60 months).

3. Results and Discussion

The following subsections outline key results as part of model development, evalu-
ation, and application associated with the various machine learning workflows applied
throughout the study to enable joint associated fluid production time series prediction
capability.

3.1. Feature Selection Results

The feature selection step using RFECV and feature importance evaluation helps estab-
lish final sets of input features that can be applied as part of both the clustering evaluation
and the development of the time series joint associated fluid production model. Results
from this analytical step are described here, but can be found in detail in Appendix A.
Informed from the findings from RFECV and importance evaluation, two distinct dataset
aggregates (in addition to the set used for feature selection) are created; one for clustering
and another for the time series-based joint associated fluid production model training and
testing (Table 4).

Table 4. Summary of feature inclusion for the various dataset aggregates. Each feature is demarcated
for inclusion into the associated dataset aggregates as an input feature (x) or a response feature (y).

Dataset Features Data Group Feature Selection Clustering Joint
Time Series Prediction

Monthly Oil (bbls) (t through t − 4)

Well Performance
Attributes

x
Monthly Gas (Mcf) (t through t − 4) y

Monthly Water (bbls) (t through t − 4) y
Top 12 Months Gas (Mcf) y x
Top 12 Months Oil (bbls) x x

Top 12 Months Water (bbls) y x
EUR Gas (MMcf)

EUR Oil (bbls)

Initial Oil Production (bbls)
Decline Curve

Attributes

x
Initial Decline (fraction/month) x

b-factor x
Timestep Cumulative (months) x

Perforation Length (foot)

Well Completion
Attributes

x x x
Proppant per foot (lbs) x x x
Water per foot (bbls) x x x

Additive per foot (bbls) x x x
Azimuth (degrees) x x x

Nearest Well Distance (feet) x x x
Percent in Zone (percent) x

True Vertical Depth (feet)

Spatial and Reservoir
Attributes

x x x
Thickness (feet) x x x

Surface Hole Latitude (degrees) x x x
Surface Hole Longitude (degrees) x x x

Wolfcamp (yes/no) x
Spraberry/Dean (yes/no) x
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Table 4 highlights the specific dataset features that make up each dataset aggregate.
Based on findings from RFECV, 11 static features were selected and three omitted from the
feature selection dataset for consideration in analysis moving forward. The down-selection
includes omission of the features with the three lowest values of feature importance; which
include percent in zone and the two categorical variables demarcating wells completed in
either the “Spraberry/Dean” or “Wolfcamp” formations. The remaining data features are
used for each of the following associated subsequent project tasks described in Section 3.2
(clustering) and Section 3.3 (the joint time series associated fluid production model).

3.2. Cluster Analysis

The results from the k-means clustering analysis are exhibited in Figure 6. Clustering
results are presented in the context of both the Elbow method and Hartigan’s rule; both
of which are used in tandem to select a representative number of well clusters from the
study dataset where adding another cluster does not result in any substantial improvement
to within-cluster sum of squared error. The visual heuristic results for the Elbow method
suggest an appropriate cluster count falls somewhere between roughly 17 and 21 clusters
(Figure 6A). The Hartigan Solution in Figure 6B explicitly identifies 18 clusters as optimal,
and that adding the 19th cluster (where 19 is the k + 1 cluster where the Hartigan Index
ratio between k and k + 1 is ≤10) results in negligible reductions to within-cluster sum of
squared error.

Wells within the study dataset were mapped to their corresponding cluster and then
plotted to inspect clustering distribution across the study area (Figure 7). An initial obser-
vation is that the resulting distribution of well clusters appears influenced by more so than
just three-dimensional placement characteristics. For instance, clusters five and 14 (dark
green and dark purple respectively) span a large area and occur over a variety of burial
depths. Although the specific reasoning for cluster assignment is not analyzed in detail
as part of this study, it is likely that non-spatial features related to well completion design,
well performance, and reservoir thickness were influential for the commonalities of wells
in these clusters. However, in certain cases, wells within certain clusters are in close spatial
proximity. This seems true for cluster eight (red) in the southern portion of the basin as
well as cluster 15 (light yellow) in the northeast portion of the basin. Table A2, presented in
Appendix C in this study, provides a summary of descriptive statistics for wells making up
each cluster.
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on Python’s zero-based indexing). The top (A) is a three-dimensional representation of well data
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Arps decline properties can be extracted that are representative of the wells common
to each cluster. These properties can then be used to forecast oil production at the well
level using the Arps model per Equation (14). Figure 8 shows the distribution of the Arps
decline properties for each cluster. Based on the distribution of these properties across
clusters, oil production trends, and therefore associated gas and water, are expected to vary
across clusters as well.
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Multiple one-way Analysis of Variance (ANOVA) were conducted to evaluate the 
similarity or disparity of the Arps decline properties within and across each cluster as a 
way to statistically infer and differentiate variability in oil production trends across clus-
ters. ANOVA is a parametric statistical technique used to compare different datasets—
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initial decline, and b-factor. Null hypotheses are rejected at a significance level of α = 0.05. 
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on well cluster groupings. Therefore, a Tukey’s test was performed for each of the three 
Arps attributes across the 18 well clusters. The post hoc Tukey’s test (Table A1—shown in 
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to b-factor (A–J). From an Arps model perspective, higher oil productivity is tied to larger 
values of initial oil production and b-factor and smaller values of initial decline. The anal-
ysis of variance and Tukey’s pairwise comparison tests are performed using Minitab 18 
Statistical Software. 

3.3. Joint Associated Fluid Production Model Training and Performance 
The predictive performance of the model as a function of training epoch is presented 

in Figure 9. The figure depicts the associated model loss (as MSE where model predictions, 
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Figure 8. Box-and-whisker plots of Arps decline curve attributes calculated for wells within each
cluster; including (A) initial oil production, (B) initial decline, and (C) b-factor. Boxes extends from
the 25th to 75th quantile values of the data. A line occurs at the median (50th quantile). Green
triangles occur at the mean value. Whiskers extend to the minimum and maximum values of the
data absent outliers.

Multiple one-way Analysis of Variance (ANOVA) were conducted to evaluate the
similarity or disparity of the Arps decline properties within and across each cluster as
a way to statistically infer and differentiate variability in oil production trends across
clusters. ANOVA is a parametric statistical technique used to compare different datasets—
specifically equality associated with their means and the relative variance between
them [143–145]. In this case, the independent variable evaluated was the cluster num-
ber, which included 18 levels [0 through 17]. The dependent variables included initial
oil production, initial decline, and b-factor. Null hypotheses are rejected at a significance
level of α = 0.05. ANOVA can provide insights into the overall significance of the well
clusters and corresponding Arps decline properties, but the test cannot inform exactly
where differences lie. Following ANOVA, Tukey’s Test [143,146] are used post-hoc to
compare pairs of means for Arps decline attributes for which null hypotheses are rejected
across each of 18 well clusters. The overall significance level is assumed α = 0.05 for testing
pairwise mean comparisons. ANOVA results yielded significant variation for all Arps
attributes among well cluster as a condition, p < 0.05. No Arps attribute was determined to
be insignificant based on well cluster groupings. Therefore, a Tukey’s test was performed
for each of the three Arps attributes across the 18 well clusters. The post hoc Tukey’s test
(Table A1—shown in Appenix B) highlights which clusters, and therefore Arps decline
attributes, differed significantly from cluster to cluster at α = 0.05. Clusters in Table A1
(shown in Appendix B) that do not share a Tukey’s Group are considered significantly
different from each other. The Tukey’s Group lettering [A through L] are order based
on the cluster with the highest mean value for the given attribute of interest relative to
the other Tukey’s Groups. Tukey’s test results indicate that out of 18 different clusters,
there are 12 statistically different cluster given initial oil production groupings (A–L), only
eight statistically different cluster exist regarding initial decline (A–H), and 10 statistically
different clusters in regard to b-factor (A–J). From an Arps model perspective, higher oil
productivity is tied to larger values of initial oil production and b-factor and smaller values
of initial decline. The analysis of variance and Tukey’s pairwise comparison tests are
performed using Minitab 18 Statistical Software.

3.3. Joint Associated Fluid Production Model Training and Performance

The predictive performance of the model as a function of training epoch is presented
in Figure 9. The figure depicts the associated model loss (as MSE where model predictions,
training data, and validation data values are in normalized form between 0 and 1) following
the update of network weights prompted by new estimates of the error gradient following
each training epoch. Given the consistency of the trends in validation and training loss, the
model appears to demonstrate a suitable fit to the training data with no suggestion of over
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or underfitting, indicating the model’s overall effectiveness at generalizing associated fluid
production. The application of early stopping ended model training after 918 epochs, re-
sulting in a minimal generalization gap between training (1.16 × 10−4 MSE) and validation
(1.15 × 10−4 MSE) performance.
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Figure 9. Learning curves for the joint associated fluid production model over training epochs.

The model’s predictive performance summary against both the training and test
dataset set is compared in Table 5. Performance metrics presented in Table 5 are based on
the response data transformed from normalized states per Equation (2) back into original
units (Mcf and bbls) relative to each fluid stream. Overall, there is little disparity for model
performance between the training and held-out test data, as well as marginal difference in
the model’s ability to predict either water or gas.

Table 5. Model results for prediction on the training and test dataset.

Predicted Value
Training Data Test Data

R2 MSE RMSE R2 MSE RMSE

Monthly Gas (Mcf) 0.930 7.63 × 106 2762 0.931 7.54 × 106 2746
Monthly Water (bbls) 0.914 6.72 × 106 2593 0.899 7.35 × 106 2710

Joint Prediction (Monthly Water and Gas) 0.922 7.17 × 106 2679 0.915 7.44 × 106 2728

The prediction performance is visually compared with observed data from the test
dataset in Figure 10. The parity plots (Figure 10A,C) provide a visual depiction of the
model’s prediction to actual observed water or gas production on a monthly basis. The R2

metric (listed in Table 5) is used to quantify the correlation of actual to predicted monthly
production data as part of the comparison in Figure 10. Model performance that would
perfectly generalize production trends would have an R2 of one, and all data would fall
exactly along the black dotted lines (i.e., 1-to-1 match) provided for reference. The model’s
joint predictive capability is fairly strong overall; however, the model is slightly more
accurate at predicting monthly gas on holdout data compared to water. Data is color coded
by producing formation and sized by the production month to provide visual indicators
for potential glaring trends in residual patterns. Fortunately, none seem to exist given that
no irregularities in model residuals for either formation occur based upon visual inspection
of the Figure 10 parity plots.
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Figure 10. Parity plots of model performance comparing predicted values for monthly gas (A) or
water (C) against actual values (i.e., observations) for wells in the test dataset. Additionally, the
density of data within plot area pixels is provided for gas (B) and water (D). Density plots zoom to
focus on the 0 to 80,000 bbls or Mcf fluid volume range where the majority of test data occurs.

Figure 10B,D also features visual depictions of the density of data within each pixel
of the x and y plotting area. Pixel coloration is based on the amount of data at a given
x and y pixel. Viewed in isolation, the parity plots can be a bit challenging to assess the
distribution of data around the 1-to-1 line given the large volume of data presented within
and the spread throughout the plotting space. The density plots emphasize where higher
aggregations of data fall and where model residual (variation from the 1-to-1 line) are
most prominent. The majority of monthly gas and water predictions compared to test
data actuals fall along the 1-to-1 line and residuals appear evenly distributed at all fluid
production volumes. Density plots are zoomed in to focus on the 0 to 80,000 bbls or Mcf
fluid volume range where the majority of test data occurs.

Figure 11 shows replication of the production history for water and gas for four
different randomly selected wells within the test dataset. Predictions using the joint
associated fluid production model stop when known production observations end. Solid
lines in Figure 11 depict actual production data for oil (green), water (blue), and gas (red)
from each of the four wells. Red and blue dots indicate prediction responses for LSTM-
based joint associated fluid production model. For reference, a brief review of each well
evaluated in Figure 11 is provided in the bullets below:

• Well 1: Located in central Martin County producing from the Lower Spraberry with
an 8409-foot perforated length, and placed at a total vertical depth of 9334 feet below
ground surface.
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• Well 2: Located in northern central Midland County producing from the Wolfcamp
B with a 7142-foot perforated length, and placed at a total vertical depth of 9673 feet
below ground surface.

• Well 3: Located in southeastern Midland County producing from the Wolfcamp B
with a 6722-foot perforated length, and placed at a total vertical depth of 9383 feet
below ground surface.

• Well 4: Located in western Martin County producing from the Wolfcamp C with a
4855-foot perforated length, and placed at a total vertical depth of 10,031 feet below
ground surface.
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Figure 11. Replication of production history using the joint associated fluid production model for
four test dataset wells.

Prediction results in Figure 11 are encouraging given the favorable replications of water
and gas production profiles, even under circumstances that include irregular production
trends. Worth noting is that the actual production trends for oil, water, and gas for each of
the four wells evaluated are dissimilar in nature, yet the model is effective in replicating
production profiles. Noted discrepancies in predictions to actual monthly flows seem to
most commonly occur when highly transient (i.e., spikes or rapid falloffs) events transpire.
However, given that the model input features are heavily dependent on prior timestep
flows for oil, water, and gas, the model appears to adjust to transient events in making next
timestep predictions.

Results to this point have been based on comparison of model prediction to replicate
known production flows from wells within the test dataset. However, one of the func-
tionalities of a time series-based model lies in the ability to forecast into the future where
no observations exist. We implement the model under a recursive multi-step forecasting
strategy as a way to predict gas and water production trends past existing wells’ known
producing timeframes, as well as for generating production outlooks for new, theoretical
well sites. Under this strategy, the model is used to make a prediction at time t, then the
predicted values are appended to the input dataset to serve as prior month flow input data
for predicting at time t + 1. Oil predictions via the Arps model are incorporated as part
of the input dataset to enable prediction at time t, t + 1, through t + h where h = the total
producing months prediction horizon. This process is repeated in a recursive manner until
the t + h is reached. A simple exponential forecast smoothing function [147] is applied at
t > 24 months where the t + 1 prediction is a sum of model’s t + 1 estimate plus the prior
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t value in a weighted 90/10 percentage contribution. Past the t > 24 months producing
timeframe, observed monthly water and gas values for wells in the study dataset are
frequently at the scale (or lower) of the model prediction error (roughly 2500 to 2600 RMSE
in Mcf or bbls per month as per Table 5). The smoothing approach ensures stability in the
forward predictions as part of the recursive implementation of forecasts.

Since the joint associated fluid production model is a purely data driven model, it
may be limited at making sound predictions for: (1) circumstances where low quantities
of data to train models exists; and (2) timeframes that extend far beyond the extent of the
production durations for wells in the training data. Over 80 percent of the wells in the study
dataset have well production timeframes less than 60 months (Figure 12). After 60 months,
the volume of well data becomes sparse, especially for Spraberry/Dean wells. Additionally,
as discussed in Section 2.6, the application of the Arps model over the long-term with high
b-factors using the hyperbolic model may overestimate hydrocarbon production. Plus,
the recursive prediction strategy can suffer from error accumulation and propagation,
particularly when the forecasting horizons increase [148,149]. These potential limitations
serve as the basis for setting our constraint to limit forecasts to shorter-term predictions.

Results in Figure 13 show forecasted production for oil, water, and gas for four
different wells; three of which (Wells A, B, and C) are existing wells selected from the
test dataset and the fourth (Well D) is a theoretical well based on the dataset mean values
for input features common to Cluster 13 (see Table A2 in Appendix C). Cluster 13 was
selected as an example for analysis here since it contains a realitvely large mean initial
oil production and encompases a substantial portion of the well count from the study
dataset; the majority of which are Wolfcamp wells. Forecasts using the joint associated
fluid production model intentionally stop at 50 months under all cases regardless of well
production history. Solid lines in Figure 13 depict actual production data for oil (green),
water (blue), and gas (red). Red, green, and blue dots represent the montly forecasts for the
Arps (oil) and joint associated fluid production model (water and gas).
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Figure 13. Gas and water prediction forecast using the joint associated fluid production model
leveraging oil forecast outlooks generated from the Arps model.

For reference, a brief review of each well evaluated in Figure 13 is provided in the
bullets below:

• Well A: Located in northern Upton County producing from the Wolfcamp A with a
7745-foot perforated length, and placed at a total vertical depth of 9476 feet below
ground surface.

• Well B: Located in western Irion County producing from the Wolfcamp B with a
10,114-foot perforated length, and placed at a total vertical depth of 6709 feet below
ground surface.

• Well C: Located in southern Glasscock County producing from the Wolfcamp A with
a 10,261-foot perforated length, and placed at a total vertical depth of 7976 feet below
ground surface.

• Well D: Theoretical well representative of Cluster 13 (see Table A2 in Appendix C for
specifics) based on a 9870-foot perforated length, an initial monthly oil production of
26,324 bbls, and placed at a total vertical depth of 9128 feet below ground surface.

4. Oil, Gas, and Water Production Outlook

The joint associated fluid production model has been applied in combination with the
Arps model to generate oil, gas, and water production outlooks for each of the 18 clusters
identified in Section 3.2 (Table 6). The outlooks were generated at the well level for a single
hypothetical well representing each cluster. The hypothetical wells that represent each
cluster are attributed well completion, decline curve, and spatial and reservoir attributes
set to the cluster’s mean value for each. Outlooks include the cumulative first and five-year
estimates for production totals (Table 7). The suite of data presented in Table A2 in the
Appendix C is a digest of attribute statistics (most notably mean, standard deviation, and
interquartile range [IQR]) as well as cumulative production outlook estimates from the
combination of the Arps and joint associated fluid production models for each cluster.
Additionally, this collection of data is intended to serve as a guiding resource for assessing
the potential volumes of produced fluids associated with oil production in the Midland
Basin based on well completion design considerations and placement within the basin.
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Table 6. Inventory of first year and cumulative five-year production estimates for a hypothetical
representative well within each Midland Basin Well Cluster.

Response Feature Outlook Year
Midland Basin Well Cluster Number: 0 through 8

0 1 2 3 4 5 6 7 8

Cumulative Oil (Mbbls)
1st year 77 111 147 100 38 181 86 82 73
5-years 154 282 275 183 74 346 156 169 145

Cumulative Gas (Bcf)
1st year 0.16 0.20 0.25 0.15 0.12 0.27 0.25 0.13 0.22
5-years 0.29 0.58 0.62 0.23 0.23 0.60 0.76 0.21 0.79

Cumulative Water (Mbbls)
1st year 154 230 268 181 102 304 200 162 182
5-years 289 587 545 347 175 659 358 324 328

Response Feature Outlook Year
Midland Basin Well Cluster Number: 9 through 17

9 10 11 12 13 14 15 16 17

Cumulative Oil (Mbbls)
1st year 141 89 80 87 160 135 129 237 50
5-years 281 173 168 167 328 265 279 465 91

Cumulative Gas (Bcf)
1st year 0.26 0.14 0.12 0.15 0.31 0.22 0.22 0.34 0.12
5-years 0.57 0.19 0.16 0.27 0.91 0.50 0.45 0.85 0.27

Cumulative Water (Mbbls)
1st year 271 185 170 171 306 249 265 373 111
5-years 574 364 287 332 684 515 621 879 178

Table 7. Summary of the highest and lowest predicted production totals and associated cluster
groups.

Metric
Oil Production Natural Gas

Production Water Production Gas-to-Oil Water-to-Oil

Mbbls Cluster Bcf Cluster Mbbls Cluster Bcf/Mbbl Cluster Mbbl/Mbbl Cluster

Highest 1st year 237 16 0.34 16 377 16 0.0014 16 1.59 16
Highest 5 years 465 16 0.91 13 879 16 0.0020 11 1.89 11
Lowest 1st year 38 4 0.12 4 and 11 102 4 0.0032 4 2.68 4
Lowest 5 years 74 4 0.16 11 175 4 0.0022 8 2.36 4

The predictions for each cluster appear aligned to typical volumes of in-field produc-
tion trends for wells in the Midland Basin. For instance, our predicted production totals
in Table 7 when compared in the context of water-to-oil and gas-to-oil ratios appear in
range with those reported in literature [49,150–152]. For instance, the ratios from estimated
production throughout the first producing year from Table 7 values range from approxi-
mately 1.57 to 2.68 bbls/bbls for water-to-oil across clusters (with a mean of 2.03]) and 1.43
to 3.15 thousand cubic feet (Mcf)/bbl for gas-to-oil across clusters (with a mean of 1.94).
Cumulative produced water and gas (to-oil) estimates after 5-years or production are in
the ranges reported by Rassenfross [49] and Kondash et al. [79] respectively. Additionally,
the predictions capture increasing gas-to-oil ratio trends as wells becomes older [153];
not uncommon to unconventional plays, particularly when production causes reservoir
pressures to fall below the bubble-point [154].

Table 7 highlights several major takeaways from the digest presented in Table 7;
particularly the cluster groups estimated to have the highest or lowest totals for (1) oil, gas,
and water production per well, as well as (2) associated fluids normalized to a barrel of oil
produced. The results indicate that Cluster 16 is the best oil producer for the first producing
year and through five years of production. Cluster 16 also is noted to be comparatively
efficient versus other clusters based on the ratio of associated fluids volumes produced with
oil; particularly for the first year of production. Cluster 4 is the lowest oil producing cluster
and highly inefficient regarding the associated fluids volumes produced with oil. Cluster 1
produces some of the largest volumes of associated water and gas, but only produces oil
near the average for all clusters. As a result, Cluster 1 is one of the most inefficient clusters
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in terms of oil to gas and oil to water production ratios in addition to Cluster 4. Clusters
3, 5, 11, and 16 are noted as relatively more “efficient” clusters than others based on their
higher oil to gas and oil to water producing ratios for both the first producing year and
through 5 years. Overall, clusters 1, 4, 6, 8, and 17 appear to be the least efficient regarding
associated fluid production normalized to oil.

We performed one last analytical case study using the data in Table 7 to generate
production volume outlooks in regards to associated fluid production in the Midland
Basin. Specifically, first and five-year production outlooks are generated at the basin-level
under three development scenarios that comprise of a new fleet of wells built on different
contributions of wells common to certain cluster groups. The scenarios include:

• Scenario 1: high efficiency development—25 percent contribution of wells from clus-
ters 3, 5, 11, and 16

• Scenario 2: low efficiency development—20 percent contribution of wells from clusters
1, 4, 6, 8, and 17

• Scenario 3: diversified development—contribution of wells from each cluster ran-
domly assigned under equal probability per cluster

An average of 1842 wells have been spud per year in Spraberry/Dean and Wolfcamp
formations in the Midland Basin from 2017 to 2019 based on the study dataset. The
generated outlooks under each of the three scenarios evaluated are therefore based on a
theoretical new well fleet of 1842 wells in each scenario. Production outlooks for oil, water,
and gas volumes produced from the new well fleet in the first year and through five years
of production are shown in Figure 14.

Processes 2022, 10, x FOR PEER REVIEW 31 of 44 
 

 

Table 7. Summary of the highest and lowest predicted production totals and associated cluster 
groups. 

Metric 
Oil Production 

Natural Gas  
Production Water Production Gas-to-Oil Water-to-Oil 

Mbbls Cluster Bcf Cluster Mbbls Cluster Bcf/Mbbl Cluster Mbbl/Mbbl Cluster 
Highest 1st year 237 16 0.34 16 377 16 0.0014 16 1.59 16 
Highest 5 years 465 16 0.91 13 879 16 0.0020 11 1.89 11 
Lowest 1st year 38 4 0.12 4 and 11 102 4 0.0032 4 2.68 4 
Lowest 5 years 74 4 0.16 11 175 4 0.0022 8 2.36 4 

We performed one last analytical case study using the data in Table 7 to generate 
production volume outlooks in regards to associated fluid production in the Midland Ba-
sin. Specifically, first and five-year production outlooks are generated at the basin-level 
under three development scenarios that comprise of a new fleet of wells built on different 
contributions of wells common to certain cluster groups. The scenarios include: 
• Scenario 1: high efficiency development—25 percent contribution of wells from clus-

ters 3, 5, 11, and 16 
• Scenario 2: low efficiency development—20 percent contribution of wells from clus-

ters 1, 4, 6, 8, and 17 
• Scenario 3: diversified development—contribution of wells from each cluster ran-

domly assigned under equal probability per cluster 
An average of 1842 wells have been spud per year in Spraberry/Dean and Wolfcamp 

formations in the Midland Basin from 2017 to 2019 based on the study dataset. The gen-
erated outlooks under each of the three scenarios evaluated are therefore based on a the-
oretical new well fleet of 1842 wells in each scenario. Production outlooks for oil, water, 
and gas volumes produced from the new well fleet in the first year and through five years 
of production are shown in Figure 14. 

 
Figure 14. Oil, water, and gas production volumes under three different development scenarios for 
the Midland Basin. Each scenario assumes 1842 new wells drilled and completed. 

First year production volumes range from approximately 132,000 to 275,000 Mbbls 
oil, 304,000 to 473,000 Mbbls water, and 335 to 405 Bcf of gas across the three scenarios 
constructed. Production volumes through five years extend from 276,000 to 535,000 Mbbls 
oil, 599,000 to 1,000,000 Mbbls of water, and 847 to 969 Bcf of gas. Results emphasize the 
notion that development choices regarding well design and placement (varied here by 
clusters implemented) have considerable implications on resulting fluid production out-
looks. Worth noting is that under Scenario 1, where well deployment is limited to the 
clusters with the highest oil to associated fluid efficiencies, the largest volumes of associ-
ated water are produced compared to other scenarios. Associated gas, however, is the 
lowest out of all three scenarios. On the other hand, well development under Scenario 2 

Figure 14. Oil, water, and gas production volumes under three different development scenarios for
the Midland Basin. Each scenario assumes 1842 new wells drilled and completed.

First year production volumes range from approximately 132,000 to 275,000 Mbbls
oil, 304,000 to 473,000 Mbbls water, and 335 to 405 Bcf of gas across the three scenarios
constructed. Production volumes through five years extend from 276,000 to 535,000 Mbbls
oil, 599,000 to 1,000,000 Mbbls of water, and 847 to 969 Bcf of gas. Results emphasize
the notion that development choices regarding well design and placement (varied here
by clusters implemented) have considerable implications on resulting fluid production
outlooks. Worth noting is that under Scenario 1, where well deployment is limited to the
clusters with the highest oil to associated fluid efficiencies, the largest volumes of associated
water are produced compared to other scenarios. Associated gas, however, is the lowest out
of all three scenarios. On the other hand, well development under Scenario 2 results in the
lowest comparative volume of oil produced, but also generates the highest 5-year volumes
of associated gas compared to other scenarios. Additionally, produced fluid volumes are
likely to scale accordingly based on the number of wells that come online. Additional
deployment scenario analyses could be explored using data in Table A2 to evaluate the
influence of coupled well design, placement, and volume on produced fluid outlooks.
Based on the approximate percentage of gas flared to gas produced in the Midland Basin
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per Leyden (2.35 percent of total), roughly 20 to 23 Bcf of gas would be flared over the
five-years of production based on the results presented in Figure 14.

While this is a relatively straightforward example, it is nonetheless effective for quan-
tifying produced volumes of both natural gas and water based on potential O&G devel-
opment considerations. The outlooks can aid operators when formulating management
or remedial solutions for the volumes of fluids expected. However, this analysis only
includes production outlooks for the new wells considered and does not incorporate legacy
production from wells producing prior to the installation of the new well fleet or those
wells that come online afterwards. Production outlooks for natural gas or oil are highly
dependent on a multitude of factors, including the typical production profiles of individual
wells over time, the cost of drilling and operating those wells, the prospective economic
return generated by those wells, the prevailing economic conditions related to O&G supply
and demand, the intensity in which new wells are drilled, completed, and turned online,
and the available prospective area remaining for a given play [29,155–157]. Forecasting
associated water and gas would also be subject to similar factors. Therefore, alternative
scenario formulations could be used to reflect different basin development outlooks than
the one’s analyzed here.

5. Conclusions

In this paper, we have introduced a data-driven modeling framework that combines
supervised and unsupervised ML approaches. The findings from this study suggest that the
approach and combination of machine learning strategies provides for a capable time series
predictive model that can be used to either reproduce or forecast cumulative volumes of
natural gas and water produced alongside oil at the well level. The intent of the supervised
learning component was to produce a deep learning-based model with the capability to
generate reliable estimates of produced water and natural gas in a time series manner
based on well completion and placement decisions. The unsupervised learning aspect
established groupings of related wells, enabling a straightforward method to deduce Arps
Decline, well completion, and reservoir and spatial attributes characteristic of each cluster
group. The ensemble of the supervised and unsupervised elements of this work facilitates
a means to forecast oil, water, and natural gas production at the well level as influenced by
specific development considerations. Well level three-stream production volumes can be
used to scale up outlooks at the pad, field, or basin-level (as demonstrated in Section 4).
The framework has been applied to the producing extent of the “Wolfberry” within the
Midland Basin. However, since the overall analytical approach is based on readily available
datasets common to public sources, it could be easily modified for use in other mature
unconventional O&G producing regions.

Major environmental concerns regarding shale O&G development are associated to
water usage, induced seismicity via wastewater disposal, and flaring (and possible venting)
of produced natural gas. The framework presented in this study can be leveraged to
help support the formulation of management and/or remedial strategies based on the
volumes of fluids expected from unconventional O&G development operational conditions.
Study results have highlighted the variability in noted water and gas volumes produced
depending on wellbore design and placement considerations—a finding which suggests
that forecasting is a nontrivial task. Table 6, Table 7, and Table A2 provide quantitative
insight that can reduce the burden in estimating associated fluid production for future wells.
Data compiled in Table A2 summarizes the potential volumes of produced fluids associated
with oil production across the study area given well completion design considerations
and placement within the basin. These data can be used to build out three-stream fluid
production outlooks for the Midland Basin. Forward-looking production outlooks for oil,
water, and natural gas as highlighted in Figure 14 are highly dependent on the nature
of well design and placement considerations of the subsequent fleet of wells (as well as
legacy production from existing wells). However, many of these design choices that would
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determine the composition of the out-year fleet of wells can be strongly influenced by
external economic or market-driven factors.

Potential follow-on work could be beneficial in addressing possible limitations and
imposed constraints in the research presented here; as well as build off of the opportunities
this study creates. For instance, the within-cluster variation in decline curve, well com-
pletion, and spatial and reservoir attribute data noted in Table A2 affords the opportunity
towards a more stochastic analytic approach as a complement to the deterministic strategy
using mean values presented in this study. A potential area for improvement to the study
in regards to the model development pertains to limited access to geologic data which
could be used as inputs. Readily available geologic data at the well level in large volumes
is uncommon. Nevertheless, the inclusion of additional geologic characteristics that are
known controlling factors to unconventional oil and gas recovery [158] may provide added
utility in data-driven ML modeling. Additionally, our study was without access to key
time series data pertaining to how wells were operated (i.e., choke, bottom-hole pressure,
lift type), the result of which presents a challenge in integrating the human element as
part of the forecasting component. In regards to forecasting oil production, gradual or
abrupt changes in the producing rate of a well due to reservoir depletion, fluctuation in
bottom-hole producing pressure, and changes in conditions in or immediately adjacent to
the wellbore are not directly considered when using the Arps models alone. Lastly, poten-
tial model performance improvement gains might be realized thorough the development
of separate models for predicting monthly water and gas individually instead of in joint
fashion.
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Appendix A. Feature Selection Results Overview

The hyperparameter combination selected via grid search cross-validation for the RF
estimator used as part of RFECV included a formulation of 5050 trees and a minimum of
two samples to split an internal node.

Figure A1 depicts the predictive performance of the RF estimator based on the num-
ber of features employed as part of training and cross-validation testing. For this study,
explained variance for each model iteration across the range of features selected are normal-
ized relative to the number of features included resulting in the highest explained variance.
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As a result, the number of features resulting in the estimator with the highest explained
variance has value equal to 1, and all others less than 1. Once the number of features is
reduced below six, the estimator’s predictive performance begins to diminish as more
features are omitted as part of estimator training. In contrast, estimator performance gains
are marginal at best when the number of features included in training are greater than six;
with an optimal range between six and eleven features.
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Figure A1. Effect of feature inclusion relative to the highest feature count score.

The ranking importance of each feature based on the estimator formulation with all
14 features included as part of training is presented in Figure A2. The ranking is based on
the “relative” importance of each feature to that of the feature with the highest importance.
The values for importance for each feature are normalized relative to the most import
feature then scaled by 100. As a result, the feature with the highest importance has a value
equal to 100, and all others less than 100. Examination of the feature importance ranking
and magnitude indicates that oil production (reflected as Top 12 Months Oil) is the most
important estimator feature for joint prediction of Top 12 Months Water and Top 12 Months
Gas (static proxies for Monthly Gas and Monthly Water dynamic data features). The Top
12 Months Oil static data feature serves as a proxy for Monthly Oil, which is a dynamic
feature that changes with time. The following three features (latitude, longitude, and true
vertical depth) specify the three-dimensional coordinates for well horizontal placement
within the basin. This finding suggests that the associated geological characteristics of the
producing reservoirs which vary spatially and with burial depth are important contributors
to the associated fluid response. Feature ranks five through seven (perforation length,
water per foot, and proppant per foot) are notable well completion design attributes.

493



Processes 2022, 10, 740

Processes 2022, 10, x FOR PEER REVIEW 35 of 44 
 

 

acteristics of the producing reservoirs which vary spatially and with burial depth are im-
portant contributors to the associated fluid response. Feature ranks five through seven 
(perforation length, water per foot, and proppant per foot) are notable well completion 
design attributes. 

 
Figure A2. Summary of feature importance for the RF estimator used as part of RFECV. 

The feature importance values in Figure A2 are used in concert with RFECV results 
from Figure A1 to inform the feature selection process. As a result, 11 static features are 
selected and three omitted from feature selection dataset for consideration in the cluster-
ing and time series analysis. This down-selection includes omission of the features with 
the three lowest values of importance; which include percent in zone and the two categor-
ical variables demarcating wells completed in either the “Spraberry/Dean” or 
“Wolfcamp” formations. The removal of three features and inclusion of the remaining 11 
coincide with the RFECV upper bound feature range count presented in Figure A1 where 
explained variance remains high. 

As mentioned in Section 3.1, the feature selection step helps to systematically finalize 
sets of input features that can be applied as part of both the clustering evaluation (Section 
3.2) and the development of the time series joint associated fluid production model (Sec-
tion 3.3). 

Appendix B. Tukey’s Test Results on Arps Attributes by Cluster 
The results from the Tukey’s test performed one each of the three Arps attributes 

across the 18 well clusters is presented in Table A1. The post hoc Tukey’s test highlights 
which clusters, and therefore Arps decline attributes, differed significantly from cluster to 
cluster at α = 0.05. 

  

Figure A2. Summary of feature importance for the RF estimator used as part of RFECV.

The feature importance values in Figure A2 are used in concert with RFECV results
from Figure A1 to inform the feature selection process. As a result, 11 static features are
selected and three omitted from feature selection dataset for consideration in the clustering
and time series analysis. This down-selection includes omission of the features with the
three lowest values of importance; which include percent in zone and the two categorical
variables demarcating wells completed in either the “Spraberry/Dean” or “Wolfcamp”
formations. The removal of three features and inclusion of the remaining 11 coincide with
the RFECV upper bound feature range count presented in Figure A1 where explained
variance remains high.

As mentioned in Section 3.1, the feature selection step helps to systematically final-
ize sets of input features that can be applied as part of both the clustering evaluation
(Section 3.2) and the development of the time series joint associated fluid production model
(Section 3.3).

Appendix B. Tukey’s Test Results on Arps Attributes by Cluster

The results from the Tukey’s test performed one each of the three Arps attributes
across the 18 well clusters is presented in Table A1. The post hoc Tukey’s test highlights
which clusters, and therefore Arps decline attributes, differed significantly from cluster to
cluster at α = 0.05.
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Table A1. Descriptive statistics and results from Tukey’s test on decline curve attributes across well
clusters.

Cluster
Number

Initial Oil Production (bbls) Initial Decline
(Fraction/Month) b-Factor

Count Mean Stdev. Tukey’s
Group Mean Stdev. Tukey’s

Group Mean Stdev. Tukey’s
Group

0 84 14,816 7459 H, I, J, K 0.40 0.12 A, B, C, D 1.25 0.24 B, C, D, E
1 259 15,364 7653 J, K 0.18 0.09 H 1.55 0.08 A
2 246 28,382 7826 C 0.36 0.12 D, E 1.07 0.14 I, J
3 594 20,148 7935 G 0.40 0.11 B 1.07 0.13 I, J
4 460 7481 4835 M 0.41 0.12 A, B 1.21 0.22 C, D, E, F
5 574 35,577 10,694 B 0.39 0.11 B, C, D 1.14 0.20 G, H
6 328 17,625 7588 H, I 0.41 0.10 A, B 1.06 0.13 I, J
7 609 14,442 7392 K 0.32 0.14 F 1.24 0.25 B, C
8 230 13,408 7594 K 0.34 0.12 E, F 1.17 0.22 D, E, F, G
9 173 25,506 8124 D, E 0.32 0.13 F 1.15 0.23 F, G, H

10 515 17,353 8606 H, I, J 0.40 0.11 B 1.19 0.23 E, F
11 101 14,630 8813 I, J, K 0.35 0.13 C, D, E, F 1.29 0.24 B
12 485 17,666 6449 H 0.43 0.08 A 1.18 0.18 F, G
13 304 26,324 6777 C, D 0.25 0.11 G 1.11 0.18 H, I
14 554 23,346 7579 E, F 0.27 0.13 G 1.04 0.09 J
15 160 20,971 8156 F, G 0.26 0.12 G 1.26 0.25 B, C
16 346 40,342 8293 A 0.26 0.10 G 1.03 0.08 J
17 188 9959 5386 L 0.39 0.11 B, C, D 1.06 0.11 I, J

Appendix C. Well Cluster Statics and Production Outlooks

Table A2. Inventory of descriptive statics, 1st year, and cumulative 5-year production estimates for a
hypothetical representative well within each Midland Basin Well Cluster.

Data
Group Dataset Feature Statistic

Midland Basin Well Cluster Number: 0 through 8

0 1 2 3 4 5 6 7 8

Well Com-
pletion

Attributes

Perforation
Length (foot)

Mean 6782 8791 9593 7928 7719 10,061 9177 7139 9663

Stdev. 1990 1770 1319 1665 1563 1502 1856 1565 1763

IQR 2985 2704 1132 2378 1065 756 2581 1545 1756

Proppant per
foot (lbs)

Mean 1818 1698 1764 1659 1303 1845 1938 1477 2283

Stdev. 570 391 331 349 413 389 428 395 394

IQR 487 468 319 430 495 367 459 517 546

Water per foot
(bbls)

Mean 46.8 45.6 50.7 40.6 28.2 47.8 49.6 37.2 51.4

Stdev. 15.3 10.3 9.0 12.2 8.3 10.1 10.9 10.6 9.3

IQR 9.8 12.4 11.6 15.5 9.1 13.0 13.1 13.2 8.7

Additive per
foot (bbls)

Mean 12.1 2.8 2.9 4.1 1.8 2.6 3.5 3.2 2.1

Stdev. 3.9 1.8 1.5 3.1 1.3 1.6 3.3 1.8 1.2

IQR 3.9 2.5 2.0 4.9 2.1 2.3 2.5 2.6 1.3

Azimuth
(degrees)

Mean 165.1 162.4 162.6 162.6 180.3 162.6 178.9 162.6 180.8

Stdev. 7.0 3.7 3.7 3.6 3.4 3.3 5.9 3.3 3.1

IQR 3.2 4.2 3.4 4.1 4.3 4.0 5.1 2.3 4.1

Nearest Well
Distance (feet)

Mean 844 288 254 261 550 259 523 382 388

Stdev. 1013 384 307 324 473 269 441 556 428

IQR 1185 307 277 267 519 295 413 390 453
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Table A2. Cont.

Data
Group Dataset Feature Statistic

Midland Basin Well Cluster Number: 0 through 8

0 1 2 3 4 5 6 7 8

Decline
Curve

Attributes

Initial Oil
Production
(bbls)

Mean 14,816 15,364 28,382 20,148 7481 35,577 17,625 14,442 13,408

Stdev. 7459 7653 7826 7935 4835 10,694 7588 7392 7594

IQR 10,635 11,155 10,173 10,197 5895 13,455 10,748 9233 9916

Initial Decline
(frac-
tion/month)

Mean 0.40 0.18 0.36 0.40 0.41 0.39 0.41 0.32 0.34

Stdev. 0.12 0.09 0.12 0.11 0.12 0.11 0.10 0.14 0.12

IQR 0.20 0.15 0.22 0.17 0.18 0.19 0.17 0.26 0.22

b-factor

Mean 1.25 1.55 1.07 1.07 1.21 1.14 1.06 1.24 1.17

Stdev. 0.24 0.08 0.14 0.13 0.22 0.20 0.13 0.25 0.22

IQR 0.50 0.08 0.08 0.11 0.40 0.26 0.04 0.50 0.39

Spatial and
Reservoir
Attributes

True Vertical
Depth (feet)

Mean 8924 8964 8947 9310 7112 8811 7150 9020 7460

Stdev. 752 630 626 470 741 785 620 771 577

IQR 798 848 884 563 963 1296 1018 1174 686

Thickness (feet)

Mean 443 398 471 320 774 375 633 374 553

Stdev. 157 137 115 96 146 108 207 134 191

IQR 209 148 137 148 59 136 338 185 361

Surface Hole
Latitude
(degrees)

Mean 31.64 31.92 31.70 32.08 31.15 32.08 31.38 31.98 31.32

Stdev. 0.32 0.28 0.17 0.26 0.12 0.28 0.23 0.29 0.14

IQR 0.44 0.45 0.19 0.47 0.19 0.47 0.38 0.56 0.19

Surface Hole
Longitude
(degrees)

Mean −101.93 −101.93 −101.81 −102.08 −101.33 −101.87 −101.26 −101.90 −101.58

Stdev. 0.28 0.19 0.22 0.14 0.23 0.24 0.18 0.29 0.16

IQR 0.32 0.29 0.32 0.21 0.26 0.42 0.30 0.53 0.15

Wolfcamp Count 68 168 223 315 456 419 326 445 230

S.berry/Dean Count 16 91 23 280 4 155 2 164 0

Production
Forecast
per Well

Cumulative Oil
(Mbbls)

1st year 77 111 147 100 38 181 86 82 73

5-years 154 282 275 183 74 346 156 169 145

Cumulative Gas
(Bcf)

1st year 0.16 0.20 0.25 0.15 0.12 0.27 0.25 0.13 0.22

5-years 0.29 0.58 0.62 0.23 0.23 0.60 0.76 0.21 0.79

Cumulative
Water (Mbbls)

1st year 154 230 268 181 102 304 200 162 182

5-years 289 587 545 347 175 659 358 324 328

Data
Group Dataset Feature Statistic

Midland Basin Well Cluster Number: 9 through 17

9 10 11 12 13 14 15 16 17

Well Com-
pletion

Attributes

Perforation
Length (foot)

Mean 8307 7677 7253 7225 9870 8762 9448 9972 7417

Stdev. 1814 1970 2103 1794 1155 1469 1892 1333 1605

IQR 2711 2933 4212 2361 563 2313 2612 740 1549

Proppant per
foot (lbs)

Mean 3281 1728 1609 1441 1752 1812 1787 1828 1342

Stdev. 775 464 535 547 336 359 412 490 394

IQR 872 677 759 687 305 413 507 407 532

Water per foot
(bbls)

Mean 71.4 39.4 40.6 36.6 49.4 48.8 44.9 48.0 32.8

Stdev. 19.7 11.2 14.9 14.0 8.0 10.7 12.5 10.2 8.6

IQR 23.2 13.8 17.3 18.9 8.7 9.6 15.5 10.6 7.8

Additive per
foot (bbls)

Mean 4.9 2.1 4.2 2.1 2.2 2.3 2.1 2.9 1.9

Stdev. 2.9 1.5 3.4 1.3 1.4 1.5 1.5 1.7 1.2

IQR 3.0 1.8 3.8 1.6 2.0 2.3 2.0 1.9 2.0
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Table A2. Cont.

Data
Group Dataset Feature Statistic

Midland Basin Well Cluster Number: 0 through 8

0 1 2 3 4 5 6 7 8

Azimuth
(degrees)

Mean 163.2 162.6 168.0 162.2 162.9 162.4 163.3 162.8 180.8

Stdev. 5.5 2.9 8.8 3.3 3.7 3.4 3.3 3.6 2.1

IQR 4.6 2.5 17.6 3.6 3.5 3.8 3.2 4.4 2.2

Nearest Well
Distance (feet)

Mean 395 392 5658 303 328 243 486 278 343

Stdev. 542 473 1942 354 308 306 764 270 438

IQR 419 404 2770 285 386 259 511 316 438

Decline
Curve

Attributes

Initial Oil
Production
(bbls)

Mean 25,506 17,353 14,630 17,666 26,324 23,346 20,971 40,342 9959

Stdev. 8124 8606 8813 6449 6777 7579 8156 8293 5386

IQR 11,762 12,799 13,555 9324 9246 9785 10,744 11,795 6533

Initial Decline
(frac-
tion/month)

Mean 0.32 0.40 0.35 0.43 0.25 0.27 0.26 0.26 0.39

Stdev. 0.13 0.11 0.13 0.08 0.11 0.13 0.12 0.10 0.11

IQR 0.21 0.18 0.25 0.13 0.15 0.18 0.17 0.11 0.21

b-factor

Mean 1.15 1.19 1.29 1.18 1.11 1.04 1.26 1.03 1.06

Stdev. 0.23 0.23 0.24 0.18 0.18 0.09 0.25 0.08 0.11

IQR 0.26 0.39 0.54 0.31 0.17 0.02 0.59 0.02 0.09

Spatial and
Reservoir
Attributes

True Vertical
Depth (feet)

Mean 9078 7883 8340 9238 9128 9123 7751 8963 7523

Stdev. 609 568 1101 465 424 511 727 587 723

IQR 784 527 1950 555 540 673 956 962 961

Thickness (feet)

Mean 503 384 463 541 653 380 369 356 477

Stdev. 209 103 183 145 176 103 111 86 151

IQR 244 132 224 168 289 119 110 115 254

Surface Hole
Latitude
(degrees)

Mean 31.83 32.23 31.80 31.68 31.60 31.91 32.33 32.09 31.39

Stdev. 0.33 0.30 0.48 0.16 0.16 0.27 0.24 0.24 0.18

IQR 0.56 0.47 0.87 0.24 0.26 0.43 0.21 0.39 0.27

Surface Hole
Longitude
(degrees)

Mean −101.90 −101.58 −101.70 −101.89 −101.82 −102.01 −101.62 −101.94 −101.38

Stdev. 0.20 0.14 0.32 0.15 0.12 0.16 0.22 0.19 0.17

IQR 0.25 0.12 0.56 0.18 0.15 0.19 0.27 0.37 0.17

Wolfcamp Count 137 356 89 459 301 321 88 227 188

S.berry/Dean Count 36 159 12 26 3 223 72 119 0

Production
Forecast
per Well

Cumulative Oil
(Mbbls)

1st year 141 89 80 87 160 135 129 237 50

5-years 281 173 168 167 328 265 279 465 91

Cumulative Gas
(Bcf)

1st year 0.26 0.14 0.12 0.15 0.31 0.22 0.22 0.34 0.12

5-years 0.57 0.19 0.16 0.27 0.91 0.50 0.45 0.85 0.27

Cumulative
Water (Mbbls)

1st year 271 185 170 171 306 249 265 373 111

5-years 574 364 287 332 684 515 621 879 178
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Abstract: The estimation of the formation permeability is considered a vital process in assessing
reservoir deliverability. The prediction of such a rock property with the use of the minimum number
of inputs is mandatory. In general, porosity and permeability are independent rock petrophysical
properties. Despite these observations, theoretical relationships have been proposed, such as that
by the Kozeny–Carmen theory. This theory, however, treats a highly complex porous medium in a
very simple manner. Hence, this study proposes a comprehensive ANN model based on the back
propagation learning algorithm using the FORTRAN language to predict the formation permeability
from available well logs. The proposed ANN model uses a weight visualization curve technique
to optimize the number of hidden neurons and layers. Approximately 500 core data points were
collected to generate the model. These data, including gamma ray, sonic travel time, and bulk density,
were collected from numerous wells drilled in the Western Desert and Gulf areas of Egypt. The results
show that in order to predict the permeability accurately, the data set must be divided into 60% for
training, 20% for testing, and 20% for validation with 25 neurons. The results yielded a correlation
coefficient (R2) of 98% for the training and 96.5% for the testing, with an average absolute percent
relative error (AAPRE) of 2.4%. To validate the ANN model, two published correlations (i.e., the dual
water and Timur’s models) for calculating permeability were used to achieve the target. In addition,
the results show that the ANN model had the lowest mean square error (MSE) of 0.035 and AAPRE of
0.024, while the dual water model yielded the highest MSE of 0.84 and APPRE of 0.645 compared to
the core data. These results indicate that the proposed ANN model is robust and has strong capability
of predicting the rock permeability using the minimum number of wireline log data.

Keywords: neural network; permeability; weight curves; dual water; well logging; machine learning

1. Introduction

The reservoir characterization process plays an important role in assessing the eco-
nomic success of reservoir development. Reservoir characterization is a complex process
since most reservoirs are heterogeneous due to the depositional environment and nature of
rock. Porosity and permeability are key parameters to assess volume and flow behavior in
reservoirs. Despite their importance, permeability (in particular) is difficult to estimate from
well logs because of its dynamic nature, which led researchers to propose several methods
to estimate permeability. Chehrazi et al. (2012) [1] proposed a comprehensive study for
permeability prediction using theoretical and soft computing models. In the theoretical
model, porosity and initial water saturation are used as inputs. The main drawback of the
presented model is the difficulty in obtaining the permeability from laboratory-measured
core data.

Well log interpretations are widely used to estimate porosity and permeability values
at various depths due to its minimum cost compared to the coring process. In addition, well
log data provide a solution to the lack of continuity information from core samples [2,3].
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Lucia et al. (2013) [4] showed that petrophysical heterogeneity is commonly found in
carbonate reservoirs, and it is demonstrated by the wide variation in porosity–permeability
cross plots of core analysis data. Research has shown that basic rock fabrics control
petrophysical heterogeneity; within rock-fabric facies, porosity and permeability have little
spatial correlation and are widely variable at the scale of inches and feet. Petrophysical rock
typing (PRT) and permeability prediction are of great significance for various disciplines
of the oil and gas industry. One of the most important usages of rock typing is predicting
unknown reservoir properties, specifically permeability in un-cored intervals. Coring from
several wells is often unavoidable and an essential task to obtain basic data on the field.
However, coring in all wells of large-scale fields or from all zones of interest in a single well
poses a substantial financial burden. Permeability can also be calculated using empirical
relationship between core-measured porosity and permeability [5,6].

Hasanusi et al. (2012) [7] presented an effective technique for carbonate reservoir char-
acterization using hybrid seismic rock physics, statistics, and an artificial neural network.
This methodology integrates various data sets to produce the coherence correlation among
input data and their target. The data set consisted of core (i.e., lithology, lithofacies, fracture
intensity, fracture width, and porosity), well log (gamma ray, density, water saturation,
porosities, sensitivities, etc.), multi-attribute seismic (either pre-stack or post-stack) of dif-
ferent vintages of 2D seismic lines, and seismic rock physics. The whole array of input data
was trained together using natural workflow which is also combined with statistic and
artificial neural network.

The available numerical equations for permeability estimation are unreliable and
strongly dependent on core analyses, which are costly and time consuming. In addition,
wire-line-collected information has critical issues, including missing data during the log-
ging process due to excessive temperature, pressure, and operator errors that limit the
operation [8,9]. Therefore, the need to seek alternative ways to predict porosity and per-
meability is highly recommended. This study presents a novel technique that integrates
core and well log various data to generate a suitable artificial neural network model that
can overcome the abovementioned concerns. The artificial neural network (ANN) tech-
nique is one of the latest techniques available to the petroleum industry for porosity and
permeability prediction [10–13]. The presented literature review shows that numerous
models have been developed to estimate rock permeability. These models suffer from
numerous shortcomings, including a poor ability to precisely predict the permeability in
Egyptian oil fields. Therefore, the purpose of this study is to present a new model by using
an ANN with the back propagation algorithm using FORTRAN language to propose a
new correlation for accurately estimating rock permeability of different oil fields located
in Egypt and, consequently, predicting precisely other reservoir properties in the case of
missing core and wireline data.

In order to fulfill this purpose, more than 500 core and well logs points were collected
from Egyptian oil fields. The data are used to develop the ANN model in the direction
of predicting the formation permeability. The proposed novel correlation incorporates
parameters including gamma ray, porosity, and travel sonic time. In addition, a new
convergence structure is presented to accelerate the performance of the proposed ANN
model. Furthermore, in this study, the weight visualization curves (WV-curves) technique
was used in optimizing the network architecture.

2. ANN Application for Porosity–Permeability Prediction

Malki et al. (1996) [14] used a self-organizing algorithm to classify well logs for lithol-
ogy prediction to predict porosity and grain density. Smith et al. (1999) [15] proposed a
neural network algorithm for porosity, permeability, and grain density predictions. The
authors used gamma ray, neutron porosity, and sonic travel time as inputs. The predicted
petrophysical properties were compared to the collected core data, and the errors were eval-
uated based on certain tolerance. Osborne (1992) [16] used a back propagation neural net
to predict permeability by using porosity and reservoir flow units as input data. The input
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data was divided using approximately 10% for training and 10% for testing process. The
model robustness is not valid as the model is developed from the same training data. Os-
borne concluded that the predicted permeability from neural net model provided superior
values to those from regression model. Zhou and Wu (1993) [17] presented a comprehensive
study for porosity prediction from well logs using regression and neural nets techniques.
The study concluded that the neural nets produced the best results. Jian et al. (1995) [18]
presented a case study for porosity–permeability prediction by comparing genetic and
nongenetic approaches. Other studies used various machine learning techniques to predict
porosity and permeability values at different depths [19–24].

Khayer et al. (2022) [25] proposed an efficient method for image segmentation using
logistic function method for seismic attributes estimation. The ANN model was used
in identifying a complex relationship between rock properties and wireline information.
Rezaee et al. (2012), Wang et al. (2013), and Anifowose et al. (2013) [26–28] proposed an
ANN model based on the back propagation algorithm for porosity prediction using genetic
and nongenetic approaches. The models used several inputs in designing a suitable ANN
model for their predictions.

It is worth noting that a multiple regression technique (MLR) was performed by
Wendt et al. [29] to predict permeability from well logs. Wendt et al. (1986) [29] concluded
that using the MLR technique as a predictive model resulted in a poor data distribution
and a narrower than the original data set. Rogers et al. (1995) [30] mentioned the same
conclusion regarding permeability prediction from the regression technique compared to
neural networks. In addition, Rogers et al. (1995) [30] showed that neural networks do not
direct the prediction to the mean and the extreme values outside the range of the training
data. In addition, the main advantage of neural network techniques over multiple linear
regression (MLR) is that they reproduce a minor nonlinearity embedded in the common
log to porosity and permeability transforms.

Another algorithm used in the prediction of various well logs is the convolutional
neural network (CNN) [31]. The main disadvantage of a CNN is the large number of
training data needed for the CNN to be effective. In addition, CNNs tend to be a much
slower than ANN models. Overfitting, exploding gradient, and class imbalance are the
major challenges while training the model using CNN technique. Zhang et al. (2018) [32]
proposed a cascaded long short-term memory (C-LSTM) based on the LSTM technique.
The study by Zhang et al. (2018) [32] concluded that, although LSTM-based models can
generate well logs, the technique has a poor prediction accuracy, as the LSTM technique
does not perform well on small training data sets. Chen et al. (2019) [33] proposed an
ensemble neural network (ENN) to address this issue, which offers advantages in small
data problems, but it is not suitable for handling sequential data.

The main drawback of the backpropagation algorithm used in this study is the con-
vergence or the local minima problem and a slow performance [34,35]. Nevertheless, this
study proposed a new convergence technique to speed up the performance of the network
by adding an acceleration factor (see Section 3.1).

3. Artificial Neural Network

One machine learning algorithm is the artificial neural network (ANN), which mimics
the human central nervous system [36]. An ANN consists of organized layers containing
single units and artificial neurons that are connected through weight functions [37,38].
There are different types of neural networks, and they can be differentiated depending on
the neurons transfer functions, learning rules, and connected formula.

A complex computational framework is performed in ANNs to predict the output
responses. Furthermore, an ANN uses massive parallel connections between a nonlinear
parameterized and bounded function, which are referred to as neurons [39,40]. The neurons
are designed in a way that defines the network architecture using multilayer perception
(MLP), where neurons are assembled in continuous layers. Using MLP, neurons in each
layer share the same inputs without intersecting with each other.
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Although the number of hidden layers and neurons in each layer is arbitrary [41], an
increasing number of neurons can cause overfitting. On the contrary, decreasing number of
neurons may result in a poor network performance. Perhaps the main advantage of using
an ANN over other methods is that it can process a larger number of data sets [42]. Figure 1
shows a typical ANN structure consisting of an input layer, hidden layer, bias unit, and
output layer.
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The output function, h(x), in Figure 1 is calculated as:
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where (g) is the sigmoid function and can be calculated as:

g(z) =
1

(1 + e−z)
(2)

The activation function for each neuron is vectorized in a matrix of Z as:

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The size of the neural network (number of hidden layers and number of neurons)
determines the degree of complexity in the ANN. However, Soroush et al. (2015) [43] argue
that an ANN should be designed with a sufficient level of complexity to avoid data being
over fitted.

The neuron network is trained using an algorithm to minimize the error between the
network output values and the target values. This was achieved by an iterative process to
find the optimum values of the weights and biases. There are many algorithms presented
in literature to train the network, and the most well-known training algorithm is the
Levenberg–Marquardt (LM).

3.1. Back Propagation Algorithm

This study used a back propagation algorithm (BP) for the developed ANN model
and the gradient of the error function. The term back propagation is used to describe the
multilayer perception of the ANN architecture [44]. The error function of a specific input
pattern set can be defined as:

MSE =

√
∑n1

1 ∑n2
1
(
xp − yp

)

n1.n2
(4)
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where MSE is the mean square error, n1 and n2 are number of training outputs and neurons,
respectively; xp and yp are the target and estimated outputs, respectively.

The backpropagation algorithm has numerous limitations, including a slow conver-
gence, inability to handle multiple objectives, and a high probability of being trapped
in the local minima during a training process [45]. Therefore, this study presents a new
convergence technique to speed up the network by adding an acceleration factor, as follows:

w(t + 1) = w(t) + β[∆w(t)] + α[w(t − 1)] (5)

where α is the energy constant; w is the weight; t is the increment by 1 for each epoch; and
β is the learning constant. This constant is used to effectively increase step size to reduce
abrupt gradient changes. The learning and momentum constants are set in a range of 0 to 1.

4. Methodology
4.1. Collected Data Analysis

Approximately 500 core data points were used and collected from various fields in
Egypt to design and develop the ANN model. The data contained three inputs, including
sonic travel time (DT), gamma ray (GR), and bulk density (RHOB). The input parameters
are used in the training process, while the output is permeability. The data set is normalized
in a range of 0 to 1, and the statistical analysis for the collected data is presented in Table 1.

Table 1. Statistical analysis of input and output data.

Parameter Sonic Travel
Time (DT) (µs/ft) GR Bulk Density

(g/cc)
Permeability

(md)
Porosity

(v/v)

Minimum 43.302 18.188 2.618 0.1251 0
Maximum 63.641 66.151 2.933 24.491 0.143

Standard deviation 75.10102 223.6315 1.5488 116.582 0.633
Skewness 1.217074 0.376381 −0.087 1.4221 1.620

Mean 48.5665 36.4085 2.801 1.9400 0.0168

4.2. Analyzing the Collected Data
Distribution of the Inputs

The data set was divided into 60% for training and 20% for testing. The BP algorithm
was used to minimize the resulting error between the actual and target outputs with the
log sigmoid function. The BP learning algorithm provides an exceptional result with
an R2 of 0.9806 and MSE of 0.024 compared to other algorithms, including a gradient
descent (GD) and a stochastic gradient descent (SGD), which produced an MSE of 0.25
and 0.39, respectively. Stochastic gradient descent (SGD) introduces the momentum for
the weight update technique. Figure 2 presents a comprehensive flow chart for the ANN
model used in this study. The ANN model parameters including several hidden layers;
the neurons and training/testing ratio were optimized to increase the robustness of the
developed model. It can be seen from Figure 2 that during the network training process, the
overall error was reduced during the training process using the updated connection weight.
This weight updating process was performed two ways: epoch updating and stochastic
updating. In the epoch updating, all weight changes were added for the input patterns
before completing the updating process. The main advantage of the epoch updating process
is ensuring the stability and reliability of the learning algorithm. In addition, no problems
were encountered during the network convergence. Table 2 summarizes the optimized
parameters used in this study.
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Table 2. ANN optimized parameters (OPs).

Parameter Tested OP

Neurons numbers 5–30 25
Hidden layers 1–3 1

Algorithm function tansig/logsig logsig
Learning rate 0.001–0.8 0.08

Further, an analysis process was performed to assess the dependency of the outputs
(i.e., permeability and porosity) to the inputs of sonic time (DT), bulk density (RHOB), and
gamma ray (GR) using a correlation coefficient (CC). Figure 3 shows that the permeability
and porosity values were intensely dependent on the DT, GR, and RHOB with CC of 0.262,
−0.385, and −0.319 for porosity and CC of 0.806, −0.316, and −0.133 for permeability,
respectively. An average correlation coefficient (avr-CC) was calculated using the absolute
values of CC for DT, GR, and RHOB. Figure 3 also shows that permeability had a higher
avr-CC with the input parameter of 0.4.
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4.3. Optimizing the ANN Model Parameters

One of the main challenges during the learning of a neural net is to find the optimum
network parameters, including the choice of input variables, initial weights, and the
number of hidden layers. Choosing the number of inputs is a straightforward process,
while optimizing the number of hidden layers requires the use of nonlinear inputs to avoid
using more than one hidden layer in some cases. The size of the hidden layer and the
training epochs require the training of the network to obtain the maximum performance
of the unseen data. Therefore, in this study, the weight visualization curve technique was
used to select the number of the input and hidden neurons. The weight values were used to
calculate the average contribution of a neuron in a layer to a neuron in the next layer [46].

Pij =

∣∣Wij
∣∣

∑
∣∣Wij

∣∣ · 100% (6)

where Pij is the average contribution of neuron i in a layer to neuron j in the next layer; W
is the weight between connections.

The weight visualization curves (WV-curves) technique was used to select a proper
input patterns for the training process to save computational time. The use of the weight
visualization curves technique has not been discussed before; therefore, in this study, the
performance of the WV technique was modified to optimize the network architecture
parameters, including the selection of the number of input and hidden neurons. In this
study, the WV-technique uses the nonlinear inputs to choose the optimum parakeets based
on the learning behavior of different network configurations.

Using the equation below to measure the average contribution of an input variable to
the hidden layer as:

A =
∑n2

j=1
∣∣Wij

∣∣

∑n1

k=0 ∑n2

j=1
∣∣Wij

∣∣ (7)

where A is the average contribution of the input variable i; n1 and n2 are the number of
neurons in the input layer and the hidden layer, respectively.

In Figure 4, the WV-curves show that the weights of RHOB and RHOB2 (RHOB × RHOB)
and DT and DT2 (DT × DT) to the hidden neurons had almost the same behavior. This
conclusion led to using one curve; RHOB and RHOB2 (similarly DT and DT2) can be
omitted. Next, it was noted that there are five hidden neurons also contributed closely to
the same amount to all the output neurons. Therefore, 5 neurons could be removed from
the hidden layer, and a 3-25-1 configuration (i.e., RHOB, DT, and GR) was handled in the
network architecture.
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The data set from the various wells located in Egypt was collected. The data set consist
of 500 patterns of core and well logs. The cross plot of the sonic travel time (DT) and bulk
density (RHOB) is displayed in Figure 5. It can be seen from this figure (Figure 5) that there
was an inverse relationship between the two variables. The data including inputs of sonic
time (DT), bulk density (RHOB), and gamma ray (GR), while the output is permeability.
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In this study, numerous trials were performed to optimize the network parameters.
The first trial used only two independent inputs, RHOB and DT. The results show that
5000 epochs with four hidden layers resulted in an R2 of 92%. In the second trial, three
inputs namely DT, RHOB, and GR were used, and the results show that 1500 epochs with
25 hidden neurons were used to obtain the highest network performance with an R2 of
98% and better convergence during the training. Figure 6 shows how the network was
optimized using various trials. Each trial was repeated 10 times using different initial
random weights.
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Therefore, trial number 2 was used as the final configuration, as it exhibited the least
number of epochs and the highest R2 value. Table 3 shows the average contribution of each
input to the network. The results show that sonic time (DT), bulk density (RHOB), and
gamma ray (GR) were equally important to the network since all variables contributed the
same amount.

Table 3. Contribution percentage of each input variables including bias.

Parameter Contribution (%)

Density 31.2
Sonic time 29.2

GR 30.4
Bias 9.2

5. Results and Discussion

Using the optimized parameters, including 25 neurons and one hidden layer in the
training and testing process, the data set was divided as 60% for training, 20% testing,
and 20% for validation. Figure 7a shows the relationship between gamma ray (GR) and
neutron porosity, while Figure 7b shows the Poro-Perm relationship for the collected data.
Figure 8a,b show a cross plot of the predicted permeability versus the core permeability for
the training and testing processes. The average absolute percent relative error (AAPRE)
for the training was 98%, while the testing AAPRE was 96.5%. These results show the
reliability of the proposed ANN model. In addition, Figure 9 shows a comparison between
core permeability and permeability values extracted from the ANN model based on the
inputs. It can be seen from Figure 8a,b that a good matching was achieved with a minimum
square error (MSE) of 0.024.

Using the results of the training and testing processes, a mathematical correlation was
created to show the relationship between the permeability and the sonic time (DT), bulk
density (RHOB), and gamma ray (GR) to be used in the forecasting of the permeability in
the Western Desert and Gulf wells. The weights and biases for the generated equation are
provided in Table 4.

The novel correlation generated using the ANN for the permeability estimation is
given by:

kn =

[
N

∑
i=1

w2i tan(sig)

(
J

∑
j=1

wli,jxj + bij

)]
+ b2 (8)

kn =

[
N

∑
i=1

w2i

(
1

1 + exp(−(GR.w1j,1+DT.w1j,2+RHOB.w1j,3)+b1)

)]
+ b2 (9)
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where kn is the normalized permeability; (w2, i) is the vector weight between the hidden
layer and output layer; (w1, j) is the vector weight connect the input and the hidden layer; j
is the neuron number; b1 is the biases vector for the input layer; and b2 is for the output
layer, (sig) is the sigmoid function, gamma ray (GR), sonic travel time (DT), and bulk
density (RHOB).

The extracted k equation can be attained by de-normalizing kn as follows:

k = kn + 0.125 (10)

In conclusion, it can be seen from the results that the ANN can predict permeability
values at different locations using the proposed ANN model and extracted correlation. The
presented correlation in this study proposes a solution for companies in Egypt to precisely
predict the permeability values without using ANN software and that can lead to saving
extensive computational time.
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Table 4. Weights and biases for the generated correlation from Equation (9).

Hidden
Neuron

Weights (w1)
Weights (w2)

Hidden Layer
Bias (b1)

Output Layer
Bias (b2)GR DT RHOB

1 −0.2625 −0.2925 −0.08 0.0425 −0.12 6.08
2 0 0 0 0 0
3 0 0 0 0 0
4 0.015 0.08 0.095 −0.0975 −0.6225
5 −0.0975 0.0525 0.035 0.025 −0.01
6 −0.1075 0.04 −0.1225 −0.0875 0.005
7 −0.11 0.025 −0.015 −0.0725 −0.005
8 0.11 0.0225 −0.0325 −0.11 0.0025
9 0.075 0.0475 −0.055 −0.0675 0.0075
10 −0.035 0.0725 −0.0625 0.0675 −0.0075
11 0.085 −0.045 0.075 0.0575 0.01
12 −0.325 −0.685 0.05 0.115 −0.0125
13 0.0775 0.02 0.06 0.02 −0.0075
14 −0.1075 −0.0875 0.055 0.02 0.0025
15 0.1225 0.03 −0.065 −0.08 −0.0125
16 −0.05 −0.1 0.1175 −0.02 0.005
17 0.0525 −0.005 −0.1125 −0.12 −0.0075
18 0.085 −0.0875 −0.08 0.095 0.0075
19 −0.0575 0.0675 0.0425 0.1125 0.0125
20 0.01 0.0725 −0.015 0.0575 −0.005
21 0.2125 0.62 0.02 0.115 0.005
22 −0.0525 0.08 −0.1125 0.05 −0.0025
23 −0.025 0.115 0.0125 −0.1025 0.0075
24 −0.0875 0.1225 −0.0075 −0.095 −0.0125
25 0.035 −0.0775 0.0425 0.1125 0

Validation of the ANN Model

In order to validate the developed ANN model, a new data set was used to perform
the task. These data were unseen during the training process. The generated correlation
was used to predict core permeability using the measured sonic time, gamma ray, and bulk
density, and the collected data that used during the validation were for wells located in the
Western Desert of Egypt. Numerous published correlations were used in the validation to
estimate core permeability as well.

These correlations are most widely used for permeability prediction in the Egyptian
oil fields. The correlations were the dual water model [47] and Timur’s model [48];

The dual water model is:

k = (100 × φe(1 − Swi)/Swi)
2 (11)

where φe is the effective porosity; Swi is the initial water saturation. The initial water
saturation values at each depth were collected from wireline log data. While the Timur’s
equation is given as:

k = (a × φb
e )× S2

wi (12)

Coefficients a and b were determined statistically and had a range of 2–5. The main
drawback in Timur’s equation is the wide range of coefficients a and b that are used for the
permeability estimation. Furthermore, water saturation values must be available.

Figure 10 shows the cross plot for the predicted and actual core permeability using
the ANN model developed in this study. It can be seen from Figure 10 that the R2 was
0.94 with an MSE of 0.0325 and an AAPRE of 0.024 (see Table 3). Figure 10b shows that the
results of the predicted permeability using the dual water model could not predict core
permeability and yielded an MSE of 0.84 with an AAPRE of 0.645 and an R2 of 0.165. In
addition, Timur’s equation provided a poor result for core permeability values for the same
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data set, with the highest MSE of 0.95 and AAPRE of 1.35 and the lowest R2 of 0.045 (see
Figure 10c). Table 5 summarizes the statistical analysis of the validation process.
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Table 5 shows that the estimated permeability values by the ANN model had the
lowest MSE of 0.035 and AAPRE of 0.024, while the dual water model yielded the highest
MSE of 0.84 and APPRE of 0.645 compared to the core data. These results indicate that the
proposed ANN model is robust and has strong capability of predicting rock permeability
using a minimum number of wireline log data. The reason behind poor permeability values
when using the Timur and dual water models was the need for initial water saturation
values (Swi). Due to the limitations of these models, ANN techniques have become a more
adaptable alternative in this problem domain. Therefore, the presented ANN model and
correlations can be used for better forecasting and without the need of Swi values.

Table 5. Statistics analysis for well-known correlations and the ANN model.

Correlation AAPRE MSE Correlation Coefficient (R2)

Dual water model 0.645 0.84 0.165
Timur 0.82 1.35 0.045

This study’s ANN 0.024 0.035 0.94

Figure 11 shows a comparison between the actual core permeability and that from
the Timur’s and dual water models. This clarifies that the published correlations do not
have the ability to predict core permeability for different formation lithologies and various
hydraulic flow units.
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6. Conclusions

(1) This study presented a novel correlation for accurately estimating the formation
permeability with different lithologies and flow units located in the western part of
Egypt using a comprehensive ANN model. The ANN model could forecast the core
permeability with a high accuracy of 98%.

(2) The use of weight visualization curves (WV) technique is discussed in the literature;
however, this study improved the performance of the WV technique to optimize the
network architecture parameters, including the selection of the number of input and
hidden neurons.

(3) The ANN model used the weight visualization curve technique to optimize the
network parameters in conjunction with the backpropagation algorithm and a learning
rate of 0.08.
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(4) A comparison study was performed using well-known correlations. The study
showed that these correlations had a deficiency in estimating core permeability for
various lithologies, and to obtain better forecasting, the data must be divided into
flow units.

(5) The proposed ANN and novel correlation may facilitate the issue of permeability
prediction that requires using ANN software, and the correlation would be evaluated
further using large number of oil fields with various lithologies.

(6) It is highly recommended that future research tests the proposed ANN model and cor-
relation on different wells in the Gulf area of Egypt to show its robustness.
In addition, the authors are working on developing another SVR code using FOR-
TRAN language in the comparison process for obtaining more accurate weights and
biases of the derived correlations.

(7) In addition, this study anticipated a solution for companies in Egypt to predict the
permeability precisely without using ANN software.
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Abstract: Shale gas reservoirs are one of the most rapidly growing forms of natural gas worldwide.
Gas production from such reservoirs is possible by using extensive and deep well fracturing to
contact bulky fractions of the shale formation. In addition, the main mechanisms of the shale gas
production process are the gas desorption that takes place by diffusion of gas in the shale matrix and
by Darcy’s type through the fractures. This study presents a finite element model to simulate the
gas flow including desorption and diffusion in shale gas reservoirs. A finite element model is used
incorporated with a quadrilateral element mesh for gas pressure solution. In the presented model, the
absorbed gas content is described by Langmuir’s isotherm equation. The non-linear iterative method
is incorporated with the finite element technique to solve for gas property changes and pressure
distribution. The model is verified against an analytical solution for methane depletion and the
results show the robustness of the developed finite element model in this study. Further application
of the model on the Barnett Shale field is performed. The results of this study show that the gas
desorption in Barnett Shale field affects the gas flow close to the wellbore. In addition, an artificial
neural network model is designed in this study based on the results of the validated finite element
model and a back propagation learning algorithm to predict the well gas rates in shale reservoirs. The
data created are divided into 70% for training and 30% for the testing process. The results show that
the forecasting of gas rates can be achieved with an R2 of 0.98 and an MSE = 0.028 using gas density,
matrix permeability, fracture length, porosity, PL (Langmuir’s pressure), VL (maximum amount of
the adsorbed gas (Langmuir’s volume)) and reservoir pressure as inputs.

Keywords: Langmuir; shale; gas; neural; finite element

1. Introduction

Recently, shale gas reservoirs have been considered essential resources, used to supply
the world with part of the required energy to compensate for the depletion of conventional
reservoirs. Shale gas reservoirs are not similar to conventional reservoirs; these types
of formations include conductive natural fractures, narrow thickens and infinite lateral
extension. As a result of these properties, only horizontal wells are usually used to increase
the gas production rates. In addition, such reservoirs typically have ultra-low permeability;
therefore, hydraulic fracturing technology is used to exploit the production zones by
creating fracture networks around the wellbore. The gas stored in shale reservoirs is in
both free and adsorbed phases; consequently, the production behavior drastically changes
through the reservoir’s lifetime [1–3].

Based on different field and lab data, 50% of gas in place is stored as adsorbed gas [4,5]
and this amount is quantified through Langmuir isotherms [6–11]. The Langmuir isotherms
are always used to describe the relationship between methane adsorption on shale surface
and gas pressure through ignoring the variation in reservoir temperature.

The gas adsorption in shale systems is controlled by the TOC (Total Organic Carbon),
organic matter type, clay minerals and thermal maturity. As the TOC content is raised, the
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gas capacity increases. The presence of gas in shale in micro-fractures and on surface shale
grains during the gas production process leads to gas releasing that provides additional
gas in place. Gas production takes place by diffusion in shale matrices while it takes place
by Darcy’s flow type in the fractures [12–17]. Due to the extra low permeability of shale
formations, the continuous effects of pressure transients during well production complicate
the gas production forecasting process. Hence, this study presents a simulation model to
estimate the shale gas volume in place and to predict surface gas flow rates.

During the production process, free gas is produced at the beginning from natural
fractures, then the matrix feeds the fracture network. In turn, the matrix is fed by adsorbed
gas existing in the nanopores. In the presented simulation model in this study, organic
matter is assumed to be located in the matrix while inorganic matters (free gas) are stored in
the micro-fractures. The model also based on the assumption that the gas desorption from
organic matter feeds the matrix only, and never contacts the fracture directly, in which the
gas flows out of the fractures and not from matrix in a direct way. A vertical well is used in
the simulation model for the production process through a horizontal hydraulic fracture.

In this study, the Langmuir’s isotherm is used to define the relationship between the
gas storage capacity and pressure of the reservoir, and it could be given by:

VE = VL
P

P + PL
(1)

where VE is the gas content, P is the reservoir pressure, PL is the Langmuir’s pressure and
VL is the maximum amount of the adsorbed gas (Langmuir’s volume).

The gas content (VE) in the reservoir rock is affected by several factors including min-
eral composition and organic matter. The organic matter is considered more important than
the mineral composition as it controls the amount of surface area available for adsorption.
The organic matter’s features include total organic carbon content (TOC) and thermal
maturity, and the Langmuir’s volume is a function of both. In the shale gas production
process, gas desorption cannot be ignored because at low reservoir pressures, most of
the gas production comes from desorbed gas. The desorption is the reverse process of
adsorption and with a decline in reservoir pressure and production of free gas, the adsorbed
gas desorbs from the matrix surface to preserve the reservoir equilibrium and ensure that
the reservoir pressure is maintained for a long period. The desorption process starts when
the reservoir pressure falls below critical desorption pressure [18,19]. The rate of desorbed
gas is controlled by the reservoir permeability, and it has a significant effect on the surface
gas production rate.

The desorbed gas volume can be defined by:

Vdes = VLVbρR
P

P + PL
(2)

where Vb is reservoir bulk volume and ρR is the shale density at initial reservoir pressure.
The desorbed gas rate into the matrix pore space can be given by:

− ∂Vdes
∂t

= −VLVbρR
1

(P + PL)
2

∂P
∂t

(3)

This equation gives the volumetric rate in scf/sec and the negative sign indicates that
the adsorbed gas decreases as gas desorbs into the matrix.

The advancement in drilling in shale reservoirs for petroleum production using hy-
draulic fracturing has become a major energy resource worldwide. Such an advancement
requires an accurate petroleum production forecast due to the high cost of these technolo-
gies. This concern has led scientists around the world to search for an economically feasible
project to accurately estimate petroleum production from such reservoirs.

Hydraulic fracturing parameters are the main controlling factor to accurately predict
shale gas production and have attracted scientists to develop prediction models. A response
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surface methodology (RSM) model was proposed by Yu and Sepehrnoori [20] to estimate the
net present value (NPV) of a shale gas project. The authors used reservoir parameters and
petrophysical properties such as porosity, permeability, reservoir pressure and thickness
and fracture properties (spacing, conductivity, half length). The authors did not include
a crucial parameter in determining the initial gas in place, namely the initial gas saturation
and adsorbed gas content. Later, Nguyen-Le et al. [21] used the parameters investigated
by [20], the initial gas saturation and absorbed gas content to develop an economic indicator
for the evaluation of shale gas production potential. In their model, they assumed that
hydraulic fracturing generates planner fractures. However, in naturally fractured reservoirs,
hydraulic fracturing may activate the existing natural fracture system [22–26].

The advancement of artificial neural networks (ANN) for optimizing and predicting
petroleum production from shale reservoirs has encouraged scientists to use the technology
to accurately predict production. Kim et al. [27] used eleven hydraulic fractures as well
as reservoir parameters to predict shale gas production. The authors used matrix-fracture
coupling and the diffusion coefficient as input controlling parameters for the prediction
model, while these parameters have no direct impact on shale gas production. Furthermore,
the authors, similar to Yu and Sepehrnoori [20], ignored the initial gas saturation and
adsorbed gas content. Li and Han [28] developed an ANN model to predict the pressure
decline parameter using fracture and reservoir properties. The predicted parameters along
with the logistic growth decline curve model can be used to reconstruct a production
profile. On the other hand, the authors collected the data from vertical oil wells which
induce a single stage longitude fracture to predict the model [29]. Multi-stage fracturing
techniques are usually carried out in a horizontal well where it is divided into many stages.
Moreover, each fracture stage is further divided into more than one fracture cluster. This
technique helps in increasing the productivity and contact area between the reservoir
and wells. Hence, the predicted model highly depends on the type of wells (i.e., vertical
or horizontal).

One model widely used in the literature to predict the petroleum production profile
is the decline curve analysis (DCA), due to its simplicity and efficiency. The principle of
DCA is to fit the production history data by tuning its decline parameters until the error
between the predicted and real data is minimized. Once the minimum fitting error is
reached, the DCA model, along with a set of decline parameters, is used to predict future
production. One important parameter for accurate prediction of the DCA model is the
availability of large amounts of production data (i.e., time). Nelson et al. [30] used the DCA
model to predict shale gas production from 48 months of production data. Bashier [31]
and Zuo et al. [32] predicted shale gas production using the DCA model with a minimum
of 60 months of production history. Odi et al. [33] predicted shale gas production using
the DCA model with 36 months of production history. It can be noted from the previous
studies that the average production time used for shale gas production predictions ranges
from 3–5 years.

Therefore, this study presents an accurate numerical simulation model to estimate the
gas production rate and gas volume in place for both adsorbed and free gas. The model
is based on a finite element technique using 8-node quadrilateral elements. The gas flow
equations are generated by using continuity and Darcy’s equations. In addition, an artificial
neural network model is proposed to develop a novel correlation for predicting the gas rate
and inflow performance using the proposed simulation finite element model. The devel-
oped correlation is based on numerous inputs including gas density, matrix permeability,
fracture length, porosity, PL (Langmuir’s pressure), VL (maximum amount of the adsorbed
gas (Langmuir’s volume)) and reservoir pressure. This novel correlation will be used in
assessing gas shale production avoiding the complexity existing in simulation models.

2. Description of the Flow Simulation Model

A mathematical model is derived in this study to simulate gas flow in shale reservoirs.
The gas is considered in a free state in the porous media and adsorbed in the shale matrix.
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The model is developed for single-phase fluid flow in a 2-dimensional space. In the
developed mathematical model, gas is produced under constant bottomhole pressure. The
gas flows from the matrix to the horizontal fracture and directly to the vertical well.

The continuity equation is used as follows:

∂

∂x
(
ρgug

)
= − ∂

∂t
(
φρg

)
(4)

where ρg is the gas density and ug is the gas velocity.
The continuity equation can be written in terms of formation volume factor as:

∂

∂x
(

βgug
)
− qg = − ∂

∂t
(
φβg

)
(5)

where qg is the source/sink and;

ug = − ckx

µg

∂pg

∂x
(6)

where c is the conversion factor, kx is the formation permeability in mD, µg is the gas
viscosity and pg is the gas pressure.

By introducing Darcy’s velocity in Equation (4), the equation can be written as:

∂

∂x

(
ckxβg

µg

∂pg

∂x

)
+ qg = φ

∂pg

∂t
∂βg

∂pg
(7)

In case of two-dimensional flows, the equation will be:

∂

∂x

(
ckxβg

µg

∂pg

∂x

)
+

∂

∂z

(
ckzβg

µg

∂pg

∂z

)
+ qg = φ

∂pg

∂t
∂βg

∂pg
. (8)

The amount of adsorbed gas can be treated as a sources term (injection well); therefore,
by using Equations (3) and (8), it can be written as:

∂

∂x

(
ckxβg

µg

∂pg

∂x

)
+

∂

∂z

(
ckzβg

µg

∂pg

∂z

)
+ VLρR

1

(p + pL)
2

∂p
∂t

= φ
∂pg

∂t
∂βg

∂pg
(9)

Introducing a weak formulation, Equation (6) for fluid flow through matrix is described
as follows:
∫

Ω
w φ

∂Bg
∂t

dΩ =
∫

Ω
w
(

∂

∂x

(
ckxBg

µ

∂p
∂x

)
+

∂

∂z

(
ckzBg

µ

∂p
∂z

)
+

)
dΩ +

∫

Γ
wT q dΓ (10)

where (w = w (x, y, z)) is a trial function.
Using the finite element method for discretization with respect to time and space

results in:

∫
Ω

(
φctNp

T NpdΩ
)(→

P
i
−
→
P

i−1)
+

(
VLρR

1
(p+pL)

2 Np
T NpdΩ

)(→
P

i
−
→
P

i−1)

+∆ti
[∫

Ω

(
ckx Bg

µg

∂Np
T

∂x
∂Np
∂x +

)
dΩ
]→

P
i
+ ∆ti

[∫
Ω

(
ckzBg

µg

∂Np
T

∂z
∂Np
∂z

)
dΩ
]→

P
i

+
∫

Γ Np
Tq dΓ = 0.0

(11)

where:
→
P

T
= (p1 p2 · · · pn) (12)

→
Np

T = (N1 N2 · · · Nn) (13)
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→
Nu =

[
N1
0

0
N1

N2
0

. . .

. . .
0

NN

]
(14)

where Np and Nu are the shape function for pressure and displacement, respectively, n is
the number of nodes, Γ is the domain boundary and P is pressure nodal value.

Galerkin’s finite element method is used to discretize the equations as follows:

A.(p) + s.(p) + H.(p) = 0 (15)

where:

A =
∫

ve

[B]
T
(

k
PL

(PL + P)2

)
NpdV (16)

S =
∫

ve

[
Np
]T
(

βgVLPL

(PL + P)2

)
NpdV (17)

H =
∫

ve

[
∇Np

]T( k
µg

)
∇NpdV (18)

3. Validation of the Numerical Model

Figure 1 shows the model geometry with different boundary conditions. The inner
boundary of the reservoir is set to a wellbore pressure of 1000 psi while the outer boundary
condition is set as no flow boundary, ignoring the minimum and maximum horizontal
stresses. The well is vertical with one hydraulic fracture used to exploit the gas stored.
A plain strain is assumed in this model and this assumption is valid when one of the
dimensions is very large when compared to other two. In order to validate the developed
numerical simulator, a 2-D finite element mesh is used with 5000 elements and eight nodes
(see Figure 2). The mesh is generated with a fracture intersecting the wellbore. The fracture
length is 100 ft and the parameters of the 2-D model used for the simulation are presented
in Table 1. The reservoir pressure is set as 5500 psi with very low permeability of 0.01 md
to simulate the actual conditions in shale reservoirs.
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Table 1. Parameters used in the verification of the developed numerical model.

Parameter Value

Langmuir’s volume 0.08 scf/lb
Langmuir’s pressure 5100 psi

Gas viscosity 0.01 cp
Gas density 6 lb/cf

Fracture length 1 m
Fracture permeability 500 md

Initial reservoir pressure 5500 psi
Wellbore pressure 1000 psi

Formation permeability, kx 0.01 md
Formation permeability, ky 0.01 md

Wellbore radius 0.1 m
Reservoir outer radius 1000 m

Only a one-quarter model is selected to take advantage of the reservoir symmetry
as shown in Figure 2. Figure 3 shows in detail the gas distribution pressure inside the
fracture and the shale matrix. It can be seen from Figure 3 that the gas pressure is initially
depleted inside the hydraulic fracture; consequently, pressure depletion occurs on the
matrix surface. Figure 4 shows the comparison between the analytical and numerical
solution for the gas pressure distribution inside the matrix and the hydraulic fracture. It
can be seen from these figures that the gas pressure changes with production time across
the wellbore to the reservoir boundary are in a good agreement with the analytical solution.
Hence, the developed model in this study can be used to address numerous problems in
gas shale reservoirs.
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Figure 4. The comparison between analytical and numerical solution of shale gas pressure for
Pi = 5500 psi, Pwf = 1000 psi and k-0.01 md.

4. Results and Discussion

A case study is taken from Barnett Shale to estimate the volume of the reservoir
adsorbed and free gas. In addition, the developed simulator in this study will evaluate
the gas shale flow rates with time. A sensitivity study is performed as well to show the
effect of various fluid properties on gas production rates. The collected data are presented
in Table 2. The developed simulation model in this study assumes that the gas is stored in
natural fractures and pores and it is adsorbed in organic matter.

527



Processes 2022, 10, 2602

Table 2. Shale gas reservoir properties used in the verification of the developed numerical model.

Parameter Value

Gas viscosity 0.019 cp
Gas formation volume factor 1.35 scf/rcf

Langmuir’s volume 0.099 scf/lb
Langmuir’s pressure 2696 psi
Initial compressibility 5.3 × 10−5 psi−1

Gas density 6.4/lb/cf
Fracture length 20 ft

Fracture permeability 500 md
Initial reservoir pressure 3100 psi

Wellbore pressure 2550 psi
Formation permeability, Kx 0.001 md
Formation permeability, Ky 0.001 md

Porosity 0.05
Reservoir outer radius 1000 m

Figure 5 shows the amount of the adsorbed and free gas versus the change in the
reservoir pressure, calculated using the Langmuir’s isotherm for Barnett Shale. As it can be
seen from this figure, a significant amount of adsorbed gas exists in the 20 ft fracture used
in the finite element mesh (see Figures 1 and 2).
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Figure 5. Free gas and adsorbed gas content for Barnett Shale versus reservoir pressure.

Using the permeability of 0.001 md as homogenous reservoir property, the gas pro-
duction profile is obtained, as shown in Figure 6. The gas production profile shows a long
term well performance of 18 years, and this performance is required during the production
process in shale gas reservoirs. The gas well is produced at constant bottom hole pressure
of 2550 psi at the initial production stage. The free gas exists in the natural fracture and
pores. The gas is produced continuously from the fracture until the pressure in the matrix
reaches the critical desorption pressure. Then, the adsorbed gas feeds the porous area
through the desorption process at a rate depending on the pressure change. Hence, the
production rate stabilizes after certain period of production when the total amount of
adsorbed gas is desorbed into the fracture near the wellbore (see Figure 6). The production
rate is initially started with 180 scf/s and this value is very close to what has been estimated
by Wang [34] (211 scf/s). The difference between this study’s initial gas rate estimation and
that of Wang [34] arises from the different geometry and fracture network used in the study
by Wang [34].
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Figure 6. Gas production rate versus reservoir pressure.

Figure 7 shows the cumulative gas production. As it can be seen from Figure 7, the
cumulative gas production is initially low due to small the time step size used at the be-
ginning of the simulation run. Then the cumulative gas production volume increases with
decreasing the pressure around the hydraulic fracture and the porous matrix. The total
volume produced after 12 years of gas production is 80 MMSCF in comparison to the work
of Wang [34], which found 88 MMSCF. Estimations of cumulative gas volume using this
simulation study and the study of Wang [34] are in a good agreement. Wang [34] uses a sub-
surface fracture network map which gives more gas volume during the production process.
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Figure 7. Barnett Shale cumulative gas production volume over 18 years. 
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Figure 8 shows the variation in gas pressure change due to gas production in two mesh
elements, one is close to the wellbore and the other is far from the fracture and wellbore.
Figure 8 shows various behaviors of the elements with time. In the early stages of the free
gas production, the gas is produced from the cell/element near the wellbore and the closest
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to the fracture. Hence, the pressure drop decreases faster (see Figure 8). Next, during
the period of production, the pressure stabilizes due to it reaching the phase of critical
gas desorption. However, the pressure in the cell/element far from the wellbore displays
a slow rate of reduction due to low matrix permeability.
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Figure 8. Pressure drop behavior for two elements used in the simulation model.

It can be observed from Figure 9 that the gas pressure diffusion behavior is transient
within the hydraulic fracture and matrix at early production stage and reached the boundary
after two months of production and the flow regime changed to a pseudo steady-state,
dominant for the rest of reservoir production time.
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Figure 9. Gas pressure behavior at the early stage of the production process for Pi = 3100 psi,
Pwf = 2550 psi, k-0.001 md and fracture length = 20 ft. The blue color is for P = 2550 psi and the red
color is for P = 3100 psi.

Figure 10 shows the gas desorption volume for the two cells/elements (with
an element/cell close to the fracture and another far from the wellbore). As it can be
seen from Figure 10, the gas production starts in the element that is close to the wellbore;
hence, its average pressure will be depleted faster. Next, the pressure in the adjacent
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element will start to deplete to the critical gas desorption pressure. Afterwards, the cell
will feed the gas to the pore space and this behavior depends on the reservoir heterogene-
ity. This means a different behavior might be observed in the desorption process due to
a difference in permeability and porosity of the elements.
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Figure 10. Gas desorbed volume for two elements used in the simulation model. 
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Figure 10. Gas desorbed volume for two elements used in the simulation model.

A sensitivity study was performed to test the effect of the fracture length on the gas
production rates. The fracture lengths used were 20 ft and 60 ft. Figure 11 shows the
production profile in both cases (with fracture lengths of 20 and 60 ft). It can be seen from
Figure 11 that a low production rate profile with fracture length = 20 ft occurred. In addition,
the critical desorption pressure is achieved at a later stage for fracture with a length = 60 ft.
It can be observed from Figure 11 that the gas production rate is sustained for a long period
during the production process with a fracture length = 60 ft. Moreover, it can be observed
from Figure 11 that the gas production rate declines 20–35% per month at the beginning of
the production process and then the declining rate stabilizes at around 7% after 2 years of
production (100-time step) which is a typical scenario for unconventional reservoirs.
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Since the amount of adsorbed gas depends on the gas density, a simulation run is
performed under different gas densities of 5 and 25 lb/cf, respectively. The analysis in
Figure 12 shows that the gas production profile is sustained longer in the case of a higher
gas density, as the gas in this case is densely packed into the organic matter; thus, a higher
amount of adsorbed gas will exist. Therefore, production of more gas is expected with
a high gas density and this parameter will be taken as an essential input parameter in the
ANN model to develop a new correlation for gas rate prediction.
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5. Neural Network for Gas Rate Prediction

Numerous machine learning algorithms have been used to predict the gas well perfor-
mance in shale reservoirs. Li et al. [35] used the Neural Based Decision Tree (NDT) learning
model for gas production prediction where ANN outperformed NDT. Clarke et al. [36]
used a high order neural network for gas well rate forecasting, while Klie [37] used sur-
rogate models for well rate furcating. Fulford et al. [38] combined a supervised learning
algorithm with calibrated bias to improve the posterior distribution of forecasts.

Nguyen [39] used the various fracture and reservoir properties to predict the produc-
tion decline parameters by developing an ANN model. The ANN model was based on data
collected from fractured vertical wells which induce a single-stage longitudinal fracture.
Syed et al. [40,41] used the unsupervised machine learning algorithm to model and analyze
the shale gas production.

Numerous authors have used machine learning algorithms including the neural net-
work (ANN), random forest (RF), function networks (FNs), adaptive neuro-fuzzy inference
system (ANFIS) and support vector machine (SVM) to predict the gas shale rates during
the production process [42,43].

The back propagation (BP) learning algorithm was used in this study as a supervised
algorithm. During the backward propagation, the errors are sent backward though the
hidden and input layers. Then, the error values are used to update the weight in the
artificial neural network (ANN). The error value at the output neuron can be defined as
a quadratic cost function:

Ep =
1
2

n2

∑
1

(
xp − yp

)2 (19)

where E is the error vector for the training pattern p.
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A gradient decent method [44,45] is used in this study in order to modify the weight
of the connection and compute the delta weight vector to minimize the cost function.
A stopping criterion is set in the ANN for a fixed error threshold, for a fixed number of
allowable epochs and for the use of validation data [46–48]. These criteria are very sensitive
to the input parameters and if these parameters are not chosen properly, the results will
show poor performance due to excessive training. Notably, the target outputs in the training
are usually scaled in the interval of (0 and 1) for logistic function.

During the learning phase, it is mandatory to test the performance of the neural net at
each single epoch. Therefore, the mean square error MSE in Equation (20) is used to show
the network performance.

MSE =

√
∑n1

1 ∑n2
1
(
xp − yp

)

n1.n2
(20)

where n1 and n2 are number of training output neurons, respectively. xp and yp are the
target and calculated outputs, respectively.

This section will show how the validated simulator developed in this study is used
to construct the ANN model by creating almost 300 data points to be used in the training
and testing processes. The inputs include gas density, matrix permeability, fracture length,
porosity, PL (Langmuir’s pressure), VL (maximum amount of the adsorbed gas (Langmuir’s
volume)) and reservoir pressure. The target output is the gas production rate (see Figure 13).
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Figure 13. Artificial neural network architecture used in this study.

Date Description

Around 300 points are created using the validated finite element model in this study
to design and develop the ANN model. The data contains six inputs including gas density,
matrix permeability, fracture length, porosity, PL (Langmuir’s pressure), VL (maximum
amount of the adsorbed gas (Langmuir’s volume)) and reservoir pressure that are used in
the training process, while the output is the gas production rate. The statistical analysis of
the collected data is presented in Table 3.

The data set is divided into two groups for training and testing processes. A total of
70% is assigned for the training and 30% for the testing. The Back Propagation learning
algorithm is used to minimize the results error between actual and target outputs with the
log sigmoid function. The BP learning algorithm provides exceptional results with an R2 of
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0.98 and a MSE = 0.018 for training (see Figure 14), and an R2 = 0.99 for the testing process
(see Figure 15).

Table 3. Statistics analysis of the input data.

Parameter Gas Density
(lb/cf)

Matrix Permeability
(md)

Fracture
Length (ft)

Langmuir’s Volume
(VL, psi)

Langmuir’s
Pressure (PL, psi)

Reservoir
Pressure (psi)

Max 18 0.099491 60 0.099662 2795 3996
Min 4 6.08 × 10−5 10 0.000322 701 1002

Standard Deviation 4.211135 0.028379 14.31894 0.028638 608.8278 866.6465
Skewness −0.04798 −0.10025 −0.18278 −0.00804 0.010806 0.038504

Mean 11 0.053936 38 0.050758 1760 2446
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Figure 14. The predicted Qg from ANN versus simulation results for training.
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Figure 15. The predicted Qg from ANN versus simulation results for testing.
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Using the results of training and testing processes, a mathematical correlation is
produced to show the relationship between the Qg and inputs to be used in the forecasting
of shale gas rates.

The novel correlation generated using ANN for Qg estimation is given by:

Qgn =

[
N

∑
i=1

w2i tan sig

(
J

∑
J=1

w1i,jxj + b1j

)]
+ b2 (21)

Qgn =

[
N

∑
i=1

w2i

(
1

1 + exp−(Gas density×w1,j,1+Frac/L×w1,j,2+Kmat×w1,j,3+VL×w1,j,4+PL×w1,j,5+PR×w1,j,6)+b1

)]
+ b2 (22)

where Qgn is the normalized gas rate, (w2,i) is the vector weight between the hidden layer
and output layer, (w1,j) is the vector weight connecting the input and the hidden layer, j is
the neuron number, b1 is the biases vector for the input layer and b2 for the output layer.
The extracted Qg equation can be attained by de-normalizing Qgn as follows:

Qg = 160×Qgn + 12 (23)

Table 4 shows the weights and bias for the correlation. The proposed correlation in
Equation (22) can be used to estimate and predict the gas flow rate for the shale reservoirs
using the above-mentioned inputs. Figure 16 shows the comparison between the simulated
gas rates and the gas rates values extracted from the ANN model based on inputs. It can
be seen from Figure 16 that a good match is achieved with a minimum square error (MSE)
of 0.018. The correlation proves that the designed ANN model is reliable and helps in
reducing the computational time used by the numerical simulation model which requires
extensive mathematics knowledge.

Processes 2022, 10, x FOR PEER REVIEW 17 of 20 
 

 

Table 4. Weights and biases for the generated correlation Equation (22). 

Neuron 
Number 

Input and Hidden Layers Weights (w1) 
Hidden and 

Output Layers 
Weights (w2) 

Hidden 
Layer  

Bias (b1) 

Output 
Layer 

Bias (b2) 
1 −1.34 × 10+00 −1.53 × 10+00 1.04 × 10−01 4.56 × 10−01 1.04 × 10+00 −2.73 × 10+00 −1.99 × 10+00 4.93 × 10−02 

−0.462100
8 

2 8.02 × 10−01 −3.40 × 10−01 6.41 × 10−01 1.31 × 10−01 −5.66 × 10−01 2.98 × 10−01 −2.53 × 10+00 −1.57 × 10+01 
3 3.86 × 10−01 8.12 × 10−01 −1.18 × 10−01 −6.67 × 10−02 −2.47 × 10−01 −1.99 × 10+00 9.62 × 10−02 −2.92 × 10+00 
4 −4.72 × 10−01 7.89 × 10−02 −3.63 × 10−02 1.10 × 10−01 −7.36 × 10−02 1.35 × 10+00 4.07 × 10−01 3.42 × 10−01 
5 −1.07 × 10−01 2.10 × 10−01 1.04 × 10−01 2.09 × 10−01 2.59 × 10−01 −2.75 × 10+00 1.23 × 10+00 9.37 × 10−01 
6 −1.26 × 10−01 −2.53 × 10−01 −1.61 × 10−01 3.92 × 10−02 1.20 × 10−01 1.55 × 10+00 8.74 × 10−01 1.16 × 10+00 
7 −1.30 × 10−01 −1.69 × 10−01 2.73 × 10−01 −9.72 × 10−02 4.10 × 10−02 −9.88 × 10−01 −4.86 × 10−01 −4.20 × 10−01 
8 −1.70 × 10−01 −2.73 × 10−01 3.09 × 10−01 6.93 × 10−02 −3.07 × 10−01 2.19 × 10+00 6.41 × 10−01 6.57 × 10−01 
9 5.08 × 10−01 5.04 × 10−01 2.60 × 10−01 2.18 × 10−01 −1.20 × 10−01 9.73 × 10−02 4.79 × 10−02 −1.80 × 10+00 
10 −3.55 × 10−02 −8.34 × 10−03 −3.27 × 10−01 5.66 × 10−02 3.37 × 10−01 −1.22 × 10+01 −6.69 × 10−01 −1.39 × 10+00 

 
Figure 16. ANN gas flow rate vs. simulated gas flow rate. 

6. Conclusions 
This study presents a finite element model to simulate the shale reservoir response 

in the gas production process for free and adsorbed gas within the shale matrix and the 
fracture. The mass conservation equation used to develop the gas transport equation in-
cludes both free and absorbed gas. The adsorbed gas volume is calculated through Lang-
muir isotherms. The results show that the long term well performance is achieved during 
the gas production process and the existing adsorbed gas led to a stabilization in the pro-
duction after an initial drop when the matrix elements reached critical desorption pres-
sure. 

Simulation results of Barnett Shale field show that the evolution of gas pressure 
strongly depends on the gas desorption process near the wellbore during gas production. 

In addition, an ANN is created to forecast the gas production rates for different char-
acteristics of the shale reservoirs. The number of hidden layers and neurons used in the 
ANN are one and ten, respectively. The results show that the developed ANN in this 

0 50 100

0
50

10
0

15
0

20
0

Data index

Ga
s 

ra
te

 (S
CF

/D
)

Sim
ANN

Figure 16. ANN gas flow rate vs. simulated gas flow rate.

535



Pr
oc

es
se

s
20

22
,1

0,
26

02

Ta
bl

e
4.

W
ei

gh
ts

an
d

bi
as

es
fo

r
th

e
ge

ne
ra

te
d

co
rr

el
at

io
n

Eq
ua

ti
on

(2
2)

.

N
eu

ro
n

N
um

be
r

In
pu

ta
nd

H
id

de
n

La
ye

rs
W

ei
gh

ts
(w

1)
H

id
de

n
an

d
O

ut
pu

tL
ay

er
s

W
ei

gh
ts

(w
2)

H
id

de
n

La
ye

r
B

ia
s

(b
1)

O
ut

pu
tL

ay
er

B
ia

s
(b

2)

1
−

1.
34
×

10
+0

0
−

1.
53
×

10
+0

0
1.

04
×

10
−

01
4.

56
×

10
−

01
1.

04
×

10
+0

0
−

2.
73
×

10
+0

0
−

1.
99
×

10
+0

0
4.

93
×

10
−

02

−
0.

46
21

00
8

2
8.

02
×

10
−

01
−

3.
40
×

10
−

01
6.

41
×

10
−

01
1.

31
×

10
−

01
−

5.
66
×

10
−

01
2.

98
×

10
−

01
−

2.
53
×

10
+0

0
−

1.
57
×

10
+0

1

3
3.

86
×

10
−

01
8.

12
×

10
−

01
−

1.
18
×

10
−

01
−

6.
67
×

10
−

02
−

2.
47
×

10
−

01
−

1.
99
×

10
+0

0
9.

62
×

10
−

02
−

2.
92
×

10
+0

0

4
−

4.
72
×

10
−

01
7.

89
×

10
−

02
−

3.
63
×

10
−

02
1.

10
×

10
−

01
−

7.
36
×

10
−

02
1.

35
×

10
+0

0
4.

07
×

10
−

01
3.

42
×

10
−

01

5
−

1.
07
×

10
−

01
2.

10
×

10
−

01
1.

04
×

10
−

01
2.

09
×

10
−

01
2.

59
×

10
−

01
−

2.
75
×

10
+0

0
1.

23
×

10
+0

0
9.

37
×

10
−

01

6
−

1.
26
×

10
−

01
−

2.
53
×

10
−

01
−

1.
61
×

10
−

01
3.

92
×

10
−

02
1.

20
×

10
−

01
1.

55
×

10
+0

0
8.

74
×

10
−

01
1.

16
×

10
+0

0

7
−

1.
30
×

10
−

01
−

1.
69
×

10
−

01
2.

73
×

10
−

01
−

9.
72
×

10
−

02
4.

10
×

10
−

02
−

9.
88
×

10
−

01
−

4.
86
×

10
−

01
−

4.
20
×

10
−

01

8
−

1.
70
×

10
−

01
−

2.
73
×

10
−

01
3.

09
×

10
−

01
6.

93
×

10
−

02
−

3.
07
×

10
−

01
2.

19
×

10
+0

0
6.

41
×

10
−

01
6.

57
×

10
−

01

9
5.

08
×

10
−

01
5.

04
×

10
−

01
2.

60
×

10
−

01
2.

18
×

10
−

01
−

1.
20
×

10
−

01
9.

73
×

10
−

02
4.

79
×

10
−

02
−

1.
80
×

10
+0

0

10
−

3.
55
×

10
−

02
−

8.
34
×

10
−

03
−

3.
27
×

10
−

01
5.

66
×

10
−

02
3.

37
×

10
−

01
−

1.
22
×

10
+0

1
−

6.
69
×

10
−

01
−

1.
39
×

10
+0

0

536



Processes 2022, 10, 2602

6. Conclusions

This study presents a finite element model to simulate the shale reservoir response in
the gas production process for free and adsorbed gas within the shale matrix and the frac-
ture. The mass conservation equation used to develop the gas transport equation includes
both free and absorbed gas. The adsorbed gas volume is calculated through Langmuir
isotherms. The results show that the long term well performance is achieved during the gas
production process and the existing adsorbed gas led to a stabilization in the production
after an initial drop when the matrix elements reached critical desorption pressure.

Simulation results of Barnett Shale field show that the evolution of gas pressure
strongly depends on the gas desorption process near the wellbore during gas production.

In addition, an ANN is created to forecast the gas production rates for different
characteristics of the shale reservoirs. The number of hidden layers and neurons used in
the ANN are one and ten, respectively. The results show that the developed ANN in this
study predicts the gas rate precisely and these results led to the conclusion that the ANN
can be used in some cases for saving computational time.
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Abstract: The Fullbore Formation Micro Imager (FMI) represents a proficient method for examining
subterranean oil and gas deposits. Despite its effectiveness, due to the inherent configuration of
the borehole and the logging apparatus, the micro-resistivity imaging tool cannot achieve complete
coverage. This limitation manifests as blank regions on the resulting micro-resistivity logging images,
thus posing a challenge to obtaining a comprehensive analysis. In order to ensure the accuracy of
subsequent interpretation, it is necessary to fill these blank strips. Traditional inpainting methods
can only capture surface features of an image, and can only repair simple structures effectively.
However, they often fail to produce satisfactory results when it comes to filling in complex images,
such as carbonate formations. In order to address the aforementioned issues, we propose a multiscale
generative adversarial network-based image inpainting method using U-Net. Firstly, in order to
better fill the local texture details of complex well logging images, two discriminators (global and
local) are introduced to ensure the global and local consistency of the image; the local discriminator
can better focus on the texture features of the image to provide better texture details. Secondly, in
response to the problem of feature loss caused by max pooling in U-Net during down-sampling,
the convolution, with a stride of two, is used to reduce dimensionality while also enhancing the
descriptive ability of the network. Dilated convolution is also used to replace ordinary convolution,
and multiscale contextual information is captured by setting different dilation rates. Finally, we
introduce residual blocks on the U-Net network in order to address the degradation problem caused
by the increase in network depth, thus improving the quality of the filled logging images. The
experiment demonstrates that, in contrast to the majority of existing filling algorithms, the proposed
method attains superior outcomes when dealing with the images of intricate lithology.

Keywords: electrical imaging logging; blank strip filling; GAN; U-Net

1. Introduction

Electrical imaging logging is an effective technical tool for reservoir logging evaluation.
The two-dimensional image of the well perimeter obtained by using electrical imaging
logging can reflect the structure and characteristics of the wellbore wall more intuitively
and clearly, addressing geological challenges that cannot be resolved using conventional
logging techniques [1,2]. By correlating electrical imaging data with the geological features
they reflect, it is possible to identify rock types, as well as divide and compare stratigraphic
layers [3–5]. Similarly, by combining core data with electrical imaging well logging data,
it is possible to directly analyze sedimentary structures, identify sedimentary environ-
ments, and distinguish main sedimentary units, revealing provenance and paleo water
flow direction [6,7]. However, due to the structure of the well body and the structure of
the electrical imaging logging instrument, when scanning along the well wall, the well
perimeter coverage cannot reach 100%, and a white band is produced on the electrical
logging image [8]. The filling of these blank strips is necessary in order to facilitate the
subsequent work of geologists.
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Currently, the traditional methods for well log image inpainting can generally be
classified into two main categories: structure-based methods and multipoint geostatistical
methods, such as the Filtersim algorithm [9,10]. The structure-based filling algorithms are
mainly interpolation algorithms, such as inverse distance [11] weighting and Lagrangian
interpolation [12]. Jing et al. [11] used the resistivity values of adjacent pole plates between
the blank regions in order to interpolate the inverse distance of the blank regions to achieve
the information filling of the blank regions. Although this method is simple and fast, the
continuity of the filled area with the known area is poor [13]. The interpolation algorithm
is simple in principle and fast in processing, but there are obvious traces of processing,
and the overall visual effect is poor and cannot meet the actual engineering needs [14].
The Filtersim algorithm [15] is a set of multipoint geostatistical methods based on the
principles of filtering. It employs the template-matching principle to “paste” the most
similar templates into the target inpainting region, resulting in improved computational
efficiency [16]. For example, Hurley et al. [17] applied the Filtersim simulation algorithm
from multipoint geostatistics to blank strip filling and achieved good results in logging
images of simple stratigraphic structures; Sun et al. [13] applied the inverse distance
weighting interpolation method and the multipoint geostatistical Filtersim method to fill
the blank strip. However, due to the sequential simulation used by the Filtersim algorithm
in filling, which has a stochastic nature, the results are not good after filling the multilayered
rational regions where structural features dominate.

With the continuous research and development of deep learning theory in recent
years, the advantages of convolutional neural networks in image processing have gradually
emerged [18,19]. Owing to the powerful ability of neural networks to capture image
information, some successful applications have been achieved in image processing [20–23].
In recent years, researchers have gradually applied neural networks to the processing of
electrical imaging logs. For example, Wang et al. [24] preliminarily applied neural networks
to image completion in electric logging, drawing on the idea of deep neural network
structures designed by humans to capture a large amount of prior statistical information
about bottom-level images [25]. They constructed an encoder–decoder network model,
which extracts features through the encoding layer and restores the image through the
decoding layer. However, because of the simplicity of the applied model, the filling
effect of electric logging images was not ideal. Zhang et al. [26] also utilized the U-Net
network to complete electric logging images, which improved the filling effect to some
extent. However, for intricate sand and gravel imagery, the contour information cannot be
suitably reconstructed, thereby engendering an inadequate filling outcome. Du et al. [27]
extended Wang’s [24] approach by incorporating attention mechanisms to constrain the
feature extraction process, enabling a focus on important features and resulting in further
enhancement of the filling effect.

Drawing upon the literature examined previously, it can be observed that the applica-
tion of neural network technology in blank interval filling methods is relatively limited, and
the targeting is not sufficiently strong. After an extensive literature review, it was found
that generative adversarial networks (GANs) [28] have found extensive applications in the
domain of image generation. Thanks to their ability to simulate complex functional relation-
ships and their powerful generation capabilities, several papers have used GANs to process
image data and have achieved good results [29–32]. Residual Network (ResNet) [33] is
another highly influential network following the three classic CNNs: AlexNet, VGG, and
GoogleNet. Owing to its simplicity and practical advantages, ResNet has been widely
used in fields such as detection, classification, and recognition [34–37]. Dilated Convo-
lution [38,39] has been demonstrated to enhance the modeling capacity of deep learning
neural networks more effectively for geometric transformations. The dilated convolution
operation has the advantage of being able to capture a larger receptive field compared to
traditional convolutions, thereby preserving the spatial features of the image well without
sacrificing image detail information [40].
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In order to address the problem of filling blank strips in structurally complex electrical
imaging, we propose a method for filling the blank strips in electrical imaging images
based on multiscale generative adversarial network architecture and apply this method
to fill the blank strips in complex electrical imaging images. The major contributions are
outlined as follows:

1. The proposed method utilizes generative adversarial network architecture with U-
Net as the generator to enhance the feature extraction capability of the network. In
addition, two discriminators, i.e., global and local discriminators, are introduced to
capture the overall image and local texture information of complex electrical imaging,
respectively, which leads to better texture details in the completed image.

2. The introduction of residual networks enhances gradient propagation and addresses
the issue of network degradation with increasing depth, thereby improving the quality
of the electrical imaging image filling.

3. The use of dilated convolution instead of conventional convolution in neural networks
helps to better preserve the spatial features of the image, thus improving the recon-
struction of complex electric logging images, especially in terms of contour features.

Based on the experimental results, it can be inferred that the image filled by the
network model proposed by us is more consistent with the contextual content, and shows
significant improvements in the details and textures of the image compared to traditional
filling methods and basic deep generative networks.

2. Construction of the Blank Strip Filling Model
2.1. Improved U-Net-Based Model

The deep generative network model we used for blank strip filling in logging electrical
imaging is shown in Figure 1. The model is based on GAN architecture, consisting of two
main modules: a generator and a discriminator.
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Figure 1. The network architecture diagram of the blank stripe filling model.

The generator is based on encoder–decoder network architecture. The encoder consists
of five modules, each of which is composed of a convolutional layer, batch normalization
layer, Rectified Linear Unit (ReLU) activation function, and residual network connection
layer. The introduction of a residual network simplifies the learning process, enhances
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gradient propagation, and solves the degradation problem of the network, caused by
increasing depth of the network, thereby further improving the quality of image inpainting.
The specific structure is shown in Figure 2. The encoder employs a 3 × 3 convolution
kernel, and replaces pooling layers by using convolutional layers with a stride of 2 for
down-sampling. Batch normalization layers are added in order to alleviate the problem
of “vanishing/exploding gradients” in the network. The decoder part consists of four
modules, each of which is composed of an up-sampling layer, a skip connection layer,
a convolution layer, a normalization layer, an activation function layer, and a residual
connection layer. The up-sampling scale of the decoding layer is 2, with a convolution
kernel size of 3 × 3 and a stride of 1.
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Figure 2. The network architecture of ResNet and the short connection.

The discriminator consists of two modules: a global discriminator and a local dis-
criminator. The global discriminator has 5 modules, where the first 4 modules consist
of convolutional layers, batch normalization layers, and ReLU activation functions, and
the last module consists of a Flatten layer, fully connected layer, and Sigmoid activation
function. The local discriminator has the same architecture as the global discriminator.
The global discriminator evaluates the entire image from a global perspective, while the
local discriminator focuses more on the details of the image to provide better image details.
Alternating training between the generator and discriminator can improve the quality of
image inpainting.

In order to achieve better inpainting results, we modified the convolution method in
the encoder–decoder section by introducing dilated convolutions with which to replace
regular convolution layers. This increases the receptive field to better handle variations
in image details, optimizing the model structure and enabling inference of texture feature
information for a single image.

2.2. Residual Network Structure

ResNet was proposed by Kaiming He in 2015. At that time, it was widely believed that
deeper neural networks would lead to better performance. However, researchers found
that increasing network depth actually led to worse performance, known as the problem
of network degradation, and gradient vanishing was identified as a key factor. ResNet
provided a solution to this problem by introducing residual connections and achieved
excellent results in the 2015 ImageNet image recognition challenge, which had a profound
impact on the subsequent design of deep neural networks.

As is widely recognized, in the context of convolutional neural networks (CNNs), the
matrix representation of an image serves as its most fundamental feature, which is utilized
as the input to the CNNs. The CNNs function as information extraction processes, progres-
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sively extracting highly abstract features from low-level features. The greater the number
of layers in the network, the greater the number of abstract features that can be extracted,
which consequently yields more semantic information. In the case of conventional CNNs,
augmenting the network depth in a simplistic manner can potentially trigger issues such
as vanishing and exploding gradients. The solutions to the problems of vanishing and
exploding gradients usually involve normalized initialization and intermediate normal-
ization layers. However, this can lead to another problem—the degradation problem—in
which, as the network depth increases, the accuracy of the training set saturates or even
decreases. This is dissimilar to overfitting, which generally exhibits superior performance
on the training set.

ResNet proposed a solution to address network degradation. In the event that the
subsequent layers of a deep network are identity mappings, the model would experience
a decline in performance to that of a shallow network. Therefore, the challenge now is
to learn the identity mapping function. However, it is challenging to directly fit some
layers to a potential identity mapping function H(x) = x, which is likely the reason why
deep networks are difficult to train. In order to address this issue, ResNet is designed
with H(x) = F(x) + x, as shown in Figure 2. We can transform it into learning a residual
function, F(x) = H(x) − x. As long as F(x) = 0, it constitutes an identity mapping
H(x) = x. Here, F(x) is the residual, for which fitting is undoubtedly easier.

ResNet offers two approaches to addressing the degradation problem: identity map-
ping and residual mapping. Identity mapping refers to the “straight line” portion in the
Figure 2, while residual mapping refers to the remaining “non-straight line” portion. F(x)
represents the pre-summing network mapping, while H(x) represents the post-summing
network mapping of the input x. In order to provide an intuitive example, suppose we
map 5 to 5.1. Before introducing the residual, we have F′(5) = 5.1. After introducing
the residual, we have H(5) = 5.1, where H(5) = F(5) + 5 and F(5) = 0.1. Both F′ and F
represent network parameter mappings, and the mapping after introducing the residual
is more sensitive to changes in the output. For example, if the output s changes from
5.1 to 5.2, the output of the mapping F′ increases by 2% (i.e., 1/51). However, for the
residual structure, when the output changes from 5.1 to 5.2, the mapping F changes from
0.1 to 0.2, resulting in a 100% increase. It is evident that the change in output has a greater
effect on adjusting the weights for the latter, resulting in better performance. This residual
learning structure is achieved through forward neural networks with shortcut connections,
where the shortcut connection performs an equivalent mapping without introducing extra
parameters or elevating computational complexity. The entire network can still be trained
end-to-end through backpropagation.

2.3. Dilated Convolution

The convolutional modules used in conventional convolutional neural networks have
a fixed structure, which limits their ability to model geometric transformations [40]. As
a result, when applied to images of sandstone with complex structures and textures, the
performance is often poor. In order to address this issue, we employ dilated convolution to
replace the regular convolutional layers, optimizing the network model and improving its
ability to model geometric transformations.

Typical convolutional neural network algorithms commonly leverage pooling and
convolution layers to expand the receptive field, while also reducing the resolution of the
feature map. Subsequently, up-sampling methods such as deconvolution and unpooling
are used to restore the image size. Due to the loss of accuracy caused by the shrinking and
enlarging of feature maps during the down-sampling and up-sampling process, there is a
need for an operation that can increase the receptive field while maintaining the size of the
feature map. This operation can replace the down-sampling and up-sampling operations.
In response to this need, the dilated convolution was introduced.

Different from normal convolution, dilated convolution introduces a hyperparameter
called the “dilation rate”, which defines the spacing between values in the convolution ker-
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nel when processing the data. From left to right, Figure 3a–c are independent convolution
operations. The large boxes represent the input images (with a default receptive field of
1), the black circles represent 3 × 3 convolution kernels, and the gray areas represent the
receptive field after convolution. Figure 3a represents the normal convolution process (with
a dilation rate of 1), resulting in a receptive field of 3. Figure 3b represents the dilation rate
of 2 for the dilated convolution, resulting in a receptive field of 5. Figure 3c represents the
dilation rate of 3 for the dilated convolution, resulting in a receptive field of 7.
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Figure 3. Illustration of Receptive Fields of Dilated Convolutions with Different Dilation Rates:
(a) represents the receptive field when the dilation rate is 1; (b) represents the receptive field when
the dilation rate is 2; (c) represents the receptive field when the dilation rate is 3.

From Figure 3, it can be seen that with the same 3 × 3 convolution, the effect of
convolutions equivalent to 5 × 5, 7 × 7, etc., can be achieved. Dilated convolutions possess
the ability to enlarge the receptive field, whilst avoiding an increase in the number of
parameters (number of parameters = convolutional kernel size + bias). Assuming the
convolutional kernel size of the dilated convolution is k and the dilation rate is d, then its
equivalent convolutional kernel size k′ can be calculated using the following formula, for
example, for a 3 × 3 convolutional kernel, k = 3:

k′ = k + (k− 1)× (d− 1) (1)

Out =
In− k′ + 2× padding

stride
+ 1 (2)

The formula involves several parameters: “Out” denotes the dimensions of the output
feature map, “In” denotes the size of the input feature map, k′ denotes the equivalent
kernel size computed in the first step, stride denotes the step size, and padding denotes the
size of the padding. Usually, the padding size is designed to be the same as the dilation rate
in order to ensure that the output feature map size remains unchanged. However, simply
stacking dilated convolutions with the same dilation rate can cause grid effects, as shown
in Figure 4.
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Figure 4. The grid effect of dilated convolution.

As shown in Figure 4, stacking multiple dilated convolutions with a dilation rate
of 2 can lead to the problem reflected in the figure. It is evident that the kernel exhibits
discontinuity, thereby implying that not all pixels are involved in the computation, and
thus leading to a reduction in the continuity of information. In order to address this issue,
Panqu Wang proposed the design principle of HDC (Hybrid Dilated Convolution). The
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solution is to design the dilation rates in a zigzag structure, such as [1,2,5], and satisfy the
following formula:

Mi+1 = max[Mi+1 − 2ri, Mi+1 − 2(Mi+1 − ri), ri] (3)

The variable ri represents the dilation rate for layer i and Mi represents the maximum
dilation rate in layer i, assuming n total layers and Mn = rn by default. If we use a kernel
of size k× k, our goal is to ensure that M2 ≤ k, so that all the holes can be covered using
dilation rate 1, which is equivalent to standard convolution.

3. The Algorithm of Blank Stripe Filling Based on Multiscale Generative
Adversarial Network
3.1. Algorithm Principle

Current deep neural network-based image restoration methods typically require a
large amount of training data [41], a requirement which is not suitable for filling the blank
strips in well logging electric images. For electrical imaging logging, it is impossible
to obtain a complete image of the formation, and obtaining a large amount of image
data of the wellbore and surrounding wells is also a significant challenge in engineering.
Ulyanov et al. [25] pointed out that neural network architectures themselves can capture
low-level statistical distributions, and that the original image can be restored using only the
corrupted image. Building upon this idea, this paper minimizes the function E( fθ(z); x0)
by optimizing the deep convolutional network model parameters θ, and implements the
filling of blank strips through alternating training of the generator and discriminator. The
specific algorithmic principle is shown in Figure 5.
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Figure 5. The schematic diagram of the blank stripe filling network algorithm.

In Figure 5, the leftmost image represents the input to the network model, which
is initialized with randomly initialized model parameters θ0. The network output x′ is
obtained from input z through the function x′ = fθ0(z). The image x′ is used to calculate
the loss term E(x′, x0) for the filling task, and is input together with the original image into
the discriminative network to calculate the GAN loss. Here, D represents the discriminant
function, Md is a random mask used to randomly select an image patch for the local
discriminator, C represents the generative network function, and Mc represents the missing
area. We aim for the discriminator to not be able to distinguish between the generated
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images and the real original images, thus obtaining a complete image with realistic texture
details. The loss gradient is computed using the gradient descent algorithm to obtain new
weights θ1 and this process is repeated until the optimal θ∗ is found. Finally, the complete
image is obtained using the formula x′ = f θ∗(z).

3.2. Algorithm Flow

Step 1: Generating mask images.
In order to simulate the missing data in real well logging images, we generate corre-

sponding masks by scanning the real electric well logging images. As modern electrical
imaging logging software typically sets blank areas in the image data as a constant value
when converting data from electrode measurements to image data, the pixel values of blank
areas are fixed. Therefore, we implement the detection of blank areas in electrical imaging
logging images through a point-by-point scanning method using PyCharm software. The
RGB pixel values of the scanned blank areas are set to (255, 255, 255), and the pixel values of
other non-blank areas are set to (0, 0, 0), thus obtaining the mask image of the logging image.
The original logging image and its corresponding mask image are shown in Figure 6.
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Figure 6. Log image and its corresponding mask image: (a) log image and (b) mask image.

Step 2: Generating the image to be filled.
To ensure that colors outside of the electrical imaging scale bar do not appear after

filling, this paper converts the electrical imaging log image to grayscale as the image to
be filled, and the output of the network model is also a 1-channel grayscale image. The
grayscale image is subtracted from the original grayscale image and multiplied by its
corresponding mask to obtain the image to be filled, as shown in Figure 7.
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Step 3: Training of the generative network.
For the training of the generative network, we utilized the Places365-Standard dataset [42].

This dataset comprises approximately 1.8 million images, covering 365 distinct scene
categories, such as beaches, forests, offices, kitchens, and more. The images in the dataset
were collected from the internet, resulting in a wide range of visual diversity and complexity.
The image sizes vary from as low as a few tens of kilobytes to as high as several tens of
megabytes. This characteristic makes Places365-Standard a challenging dataset suitable
for evaluating and training machine learning models in real-world scenarios. To obtain
Places365-Standard dataset, it can be downloaded from its official website.

From the dataset, we randomly selected 30,000 images for the training set and
6000 images for the validation set. These images were preprocessed and cropped to a
uniform size of 256 × 256 pixels, and the to-be-filled images were produced using the
methods from the previous two steps. The output data of the generative network, i.e., the
filled grayscale image and the input grayscale image with the mask image, were multiplied,
and the mean squared error (MSE) of the pixel values in the missing regions was calculated.
The formula for MSE loss is as follows:

MSE =
1
n

n

∑
i=1

(
Y′i −Yi

)2 (4)

In the formula, n represents the number of pixels, Y′i represents the output of the
generative network, and Yi represents the original image.

The MSE function has a smooth and continuous curve that is differentiable everywhere,
making it suitable for use with gradient descent algorithms, and is a commonly used
loss function. Additionally, as the error decreases, the gradient also decreases, which is
conducive to convergence. Even with a fixed learning rate, it can converge quickly to the
minimum value. The Adam stochastic gradient descent (SGD) optimization algorithm
was used to train the generative network and update the parameter θ. Thereafter, we
updated the network parameters through the backpropagation of the generation model.
The training process was repeated until the loss value reached an acceptable range.

Step 4: Training of the discriminative network.
After the training of the generative network is completed, a randomly cropped section

of the generative network output is used as the input for the local discriminator, while the
entire generated image is used as the input for the global discriminator. During the training
of the discriminator, the binary cross-entropy (BCE) is used as the loss function.

The utilization of the BCE loss facilitates the discriminator in effectively distinguishing
between real and generated samples. By minimizing the BCE loss, the discriminator
gradually improves its classification ability, thereby enabling the generator to produce
more realistic samples, which is formulated as follows:

BCE = − 1
N

N

∑
i=1

yi· log(p(yi)) + (1− yi)· log(1− p(yi)) (5)

In the formula, y represents the binary label of 0 or 1, and p(y) represents the probabil-
ity that the output belongs to the y label. The discriminator is trained by feeding both the
original and generated images produced by the generative network into the discriminative
network, and the binary cross-entropy (BCE) loss is computed. This process is repeatedly
performed until the loss value reaches an acceptable range. We hope that the discriminator
cannot distinguish between complete images and real images, thereby obtaining complete
images with realistic texture details.

Step 5: Training the generative and discriminative networks jointly.
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After the discriminative network is trained, a joint loss function is used to alternately
train the generative network and the discriminative network. The joint loss function is
shown as follows:

min
C

max
D

E[L(x, Mc) + α log D(x, Md) + α log(1− D(C(x, Mc), Mc))] (6)

In the formula, α is a weighted hyperparameter used to balance the MSE loss and GAN
loss. In this step, we first train the discriminative network to correctly distinguish between
the completed images and the real images. Thereafter, the generative network is trained to
generate results that cannot be distinguished as fake by the discriminative network. We
repeat this alternating training process between the discriminative and generative networks
until the loss values reach an acceptable range.

Step 6: Generation of final images.
After the entire training process is completed, we only need to use the generative

network to input the incomplete image and obtain the completed image. The output image
at this time is still a 1-channel grayscale image, which is eventually converted to a color
image by comparing the grayscale values on the electric imaging scale, thereby completing
the filling task of electric imaging well logging.

In order to facilitate a better understanding of the key steps and logic of the algorithm,
we have included a pseudocode representation of the algorithm, as shown in Algorithm
1. This pseudocode serves as a concise and structured description of the algorithm’s
implementation, enabling readers to grasp its essential components and flow more readily.

Algorithm 1 Training procedure of the ResGAN-Unet

1: while iterations t < Ttrain do
2: Sample a minibatch of images x from training data.
3: Input masks Mc for each image x in the minibatch.
4: if t < Tc then
5: Update the generation C with the weighted MSE

Loss (Equation (4)) using (x, Mc).
6: else
7: Generate masks Md with random hole for each

image x in the minibatch.
8: Update the discriminators D with the binary cross

entropy loss with both (C(x, Mc),Mc) and (x, Md).
9: if t > TC + TD then
10: Update the generative network C with the

joint loss gradients (Equation (6)) using (x, Mc), and D.
11: end if
12: end if
13: end while

In Algorithm 1, “ Ttrain” denotes the total number of iterations for the network, while
“ TC” and “ TD” respectively denote the iteration counts for the generative network and the
discriminative network.

4. Experimental Results and Analysis
4.1. Experimental Environment

The network model proposed in this paper was implemented in a PyTorch deep learn-
ing framework and run on an NVIDIA RTX A5000 GPU server with a virtual environment
configured with Python 3.9 and CUDA 11.6. The batch size during training was set to 8,
and the Adam optimizer [43] was used with a learning rate of 0.001. The experiment was
iterated 5000 times.
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4.2. Experiment on Natural Image Inpainting

In order to validate the effectiveness of the proposed algorithm, we first conducted
image inpainting experiments on missing natural images.

4.2.1. Introduction to the Dataset

For the natural image experiment, the testing dataset used is still the Places365-
Standard dataset. We randomly selected 10 images from the dataset as the original images
for this paper’s experiment. In order to make the experimental results more convincing,
we used strip masks similar to those in logging-while-drilling during the experiments.

One of the natural images utilized for the experiment in this paper is depicted in
Figure 8, where Figure 8a is the original image in the dataset. We converted the color image
to a grayscale image for processing, as shown in Figure 8b, while Figure 8c represents
the mask image used in the filling experiment, where white areas denote missing parts
of the image, and black areas denote preserved image information. The original image
subtracted from the corresponding pixel-wise multiplication of the original image with the
mask image is used as the image to be filled in the experiment, as shown in Figure 8d.
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Further quantitative analysis was conducted on the experimental results by calculat‐
ing evaluation metrics, such as SSIM (Structural Similarity Index), PSNR (Peak Signal‐to‐
Noise Ratio), MSE (Mean Squared Error), and FID (Fréchet Inception Distance) for both 
the 10 original images and the corresponding generated images using the proposed mod‐
els. The average results for each metric across the 10 images are shown in Table 1. From 
the  table,  it can be observed  that  the proposed algorithm consistently outperforms  the 
conventional model methods, thereby validating the advantages of the proposed models. 

Table 1. Comparison of Evaluation Metrics for Image Inpainting Results using Different Models. 

Models  SSIM (%)  PSNR  MSE  FID 

Basic Encoder–Decoder Model    93.78  28.18  110.53  72.42 
U‐Net Model  94.04  28.48  92.15  61.08 

Res‐Unet Model  94.58  29.86  70.11  55.23 
ResGAN‐Unet Model  94.77  29.89  66.61  50.12 

Figure 8. Example of natural image to be inpainted: (a) original image; (b) grayscale image; (c) mask
image; and (d) inpainting image.

4.2.2. Experimental Results and Analysis

The filling results of the example image in Figure 8, using four different network
models, are shown in Figure 9. We can observe from Figure 9 that the conventional encoder
–decoder network (Figure 9a) [16] shows obvious filling traces, as indicated by the red
dotted lines. Compared to Figure 9a, the use of the U-Net network structure Figure 9b
brings some improvement to filling traces, but pixel loss is still severe. With the Res-
Unet network and the addition of dilated convolutions (Figure 9c), the pixel loss issue is
significantly improved, as indicated by the dotted lines in the figure, and the overall filling
quality of the image is improved. After incorporating two discriminators into the base
model (Figure 9c) to form a GAN (Figure 9d), the details of image inpainting have been
improved, as is evident in the marked regions. The filling results of the strip edges have
been significantly enhanced, leading to a notable improvement in overall performance.
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Further quantitative analysis was conducted on the experimental results by calculating
evaluation metrics, such as SSIM (Structural Similarity Index), PSNR (Peak Signal-to-Noise
Ratio), MSE (Mean Squared Error), and FID (Fréchet Inception Distance) for both the
10 original images and the corresponding generated images using the proposed models.
The average results for each metric across the 10 images are shown in Table 1. From
the table, it can be observed that the proposed algorithm consistently outperforms the
conventional model methods, thereby validating the advantages of the proposed models.

Table 1. Comparison of Evaluation Metrics for Image Inpainting Results using Different Models.

Models SSIM (%) PSNR MSE FID

Basic Encoder–Decoder
Model 93.78 28.18 110.53 72.42

U-Net Model 94.04 28.48 92.15 61.08
Res-Unet Model 94.58 29.86 70.11 55.23

ResGAN-Unet Model 94.77 29.89 66.61 50.12

Here, SSIM is a structured image quality evaluation index that measures the structural
similarity between two images. The closer the SSIM value is to 1, the higher the similarity
with the original image. PSNR, or peak signal-to-noise ratio, is the most widely used
objective image quality evaluation index, where a larger value indicates less distortion.
MSE represents the mean square error between the current image X and the reference image
Y, with a higher value indicating more severe image distortion. In order to evaluate the
metrics of GAN-generated images, a new metric called Fréchet Inception Distance (FID) has
been introduced. FID quantifies image quality by comparing the feature distributions of
generated images and real images. A smaller FID value indicates that the generated images
are closer to the real images in terms of their features and distributions, demonstrating
higher realism and fidelity.

As shown in Table 1, the values of SSIM and PSNR increase gradually, while the value
of MSE and FID decreases gradually, indicating that the network model’s filling effect is
becoming better and better.

4.3. Experiment on Electrical Logging Image Inpainting
4.3.1. Introduction to the Dataset

Regarding the well log image dataset, we employed actual recorded electric imaging
images from a logging company, specifically from Well C2 in the Bo Block, located approxi-
mately 700 m underground. This dataset encompasses a variety of well log images with
different types of color calibration, including both dynamic and static color scales.

4.3.2. Experimental Results and Analysis

The filling results of two logging images are shown in Figure 10. The two original
logging images are shown in Figure 10a, and the corresponding filling results using the
basic encoder–decoder network are shown in Figure 10b. From the filling results, it can be
observed that both the upper and lower images in Figure 10b show filling traces, as marked
by the blue dashed lines. The continuity of the texture in the images is poor, and there is a
clear sense of boundary, indicating an overall poor performance, which is not conducive to
subsequent geological work.

In order to improve the filling quality of well logging images, firstly, the conven-
tional neural network structure was replaced with a U-Net network structure in the basic
encoder–decoder network. Secondly, in the U-Net network, residual blocks were added
and the original convolutional layers were replaced with dilated convolutions. Lastly, two
discriminators were further introduced to form a generative adversarial network structure
on the previous network. The experimental results are shown in Figure 11.

551



Processes 2023, 11, 1709

Processes 2023, 11, 1709  13  of  18 
 

 

Here, SSIM is a structured image quality evaluation index that measures the struc‐
tural similarity between two images. The closer the SSIM value is to 1, the higher the sim‐
ilarity with  the original  image. PSNR, or peak signal‐to‐noise ratio,  is  the most widely 
used objective image quality evaluation index, where a larger value indicates less distor‐
tion. MSE represents the mean square error between the current image X and the reference 
image Y, with a higher value indicating more severe image distortion. In order to evaluate 
the metrics of GAN‐generated  images, a new metric called Fréchet  Inception Distance 
(FID) has been introduced. FID quantifies image quality by comparing the feature distri‐
butions of generated images and real images. A smaller FID value indicates that the gen‐
erated  images are closer to the real  images  in  terms of their features and distributions, 
demonstrating higher realism and fidelity. 

As shown  in Table 1,  the values of SSIM and PSNR  increase gradually, while  the 
value of MSE and FID decreases gradually,  indicating  that  the network model’s  filling 
effect is becoming better and better. 

4.3. Experiment on Electrical Logging Image Inpainting 

4.3.1. Introduction to the Dataset 
Regarding the well log image dataset, we employed actual recorded electric imaging 

images from a logging company, specifically from Well C2 in the Bo Block, located ap‐
proximately 700 m underground. This dataset encompasses a variety of well log images 
with different types of color calibration, including both dynamic and static color scales. 

4.3.2. Experimental Results and Analysis 
The filling results of two  logging images are shown in Figure 10. The two original 

logging images are shown in Figure 10a, and the corresponding filling results using the 
basic encoder–decoder network are shown in Figure 10b. From the filling results, it can be 
observed  that  both  the  upper  and  lower  images  in  Figure  10b  show  filling  traces,  as 
marked by the blue dashed lines. The continuity of the texture in the images is poor, and 
there is a clear sense of boundary, indicating an overall poor performance, which is not 
conducive to subsequent geological work. 

   

   
(a)  (b) 
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Figure 11. Comparison of filling results of different improved network models: (a) filling re-
sult of the U-Net network; (b) filling result of the Res-Unet network; and (c) filling result of the
ResGAN-Unet network.

The filling results obtained by replacing the basic encoder–decoder structure with the
U-Net network structure are illustrated in Figure 11a. It can be seen that, compared with
the original network, the filling effect has been improved to some extent. The continuity of
the image texture has been enhanced, and the filling traces at the edge of the overall blank
strip have been improved. However, there are still filling traces, as indicated by the blue
dotted line in the figure.

The filling results are displayed in Figure 11b after residual networks and dilated
convolutions were introduced on U-Net structure. The results show that the introduction
of residual networks significantly improves the filling trace of blank strips, enhances the
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clarity of boundaries between different structures in the image, and makes the filling of
the same structure more natural. This indicates that the introduction of residual networks
helps to capture the overall structural information of the image, resulting in more accurate
filling. However, there are still some shortcomings in the filling results regarding some
details, as marked in Figure 11b.

The filling results of the generative adversarial network (GAN), composed of U-Net
and residual network structures with both global and local discriminators, are shown
in Figure 11c. From the result in Figure 11c, it can be observed that the filling effect of
the image has reached its optimal level after training the GAN. The filling traces of the
overall blank stripe have become barely distinguishable, which indicates that the multiscale
discriminators can provide good texture details of the complete image at different scales.
After training with the two discriminators, the filling of the details in the image has
been significantly improved, thereby further enhancing the overall visual effect, which is
beneficial to the subsequent work of formation division and lithology detection.

The filling results of three additional electrical logging images are shown in Figure 12.
The original well logging images before filling are represented by Figure 12a, while the best
filling results obtained using other models are displayed in Figure 12b. The corresponding
filling results obtained using the proposed model in this paper are shown in Figure 12c.
From these images, it can be observed that, for relatively simply structured images, such as
the first and third images in Figure 12a, the results obtained by other models are acceptable.
However, for complex-structured images, such as the second image, the filling results
achieved by the proposed method in this paper are significantly superior to those of other
models. They can accurately and realistically fill the missing content in the blank intervals,
with almost imperceptible traces at the edges of the intervals. Overall, the visual effect of
the filled images has been greatly improved.
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Figure 12. Demonstration of final filling results of other logging images: (a) the original image; (b) the
best results obtained by applying other models for filling; and (c) the results obtained by applying
the model proposed in this paper for filling.
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5. Conclusions

In order to address the issue of filling in blank strips in complex well logging images,
we improved the basic encoder–decoder network in the U-Net architecture by simultane-
ously introducing residual networks and multiscale discriminators. By learning a large
number of examples of filling blank bands, and through network model calculation based
on the original image and marked area to be filled, the filling of blank bands was achieved.
The improved model was used to conduct image inpainting experiments on natural images
and complex well logging images. Both experiments demonstrated that the proposed
deep learning network can effectively fill in missing data in images, and outperforms
conventional encoder–decoder networks in metrics, such as SSIM, PSNR, MSE and FID.
This indicates that:

(1) The introduction of residual networks helps to preserve the integrity of information
and solve the problem of network degradation. It better captures the overall structure
of the image and, thus, more accurately fills in the overall content of the image;

(2) The incorporation of the multiscale discriminator ensures the global and local consis-
tency of the image. The global discriminator is better at filling in the overall image in
a global sense, while the introduction of a local discriminator better fills in the texture
details of the image.

After conducting experiments on multiple electric imaging well logging images, the
results show that the algorithm proposed in this paper can effectively fill the blank strips
of complex electric imaging well logging images. The filling traces are barely noticeable,
and the image exhibits good continuity and texture, with clear edge contours, which
is beneficial for professional geological interpretation in the later stage. The proposed
algorithm provides technical support for actual exploration in well logging. For instance, it
aids geologists in efficiently identifying distinct geological layers and lithologies, as well as
inferring underground geological structures and structural characteristics. Additionally,
in tasks such as deep learning-based stratigraphic segmentation, it facilitates the work of
geology experts in conveniently and accurately annotating datasets, thereby establishing a
solid foundation for model training.

Nevertheless, in the research of filling blank strips in electrical well logging, there
are still challenges to be addressed, such as dealing with complex geological structures,
improving the stability and robustness of filling results, etc. Future research on filling
blank strips in electrical well logging can incorporate more geological information in order
to enhance the filling effectiveness. For example, introducing stratigraphic information
and rock distribution models can help achieve more realistic geological representation in
the filling results. Therefore, it is necessary to explore new algorithms and methods in
order to further improve the accuracy and reliability of filling blank intervals in electrical
well logging.
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Abstract: In offshore drilling, accidents such as gas invasion, overflow, and kicks are unavoidable, and
they can escalate into blowouts and other catastrophic events, resulting in casualties and significant
economic losses. Therefore, ensuring drilling safety requires precise monitoring of gas invasion
and overflow. Currently, most overflow monitoring methods used at drilling sites are based on
threshold criteria. However, the monitoring parameters obtained during actual drilling operations
often contain noise signals, which makes it challenging for threshold-based methods to achieve a
balance between improving accuracy and minimizing false positives. This paper proposes a novel
method called Pattern-Recognition-based Kick Detection (PRKD) for diagnosing overflow in offshore
drilling. The PRKD method utilizes the overflow evolution process by integrating multiphase
flow calculations, data filtering theory, pattern recognition theory, the Bayesian framework, and
other theoretical models. By analyzing the shape and wave characteristics of the curves, PRKD
effectively detects and monitors gas intrusion and overflow based on single parameters. Through
case analysis, it is demonstrated that the proposed method achieves high precision in monitoring
drilling overflow while maintaining a low false positive rate. By combining advanced computational
techniques with pattern recognition algorithms, PRKD improves the accuracy and reliability of kick
detection, enabling proactive responses to potential risks, protecting the environment and human
lives, and optimizing drilling operations. The case analysis shows that by integrating the probabilistic
information of pre-drilling kicks and various characteristic parameters, when the noise amplitude is
less than 8 L/s, the PRKD model exhibits superior detection performance. Moreover, when the noise
amplitude is 16 L/s, the PRKD model detects the continuous overflow approximately 200 s after
the actual overflow occurs and predicts a 95.8% probability of overflow occurrence at the specified
location, meeting the on-site requirements. The gas invasion monitoring method proposed in this
paper provides accurate diagnostic results and a low false positive rate, offering valuable guidance
for gas invasion monitoring in drilling operations.

Keywords: offshore drilling; overflow; kick; gas invasion; pattern recognition; threshold method

1. Introduction

In the process of offshore drilling, if gas invasion and overflow are not detected in
time, a blowout can rapidly occur. Blowouts are often the most dangerous of the numerous
drilling accidents. To accomplish safe and efficient drilling, reduce downhole accidents,
and lower drilling costs, it is necessary to excel at early monitoring, early detection, and
early treatment of overflow [1–5]. In terms of theory, there are currently two types of
overflow detection techniques used in deepwater drilling: the threshold method and
predictive systems. The threshold method involves establishing a threshold value for the
identifying parameters detected during the kick process. When the detection parameter
exceeds the specified value, an alarm activates and a kick will be detected. For instance, if
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the increment of the mud pool is 1 m3, when the judged kick occurs under a certain working
condition, if the increment is less than 1 m3, the drilling is considered normal, while, if
the increment is greater than 1 m3, overflow is considered to have occurred [6–8]. Maus
L.D. et al. [9] pointed out that the incremental monitoring of the mud pit can be used as a
parameter for gas invasion monitoring. The mud pit increment is the result of integrating
the difference between inflow and outflow rates over time. J.M. Speers and G.F. Gehrig [10]
proposed a system for monitoring wellbore influx or losses during drilling using flow rate
differentials. B.T. Anfinsen et al. [11] reported that although the sensitivity of mud pit
increment monitoring to gas invasion is controversial, it can detect the infiltration of fluids
even at very low flow rates. D. Fraser et al. [12] proposed two major parameters related to
wellbore influx. The first parameter is the Kick Detection Volume (KDV), which represents
the volume of invaded formation fluid before the wellbore influx is identified. The second
parameter is the Kick Response Time (KRT), which refers to the time required for well
control operations once the wellbore influx is detected. Nayeem A.A. et al. [13] introduced
a method for monitoring wellbore influx based on changes in downhole parameters such
as mass flow rate, pressure, density, and drilling fluid conductivity. The major advantage
of this method is its short detection time and quick response to wellbore influx. It allows
for rapid identification of influx events, enabling timely well control actions.

The second method is the simulation prediction method, which simulates the “theoret-
ical value” of the overflow characteristic parameters under normal conditions (no overflow)
in real time using computer software. If the “measured value” exceeds a predetermined
threshold of the “theoretical value” during the drilling process, it is considered an over-
flow [14–16]. Moreover, there are additional overflow diagnosis methods, such as the
BP neural network method and the probabilistic analysis method, but their applications
are limited. Liao Mingyan et al. [17] developed a drilling process state monitoring and
fault diagnosis method based on a BP neural network model. This method focused on
six parameters: drilling pressure, pump pressure, pump rate, rotary speed, torque, and
drilling speed. The neural network model possesses fault tolerance, self-learning, and
adaptive capabilities, allowing it to simulate complex nonlinear mappings and process data
in parallel with high real-time performance. However, neural networks often require many
training samples to achieve optimal performance. Roar et al. [18] combined theoretical
flow models with artificial intelligence techniques to identify hidden patterns in time-series
data and address limitations in physical models, thereby reducing false alarm rates. David
Hargreaves et al. [19] addressed the limitations of the threshold method and proposed
a new approach for wellbore influx diagnosis based on pattern recognition theory and
Bayesian discrimination. This method utilized statistical techniques to handle noise issues
and simulated gas influx and non-influx events to avoid false alarms or missed detections
due to ambiguous data. Pournazari et al. [20] developed a pattern recognition system for
rapid analysis and real-time diagnosis of drilling events using the SAX (Symbolic Aggregate
Approximation) method. This system enables fast and accurate wellbore influx diagnosis.

Although various kick monitoring methods have been proposed, many are unsuitable
for offshore deepwater drilling sites, where wellheads are usually placed on the seabed and
kick detection is necessary to prevent gas from entering the riser. Common kick monitoring
techniques, such as the flow back velocity method, mud pool increment method, etc., rely
on the volume expansion of gas in the invading wellbore. Under high-pressure conditions
in the wellbore, natural gas has a high solubility and density in the drilling fluid, as well
as a small volume after invasion, making it difficult to locate. Simultaneously, deepwater
drilling conditions are complex, the fluctuation range of kick monitoring parameters is
large, and the noise level is high. The traditional discriminant technique based on the
threshold value method has low kick diagnosis accuracy and a high false positive rate,
which poses significant difficulties for the early monitoring of the deep kick [21,22].

Currently, the threshold method is widely used for kick monitoring in the drilling field.
However, the monitoring parameters collected during actual drilling processes often con-
tain significant noise signals, making it challenging to achieve a balance between accuracy
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improvement and reducing false positives based solely on threshold judgment. To address
this issue, this study proposes a novel and reliable kick monitoring method called PRKD
(Pattern-Recognition-based Kick Detection) for offshore drilling. PRKD is established by
integrating multiphase flow calculations, data filtering theory, pattern recognition theory,
and the Bayesian framework. It focuses on a single-parameter gas intrusion monitoring
approach, utilizing the time series of kick monitoring parameters as the research object.
By combining the single-parameter process identification and diagnosis mechanism with
pattern recognition techniques, PRKD offers an innovative solution for kick detection and
has several advantages: (1) Maintaining accuracy in kick diagnosis while reducing false
positives: PRKD ensures the accuracy of kick detection while minimizing the occurrence
of false alarms. Real-time data matching enables early identification of kicks, allowing
proactive measures to be implemented promptly. (2) Minimizing the impact of data noise
on judgment results: The PRKD method incorporates data filtering techniques to mitigate
the effects of noise signals present in the monitoring parameters. This helps in achieving
more reliable and accurate kick detection. (3) Acquiring basic kick patterns from multiple
sources: The PRKD method allows for obtaining basic kick patterns from various channels,
reducing the dependence on the accuracy of computational software results. These patterns
can be continuously updated in real time and can be customized based on the experience
and expertise of technical personnel. (4) Utilizing multiple available data sources: By
integrating various data sources, PRKD achieves probabilistic output results, enhancing the
overall accuracy of kick detection. This comprehensive approach improves the reliability of
the monitoring system. (5) Potential for inferring additional kick information: The PRKD
method has the capability to infer other relevant kick information beyond basic detection.
This further expands the scope of kick monitoring and provides a more comprehensive
understanding of the drilling process. By incorporating sophisticated computational tech-
niques and pattern recognition algorithms, PRKD significantly enhances the reliability and
accuracy of kick detection. This empowers drilling operations with the ability to proac-
tively implement measures to mitigate potential risks, safeguard the environment, and
protect human lives. The integration of PRKD into drilling practices optimizes operational
efficiency while ensuring the safety and well-being of all involved parties.

2. The Basic Overflow Pattern

In the PRKD method, the “ruler” used to assess overflow events is a pattern or trend
of change rather than a single threshold. In the past, it was believed that an increase in
the outlet flow rate indicated a possible overflow event, but, an increase in the outlet flow
rate could also be caused by starting the pump. If a threshold is used to make decisions,
it is challenging to differentiate between overflow events and pump start events. In fact,
both overflow and pump start events can increase the outlet flow rate, but their “trends”
of change are different. During overflow, the outlet flow rate increases linearly, whereas
it increases abruptly and then maintains a specific value during pump start. Similarly,
traditional methods focus on “increasing to a certain specific value” for the basic event of
“the outlet flow rate increase”, whereas the PRKD method is concerned with “what the
trend the increase follows, linear increase or sudden change”.

Using change trends as the basic element has the following three advantages:

(1) Reduces the number of false alarms. The use of a threshold value alone cannot
distinguish excess events from similar events.

(2) Significantly decreases the dependence on the accuracy of calculation software. To
achieve high calculation accuracy, it is necessary to precisely describe the physical
processes and calculation parameters, and even a minor deviation can result in signifi-
cant errors, which is frequently challenging in deepwater drilling environments. For
instance, when the friction coefficient is 0.001 and 0.0011, the calculated value of the
bottom hole pressure will result in significant errors, but the influence of the changing
trend of the calculated value of the bottom hole pressure can be neglected.
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(3) Other stratigraphic information can be retrieved. For example, the increment pressure
and mud pool increment trend can be utilized to retrieve formation pressure data.
The gas invasion process is like the unstable well test process. Therefore, stratigraphic
information can be represented based on the change in gas invasion response pa-
rameters (standpipe pressure (SPP), outlet flow rate, mud pool increment, etc.), thus
realizing stratigraphic information inversion before shut-in, which plays an important
role in the density design of kill fluid.

The basic pattern can be obtained through various channels. If the drilling block
contains a large amount of geological history data of the stratigraphic profile, the basic
overflow pattern can be determined by fitting the statistical data. If historical data are
limited, the basic overflow pattern can be simulated for the well. In addition, drilling
engineers can establish the basic pattern based on their experience. Furthermore, the
basic overflow pattern can be updated in real time based on the well overflow events that
have occurred.

Theoretically, most overflow characteristic drilling parameters can be depicted by
segmented polynomial functions and sudden change functions. Hargreaves et al. [23]
found that after a wellbore surge occurs, the difference between inlet and outlet flow
rates increases linearly, and the mud increment changes with an increase to a quadratic
polynomial form. Reitsma et al. [24] reported that after a deepwater managed pressure
drilling surge occurs, the casing pressure increases linearly and the pore pressure increases
linearly before decreasing linearly. Based on the results of multiphase flow simulation and
the expertise of experts, the basic patterns of characteristic parameters such as the flow rate
differential, mud pit increment, casing pressure, pore pressure change, and mechanical
drilling speed during wellbore surges and other accidents can be determined, as shown in
Figures 1–4 below.

(1) Flow rate differential
1© Steady State: the flow rate differential remains within a relatively stable range,

indicating a balanced flow of drilling fluid entering the wellbore and returning
to the surface.

2© Kick State: the flow rate differential increases as a larger volume of gas returns
to the surface through the wellbore.

3© Pump on State: the flow rate differential increases as a large volume of mud is
injected into the wellbore.

4© Loss State: the flow rate differential decreases as some drilling fluids are
absorbed or leaked into the formation.

(2) Mud Pit Increment
1© Steady State: The mud pit increment is maintained within an appropriate

range to replenish the drilling fluid consumed during the drilling process.
Without mud replenishment, the mud pit increment will decrease as drilling
fluid is consumed.

2© Kick State: the mud pit increment increases to compensate for the decrease in
mud volume due to gas invasion

3© Pump on State: the mud pit increment decreases to accommodate the addi-
tional mud volume pumped into the wellbore.

4© Loss State: the mud pit increment decreases to compensate for the lost drilling fluid.

(3) Casing Pressure (CP) and Standpipe Pressure (SPP) Changes
1© Steady State: casing pressure and standpipe pressure changes are minimal,

indicating no abnormal influx or pressure variations.
2© Kick State: CP and SPP changes increase due to the added pressure from gas

influx. As well control measures are implemented, the SPP is expected to
decrease, while the CP is expected to further increase.

3© Pump on State: CP and SPP changes may increase instantaneously as the
wellbore pressure rises due to the large volume of mud injection.
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4© Loss State: CP and SPP changes decrease due to the pressure loss in the
wellbore caused by losses.

(4) Rate of Penetration (ROP) Changes
1© Steady State: the ROP remains relatively stable, ensuring good drilling progress.
2© Kick State: If the density of the drilling fluid is not adjusted promptly when

gas kick, it can lead to a decrease in the bottom hole pressure compared to the
formation pressure or a reduction in the positive pressure difference between
the bottom hole pressure and formation pressure, resulting in an increase in
the ROP.

3© Pump on State: When pump on operations begin, the increased flow rate of
drilling fluid circulating through the drill string can enhance the hydraulic
horsepower at the bit. This can result in an increased bit penetration rate and,
therefore, an accelerated ROP.

4© Loss State: When drilling fluid is lost to the formation, it reduces the hydro-
static pressure exerted by the drilling fluid column. As a result, the effective
weight on the bit decreases, leading to a decrease in the ROP.
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3. The Principle of Data Processing and Filtering

The objective of data processing and filtration is to eliminate data noise without
distorting the overall trend. The processing of overflow characteristic data begins with
data normalization to reflect the data trend to the maximum extent, followed by Kalman
filtering to determine the data noise.

Kalman filtering is a recursive estimation algorithm introduced by Kalman, which
introduces the state space model into filtering theory and derives a set of recursive estima-
tion algorithms to overcome the drawback that previous filtering theories cannot make
unlimited use of past data and are not suitable for real-time processing. Kalman filtering
seeks a set of recursive estimation algorithms based on the best criterion of minimum mean
square error. Additionally, it has been documented in the field of overflow detection. The
two main equations are the discrete state equation and the observation equation [25].

X(K) = F(k, k− 1)× X(K− 1) + T(K, K− 1)×U(K− 1) (1)

Y(K) = H(k)× X(K) + N(K) (2)

where X(K) and Y(K) are the state vector and observation vector, respectively, at time k, F(k,
k − 1) is the state transition matrix, U(K) is the dynamic noise at time k, T(K, K − 1) is the
system control matrix, H(k) is the observation matrix at time k, and N(K) is the observation
noise at time k.

For each surge characteristic parameter, the data processing and filtering process is as
follows [26]:

Step 1: Data normalization Y(k)

Y(K) = (Y(k)−Ymin)/(Ymax −Ymin) (3)
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Step 2: Calculate the predicted covariance matrix

C(k)∧ = F(k, k− 1)× C(k)× F(k, k− 1)′ + T(k, k− 1)×Q(k)× T(k, k− 1)′ (4)

Q(k)∧ = U(k)×U(k)′ (5)

Step 3: Calculate the Kalman gain matrix

K(k) = C(k)∧ × H(k)∧ ×
[

H(k)× C(k)′ × H(k)′ + R(k)
]−1

(6)

R(k) = N(k)× N(k)1 (7)

Step 4: Estimate update

X(k)∼ = X(k)∧ + K(k)×
[
Y(k)− H(k)× K(k)∧

]
(8)

Step 5: Calculate the updated estimated covariance matrix

C(k)∼ = [I − K(k)× H(k)]× C(k)∧ × [I − K(k)× H(k)]′ + K(k)× R(k)× K(k)′ (9)

Step 6: Set parameters and repeat steps 2–6.

X(k + 1) = X(k)∼ (10)

C(k + 1) = C(k)∼ (11)

Using flow wave data as an example, the data curve before and after filtering is
compared, as shown in Figures 5 and 6.
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4. Pattern Recognition Representation Methods

Pattern recognition in the PRKD method consists of comparing the measured character-
istic parameter vector to the basic overflow pattern and measuring the degree of similarity.
In contrast to common function fitting, the challenge here is to avoid “entanglement” in
the change in specific values and to select the changing trend and turning point as the
characteristic parameters. Figure 7 depicts the measured flow variation of the drilling inlet
and outlet. Despite the large difference between the two curves at different times A and B,
the matching degree between the two curves and the overflow mode in the PRKD method
should be 100%.
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4.1. Pattern Classification

The difficulty in pattern classification lies in the extraction and matching of feature
vectors. A feature vector is a group of observed or preliminary calculated characteristic
values that serves as the basis for pattern classification. The basic overflow mode in the
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PRKD method is primarily composed of a piecework polynomial function or mutation
function, and the feature vector of any basic mode is as follows:

Vector = (Kall , m, x1, k1, x2, k2, . . . , xm−1, km−1, km) (12)

where Kall is the overall change trend of the curve; m is the turning point of the curve;
xi(i = 1, 2, . . . , m− 1) is the position of the segment point in the pattern; and ki(i = 1, 2, . . . , m)
is the trend change of the curve in paragraph i.

In the basic overflow mode, the “kick” event against the increment of the mud pool is
taken, as an example, as m = 1, and the feature vector is:

Vector = (Kall , 1, x1, k1, k2) (13)

Kall decreases first and then increases, going from a negative value to a positive value;
m represents the number of inflection points in the curve; x1 approximates the time of
occurrence of overflow, which is the position of the curve’s inflection points; k1 represents
a linear change trend with a negative slope; and k2 represents a quadratic polynomial
function with a slope that transitions from negative to positive.

Another crucial advantage of the PRKD method is that feature vectors in pattern
recognition can invert the kick information. Similarly, taking the “kick” event of the
increment of the mud pool as an example, x1 and k2 can reflect the beginning of the
overflow moment and the overflow velocity. The kick process and formation information
can be retrieved by combining other characteristic changes.

4.2. Optimal Matching Algorithm

The PRKD method’s pattern recognition bases its success on identifying the optimal
solution. The fundamental concept is to arrange all possible combinations into a tree in
a specific order and then search along the tree to avoid superfluous calculations, thereby
ensuring that the algorithm is efficient, fast, and capable of real-time data processing. The
process of building an algorithm involves the following parameters and operations:

(1) The root node is all features (level 0), one feature is discarded on each node, and each
leaf node represents a variety of selection combinations. In the PRKD method, the
first-level leaf node is the segment number, the second-level leaf node is the curve
information of each segment, and so on, as shown in Figure 8.

(2) Record the maximum criterion function value of the currently searched leaf nodes and
set the initial value to 0 in order to avoid the same combination of branches and leaves
in the entire tree. In the PRKD method, the matching degree of each combination
must be recorded.

(3) P is defined as the value of the real-time matching degree. At each level, the feature
that is least likely to be discarded is placed on the leftmost side, and the search starts
from the right side. In the PRKD method, from left to right, each leaf node is xi, K, the
change in K, and function value.

(4) If the left level of the abandoned feature is not below this node, search for the leaf
node, update the value of Pmax, and then go back to the previous branch.

(5) If P < Pmax on the node, then do not search down, but instead retrace upwards. Each
retrace will put back the abandoned feature (put it back on the list to be discarded). If
the process has retraced to the top (root) and cannot search further down, then the
leaf node of P = Pmax is the solution.

Based on steps A to E, the optimal search algorithm is formulated, and the optimal
solution is searched based on various basic modes.

4.3. Measures of Pattern Matching Degree

The PRKD method must also address the problem of quantifying the degree of match
between the optimal solution and the basic mode. In the similarity measurement based on
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time series, Euclidean distance is the most basic measurement method. The advantage of
Euclidean distance is that it can represent the matching degree of a curve value based on
wave amplitude; however, its ability to recognize sequence shape is poor, and it is easily
disturbed by noise information.
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Figure 8. Schematic diagram of the pattern matching method.

Regarding morphological feature matching, several studies based on radian distance,
slope distance, morphological features, similarity, and other aspects have been conducted.
In this paper, the improved slope distance concept is proposed for measuring the matching
degree of the curve shape. The matching degree of the final model should be based on the
fluctuation amplitude, change trend, and time span. The matching degree measurement
standard is the product of the Euclidean distance and the improved slope distance.

It is assumed that the time series S of wellbore detection characteristic parameters is:

S = {(y0, y1, t1), (y1, y2, t2), . . . , (yi−1, yi, ti), . . . , (yn−1, yn, tn)} (14)

S = {(k1, t1), (k2, t2), . . . , (ki, ti), . . . , (kn, tn)} (15)

where (yi−1, yi, ti) is each segment; yi−1 is the starting point of the segment; yi is the
segmented endpoint; ti is the initial moment of the segment; and ki is the slope of the
segment.

Thus, the Euclidean distance of each parameter value of the time series S and another
series S’ is:

Do
(
S, S′

)
= sqrt

[
∑n

i=1

(
yi − y′i

)2
]

(16)

Obviously, Euclidean distance can reflect the amplitude of fluctuation between two
sequences. Similarly, the slope distance between two sequences is:

Dk
(
S, S′

)
=
∣∣∣∑n

i=1 ∆ti
(
ki − k′i

)
/tn

∣∣∣ (17)

The slope distance Dk has effective anti-noise properties and can intuitively describe
the trend of sequence changes. In fact, in addition to a trend change, the time span
should also be considered when determining morphological similarity; therefore, this
paper proposes an improved slope distance based on time weighting:

DKM
(
S, S′

)
=
∣∣∣∑n

i=1 ∆tiWi
(
ki − k′i

)∣∣∣ (18)

Wi =
(Di − Dmin)× a

Dmax − Dmin
+ (1− a) (19)

567



Processes 2023, 11, 1997

where Wi ∈ [a, 1] is the time weighting of paragraph i, Wi ∈ [a, 1], a ∈ [0.1, 1] and Di =
max(|yi−1 − yi−1

′|, |yi − yi
′|) is the fluctuation value.

Based on the fluctuation amplitude, change trend, and time span, this paper proposes
that the distance between the monitoring data in the PRKD method and the optimal
solution is:

Cr = DO × DKM (20)

Based on this, the similarity probability between the optimal solution of an event
and the basic mode should be inversely proportional to the distance Cr, and the similar
probability vector of the basic mode can be written as:

[P1, P2, . . . , PM] =

[
1
c1

r
/∑M

i=1

(
1
ci

r

)
,

1
c2

r
/∑M

i=1

(
1
ci

r

)
, . . . ,

1
cM

r
/∑M

i=1

(
1
ci

r

)]
(21)

where M represents the type of basic mode. For example, there are four basic events,
namely, kick, state, pump on, and loss, aiming at the incremental change of the mud pool,
namely, M = 4.

Based on the above pattern matching method, the possible probability of each optimal
solution in Figure 9 can be obtained as follows:

[
Pkick, Ppump on, Pstate, Ploss

]
= [74.886, 17.456, 7.657, 0]/100 (22)
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Figure 9. Matching result of the optimal solution of flow wave data.

There is a 71.886% chance of flooding, a 17.456% chance of pumping, a 7.657% chance
of drilling properly, and a zero chance of loss.

5. Bayesian Framework

In this paper, the Bayesian framework is adopted to coordinate the prior information
and likelihood information and realize the output form of the probability. The expression
for the Bayes formula is:

P(Ai|B) =
P(B|Ai)P(Ai)

∑n
i=1 P(B|Ai)P(Ai)

, i = 1, 2, . . . , n (23)

where Ai are different kinds of detection parameters; B is the overflow event; P(Ai) is the
prior probability; and P(B|Ai) is the likelihood function.
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(1) Prior information: Kick prior probability is the kick probability derived from the
uncertain profile of formation pressure. Prior probabilities for other events, such
as state events and pump on events, can be obtained from statistics. If the prior
information of each parameter is missing, its influence is neglected.

(2) Likelihood function: the similarity measure between kick characteristic data and the
basic model of overflow, which is obtained by multiplying the PRKD model results
with the weight vector of overflow characteristic parameters.

(3) Posteriori probability: posteriori probability is proportional to the product of prior
probability and the likelihood function, and can be obtained by normalization on
this basis.

6. Case Analysis

The monitoring data that were obtained in a well kick event, including the inlet/outlet
flow differential, mud pool increment, Stand Pipe Pressure (SPP), casing pressure (CP), and
Rate of Penetration (ROP) data, were applied, as shown in Figure 10. The PRKD model
was used to diagnose the overflow without taking the prior information of each parameter
into account, and the rule of the calculated results was analyzed.
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Figure 10. Change in kick characteristic parameters before and after 0–600 s overflow.

The range of real-time data automatically processed by the PRKD model can be set
manually, but too much data will affect the computing speed, and too little data will not
accurately reflect the overflow process. In consideration of the duration of the general
overflow process, the calculation process time range was set to 10 min; thus, the PRKD
model automatically collected data from the previous 10 min for real-time diagnosis.

6.1. Basic Pattern Matching Results

Figures 11–14 show the results of data mode matching for outlet flow difference, mud
pool increment, SPP, and ROP at different times. As depicted in the figures, the PRKD
model can automatically match the changing trend of each detection parameter based
on the evolution process of overflow, and can automatically identify overflow and other
working conditions with a high degree of accuracy. Using the optimal matching result of
mud pool increment as an example, the matching result is the normal drilling mode at 200 s
and 400 s. At 600 s, the matching result is overflow mode.
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Different overflow monitoring parameters have different sensitivities to the overflow
evolution process, so the pattern recognition results at different times may vary. Taking the
flow difference and mud pool increment data in this example as an example, at 400 s, the
matching result of flow difference data is overflow, while the matching result of mud pool
increment is no overflow. Obviously, the former diagnosis is timelier, which is consistent
with standard drilling practices.

6.2. Overflow Probability Analysis

Figure 15 illustrates the analysis curve for overflow probability based on kick char-
acteristic parameters. As shown in the figure, the probability of overflow diagnosis for
each parameter increases progressively with increasing time. In this case, the overflow
“trend” is diagnosed by ROP, flow differential, pressure, and mud pool increment, in
descending order.
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Although the PRKD method can reduce the impact of data noise to the maximum
extent possible, the probability result of a single type of detection data will still be disturbed
by noise, making it challenging to propose a “threshold probability” applicable to all
conditions for a single type of data. In general, the larger the level of data noise, the
smaller the probability (lower threshold probability) of successfully judging overflow. The
comprehensive probability of various available types of data can reduce the impact of data
noise from a single type of detection data. Therefore, “comprehensive diagnosis probability
of more than 50%” is adopted as the overflow judgment standard in this paper. This means
that by integrating all available data, if the probability of an overflow is greater than the
probability of all other modes, it is judged to be an overflow. If only a single type of data is
available, 50% is also recommended as the “overflow threshold probability”, but should be
appropriately modified according to data noise. In the figure, the time when the combined
probability is equal to 50%—the time when overflow is detected—is approximately 465 s.

6.3. Comparison with Traditional Methods

(1) Comparison of result accuracy

Inlet and outlet flow difference data is the most used type of overflow monitoring
data. Figure 16 shows a comparison between the diagnostic results of the traditional
threshold method for traffic difference data and the PRKD model. As shown in the figure,
the traditional threshold method has low diagnostic accuracy and a high false positive rate
when applied to the example data, whereas the PRKD model yields superior diagnostic
results. When the threshold value is 10 L/s and 15 L/s, the false positive rate of the
diagnosis results of the threshold method is very high in 0–400 s. When the threshold value
is 20 L/s, the diagnostic results of the threshold method are discontinuous and have a
low degree of accuracy. The figure depicts overflow at 460 s and non-overflow at 470 s.
Compared with the threshold method, the PRKD model found overflow at 465 s, and in the
form of probabilities, which can provide additional reference information for engineers.
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(2) The influence of data noise

Figure 17 illustrates the results of applying noise with amplitudes of 1, 2, 4, 8, and
16 L/s to the standard overflow mode data in order to investigate the impact of different
levels of data noise on the PRKD model. The probability curve of kick diagnosis with the
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PRKD method under different noise levels is shown in Figure 18. According to the standard
overflow mode data, the overflow occurred at a time of 300 s. With the increase in noise
intensity, the time of overflow diagnosis was gradually extended. In this case, the PRKD
model with a noise amplitude of less than 8 L/s has superior detection performance. When
the noise amplitude is 16 L/s, the PRKD model detects the continuous overflow time ap-
proximately 200 s after the real overflow, which satisfies engineering practice requirements.
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Figure 18. Kick probability distribution curves of the PRKD method under different noise levels.

6.4. Bayesian Probability Analysis

The case data are as follows: The calculated pre-drilling kick probability is 84.56%
when the drilling depth is 3500 m. The relative prior probabilities of state, pump on, and
loss events are assumed to be 91%, 7%, and 2%, respectively, based on field experience.
The available data are flow differential data, mud pool increment data, pressure data, and
ROP data.
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(1) Prior probability: basic events can be divided into overflow events and non-overflow
events, which can be obtained according to pre-drilling kick probability calculation
and prior data:

[
Pkick, Pstate, Ppump on, Ploss

]
prior = [84.560%, 14.046%, 1.175%, 0.219%] (24)

(2) Likelihood function: the PRKD method is used to obtain the likelihood probability of
each overflow characteristic parameter:

[
Pkick, Pstate, Ppump on, Ploss

]delt f low
likehood = [62.506%, 25.414%, 12.080%, 0.000%] (25)

[
Pkick, Pstate, Ppump on, Ploss

]pit gain
likehood = [97.8%, 2.200%, 0.000%, 0.000%] (26)

[
Pkick, Pstate, Ppump on, Ploss

]SPP
likehood = [78.900%, 17.750%, 3.350%, 0.000%] (27)

[
Pkick, Pstate, Ppump on, Ploss

]ADP
likehood = [74.300%, 21.290%, 4.410%, 0.000%] (28)

[
Pkick, Pstate, Ppump on, Ploss

]ROP
likehood = [82.400%, 4.900%, 12.700%, 0.000%] (29)

The normalized weight vector of flow difference data, mud pool increment data, pres-
sure data, and ROP data is obtained by using the method of middle hierarchical analysis:

w = [0.5104, 0.2574, 0.1276, 0.0645, 0.0401] (30)

By synthesizing all overflow parameters, the overflow likelihood function vector is:

[
Pkick, Pstate, Ppump on, Ploss

]
likehood =

5
∑

i=1
wi
[
Pkick, Pstate, Ppump on, Ploss

]i

likehood

= [0.7538, 0.1715, 0.0747, 0.0000]

(31)

(3) Posterior distribution:

[
Pkick, Pstate, Ppump on, Ploss

]
posterior =

[
Pkick, Pstate, Ppump on, Ploss

]
prior ×

[
Pkick, Pstate, Ppump on, Ploss

]
likehood

= [0.9580, 0.0408, 0.0012, 0.0000]
(32)

Therefore, the overflow probability at this location is 95.8% when the pre-drilling kick
probability information and the PRKD prediction results of each characteristic parameter
are combined.

7. Conclusions

(1) A single-parameter gas intrusion monitoring method for offshore drilling called PRKD
based on pattern recognition is established by combining multiphase flow calcula-
tions, data filtering theory, pattern recognition theory, and the Bayesian framework.
By integrating sophisticated computational techniques with pattern recognition algo-
rithms, PRKD enhances the reliability and precision of kick detection. This enables
the implementation of proactive measures to mitigate potential risks, protecting the
environment and human lives while optimizing drilling operations.

(2) Although the PRKD method can minimize the impact of data noise to the maximum
extent possible, the probability result obtained from a single type of detection data
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will still be disturbed by noise. Combining the comprehensive probability of various
available types of data and adopting “comprehensive diagnosis probability over 50%”
as the overflow judgment standard, can meet the requirements of engineering practice.

(3) The traditional threshold method has low accuracy and a high false positive rate in
diagnosing kicks, while the PRKD model shows better diagnostic results in the chosen
case study. When the threshold value is set at 10 L/s, the threshold method has a high
false positive rate in the range of 0 to 400 s. When the threshold value is set at 10 and
15 L/s, the threshold method lacks continuity and has low accuracy. For example, at
460 s in the graph, it diagnoses an overflow, while at 470 s it diagnoses a non-overflow.
Compared to the threshold method, the PRKD model detects the overflow at 465 s
and provides the output in the form of probabilities, which can provide engineers
with more reference information.

(4) In the case analysis of standard overflow pattern data, the occurrence of overflow is at
300 s. As the intensity of noise increases, the time at which overflow is diagnosed grad-
ually extends. In this case, the PRKD model performs well when the noise amplitude
is below 8 L/s. Under severe conditions, with a noise amplitude of 16 L/s, the PRKD
model detects continuous overflow approximately 200 s after the actual overflow
occurs (at around 500 s), which meets the requirements of engineering practice.

(5) Based on the case analysis, the PRKD method combines the probabilistic information
of pre-drilling kicks and various characteristic parameters to predict a 95.8% probabil-
ity of overflow occurrence at the specified location, which satisfies the requirements
in the field. The gas invasion monitoring method proposed in this study delivers
accurate diagnostic results with a low false positive rate, thereby providing valuable
guidance for gas invasion monitoring in drilling operations.

(6) Through case studies, it has been observed that the proposed kick monitoring method
in this paper can accurately and rapidly detect the occurrence of well kicks. Ad-
ditionally, this method exhibits good noise resistance and outperforms traditional
threshold-based methods in terms of lower false positive rates and higher monitoring
accuracy. Furthermore, this method is not limited to kick monitoring alone but can
also be applied for real-time monitoring of other drilling conditions such as wellbore
leakage. However, due to the difficulty in obtaining a large amount of field data, the
PRKD kick monitoring model established in this study is still not perfect. Future work
will focus on further improving the PRKD kick monitoring model.
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Abstract: Drilling-fluid loss has always been one of the challenging issues in the field of drilling
engineering. This article addresses the limitations of a single fluid-loss pressure mechanism model
and the challenges in predicting positive drilling-fluid-loss pressure. By categorizing fluid losses of
various types encountered during drilling, different geological formations associated with distinct
mechanisms are considered. The actual drilling-fluid density in the wellbore at the time of fluid-loss
occurrence is taken as a reference value for calculating the positive drilling-fluid-loss pressure of
the already drilled well. Building upon this foundation, a combined model utilizing the Sparrow
Search Algorithm (SSA) and Long Short-Term Memory (LSTM) neural network is constructed.
This model effectively explores the intricate nonlinear relationship between well logging, logging
engineering data, and fluid-loss pressure. By utilizing both data from the already drilled wells
and upper formation data from ongoing drilling, precise prediction of positive drilling formation
fluid-loss pressure can be achieved. Case studies demonstrate that the approach established in
this paper, incorporating upper formation data, reduces the average absolute percentage error of
fluid-loss pressure prediction to 2.4% and decreases the root mean square error to 0.0405. Through the
synergy of mechanistic models and data-driven techniques, not only has the accuracy of predicting
positive drilling formation fluid-loss pressure has been enhanced, but also valuable insights have
been provided for preventing and mitigating fluid losses during drilling operations.

Keywords: mechanism model; leakage pressure; SSA-LSTM; during the drilling process

1. Introduction

Deep and ultradeep oil and gas resources represent the primary frontier for future
energy supply. However, due to the intricate and ever-changing geological conditions in
these depths, coupled with inadequate predrilling knowledge of subsurface formations,
drilling operations frequently encounter challenges such as leaks, surges, collapses, and
sticking, among other downhole complexities. Among these issues, wellbore leakage
has emerged as one of the most prevalent complexities in recent years. This not only
escalates drilling costs and diminishes drilling efficiency but also poses a significant risk of
wellbore collapse, surges, and even blowouts, leading to major safety incidents [1–3]. At
the drilling site, the occurrence of fluid loss is typically determined by monitoring changes
in drilling-fluid volume and the flow rate at the wellhead. Wang [4] discussed the leakage
judgment under different working conditions and found that the leakage law of drilling
fluid also varies under different working conditions. Sun et al. [1] pointed out that the
leakage channel, leakage pressure, and leakage rate are the three main characteristics of
oil-well leakage. Accurately determining the nature of the leakage will strongly support
the scientific screening of leak prevention and blockage technologies. However, due to the
complexity of underground rock formations and the complexity and variability of pressure
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systems, accurately predicting the leakage pressure of complex and volatile formations
remains a challenge, and there is currently no complete set of leakage pressure prediction
methods [5,6].

In previous studies, the rupture pressure as a safe drilling-pre-fluid density window
can no longer meet engineering requirements, and it is necessary to use accurate leakage
pressure as its upper limit. In the traditional leakage pressure mechanism model, Zhang
et al. [7] established a mechanical model for the intersection of cracks and the wellbore
based on the stress state of the wellbore-surrounding rock. However, the solution of
this model is complex, and its applicability is poor. Subsequently, Fang [8] proposed a
method for calculating formation leakage pressure based on logging data, and Zhai et al. [9]
conducted research on the prediction and control model of shale-induced fracture leakage
pressure. They proposed a dynamic model for leakage pressure based on leakage time, rate,
and other factors, and demonstrated the accuracy of the model. However, the occurrence
of drilling-fluid leakage is not only related to the formation leakage pressure and wellbore
pressure but also to construction parameters and human factors. Therefore, traditional
methods based on wellbore pressure balance have certain limitations.

With the continuous indepth integration of machine learning, big data, and other
technologies in the field of petroleum engineering, the data-driven method for identifying
and early warning of lost circulation risk shows obvious advantages over traditional model
methods. Mohammad Sabah et al. [10] conducted research on intelligent prediction models
such as decision trees (DT), adaptive neural fuzzy inference systems (ANFIS), artificial
neural networks (ANN), and genetic algorithms multilayer perception hybrid artificial
neural networks (GA-MLP), and confirmed that machine learning has certain advantages in
predicting leakage. Pang et al. [11] selected 16 comprehensive logging parameters with the
strongest correlation with drilling loss rate for model training and established a complex
relationship between logging parameters and mud loss rate through a subgaussian mixed
density network, confirming that the model can evaluate drilling loss risk in real-time.
Matinkia et al. [12] validated multiple models using logging data, and the results showed
that convolutional neural networks (CNN) models have significant advantages in feature
extraction, especially for data with high volatility such as logging data. Song et al. [13]
conducted research on the LSTM and back propagation (BP) combined model, and took
the formation pore pressure of two wells (the whole well section is considered as the true
value) as the training set and one as the verification, proving the feasibility and accuracy of
the model. In summary, there are two major difficulties in constructing a leakage pressure
profile. First, the model has numerous parameters that are difficult to determine, resulting
in poor generalization ability; The second is that the model is simple but lacks accuracy.
However, it is obvious that a single model can no longer meet the needs of safe drilling
in the project. This paper builds a leakage pressure profile for the whole well section
by evaluating the actual leakage of drilled wells and using different mechanism models
for different types of leakage. By constructing a drilled leakage pressure profile using
mechanism methods, it serves as a machine-learning data sample for predicting leakage
pressure while drilling in the drilling formation. The selected LSTM model can perform
feature learning well. Considering the impact of model hyperparameters on prediction
results, this paper uses the SSA algorithm to optimize hyperparameters, striving to achieve
higher accuracy of the model during the drilling process.

2. Methodology
2.1. Applicability Analysis

This study is based on ultradeep wells on land and aims to calculate the leakage
pressure of various fractures, karst caves, and high permeability formations using various
mechanism models. The actual data of leakage is included in the mechanism model
validation, providing more accurate leakage pressure data for the drilled formations. The
SSA algorithm optimizes the parameter search by simulating sparrows’ foraging behavior
and is suitable for various optimization problems. The LSTM model performs well in time-
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series data analysis; therefore, it also has potential value in other tasks that require time
correlation modeling, such as weather forecasting, financial data analysis, and other fields.
In addition, this method provides insights for research in other geological engineering
fields. This cross-domain migration potential will help expand the applicability of our
method. The SSA-LSTM model used provides a good solution for predicting the leakage
pressure in forward drilling.

2.2. Background Introduction to Block L

The high and steep structures in this block belong to the mountain front and mountain
area [14], with adverse surface terrain conditions and underground structures coexisting.
The strong folding and orogeny not only make the terrain height difference change greatly
but also make the high and steep structure appear from the surface, making the stratum
dip angle very large. Due to long-term erosion of surface water and weathering, fractures
and karst caves are developed, and lost circulation is very serious. According to the
statistical data of the leakage layer rock core in high and steep structures, the opening
size, distribution shape, and filling material of the cracks vary greatly, with significant
differences [15], but generally speaking, there are the following rules: from Shaximiao
to Xujiahe, the leakage channels are mainly porous leakage channels. When drilling into
poorly cemented sandstone and mudstone formations, permeability leakage often occurs;
on the main part of the structure, due to long-term surface-water erosion and weathering,
the leakage channels are mainly karst caves and large fractures, the width of the fractures
is generally more than 10 mm, and most of them are nonfilling inclined fractures with an
inclination of more than 30◦ and extend far to the depth of the stratum. Some of them
are connected to the surface. When encountering such lost circulation channels, very
serious well losses occur, and handling them is also quite difficult [16]. In addition, the
geological environment of the block also has old strata exposed to the surface, weathered
mountain gravel, and mostly broken surface of the old strata. Due to differences in the
sedimentary age, sedimentation time, and fragmentation of the surface rocks, there are
significant differences in the horizontal distribution of strata, resulting in the frequent
occurrence of leakage in mid-to-shallow formations. When encountering faults during
drilling, there is a phenomenon of venting, which can be confirmed by logging curves to
indicate the development of fractures in this section, which can easily lead to malignant
leakage.

There are a total of 12 wells in the selected block. Based on the analysis of the
actual drilling situation, almost every layer of the wells in Block L, from the Penglai town
formation to the Changxing Formation, has experienced well leakage, with a depth ranging
from the surface to below 5000 m. However, the severity of well leakage varies greatly
among different formations. According to the reasons for the leakage, it can be divided
into fracturing leakage, expansion leakage, and differential pressure leakage. After detailed
statistics, a total of 259 leaks occurred (multiple leaks at the same depth in continuous
operations are recorded as one leak), and, according to different operating conditions, 66%
of them were lost during the drilling process, as shown in Figure 1. The main layer is the
Qianfo Cliff Formation, with a depth concentration of 1800–3300 m. The leakage type is
mainly differential pressure leakage, up to 69%, as shown in Figure 2.
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2.3. Drilled Leakage Pressure Model

In response to the above statistical results, it is necessary to conduct indepth research
and construct a set of leakage pressure prediction methods during the drilling process.
This article takes the cause of leakage as the classification standard and uses different
mechanism models for different leakage formations. Since regardless of the type of leakage,
the leakage pressure can be regarded as the drilling fluid column pressure in the wellbore
when the formation experiences leakage, which means that the drilled leakage pressure
profile calculated based on traditional mechanism models needs to be corrected. Research
has shown that the values of some model coefficients are also a challenge, and the examples
provided in this article have already provided some model parameters in Section 3.1. The
specific process is shown in Figure 3.
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2.3.1. Critical Crack Width Leakage Model

For extended leakage [17], a critical crack width leakage model is adopted, which
assumes the existence of a critical crack width. When the crack width is less than the critical
crack width, the drilling fluid will form a sealing layer with a certain pressure-bearing
capacity inside the crack, and the drilling fluid will filter normally; when the fracture
width exceeds the critical fracture width, it will be converted into fracture leakage. The
deformation of cracks follows a power function form, and the flow of drilling fluid in
cracks follows a cubic law. The relationship between crack width and effective stress is as
follows [17]:

ω = ω0

{
A
[(

σ

σ0

)a
+ 1
]}−1

(1)

where, ω is the dynamic width of the crack, mm; ω0 is the crack width when the wellbore
pressure is equal to the formation pressure, mm; σ is the effective stress on the vertical crack
surface, MPa; σ0 is the effective stress on the vertical fracture surface when the wellbore
pressure is equal to the formation pressure, MPa; A and a is an undetermined coefficient;
therefore, there is no reason.

Taking a single vertical joint as an example, ignoring the stress concentration around
the wellbore, the relationship between the wellbore fluid column pressure and the effective
normal stress on the fracture surface is obtained as follows [15]:

σ = σh − p′f (2)

where, p′f is the effective liquid column pressure in the wellbore, MPa; σh is the minimum
horizontal principal stress, MPa.

Combine Equations (1) and (2) above to obtain the relationship between the dynamic
width of fractures and the pressure of the drilling-fluid column:

ω = ω0

{
A

[(
σh − p′f
σh − Pp

)a

+ 1

]}−1

(3)

From the equation, it can be seen that there is a positive correlation between the
dynamic width of fractures and the wellbore fluid column pressure. When the crack
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width reaches the critical crack width, fractured leakage occurs underground. The leakage
pressure calculation model [17] based on the critical crack width ωc is:

PL1 = σh −
(

ω0

Aωc
− 1
) 1

a (
σh − Pp

)
(4)

where, PL1 is the crack propagation pressure, MPa; ωc is the critical crack width, mm; Pp is
the formation pore pressure, MPa.

2.3.2. Permeability Leakage Model

For permeability leakage [18], drilling-fluid leakage can be reflected by the Porome-
chanics formula. Assuming that the borehole is regular, it can be regarded as cylindrical.
Since the drilling fluid is generally non-Newtonian fluid, when the Bingham model is used
to describe the Rheology Constitutive equation of the drilling fluid, the relationship be-
tween the pressure and flow rate of drilling-fluid seepage can be expressed as the following
formula [18]:

PL2 = Pp +
QL × 103ηp

2πkh
ln

re

rh
+

7
6000

τ0

√
φ

5k
(re − rh) (5)

where, QL is the average flow rate of drilling-fluid leakage, L/s; ηp is the plastic viscosity
of Bingham plastic, Pa·s; τ0 is the yield stress of Bingham plastic, Pa·s; φ is the porosity of
the formation; therefore, there is no reason; PL2 is the permeability leakage pressure, MPa;
k is the formation permeability, D; rh is the wellbore radius, m; re is the leakage radius of
the formation, m; h is the thickness of the leakage layer, m.

2.3.3. Fracture Pressure Model

Usually, due to excessive pressure in the drilling-fluid column or rapid increase in
drilling-fluid density in the well, a large amount of pressure is formed, exceeding the
maximum pressure-bearing capacity of the weak layer underground, leading to rock
fracture and the formation of cracks, or the expansion of closed cracks in the rock, resulting
in leakage [19]. The intact formation did not experience fracturing during the drilling
process, therefore, its value is approximately equal to the fracturing pressure value, as
shown in Equation (7). However, based on the analysis of well history data in this block,
when the practical drilling-fluid density is much less than, fracturing leakage still occurs,
which is mostly related to insufficient pressure-bearing capacity when drilling to thin
and weak layers or lithological interfaces. Therefore, this article modifies Equation (6) by
assigning a correction coefficient.

PL3 = Pf = 3σh − σH − αPp + St (6)

PL3 = KiPf = Ki(3σh − σH − αPp + St) (7)

where, Pf is the formation fracture pressure, MPa; St is the tensile strength of the rock, MPa;
PL3 is the fracturing leakage pressure, MPa; α is the effective stress coefficient, dimension-
less; Ki Correction coefficient for different depths, with a value range of 0.55~0.92.

2.3.4. Statistical Leakage Model

Differential pressure leakage refers to the presence of large-scale fractures, karst caves,
and fracture karst-cave networks connected to the wellbore. Multiple pressure systems
coexist in the L block where fractures intersect. In order to obtain the differential pressure
of drilling-fluid leakage, the first step is to refer to well history data and classify the leakage
based on the cause. Then, the leakage pressure difference and leakage rate are calculated
and fitted for this type of differential pressure leakage; the fitting model is as follows [8]:

PL4 = Pp + ∆p = Pp + KQn (8)
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where, PL4 is the differential leakage pressure, MPa; ∆p is the leakage pressure difference,
MPa; Q is the leakage rate, m3/h; n is the fitting coefficient, dimensionless.

2.3.5. Minimum Horizontal Principal Stress Model

In traditional understanding, a complete formation without leakage can only occur
when hydraulic fracturing occurs during drilling. However, for the development of frac-
tures in this block, the stability of the rock layer is poor, and the leakage pressure is much
lower than the fracturing pressure. Therefore, this article adopts the minimum horizontal
principal stress model for the formation without leakage accidents. The minimum hor-
izontal principal stress model believes that, for the formation with bedding, joints, and
closed fractures, the fluid pressure that causes the crack to open only needs to overcome the
ground stress on the vertical crack surface; that is, the leakage pressure is approximately
equal to the minimum horizontal principal stress [20].

PL5 = σh = (
µ

1− µ
+ ω)(σz − αPp) + αPp (9)

where, PL5 the leakage pressure determined for the small horizontal principal stress model,
MPa; ω is the stress coefficient of horizontal construction, dimensionless; µ is Poisson’s
ratio, dimensionless; σz is the pressure of the overlying rock layer, MPa.

2.4. Data-Driven Approach

The process of oil drilling is a continuous process of generating data and deepening
our understanding of reservoirs. The acquisition of underground data is very valuable, and
how to fully explore the connections between data has become an urgent problem to be
solved. Incorporating logging and engineering data into leak-pressure prediction provides
a new approach. This article uses data from drilled wells as training samples, and it is a
feasible method to calculate the leakage pressure of drilling wells. However, in order to
achieve ideal prediction accuracy, adding data from the upper strata of the drilling well
(previous drilling) to the previous samples will effectively improve model accuracy. At the
same time, using an SSA algorithm to optimize LSTM hyperparameters can eliminate the
blindness of manually setting parameters and improve timeliness.

2.4.1. SSA-LSTM Model

SSA [21] is an algorithm proposed in 2020, inspired by sparrows’ predatory and
antipredatory behavior. This algorithm has advantages such as avoiding falling into local
optima, fast convergence speed, high convergence accuracy, and strong search ability. The
algorithm and its variants have good performance in continuous optimization problems.
The modeling process of this algorithm can be summarized as follows: assuming that
the position of each sparrow is x = {x1, x2, . . . , xD}, its fitness is f = f [x1, x2, . . . , xD],
the population of sparrows is set to m, and n sparrows with the best population position
are selected as producers in each generation, while the remaining m-n are selected as
scavengers. Compared to other sparrows, individuals with higher fitness will prioritize
the discovery of food. In addition, producers will always find abundant food and provide
directions for all scavengers to search for food. Therefore, producers will obtain a larger
search range. Therefore, the producer’s location update is as follows (10). If R2 is less than
ST, then there are no predators and producers begin to conduct more extensive searches;
If R2 is greater than or equal to ST, it indicates that a certain number of sparrows have
discovered predators, and an alarm is issued. All sparrows in the population must fly to
safer areas to forage.

Xt+1
i,j =

{
Xt

i,j · exp( −i
α·itermax

), R2 < ST;
Xt

i,j + Q · L, R2 ≥ ST;
(10)
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where, Xi,j is the position information of the i th sparrow in the j th dimension; t is the
current number of iterations; α is a random number between (0, 1]; itermax is a constant;
R2 is the alarm value, which belongs to the range [0, 1]; ST is the safety threshold, which
belongs to the range [0.5, 1]; Q is the value of a simple random distribution; L is a 1× d
matrix with each element of 1.

The position of the scavengers is shown in Equation (11) below. When i > n/2, it
means that the i th scavenger with lower adaptation is not getting food, so at this time the
scavengers need to fly to other places to find food. When the sparrows realize the danger,
they will abandon the immediate food and enter the warning state; the specific expression
is shown in Equation (12) below.

Xt+1
i,j =





Q · exp(
Xt

worst−Xt
i,j

i2 ), i > n/2;

Xt+1
P +

∣∣∣Xt
i,j − Xt+1

P

∣∣∣ · A+, otherwise;
(11)

Xt+1
i,j =





Xt
best + β ·

∣∣∣Xt
i,j − Xt

best

∣∣∣, fi > fg

Xt
i,j + K · (

∣∣∣Xt
i,j−Xt

worst

∣∣∣
( fi− fw)+ε

), fi = fg;
(12)

where, Xworst is the current global worst position; Xt+1
P is the optimal position of the

producer at the t + 1th iteration; A is a matrix of 1× d with elements in the range [−1, 1]
and which has to satisfy A+ = AT(AAT)−1; K is a randomized measure and belongs to
the range [−1, 1]; β is a step control parameter with a random normal distribution; ε is
a minimal constant which avoids the error of having a zero denominator in the division;
Xbest is the current globally optimal position; fi is the fitness value of an individual sparrow
at this point in time; fw and fg are the current global worst and best fitness, respectively.

If fi > fg, it means that at this time the sparrow is at the edge of the population, and
there is a great possibility of being attacked by predators. If fi = fg, it means that the
sparrows located in the center of the population have found the danger; in order to avoid
being preyed upon, they need to approach the other sparrows.

LSTM [21] is a kind of recurrent neural network with complex and powerful asymp-
totic processing ability. Due to the existence of before and after correlation of logging
data, the model can extract the logging sequence feature data along the depth, respectively,
forward and backward, and the change rule of formation pressure before and after depth
extraction. xt and xt−1 represent the input states at the current time and before time respec-
tively; Ht and Ht−1 denote the current time and the previous time; Ct and Ct−1 represent
the cell states that send the current time and the previous time, respectively. σ denotes
the sigmoid activation function with the range of [0, 1] and Tanh is the hyperbolic tangent
function with the range of [−1, 1].

First, the LSTM decides what information to discard from the cell state through the
forgetting gate. The formula is as in Equation (13):

ft = σ
(

W f · [ht−1, xt] + b f

)
(13)

ft is the output of the oblivious gate; W f is the weight matrix of the oblivious gate;
b f is the bias term of the oblivious gate. Next, the LSTM determines the information that
needs to be updated through the input gate according to Equation (13):

it = σ(Wi · [ht−1, xt] + bi) (14)

it is the output of the input gate, Wi is the weight matrix of the input gate, and bi is the
bias term of the input gate. Then we update the cytosolic state Ct. The candidate cytosolic
state Ĉt and the current cell state Ct are expressed as Equations (15) and (16).

Ĉt = tanh(Wc · [ht−1, xt] + bc) (15)
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Ct = ftCt−1 + iiĈt (16)

where, Wc is the weight matrix of the candidate vector, and its deviation is represented
by bc. Finally, the LSTM determines the output information state of the unit through the
output gate. The output of the output gate is shown in Equation (17):

Ot = σ(Wo · [ht−1, xt] + bo) (17)

Ot is the output of the output gate; Wo is the weight matrix output gate; bo is the bias
term of the output gate. The hidden state output of the LSTM unit is shown in Equation (18):

ht = Ottanh(Ct) (18)

However, the hyperparameters of this model have a significant impact on the model,
and during the drilling process, different parameters should be used at different intervals or
lithological layering. Considering the effectiveness of the drilling process and the addition
of new knowledge in the drilled section, the practical sparrow algorithm is a good way to
optimize the hyperparameters of the model. The optimization process is shown in Figure 4:
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Figure 4. SSA-LSTM algorithm flowchart.

2.4.2. Data Preparation and Evaluation Indicators

The burrs or abrupt changes in logging and logging curves may be abnormal jumps,
or they may indeed be sudden changes in the rock environment. In order to eliminate the
influence of abnormal data on correlation and model, data smoothing is also required before
this, and a fast Fourier transform smoothing method is used. Normalization processing
takes into account the dimensional impact between data at different scales and normalizes
the logging data to a range of 0~1. After normalization, the logging data yi is shown in
Equation (19).

yi =
xi −min(xi)

max(xi)−min(xi)
, 1 < i < n (19)

where, yi is the normalized logging data at the corresponding depth Hi, and xi represents
the original logging data at the measured depth Hi.

The maximum information coefficient (MIC) is used to measure the degree of corre-
lation between two variables x and y, as well as the strength of linearity or nonlinearity.
Compared to conventional Pearson correlation analysis, MIC is more suitable for complex
nonlinear relationships and has the advantages of low computational complexity and
higher robustness. The range of values for the MIC correlation coefficient is [0, 1], and the
closer it is to 1, the stronger the correlation.
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The mean absolute percentage error (MAPE) [13] and root mean square error (RMSE)
of the indicator are shown in Equations (20) and (21), respectively.

RMSE =

√
1
N ∑N

i=1 (ŷi − yi)
2 (20)

MAPE =
100%

N ∑N
i=1

∣∣∣∣
ŷi − yi

yi

∣∣∣∣ (21)

3. Example Analysis and Comparison
3.1. Examples of Lost Pressure in Drilled Wells

A total of twelve wells have been drilled in this block. This article uses two wells as
validation to simulate the drilling process, while the rest are adjacent wells. Through the
calculation of formation pore pressure and leakage pressure in the previous section, three
adjacent well-pressure profiles were constructed and compared based on the actual leakage
situation in the well history. The following is an example of the L4 well calculation, as
shown in Figure 5. The well has experienced a total of 27 losses, with the types of losses
being expansionary and differential pressure losses:
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(1) At 674 m–1397 m (from Penglaizhen Formation to Suining Formation), microfrac-
tures coexist with large-scale fractures. For example, at 1008 m, extended leakage occurs.
When the wellbore pressure is equal to the formation pressure, the crack width is 0.5 mm,
the critical crack width is 2.5 mm, the formation pore pressure is 10.56 MPa, the minimum
horizontal principal stress is 16.85 MPa, A is 0.15, a is 6, and the leakage pressure at this
depth is calculated to be 11.61 MPa;

(2) Intermittent permeability leakage occurs in a large section from 1398 m to 1890 m
(Shang Shaximiao Formation). The leakage well section is long, the leakage volume is
large, and the leakage rate is low, but the success rate of plugging is high. At 1398 m,
the average leakage flow is 0.56 L/s, the plastic viscosity is 0.035 Pa·s, the permeability is
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0.25 D, the hole radius is 0.22 m, the average leakage half diameter is 5 m, the porosity is
3%, the drilling-fluid yield stress is 7 Pa·s, the formation pore pressure is 12.56 MPa, and
the leakage pressure is 16.55 MPa;

(3) There are many large-scale fractures in the 3475–4361 m (artesian well group)
formation, resulting in lateral differential pressure leakage. The leakage rate is relatively
high, and the leakage amount is relatively large. Based on the actual differential pressure
leakage situation of adjacent wells (C5, C6, C7), the relationship between pressure difference
and leakage rate is obtained as follows: ∆P = 1.47Q0.562.

3.2. Data Sample Instance

In order to demonstrate the improvement effect of the previous drilling data on the
drilling formation model, this article constructed adjacent well data sample 1 and sample 2
integrated into the drilled formation, respectively, to predict the leakage pressure while
drilling. MIC analysis included a total of 19 feature parameters, excluding parameters
with a correlation less than 0.4 and retaining 12 parameters with a strong correlation with
leakage pressure such as DEPTH, MwIN, MwOUT, and Inlet Resilience for model training,
as shown in Figure 6. Similarly, the L4 well was used as validation, and training sets were
constructed using L5, L6, and L9. The constructed sample dataset 1 (8294 × 11) and the
data from the first two wells of L4 were integrated into the drilled dataset (12,197 × 11).
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3.3. SAA-LSTM Model Parameter Settings

The first layer neuron range is [5–150], the second layer neuron range is [5–150], and
the dropout ratio is [0.05–0.8]. The batch size is [8–32], the sparrow algorithm searches for
the optimal combination are (10, 20, 0.6788, 8), the sparrow population size is set to 20, and
the maximum number of iterations is 100. The proportion of producers in the population is
20%, and its safety threshold is 0.8.
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3.4. Comparison of Positive Drilling Model Predictions

Through the data samples and model construction constructed in the previous section,
the comparison results of Figure 7 were obtained, and the two predicted results were
compared with the actual leakage pressure. Using only drilled data samples for training,
testing was conducted on a positive drilling well (with a depth range of 4450–7200 m).
Sample 1 showed an RMSE of 0.053 and a MAPE of 2.8%. However, for a positive drilling
well, incorporating the upper drilling data can reduce the RMSE to 0.0405 and the MAPE
to 2.4%. And this data sample can better reflect the leakage pressure situation of vulnerable
formations (pressure profile fluctuations). Furthermore, it has been proven that accurate
prediction of leakage pressure is difficult, and using adjacent well data as samples alone can-
not effectively characterize the situation of leakage pressure in normal drilling, especially
in areas with uneven lateral distribution of the formation. After adding the upper strata
data, this not only proves the applicability of the SSA-LSTM model but also demonstrates
the impact of data quality on its results.
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4. Conclusions

This article proposes a method for predicting the leakage pressure during the drilling
process, which utilizes various traditional mechanism models to calculate the leakage
profile of the drilled well. The constructed leakage samples are used as the output of the
machine-learning model to achieve the inversion of the leakage pressure in the drilling for-
mation while drilling. In order to highlight the importance of upper formation information
in drilling, we also compared two different datasets and obtained the following summary:

1. The leakage situation of the block was analyzed, and a leakage pressure mechanism
model suitable for the entire well section of the block was obtained. Instead of using
a single model to calculate the leakage pressure, different models are used for different
leakage formations to build the leakage pressure of the whole well section. And the actual
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leakage situation will be checked, and the accurate calculation of the leakage pressure of
the drilled well will provide a basis for the training of the forward drilling model;

2. The constructed well leakage profile data can be used as the output of the model to
effectively predict the leakage pressure of the drilling formation. Different data samples
have been constructed to prove that incorporating the upper formation data of the drilling
into the samples can effectively improve the accuracy of the model, with an RMSE of only
0.0405 and a MAPE of only 2.4%. And it can better reflect the leakage pressure of vulnerable
formations (pressure-profile fluctuations);

3. Future work will start with software integration of input features and combined
models, integrating more logging while drilling data into the model, and achieving leakage
pressure prediction by combining geological and engineering data. We will always keep
up with onsite requirements and integrate this method into the software to achieve risk
prediction of drilling leakage and assist in adjusting the drilling construction plan.
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Abstract: Drilling hazards can be significantly decreased by anticipating potential mud loss and then
putting the right well control measures in place. Therefore, it is critical to provide early estimates of
mud loss. To solve this problem, an enhanced WOA (Whale Optimization Algorithm) and a BiLSTM
(Bidirectional Long Short Term Memory) optimization based prediction model of lost circulation prior
to drilling has been created. In order to minimize the noise in the historical comprehensive logging
data, a wavelet filtering technique was first used. Then, according to the nonlinear Spearman rank
correlation coefficient between mud loss and logging parameter values from large to small, seven
characteristic parameters were preferred, and the sliding window was used to extract the relevant
data. Secondly, the number of neurons in the first and second hidden layers, the maximum training
time, and the initial learning rate of the BiLSTM model were optimized using the enhanced WOA
method. The BiLSTM network was given the acquired superparameters in order to improve the
model’s ability to predict occurrences. Finally, the model was trained and tested using the processed
data. In comparison to the LSTM model, BiLSTM model, and WOA-BiLSTM model, respectively, the
improved WOA-BiLSTM early mud loss prediction in southwest Chinese oil fields suggested in this
study beat the others, receiving 22.3%, 18.7%, and 4.9% higher prediction accuracy, respectively.

Keywords: lost circulation prior to drilling; prediction model; correlation analysis; improved whale
optimization algorithm; Bidirectional Long Short Term Memory

1. Introduction

Mud circulates from the annulus back to the earth as it travels through the drill
pipe during the drilling operation. Mud is essential for maintaining hydrostatic pressure,
wellbore stability, and bit temperature, in addition to being utilized for suspending cuttings.
As a consequence, the wellbore’s mud circulation does not want to cause mud loss [1].
However, deep drilling in complex geological environments is becoming more common
with increased exploration and development, particularly in the process of drilling “three
high” oil and gas wells, which involves drilling into the cracks of carbonate rocks or
other abnormal pressure geospheres with complex and variable pressure systems [2]. It
is challenging in this situation to precisely assess the ground pressure and geological
conditions, and it is easy to introduce the risk of mud loss. In addition, the amount of mud
loss is different, and the corresponding plugging methods are different. If the mud loss is
detected in advance, it can be solved by adding plugging agents within 48 h to prevent it
from further developing into more serious mud loss [3,4]. Therefore, the purpose of this
study is to train neural networks using historical drilling data and establish a predictive
model capable of forecasting early mud circulation loss. By predicting these early mud
losses, appropriate measures can be taken in advance to prevent or, at the very least,
significantly mitigate early mud loss. This approach aims to address downhole crossflow,
blowout, and wellbore instability incidents in their infancy, thereby achieving safe and
efficient drilling.
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In recent years, several researchers both domestically and internationally have begun
to apply neural network approaches for lost circulation prior prediction. Moazzenii et al.
(2010) built a multilayer feed-forward network learned by backpropagation to forecast lost
circulation events in the Maroun oil field [5]. Jahanbakhshi et al. (2014) created a multilayer
perceptron model to estimate mud loss and demonstrate the impact of geomechanical
factors [6,7]. Aljubran et al. (2017) created many ML and DL models to predict circulation
loss, including RF (Random Forest), ANN (Artificial Neural Network), CNN (Convolutional
Neural Network), and LSTM (Long Short-Term Memory). The CNN model was shown
to be the best [8]. Sabah et al. (2019) created many smart systems to anticipate circulation
loss in the Maroun oil field such as MLP (Multi-Layer Perceptron), RBF (Radial Basis
Function), GA-MLP (Genetic Algorithm Multi-Layer Perceptron, DP (Decision Tree), and
ANFIS (Adaptive Neuro-Fuzzy Inference System). The findings revealed that DT is the
best prediction mode [9–15]. Ahmed et al. (2020) employed artificial neural network
models to foresee lost circulation in both naturally occurring and artificially produced
fractures [16,17]. Mardanirad et al. (2021) used a comparison between different DL (deep
learning) algorithms, CNN (Convolutional Neural Network), GRU (Gated Recurrent Unit),
and LSTM (Long Short-Term Memory) for the classification of mud loss intensity in the
Azadegan oil field, which showed the superior accuracy of the LSTM compared to other DL
algorithms [18–20]. Jafarizadeh et al. (2022) used a fusion of an optimization algorithm and
a modular neural network to address the problem of mud loss. The topology, threshold,
and weight of the neural network were optimized to effectively solve the shortcomings of
the traditional neural network, such as improper setting of hyperparameters and easy to
fall into local optimization [21]. SiamiNamini et al. (2022) carried out depth analysis using
traditional RNN, LSTM, and BILSTM network algorithms in deep water drilling condition
identification. The results showed that the BILSTM network has good performance [22].
Xiang et al. (2022) predicted horizontal in situ stresses by using a CNN-BiLSTM-Attention
hybrid neural network. The verification showed that compared with convolutional neural
networks, LSTM and BiLSTM can extract the autocorrelation characteristics of the dynamic
changes of the comprehensive logging curve and can better predict [23]. Li et al. (2022)
proposed a deep learning method for early mud loss prediction based on the CNN-LSTM
fusion network. They verified that the prediction accuracy of the network structure fused
by the optimization algorithm is better than that of the CNN or LSTM structure alone [24].

BiLSTM has a distinct advantage in dealing with the complex mapping relationship
of high-dimensional nonlinear long time series and can fully account for the time effect
and parameter influence of the drilling process, which has good potential in mud loss
prediction, according to research of existing early mud loss prediction models. At the
same time, the network’s prediction accuracy varies substantially according to the effect of
structural characteristics. If the network parameters are not appropriately configured, the
trained model will struggle to obtain the desired result. Furthermore, at the moment, early
mud loss prediction is generally used to forecast whether or not mud loss would occur,
whereas there is little research on mud loss volume prediction. Therefore, it is necessary to
select a suitable neural network method to realize the early prediction of mud loss during
the drilling process so as to guide the drilling operation more effectively.

In order to solve the problems in the existing methods, this paper chooses a two-
layer BiLSTM as the basic neural network. The improved WOA is used to optimize
the number of neurons in the input layer, the number of neurons in the hidden layer,
the maximum training period, and the initial learning rate in the BiLSTM structure [25].
Based on the comprehensive consideration of measurement while drilling parameters,
logging parameters, and fine pressure control drilling parameters, an improved early
prediction model of WOA-BiLSTM of mud loss is constructed. First, textual data are
converted into numerical values. Characteristic parameters are then selected through
Spearman rank correlation analysis. Subsequently, wavelet filtering is applied to mitigate
the impact of noise on the data. The selected characteristic parameters are used. Finally, the
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collected data are partitioned into training sets, test sets, and validation sets for training
and verification purposes.

2. Relevant Theories

Data preprocessing is an important step in building a real model. A good data
preprocessing process includes important steps such as data denoising, data conversion,
and data dimensionality reduction [26].

2.1. Data Denoising

When we talk about real data, noise is an inevitable component, with at least 5% even
under the strictest controls [27]. In this study, the term “data denoising” refers to the use
of filtering to lessen the effect of noise on the data. Data conversion requires the use of
data in multiple units, and the distribution of hyperparameters may be impacted by the
scale disparity, homogenizing the processing. The Spearman rank correlation coefficient’s
correlation analysis is used to determine the order of the influencing factors during data
dimensionality reduction. The main factors are then chosen from a list of parameters
affecting drilling mud loss.

2.2. Data Normalization

At present, the main methods of dimensionless data processing are standardization,
averaging, and standard deviation [28]. Considering that the covariance matrix composed
of the original data after averaging processing can not only reflect the difference in the
degree of variation of each index in the data but also contain information on the degree
of mutual influence of each index, the data in this paper chose the averaging method
to normalize it to the scale range of [−1, 1]. The equation for the data normalization is
given below:

X = 2(
X− Xmin

Xmax − Xmin
)− 1 (1)

where Xmax represents the data maximum; Xmin represents the data minimum.

2.3. Feature Selection

When using the neural network model to train the sample data, we need to consider
the high dimension, which will cause the neural network model to run slowly and consume
hardware. In addition, in the case of large data dimensions, there is the problem of
“dimension disaster” [29]. Therefore, it is necessary to select features of the data to achieve
the purpose of dimensionality reduction. The Spearman rank correlation coefficient, also
called the rank correlation coefficient, is a nonparametric statistic whose value is unrelated
to two groups of variables related to the specific value but only the size of the relationship
between its values. Therefore, it is very suitable for studying the correlation between
nonlinear relations.

2.4. LSTM Principle of Neural Network

LSTM neural network is another neural network algorithm improved on the basis
of RNN neural network to solve time series problems [30,31]. The structure is shown in
Figure 1. The shaded areas represent the previous and next moments, while the non-shaded
area represents the current moment. By adding three control units, forgetting gate, memory
gate, and output door, the network can alleviate the problem of RNN being prone to
gradient explosion and gradient disappearance with a special way of storing “memory”
and setting gradient range threshold. The main operation flow of LSTM is as follows:
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(1) Use the forgetting door, as shown by the red arrow in Figure 1, combined with the
output of the previous moment Ht−1, to cellular information Ct−1 filtering; purposefully
screen out the cell information that has influence on this moment. The mathematical
expression is as follows:

ft = σ(W f ·[Ht−1, xt] + b f ) (2)

where Ht−1 represents the last moment output; ft represents the output of the forgetting
door; xt represents the input at the current moment; σ represents the sigmoid function; W f
and b f , respectively, represent the weight coefficient and offset of the linear relationship.

(2) The memory gate, as shown by the green arrow in Figure 1, is used to retain the
effective information of the cell information Ct−1 combined with the output Ht−1 of the
previous moment. The mathematical expression is as follows:

it = σ(Wi·[ht−1, xt] + bi) (3)

ct = tanh(WC·[ht−1, xt] + bc) (4)

Ct = ft × Ct−1 + it × ct (5)

where it represents the put of the first part; ct represents the put of the second part; Wi, bi,
and Wc represent the corresponding weight coefficient and offset, respectively; Ct represents
the state of the updated cells.

(3) The output door, as shown by the orange arrow section in Figure 1, combined
with the output of the previous moment Ht−1 and current cell information Ct after the
calculation, input to the neural network for operation. The mathematical expressions are as
follows:

ot = σ(WO[ht−1, xt] + bo) (6)

ht = ot × tanh(Ct) (7)

where ot represents the state of the upper hidden layer; the value of ht−1 and xt is computed
by the sigmod function.

2.5. BiLSTM Principle of Neural Network

The basic principle of BiLSTM neural network is composed of two LSTM neural
networks [32], and the training sequence can be transmitted forward and backward. It
can achieve a more complete analysis of the characteristics and laws of the data. Below,
Figure 2 shows the structure of a single-layer BiLSTM neural network expanded over
time. The shaded areas in the diagram represent the previous and next moments, while
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the non-shaded areas represent the current moment. At the same time, the blue arrows
represent forward propagation, and the yellow arrows represent backward propagation,
thus achieving bidirectional propagation. x is the input value of the neuron. The hidden
layer of the bidirectional convolutional neural network needs to save two values, “A”
participates in forward calculation, and “A*” participates in backward calculation. The
final output value y depends on both “A” and “A*”.
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2.6. Principle of Optimization Algorithm
2.6.1. Whale Optimization Algorithm (WOA)

WOA is a metaheuristic swarm intelligence optimization algorithm which mainly
includes three steps: randomly searching for prey, encircling target prey, and preying on
selected prey [33].

(1) Finding the solution to a problem is the process of finding prey by a herd of whales,
choosing a prey at random, and the process can be translated into the following:

D =|X(t)− CXrand(t)| (8)

X(t + 1) = Xrand(t)− AD (9)

where Xrand(t) represents randomly selected position vectors from the current population
of whales; X(t) represents the position vector of the individual; t represents the current
iterations; A and C represent the coefficient and are calculated as follows:

A = 2a·r1 − a (10)

C = 2r2 (11)

a = 2− 2t/Tmax (12)

where r1 and r2 are random vectors belonging to the interval [0, 1]; a is linear reduction
from 2 to 0 during iteration; Tmax is the maximum number of iterations.

(2) The best candidate solution is the target prey or a near optimal solution. After the
optimal solution is found, the other candidate positions will move closer to the target prey,
surround the prey, and update its position. The mathematical model is as follows:

D = |X(t)− CX∗(t)| (13)

X(t + 1) = X∗(t)− AD (14)

where t represents the current iterations; A represents the coefficient; X*(t) represents the
current best position; X(t) represents the current location.

(3) Humpback whales update their positions by spiraling up to hunt selected prey.
The mathematical model is as follows:

X(t + 1) = D′·ebl · cos(2πl) + X∗(t) (15)
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D′ =
∣∣X∗ − X(t)

∣∣ (16)

where b represents the constant; l represents a random number in the interval [−1, 1]. In
the Formula (16), D′ represents the distance between the best whale individual in the t
iteration and the current whale.

In order to achieve this simultaneous behavior, it is assumed that there is a 50% chance
to choose whether to shrink the encirclement mechanism or the spiral model to update the
position of the whale in the optimization process. The mathematical model is as follows:

X(t + 1) = { X∗(t)− A·D p < 0.5
X∗(t) + D′·ebl · cos(2πl) p ≥ 0.5

(17)

where p represents a random number in the interval [0, 1].

2.6.2. Improved Whale Optimization Algorithm (WOA)

The original WOA still has some disadvantages similar to other swarm intelligence
optimization algorithms [34], such as low solution accuracy, slow convergence speed, and
easy to fall into local optimization. In order to overcome these shortcomings, this paper
will improve WOA from two aspects: location update strategy and prevention of falling
into local optimization [35].

(1) Nonlinear convergence factor

As the WOA Formula (9) knows, the global and local exploration abilities of the
algorithm mainly depend on the parameters A as setting a larger A in the early stages of
the iteration can speed up the algorithm. The algorithm’s ability to perform local searches
is enhanced by lowering parameter A in later iterations. By Formulas (10) and (12), it is
known that the value of the parameter A mainly depends on the convergence factor a. In
this research, a nonlinear convergence factor a is proposed because the linear variation of
convergence factor a cannot demonstrate its searching ability. The mathematical model is
as follows:

a = 2− 2 sin(µ
t

Tmax
π + ϕ) (18)

where t is current iterations; Tmax is maximum iterations.

(2) Adaptive weight strategy and random difference variation strategy

In order to keep the diversity of the population and jump out of the local optimization
in time, Yao Ning proposes an adaptive weight strategy and a random difference mutation
strategy [31]. The mathematical expression of the adaptive weight strategy is as follows:

w(t)i = {
w1 − w2−w1

Tmax
· f (t)i− f (t)min

f (t)max− f (t)min
f (t)i < f (t)avg

w1 − w2−w1
Tmax

· f (t)i− f (t)min
f (t)max− f (t)min

f (t)i > f (t)avg

(19)

where w(t)i represents the weight of the search i in the iteration t; Tmax represents the
maximum number of iterations; w1 represents the initial minimum weight; w2 represents
the initial maximum weight; f (t)avg represents the average adaptation value of the popu-
lation after the current iteration of t times; f (t)min and f (t)max represent the minimum and
maximum fitness values after the iteration of t times, respectively. The position update
strategy expression occurs when the improved prey is formed by substituting the Formula
(19) into (17) is as follows:

X(t + 1) = { w(t)gX∗(t)− AgD p < 0.5
w(t)gX∗(t) + D′gebl g cos(2πl) p ≥ 0.5

(20)
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The mathematical expression of the random difference variation strategy is as follows:

X(t + 1) = r1 × (X∗(t)− X(t)) + r2 × (X′(t)− X(t)) (21)

where r1 and r2 are random numbers within the range of [0, 1]; X′(t) is randomly selected
individuals from a population.

2.7. Improved WOA-BiLSTM Prediction Model of Early Mud Loss

The selection of structural parameters of the BiLSTM prediction model has a great
influence on the final prediction ability of the model. In order to find the optimal superpa-
rameters of the early mud loss prediction model, the WOA is used to optimize the number
of units in the hidden layer (L1, L2), the maximum cycle period (T), and initial learning
rate of the cycle (Ir). Taking these four key hyperparameters as the characteristics of op-
timization, the WOA algorithm is used to adjust and optimize the LSTM model to make
the network structure model more compatible with the characteristics of comprehensive
logging data. The main implementation steps are shown in Figure 3. Firstly, the yellow
flowchart represents the computational process of BiLSTM. The initial steps involve in-
putting historical well data and conducting correlation analysis on the data. Subsequently,
training is performed using a predictive model with conventional parameter settings to
select highly correlated predictive parameters. Then, the selected parameters are subjected
to wavelet filtering for noise reduction. After identifying the four hyperparameters that
need optimization, the blue flowchart illustrates the process of optimizing these param-
eters using the training error of the BiLSTM model as the fitness value. Finally, an ideal
predictive model is obtained through training.
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3. Experimental Study
3.1. Input Data

The data used for the comprehensive recording of wells came from three oil and gas
wells located in the Sichuan Basin in the southwestern region of China, named respectively
as A, B, and C. A full set of drilling data was collected and integrated in the drilling
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conditions of the three wells within 5 h prior to the loss of sludge, including PWD (Pressure
While Drilling) underground pressure and surface microflow monitoring data during
drilling. The extracted data were stacked together to form a sample data set. The interval
between each set of data collected was 20 s, the data within 10 min were selected as a
time sequence and the length of the sequence was 30 time steps [34]. The integrated
data consisted of 144,000 sets of data. The 115,200 (80%) groups of data were modeled
as data A and the remaining 28,800 (20%) groups were modeled for data B validation.
Some of the primary historical data collected include drilling parameters as shown in
Figure 4. Figure 4A–H offers an in-depth depiction of the drilling process, showcasing
the fluctuations in crucial parameters such as well depth, casing pressure, hook weight,
torsion moment, standpipe pressure, drilling pressure, inlet flow, and total pool volume.
The substantial variations in the hook weight’s load and torque are particularly striking,
underscoring the dynamic nature of the drilling operation.
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Figure 4. Partial logging data.

From Figure 4A,H, it can be clearly seen that at approximately 3902 m, a significant
turning point is observed in the total volume of the mud pool. This decrease suggests a
possible mud loss incident prior to this depth. This critical observation underscores the
importance of continuous monitoring and analysis in identifying potential issues during
drilling operations. In addition to these findings, it’s also crucial to consider other factors
that may influence these parameters. Therefore, we conducted a correlation analysis on
multiple drilling parameters to identify the most sensitive key parameters, in order to
better establish a predictive model.

3.2. Correlation Analysis

The occurrence of mud loss will be demonstrated by comprehensive drilling recording
parameters. The characteristic parameters for extracting the state of mud loss from large
amounts of data are a key step in predicting well loss using the BiLSTM neural algorithm.
The actual drilling process at the site is mostly used to observe the changes in the total pool
volume as a judgment criterion for the mud loss. Therefore, in this article, the amount of
change in the total pool volume is used as a “reference value”, by analyzing the Spearman
rank correlation coefficient to evaluate the depth of the well, the steering pressure, the
measurement of the pipe pressure and set the piping pressure, the position of the flow
valve, suspension, drilling pressure, pumping, input flow, input density, meter drilling
time, working current, height, speed, torque, and the degree of association of mud loss.
This article provides an analysis based on relevance. From Figure 5 it can be seen that the
surface pressure pump correlation is the highest at 0.865, followed by torque correlations of
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0.657. According to the correlation values of the feature parameters, the feature parameters
are sorted from high to low. The sorted parameters are shown in Table 1.
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Figure 5. Grey relational degree comprehensive evaluation.

Table 1. Values of the gathered parameters drilled in Southwest Chinese Oil fields.

Xn Parameter Unit Min Max Mean

X1 Surface Pressure Pump MPa 10.02 29.98 20.00
X2 Torque KN.m 0 1.73 0.86
X3 Casing Pressure MPa 0 8.77 4.39
X4 Hook Weight KN 0 774.4 387.2
X5 Inlet Flow L/min 0 49.03 24.51
X6 Inlet Density g/cm3 0 2.52 1.26
X7 Measured Depth m 810.00 5540.00 3175.00
X8 Overpull KN 210.80 1000.00 605.40
X9 Tripping in h 0.89 2.98 1.93
X10 Choke position m 13.23 95.03 54.13
X11 Rotational speed rpm 12.00 70.00 41.00
X12 Traveling block height m 10.00 30.00 20.00
X13 Pore pressure MPa 8.65 72.45 40.55
X14 Fracture pressure MPa 13.58 93.83 53.71
X15 Drilling time min/m 0.94 10.00 5.47

Based on extracted feature parameters, it is observed that within the same block, mud
loss events in oil and gas wells typically occur within a specific range of measurement
depths. This phenomenon arises due to variations in reservoir pressure, differing rock
properties at various depths, and discrepancies in inlet flow rates and densities. These
factors reflect distinct drilling conditions, thereby influencing the incidence of mud loss.

The recorded changes in casing pressure reflect fluctuations in annular pressure, while
variations in mud density affect the pressure differential between the wellbore and the
formation. During mud loss incidents, drilling pressure, annular casing pressure, and
torque also undergo changes in response to subsurface conditions. When mud loss occurs,
drilling pressure decreases, annular casing pressure diminishes, and concurrently, drill bit
speed increases, resulting in an upsurge in inlet flow rates. In contrast, during wellbore
overflow events, mud density decreases, and with the overall increase in mud pit volume,
annular casing pressure reduction occurs gradually. This, in turn, leads to a decrease in the
impact of buoyancy on downhole fluids as mud density decreases, ultimately resulting in
an increase in hook load.

Considering the on-site testing accuracy of engineering parameters and the compu-
tational efficiency of the prediction model, we determined the order of sorted drilling
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parameters based on correlation analysis to increase the number of input neurons in the
BiLSTM model, denoted as ‘n’. The criterion for selecting the number of input parameters
is based on the prediction model’s error. From Figure 6, it is evident that when the number
of input neurons reaches 7, the error reaches its minimum. With 8 neurons, there is a slight
increase in error, after which the error remains relatively stable. Therefore, to conserve
computational resources and optimize the efficiency of the prediction model, we chose
7 drilling parameters as input neurons.

Processes 2023, 11, x FOR PEER REVIEW 11 of 18 
 

 

 
Figure 6. Feature parameter extraction. 

In the process of oil drilling, the movement of the previous period of time affects the 
next movement. Therefore, in the tag construction, the 8 drilling parameters selected by 
the feature over the length of the time series are used as the multidimensional variable X. 
The change in total pool volume after the time series length is used as a regression predic-
tion of mud loss (label Y). In this paper, a time series matrix with time series length of 30 
is constructed by using the time window sample structure method. Select the time series 
matrix using the form of window slide, and the time step of each slide is 1. The drilling 
data within the first 10 min are used to predict the mud loss at the next moment, achieving 
the purpose of predicting 10 min in advance, as shown in Figure 7. The red box represents 
the matrix of the first sample data input, while the green and blue boxes represent the 
input of sample data for the next and the following moments, respectively, proceeding in 
an orderly manner. 

 
Figure 7. Time window matrix extraction. 

3.3. Wavelet Filtering 
Data processing involves hard thresholding, soft thresholding, and fixed threshold-

ing. Common indicators for evaluating the effect of wavelet threshold denoising include 
Signal-to-Noise Ratio (SNR), Root Mean Square Error (RMSE), smoothness, and correla-
tion coefficient. In this study, we use SNR and RMSE to evaluate the effect of wavelet 
threshold denoising. SNR is defined as the ratio of the energy of the original signal to the 
noise signal. The higher the SNR, the better the denoising effect. RMSE is the square root 
of the variance between the original signal and the denoised signal. The smaller the RMSE 
value, the better the denoising effect. 

2 4 6 8 10 12
n

0

2

4

6

8

10

12

RM
SE

X 1 , 1       X 1 , 2 ……  X 1 , 7       X 1 , 8

X 2 , 1      X 2 , 2 ……  X 2 , 7       X 1 , 8      

X 29 , 1    X 29 , 2 ……  X 29 , 7     X 29 , 8 

X 30 , 1   X 30 , 2 …… X 30 , 7   X 30 , 8 

…
…

 

…
…

 

…
…

 

…
…

 

…
…

 

Y 30

Y 31

…
…

 

X 31 , 1   X 31 , 2 ……  X 31 , 7     X 31 , 8 
X 31 , 1   X 32 , 2 ……  X 32 , 7     X 32 , 8      

…
…

 

…
…

 

…
…

 

…
…

 

…
…

 

Y 32

…
…

 

logging parameters Spill

Figure 6. Feature parameter extraction.

In the process of oil drilling, the movement of the previous period of time affects the
next movement. Therefore, in the tag construction, the 8 drilling parameters selected by the
feature over the length of the time series are used as the multidimensional variable X. The
change in total pool volume after the time series length is used as a regression prediction
of mud loss (label Y). In this paper, a time series matrix with time series length of 30 is
constructed by using the time window sample structure method. Select the time series
matrix using the form of window slide, and the time step of each slide is 1. The drilling
data within the first 10 min are used to predict the mud loss at the next moment, achieving
the purpose of predicting 10 min in advance, as shown in Figure 7. The red box represents
the matrix of the first sample data input, while the green and blue boxes represent the
input of sample data for the next and the following moments, respectively, proceeding in
an orderly manner.
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Figure 7. Time window matrix extraction.

3.3. Wavelet Filtering

Data processing involves hard thresholding, soft thresholding, and fixed threshold-
ing. Common indicators for evaluating the effect of wavelet threshold denoising include
Signal-to-Noise Ratio (SNR), Root Mean Square Error (RMSE), smoothness, and correlation
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coefficient. In this study, we use SNR and RMSE to evaluate the effect of wavelet threshold
denoising. SNR is defined as the ratio of the energy of the original signal to the noise signal.
The higher the SNR, the better the denoising effect. RMSE is the square root of the variance
between the original signal and the denoised signal. The smaller the RMSE value, the better
the denoising effect.

As shown in Figure 8, the green line, blue line, and red line represent denoising
methods using hard thresholding, soft thresholding, and fixed thresholding respectively.
From Figure 8A, it can be seen that when using hard thresholding and soft thresholding,
the SNR values are similar, but overall lower than the noise reduction effect of using a
fixed threshold. This indicates that filtering with a fixed threshold is better. Similarly, from
Figure 8B, it can be seen that when using a fixed threshold, the RMSE values are overall
lower than those obtained using hard thresholding and soft thresholding methods. This
again proves the superiority of filtering with a fixed threshold. Therefore, in our research,
we chose to filter with a fixed threshold.
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Figure 8. Wavelet noise reduction ratio and square error.

The 8 data after feature selection are displayed by wavelet filtering. Figure 9A–H
represent measured depth (MD), surface pressure pump (SPP), torque (TQ), casing pressure
(CP), weight on bit (WOB), inlet flow rate, outlet flow rate, and total pool volume (TPV)
respectively. the black line represents the original data before filtering, and the red line
represents the data after wavelet filter denoising.
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Figure 9. Wavelet Filtering.

Figure 9H illustrates two significant events in the change of total pit volume. At
approximately 500 min, there is a decrease in total pit volume, indicating mud loss occurring
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around a drilling depth of approximately 3902 m. Around 890 min, the total pit volume
first increases and then decreases, signifying an occurrence of mud overflow followed by
mud loss around a drilling depth of approximately 3910 m. We can observe noticeable
fluctuations in inlet density, inlet flow rate, torque, drilling pressure, and casing pressure
before and after these events, indicating their correlation with changes in total pit volume.
This suggests that these parameter variables can be used to establish a predictive model.

3.4. Improved WOA Optimization Algorithm Parameter Design

Selecting the appropriate number of hidden layer neurons and the right initial learning
rate is a crucial decision in neural network design. Typically, this requires experimentation
and validation to determine the optimal configuration that meets the specific task require-
ments, while ensuring the network possesses excellent performance and generalization
ability. Increasing the number of hidden layer neurons can expand the network’s capacity
and generalization capabilities, enabling it to better fit complex data patterns and functional
relationships. However, if there are too many neurons, it may lead to overfitting the training
data, thereby reducing generalization performance.

The choice of learning rate is equally critical. Smaller learning rates usually demand
more training epochs because each weight update has a smaller magnitude, while larger
learning rates can result in rapid model changes, requiring fewer training epochs. Inap-
propriate learning rate settings can lead to the model converging quickly to suboptimal
solutions. Due to the lack of mature theoretical guidance, this study relied on existing
research results to determine these key parameters [36,37].

The parameter settings for the WOA optimization algorithm are as follows: a popula-
tion size of 100, with a maximum weight of 0.9 and a minimum weight of 0.2. Additionally,
the whale algorithm is configured with a population size of 50 and a maximum iteration
count of 30. Considering the need to optimize four parameters, each corresponding to a
dimension, constraints were applied within a limited parameter search space, as outlined
in Table 2. Simultaneously, the number of neurons in the first and second layers of the
neural network was set within a range of 10 to 50, the initial learning rate was within the
range of 0.001 to 0.01, and the maximum cycle count was within the range of 50 to 200.

Table 2. Bi-LSTM optimizing parameter range table.

Parameter L1 L2 T Ir

scope 10~50 10~50 0.001~0.01 50~200
step size 2 2 0.0005 5

According to the parameters and constraints set above, the genetic algorithm, the
particle swarm optimization algorithm, and the improved whale optimization setting
parameters are shown in Table 2 (WOA maximum weight, 0.9; minimum weight, 0.5;
population size, 50; the maximum number of iterations, 100).

The weight of WOA-BiLSTM tends to be stable at about 63 generations and the best fitness
value is 0.022. Compared with the genetic algorithm and the particle swarm optimization algo-
rithm, the convergence speed is faster and the error value is the smallest. Select the population
optimal solution when the number of iterations is 100, [L1, L2, T, Ir] = [9, 12, 16, 0.03, 100], as
the combined value of the parameters to be optimized for the Bi-LSTM structure.

4. Model Evaluation

Figure 10A,B illustrate the comparison between the predicted results of four models
and the actual values from randomly selected test data sets. The black line represents our
prediction target, which is the total pool volume change (i.e., mud circulation loss). The
green line shows the prediction results obtained using the LSTM model, the dark blue line
shows the prediction results obtained using the BiLSTM model, the purple line shows the
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prediction results obtained using the WOA-BiLSTM model, and the red line shows the
prediction results obtained using the improved WOA-BiLSTM model.
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Figure 10. Regression graph.

In Figure 10A, real drilling data from a measurement depth range of 3900 m to 3901.5 m
are used, while in Figure 10B, data from a measurement depth range of 4710 m to 4712 m
are employed. The objective is to predict the change in total pool volume 10 min in advance
to assess the occurrence of mud circulation loss, as indicated in Figure 10A for potential
mud circulation loss and in Figure 10B for potential drilling fluid overflow, in the respective
depth ranges.

Through comparative analysis, it was observed that LSTM and Bi-LSTM models with
random parameters exhibited significant disparities between their training and testing sets.
These models displayed fluctuations and deviations from the target values throughout the
training process, indicating overfitting and resulting in suboptimal test results. Conversely,
the WOA-BiLSTM and the improved WOA-BiLSTM models did not exhibit overfitting
and demonstrated a more accurate performance. The research findings underscore the
substantial impact of hyperparameter configurations on BiLSTM neural network models.

The statistic that measures goodness of fit is the coefficient of determination, also
known as the coefficient of certainty (R2), with a maximum value of 1. The closer the
value of R2 is to 1, the better the regression line fits the observed value. In addition,
RMSE is also an evaluation index to measure the fitting performance with the target value,
and the smaller the RMSE, the smaller the error. After 4320 groups of data verification,
the comparison results are shown in Table 3. It can be found that the BiLSTM neural
network prediction model shows better prediction performance than LSTM. At the same
time, the realization of LSTM and BiLSTM in the training set and test set is very different,
and the overfitting phenomenon appears. The prediction model optimized for BiLSTM
neural network parameters by the WOA optimization algorithm shows relatively stable
regression fitting performance, which also indicates that for different regression problems,
the superparameter setting of LSTM and BiLSTM has a great impact on the performance of
the neural network. Improper setting makes it easy to fall into the local optimal solution
and has poor generalization ability. The swarm intelligent optimization algorithm can solve
the problem of improper setting of superparameters. At the same time, prediction accuracy
can be improved by improving the WOA optimization algorithm.

Table 3. R2 and RMSE values.

LSTM BiLSTM WOA-BiLSTM Improved-WOA-BiLSTM

Training RMSE 0.365 0.315 0.254 0.206
Training R2 0.821 0.908 0.942 0.996

Test RMSE 0.448 0.412 0.271 0.225
Test R2 0.783 0.823 0.932 0.984
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Furthermore, the improved WOA-BiLSTM model achieved the best performance
in predicting mud loss on the test dataset, with an RMSE (Root Mean Square Error) of
0.225 and an R2 (Coefficient of Determination) of 0.984. When compared to the three
models mentioned above, this model demonstrated significantly closer alignment with
actual values in both trends and accuracy. As shown in Figure 11, the graph illustrates
the absolute error between the predicted and actual values. Figure 11A presents the error
when predicting mud loss, with the absolute error primarily concentrated around ±0.2.
When the absolute error of predicting mud loss is less than 0.2, the prediction accuracy can
reach up to 90.8%. On the other hand, Figure 11B displays the error when predicting mud
overflow, where the prediction accuracy can reach 88.3% if the absolute error of predicting
mud overflow is less than 0.2. These results indicate that this model performs excellently in
terms of fitting accuracy, stability, and predictive performance, and can effectively predict
mud circulation loss. The output during the training phase shows that in the early stages
of mud loss prediction for all models, the predicted values lag behind the actual values,
which may be due to the time window function we used. At the same time, we found
that the accuracy of predicting mud circulation loss is higher than that of predicting mud
overflow. The reason for this may be that there are more sample data sets where mud loss
occurs in the training sample data, so the training effect is better.

Processes 2023, 11, x FOR PEER REVIEW 15 of 18 
 

 

Furthermore, the improved WOA-BiLSTM model achieved the best performance in 
predicting mud loss on the test dataset, with an RMSE (Root Mean Square Error) of 0.225 
and an R2 (Coefficient of Determination) of 0.984. When compared to the three models 
mentioned above, this model demonstrated significantly closer alignment with actual val-
ues in both trends and accuracy. As shown in Figure 11, the graph illustrates the absolute 
error between the predicted and actual values. Figure 11A presents the error when pre-
dicting mud loss, with the absolute error primarily concentrated around ±0.2. When the 
absolute error of predicting mud loss is less than 0.2, the prediction accuracy can reach up 
to 90.8%. On the other hand, Figure 11B displays the error when predicting mud overflow, 
where the prediction accuracy can reach 88.3% if the absolute error of predicting mud 
overflow is less than 0.2. These results indicate that this model performs excellently in 
terms of fitting accuracy, stability, and predictive performance, and can effectively predict 
mud circulation loss. The output during the training phase shows that in the early stages 
of mud loss prediction for all models, the predicted values lag behind the actual values, 
which may be due to the time window function we used. At the same time, we found that 
the accuracy of predicting mud circulation loss is higher than that of predicting mud over-
flow. The reason for this may be that there are more sample data sets where mud loss 
occurs in the training sample data, so the training effect is better. 

  
(A) (B) 

Figure 11. Error distribution. 

5. Discussion 
The primary innovation of this study lies in the amalgamation of historical drilling 

data with an improved WOA-BiLSTM. This fusion resulted in the development of a mud 
loss circulation prediction model. This model, by utilizing a time window matrix, is capa-
ble of forecasting changes in the total pool volume ten minutes in advance, thus replacing 
the conventional manual recording of the total pool volume. The application of this pre-
dictive model indirectly accomplishes the prediction of mud circulation loss, with the po-
tential to assist in early risk identification and the implementation of corresponding well 
control measures, ultimately mitigating the risk of blowouts at an early stage. Key aspects 
highlighted by our research include: 

(1) The research underscores the critical role of the time window matrix in data pro-
cessing. Through the incorporation of the time window matrix during the training pro-
cess, we have successfully achieved early predictions of total pool volume changes. This 
method provides a new avenue for applying artificial neural networks to predict other 
drilling data and highlights the critical role of the time window matrix in data processing. 

Figure 11. Error distribution.

5. Discussion

The primary innovation of this study lies in the amalgamation of historical drilling
data with an improved WOA-BiLSTM. This fusion resulted in the development of a mud
loss circulation prediction model. This model, by utilizing a time window matrix, is
capable of forecasting changes in the total pool volume ten minutes in advance, thus
replacing the conventional manual recording of the total pool volume. The application of
this predictive model indirectly accomplishes the prediction of mud circulation loss, with
the potential to assist in early risk identification and the implementation of corresponding
well control measures, ultimately mitigating the risk of blowouts at an early stage. Key
aspects highlighted by our research include:

(1) The research underscores the critical role of the time window matrix in data
processing. Through the incorporation of the time window matrix during the training
process, we have successfully achieved early predictions of total pool volume changes.
This method provides a new avenue for applying artificial neural networks to predict other
drilling data and highlights the critical role of the time window matrix in data processing.
It enables early predictions of total pool volume changes, opening possibilities for applying
neural networks to other drilling data.
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(2) Using the improved WOA for hyperparameter selection enhances predictive accu-
racy, offering valuable guidance for handling complex drilling datasets.

(3) While our study has made significant strides, limitations remain. It focuses on spe-
cific block wells, necessitating validation across different blocks for mud circulation loss pre-
diction efficacy. Limited dataset size and quality may constrain model performance. Future
research should consider expanding data diversity and quantity to enhance capabilities.

6. Conclusions

The upgraded WOA-BiLSTM neural network is the foundation for the early mud loss
prediction model used in this study. The model primarily makes use of the upgraded WOA
to overcome the challenge of configuring the parameters of the conventional BiLSTM neural
network and raise the model’s prediction accuracy. The following are the main findings:

(1) According to the size of the linked coefficients, extracted characteristic parameters
are sorted using Spearman rank-related coefficients. The outcomes of WOA optimization
reveal that seven criteria can be used to obtain extremely good accuracy. Therefore, these
seven traits were tested in the modeling of the BiLSTM neural network algorithm: total
pool volume (TPV), inlet flow rate, inlet iensity rate, weight on bit (WOB), surface pressure
pump (SPP), torque (TQ), casing pressure (CP), and measured depth (MD).

(2) In this study, the maximum cycle, the initial learning rate, and the number of
units in hidden layers 1 and 2 of the Bi-LSTM neural network structure are all optimized
using the enhanced WOA. Based on this, the three prediction models LSTM, BiLSTM, and
WOA-BiLSTM are compared with the early prediction model of WOA-BiLSTM of mud loss.
There has been an increase in prediction accuracy of 22.3%, 18.7%, and 4.9%, respectively.
The findings demonstrate that the enhanced WOA-BiLSTM model is more accurate in
estimating early mud loss.

(3) The model can estimate changes in the total pit volume 10 min in advance, thereby
predicting loss circulation with a high degree of accuracy. This precise forecasting con-
tributes significantly to taking timely countermeasures, reducing the adverse effects of mud
loss on drilling operations. For on site operators, this functionality is crucial as it allows for
better work planning and management, resulting in increased production efficiency and
reduced environmental risks.

(4) The research addresses a critical research gap in the field of petroleum drilling.
To date, there have been relatively limited methods for predicting and managing mud
loss events, and the model offers an efficient approach to addressing this issue. This is of
great significance in ensuring the smooth progress of drilling operations and minimizing
unnecessary downtime. Additionally, it underscores the potential of machine learning and
deep learning in the petroleum engineering field y introducing advanced computational
methods into traditional drilling processes. This will contribute to accelerating the digital
transformation of petroleum engineering, improving industry efficiency, and sustainability.

Author Contributions: Methodology, F.G. and L.J.; Software, C.W.; Validation, X.L., W.J., C.W. and
F.G.; Resources, Z.L.; Data curation, Z.L. and K.C.; Writing—original draft, W.J.; Writing—review &
editing, X.L. and W.J.; Visualization, W.J. All authors have read and agreed to the published version
of the manuscript.

Funding: This research was funded by Oil and Gas Reservoir Geology, Development Engineering Na-
tional Key Laboratory Open Fund Project (Grant No. PLN2020-12) and Hubei Provincial Department
of Education Scientific Research Program Funded Project (Grant No. D20201305).

Data Availability Statement: The data presented in this study are available on request from the
corresponding author. The data are not publicly available due to privacy.

Acknowledgments: We express our gratitude to the anonymous reviewers for their invaluable insights
and constructive feedback. This research was supported by Oil and Gas Reservoir Geology, Development
Engineering National Key Laboratory Open Fund Project (Grant No. PLN2020-12) and Hubei Provincial
Department of Education Scientific Research Program Funded Project (Grant No. D20201305).

605



Processes 2023, 11, 2763

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Peng, Q.; Fan, H.; Xu, S.; Zhou, H.; Lai, M.; Ma, G.; Fu, S. A Real-Time Warning System for Identifying Drilling Accidents; SPE: Astana,

Kazakhstan, 2014; p. SPE-172303-MS. [CrossRef]
2. Yi, H.; Ming, L.; Wentuo, L.; Wenbiao, D.; Chao, Z.; Zhenxiang, Z.; Tianwei, Z.; Xin, Z.; Yuqun, H.; Can, Z.; et al. Application of

Formation Pressure While Drilling Prediction Technology in Offshore HTHP Wells; OnePetro: Richardson, TX, USA, 2019.
3. Arshad, U.; Jain, B.; Ramzan, M.; Alward, W.; Diaz, L.; Hasan, I.; Aliyev, A.; Riji, C. Engineered Solution to Reduce the Impact of Lost

Circulation During Drilling and Cementing in Rumaila Field, Iraq; IPTC: Doha, Qatar, 2015; p. IPTC-18245-MS. [CrossRef]
4. Liu, Z.; Luo, R.; Yang, Z.; Wang, L.; Wang, L. Research and Practice of Risk Early Warning Technology for Lost Circulation with

Drilling under the Conditions of Geological Engineering Information Fusion: The Example of the Yuanba Area. Processes 2022, 10, 2516.
[CrossRef]

5. Moazzeni, A.R.; Nabaei, M.; Shahbazi, K.; Shadravan, A. Mechanical Earth Modeling Improves Drilling Efficiency and Reduces
Non-Productive Time (NPT); SPE: Manama, Bahrain, 2010; p. SPE-131718-MS. [CrossRef]

6. Alkinani, H.H.; Al-Hameedi, A.T.T.; Dunn-Norman, S. Artificial neural network models to predict lost circulation in natural and
induced fractures. SN Appl. Sci. 2020, 2, 1980. [CrossRef]

7. Carpenter, C. Liner-Drilling Technology Mitigates Lost Circulation Offshore Mexico. J. Pet. Technol. 2014, 66, 104–107. [CrossRef]
8. Aljubran, M.; Ramasamy, J.; Albassam, M.; Magana-Mora, A. Deep Learning and Time-Series Analysis for the Early Detection of

Lost Circulation Incidents During Drilling Operations. IEEE Access 2021, 9, 76833–76846. [CrossRef]
9. Sabah, M.; Talebkeikhah, M.; Agin, F.; Talebkeikhah, F.; Hasheminasab, E. Application of decision tree, artificial neural networks,

and adaptive neuro-fuzzy inference system on predicting lost circulation: A case study from Marun oil field. J. Pet. Sci. Eng. 2019,
177, 236–249. [CrossRef]

10. Al-Hameedi, A.T.T.; Alkinani, H.H.; Dunn-Norman, S.; Flori, R.E.; Hilgedick, S.A.; Amer, A.S.; Alsaba, M. Mud loss estimation
using machine learning approach. J. Pet. Explor. Prod. Technol. 2018, 9, 1339–1354. [CrossRef]

11. Tang, H.; Zhang, S.; Zhang, F.; Venugopal, S. Time series data analysis for automatic flow influx detection during drilling. J. Pet.
Sci. Eng. 2019, 172, 1103–1111. [CrossRef]

12. Alkinani, H.H.; Al-Hameedi, A.T.T.; Dunn-Norman, S.; Flori, R.E.; Alsaba, M.T.; Amer, A.S.; Hilgedick, S.A. Using data mining to
stop or mitigate lost circulation. J. Pet. Sci. Eng. 2019, 173, 1097–1108. [CrossRef]

13. Geng, Z.; Wang, H.; Fan, M.; Lu, Y.; Nie, Z.; Ding, Y.; Chen, M. Predicting seismic-based risk of lost circulation using machine
learning. J. Pet. Sci. Eng. 2019, 176, 679–688. [CrossRef]

14. Abbas, A.K.; Bashikh, A.A.; Abbas, H.; Mohammed, H.Q. Intelligent decisions to stop or mitigate lost circulation based on
machine learning. Energy 2019, 183, 1104–1113. [CrossRef]

15. Abbas, A.K.; Al-Haideri, N.A.; Bashikh, A.A. Implementing artificial neural networks and support vector machines to predict
lost circulation. Egypt J. Pet. 2019, 28, 339–347. [CrossRef]

16. Ahmed, A.; Elkatatny, S.; Abdulraheem, A.; Abughaban, M. Prediction of Lost Circulation Zones Using Support Vector Machine and
Radial Basis Function; IPTC: Dhahran, Saudi Arabia, 2020; p. IPTC-19628-MS. [CrossRef]

17. Hou, X.; Yang, J.; Yin, Q.; Liu, H.; Chen, H.; Zheng, J.; Wang, J.; Cao, B.; Zhao, X.; Hao, M.; et al. Lost Circulation Prediction in South
China Sea Using Machine Learning and Big Data Technology; OTC: Houston, Texas, USA, 2020; p. OTC-30653-MS. [CrossRef]

18. Mardanirad, S.; Wood, D.A.; Zakeri, H. The application of deep learning algorithms to classify subsurface drilling lost circulation
severity in large oil field datasets. SN Appl. Sci. 2021, 3, 785. [CrossRef]

19. Sabah, M.; Mehrad, M.; Ashrafi, S.B.; Wood, D.A.; Fathi, S. Hybrid machine learning algorithms to enhance lost-circulation
prediction and management in the Marun oil field. J. Pet. Sci. Eng. 2021, 198, 108125. [CrossRef]

20. Yingzhuo, X.; Liupeng, W.; Yang, Z.; MingZhen, L. Real-time monitoring and early warning of well leakage based on big data
analysis. J. Phys. Conf. Ser. 2021, 1894, 012084. [CrossRef]

21. Jafarizadeh, F.; Larki, B.; Kazemi, B.; Mehrad, M.; Rashidi, S.; Neycharan, J.G.; Gandomgoun, M.; Gandomgoun, M.H. A new
robust predictive model for lost circulation rate using convolutional neural network: A case study from Marun Oilfield. Petroleum
2022, 468–485. [CrossRef]

22. Siami-Namini, S.; Tavakoli, N.; Namin, A.S. The Performance of LSTM and BiLSTM in Forecasting Time Series. In Proceedings of
the IEEE International Conference on Big Data (Big Data), Los Angeles, CA, USA, 9–12 December 2019; IEEE: Piscataway, NJ,
USA, 2019; pp. 3285–3292. [CrossRef]

23. Ma, T.; Xiang, G.; Shi, Y.; Liu, Y. Horizontal in situ stresses prediction using a CNN-BiLSTM-attention hybrid neural network.
Géoméch. Geophys. Geo-Energy Geo-Resour. 2022, 8, 152. [CrossRef]

24. Li, P.; Zhang, J.; Krebs, P. Prediction of Flow Based on a CNN-LSTM Combined Deep Learning Approach. Water 2022, 14, 993.
[CrossRef]

25. Shen, Y.; Zhang, C.; Gharehchopogh, F.S.; Mirjalili, S. An improved whale optimization algorithm based on multi-population
evolution for global optimization and engineering design problems. Expert Syst. Appl. 2023, 215, 119269. [CrossRef]

26. Fukuda, S.; Uchida, H.; Fujii, H.; Yamada, T. Short-term prediction of traffic flow under incident conditions using graph
convolutional recurrent neural network and traffic simulation. IET Intell. Transp. Syst. 2020, 14, 936–946. [CrossRef]

606



Processes 2023, 11, 2763

27. Ulman, H.; Gütter, J.; Niebling, J. Uncertainty is not sufficient for identifying noisy labels in training data for binary segmentation
of building footprints. Front. Remote Sens. 2023, 3, 1100012. [CrossRef]

28. Liu, Z.; Ma, Q.; Cai, B.; Liu, Y.; Zheng, C. Risk assessment on deepwater drilling well control based on dynamic Bayesian network.
Process Saf. Environ. Prot. 2021, 149, 643–654. [CrossRef]

29. Gooneratne, C.P.; Gomez Gonzalez, E.S.; Al-Musa, A.S.; Osorio, H.F. Thirsty Reservoirs—Challenges in Drilling Through Severe Lost
Circulation Zones; SPE: Abu Dhabi, United Arab Emirates, 2017; p. SPE-188461-MS. [CrossRef]

30. Chaweewanchon, A.; Chaysiri, R. Markowitz Mean-Variance Portfolio Optimization with Predictive Stock Selection Using
Machine Learning. Int. J. Financ. Stud. 2022, 10, 64. [CrossRef]

31. Chatterjee, S.; Mahapatra, S.S.; Bharadwaj, V.; Upadhyay, B.N.; Bindra, K.S. Prediction of quality characteristics of laser drilled
holes using artificial intelligence techniques. Eng. Comput. 2021, 37, 1181–1204. [CrossRef]

32. Liu, P.-L.; Du, Z.-C.; Li, H.-M.; Deng, M.; Feng, X.-B.; Yang, J.-G. Thermal error modeling based on BiLSTM deep learning for
CNC machine tool. Adv. Manuf. 2021, 9, 235–249. [CrossRef]

33. Deng, H.; Liu, L.; Fang, J.; Qu, B.; Huang, Q. A novel improved whale optimization algorithm for optimization problems with
multi-strategy and hybrid algorithm. Math. Comput. Simul. 2023, 205, 794–817. [CrossRef]

34. Mirjalili, S.; Lewis, A. The Whale Optimization Algorithm. Adv. Eng. Softw. 2016, 95, 51–67. [CrossRef]
35. Aljarah, I.; Faris, H.; Mirjalili, S. Optimizing connection weights in neural networks using the whale optimization algorithm. Soft

Comput. 2018, 22, 1–15. [CrossRef]
36. Wood, D.A.; Mardanirad, S.; Zakeri, H. Effective prediction of lost circulation from multiple drilling variables: A class imbalance

problem for machine and deep learning algorithms. J. Pet. Explor. Prod. Technol. 2022, 12, 83–98. [CrossRef]
37. Sirisha, B.; Goud, K.K.C.; Rohit, B.T.V.S. A Deep Stacked Bidirectional LSTM (SBiLSTM) Model for Petroleum Production

Forecasting. Procedia Comput. Sci. 2023, 218, 2767–2775. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

607





MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

www.mdpi.com

Processes Editorial Office
E-mail: processes@mdpi.com

www.mdpi.com/journal/processes

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are

solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s).

MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from

any ideas, methods, instructions or products referred to in the content.





Academic Open 
Access Publishing

mdpi.com ISBN 978-3-7258-1305-6


