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Abstract: The objective of this study was to examine the impact of varying magnesium levels in the α-
Al + S + T region of the Al-Cu-Mg ternary phase diagram on the solidification process, microstructure
development, tensile properties, and precipitation hardening of Al-Cu-Mg-Ti alloys. The outcomes
indicate that alloys with 3% and 5% Mg solidified with the formation of binary eutectic α-Al-Al2CuMg
(S) phases, whereas in the alloy with 7% Mg, the solidification process ended with the formation of
eutectic α-Al-Mg32(Al, Cu)49 (T) phases. Additionally, a significant number of T precipitates were
noticed inside the granular α-Al grains in all alloys. In the as-cast condition, the 5% Mg-added
alloy showed the best combination of yield strength (153 MPa) and elongation (2.5%). Upon T6
heat treatment, both tensile strength and elongation increased. The 7% Mg-added alloy had the best
results, with a yield strength of 193 MPa and an elongation of 3.4%. DSC analysis revealed that the
increased tensile strength observed after the aging treatment was associated with the formation of
solute clusters and S”/S′ phases.

Keywords: Al-Cu-Mg alloys; microstructure evolution; heat treatment; tensile properties

1. Introduction

Aluminum-silicon (Al-Si)-based casting alloys are widely utilized in the automobile
industry for producing various powertrain components because of their excellent castabil-
ity. However, they can exhibit relatively low strength, which further decreases at elevated
temperatures. Because of this, these alloys are not suitable for high temperature applica-
tions in the aerospace, automotive, and other industries. Aluminum-copper-magnesium
(Al-Cu-Mg) alloys containing high levels of magnesium, such as A240, 242, and 243, are
often preferred for higher-temperature applications due to their excellent combination of
strength, hardness, and wear resistance at both room and elevated temperatures [1–5]. High
Mg-containing Al-Cu-Mg commercial alloys have limited elongation, typically less than 1%,
which is significantly lower than the elongation exhibited by low Mg-containing Al-Cu-Mg
alloys, such as A206, which typically have an elongation of 8–11% in the T7 temper [6–15].
As a result, these high Mg-containing alloys are typically only used in applications where
thermal stability and/or wear resistance are the primary requirements [1,2,12–19]. These
alloys, including A240, 242, and 243, are commonly used in aircraft engines and diesel
engines due to their excellent thermal stability and wear resistance [1–5]. Despite their
desirable thermal stability and wear resistance, these alloys cannot be utilized in applica-
tions that necessitate a favorable balance between strength and elongation due to their low
elongation. Therefore, further investigation of the Al-Cu-Mg ternary system is necessary to
develop novel alloys that exhibit high strength, ductility, and improved castability.

1
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On the aluminum-rich corner of the Al-Cu-Mg ternary phase diagram, multiple phases
are in equilibrium with the primary α-Al phase, including Al2Cu (θ), Al2CuMg (S), and
Al-Mg32(Al, Cu)49 (T) [2]. The S phase has an orthorhombic crystal structure (Cmcm space
group) with a narrow homogeneity range and a density of 3.55 g/cm3. Its micro-hardness
decreases from 4.44 GPa at 20 ◦C to 2.22 GPa at 300 ◦C. By contrast, the T phase (~25%
Cu, ~28% Mg) has a defective bcc crystal structure with a space group of Im3 and is
isomorphic to the Al2Mg3Zn3 phase. It has a slightly higher density (4.14 g/cm3) and lower
micro-hardness (4.14 GPa) than the S phase at both room and elevated temperatures [2].
Commercially available Al-Cu-Mg alloys mainly exist in the Al + S + θ section of the
Al-Mg-Cu ternary phase diagram [1,2,16–22].

Commercial Al-Cu-Mg alloys, specifically those with less than 1% Mg content (such
as A201 and A206), demonstrate exceptional strength and toughness through precipitation
hardening. Nevertheless, these alloys possess certain drawbacks, including a relatively
high susceptibility to hot tearing and low resistance to corrosion [1,2,7–9]. Conversely,
alloys with higher Mg content (e.g., 240, 242, and 243) exhibit improved fluidity and
hot tearing resistance but suffer from very low elongation, rendering them unsuitable
for many applications. Consequently, the utilization of Al-Cu-Mg alloys is significantly
limited compared to Al-Si-based casting alloys. Hence, there is a need to develop novel
Al-Cu-Mg alloys that possess high strength, ductility, and improved castability. In this
regard, the current focus lies in exploring compositions within the Al + S + T region of the
ternary phase diagram. To the authors’ knowledge, no prior attention has been given to
the development of Al-Cu-Mg alloys situated in the Al + S + T section of the ternary phase
diagram. Therefore, the current study is the first to report on the microstructure evolution,
heat treatment response, and mechanical properties of compositions located within the
Al + S + T section of the phase diagram.

The aim of this research was to investigate how changes in the Mg composition in
the Al + S + T region of the Al-Mg-Cu ternary system affect the solidification process,
development of microstructure, mechanical characteristics, and precipitation hardening of
Al-Cu-Mg-Ti alloys.

2. Materials and Methods

The chemical composition of the examined alloys employed in the investigation is
presented in Table 1. The addition of Mg, Cu, and titanium (Ti) to the melts was accom-
plished using Mg + Al2Ca, Al-50% Cu, and Al-5% Ti-1% B master alloys (all compositions
in mass%), respectively. Once the pure aluminum with 99.99% purity had melted, the
alloying process was conducted at a temperature of approximately 770~800 ◦C. The gas
bubbling filtration (GBF) process was utilized for 15 min to eliminate oxide inclusions and
dissolved hydrogen gas using Ar gas. Following the melt treatment, the temperature of the
melts was maintained at approximately 690 ◦C for 5 min before being poured into a steel
mold that had been preheated to 200 ◦C. The chemical composition of developed alloys
was examined using optical emission spectroscopy (OES, Bruker model Q2 ION, Bruker,
Billerica, MA, USA).

Table 1. Nominal and analyzed compositions of the alloys that were investigated.

Alloy Nominal
Composition (Mass %)

Analyzed Compositions (Mass %)

Cu Mg Ti Fe Si Al

A43 AlCu4.5Ti0.2Mg3 4.30 3.13 0.263 0.0964 0.022 bal.

A45 AlCu4.5Ti0.2Mg5 4.11 5.23 0.287 0.0942 0.010 bal.

A47 AlCu4.5Ti0.2Mg7 4.09 7.44 0.267 0.0952 0.00087 bal.

The experimental alloys underwent a heat treatment process that began with a solution
heat treatment at 477 ◦C for a duration of 10 h. The samples were then water-quenched
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and subjected to aging treatment at different temperatures (170 ◦C and 200 ◦C) for 20 h.
To determine the change in hardness with the aging time, the Brinell hardness machine
(Buehler, Uzwil, Switzerland) was employed. Five hardness values were obtained for each
specimen at each condition, and the average of these five values is presented.

The microstructure was observed using optical microscopy (OM, Nikon, Tokyo, Japan)
and field emission-scanning electron microscopy (FE-SEM, FEI model Quanta 200 F, Hills-
boro, OR, USA) with energy dispersive spectroscopy (EDS, EDAX, Pleasanton, CA, USA).
Before optical microscopy (OM) was utilized to observe the microstructure, the samples
underwent preparation involving grinding and micro-polishing, followed by etching in
Keller’s reagent. The FE-SEM analysis was carried out under specific conditions, including
an accelerating voltage of 20 KV and a working distance of 10.0 mm. The volume fraction
of eutectic phases within each alloy was determined using the ImageJ software (version
1.51). Phase analysis was conducted using X-ray diffraction (XRD D8 Discover) with a
scanning step size of 0.02 degrees and a speed of 0.5 s per step. The XRD patterns were
analyzed using the EVA software program (version 11.0). The samples were prepared in
accordance with ASTM standard B557 for tensile testing, and a universal tensile testing
machine (DTU-900MHN, Daekyung Tech, Gumisi, Republic of Korea) was used to perform
the tests. Throughout all of the tests, a strain rate of 1.5 mm/min was utilized, and the
gauge length of the extensometer was 30 mm. The differential scanning calorimetry (DSC,
TA Q1000 instrument, TA instruments, Milford, MA, USA) experiments involved heating
each alloy’s sample at a rate of 10 ◦C per minute under an argon atmosphere between
100 ◦C and 700 ◦C. Theoretical calculations were carried out using Fact-Sage 7.1 software.

3. Results and Discussion

In the Al-Mg-Cu ternary phase diagram, the Al2CuMg intermetallic compound acts
similarly to Mg2Si in the Al-Mg-Si ternary system, dividing the diagram into two regions in
the Al-rich corner, which are (1) α-Al + θ + S and (2) α-Al + T + S (as indicated in Figure 1).
In the Al-Cu-Mg ternary system with a Cu/Mg ratio of 2.40, a binary eutectic reaction
(L ≥ α-Al + S) takes place, leading to several non-variant reactions in the Al-rich corner
of the alloys [2]. FactSage calculations, based on the Scheil model, indicate that the Al +
S eutectic phases in the Al-4.5Cu-3.0Mg alloy form at temperatures between 529 ◦C and
517 ◦C, after which Al + S + θ eutectic phases are formed at 517 ◦C, representing the solidus
temperature of the alloy. By contrast, in the Al-4.5Cu-5.0Mg and Al-4.5Cu-7.0Mg alloys,
it is predicted that the formation of Al + S eutectic phases will occur until 468 ◦C, after
which Al + T eutectic phases are formed, followed by the formation of Al-T-Al3Mg2 eutectic
phases at 450 ◦C. Figure 2 shows that the final microstructure of the AlCu4.5Ti0.2Mg3 (A43)
alloy is predicted to consist of α-Al, S, and Al18Ti2Mg3 phases. Moreover, when the Mg
content increases to 5% and 7% in AlCu4.5Ti0.2Mg5 (A45) and AlCu4.5Ti0.2Mg7 (A47)
alloys (respectively), theoretical calculations suggest that T phases (in addition to S- and
Ti-based phases) will precipitate out when the temperature decreases to a certain value,
depending on the Mg content.

In Figure 3, DSC thermographs of these alloys in the as-cast temper are presented.
The thermographs showed two distinct peaks, one indicating the development of primary
α-Al phases and the other representing the eutectic α-Al-S phases. Additionally, the
thermograph of the A47 alloy showed a peak associated to eutectic α-Al-T phases. The
results indicate that the solidification process concluded with a binary eutectic reaction
(L ≥ α-Al + S) in the A43 and A45 alloys, while the L + S ≥ α-Al + T reaction completed
the solidification in the A47 alloy at a lower solidus temperature than the former alloys [2].
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Figure 3. Differential scanning calorimetry (DSC) thermograms of the investigated alloys, which
were obtained by heating at a rate of 10 ◦C per minute.

Furthermore, all alloys displayed exothermic peaks between 100 and 300 ◦C, where
peak A was likely to indicate the precipitation of T phases, which is consistent with the
phase diagram shown in Figure 2. Surprisingly, all alloys exhibited formation temperatures
that were almost similar, in contrast to theoretical calculations. The next exothermic peak B
could be connected to the creation of solute clusters. Previous studies suggested that the
peak C observed between 250 and 280 ◦C could potentially be linked to the precipitation
of S” or S′ phases [23–26]. The X-ray diffraction (XRD) results of the examined alloys
support the conclusions derived from the DSC analysis. The XRD patterns exhibited peaks
corresponding to primary aluminum, Al2CuMg (S), Mg32 (Al, Cu)49 (T), and Ti-based
phases in all the investigated alloys, as illustrated in Figure 4. This indicates that, similar to
the DSC analysis, the XRD analysis has also confirmed the presence of T precipitates within
the A43 alloy, as well as in the other alloys.

Table 2 compares the solidification ranges of the investigated alloys, as obtained
from both theoretical calculations and experimental results (Figure 3). As the Mg con-
tent increased, there was a notable reduction in the liquidus temperature. According to
equilibrium-based theoretical calculations, the A43 alloy was predicted to have a solidi-
fication range of 113.8 ◦C, which increased to 171.4 ◦C and 157.9 ◦C in the A45 and A47
alloys, respectively. However, the DSC results showed that the A43 alloy had a solidifi-
cation range of 134 ◦C, which decreased significantly in the A45 alloy to 113 ◦C, before
slightly increasing again to 119.5 ◦C in the A47 alloy. The reason why the A47 alloy has a
wider range of freezing compared to the A45 alloy may be due to the creation of eutectic
α-Al-Mg32(Al,Cu)49 phases.
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Table 2. Liquidus and solidus temperatures, as well as the corresponding solidification range, which
were determined through theoretical calculations and differential scanning calorimetry (DSC) analysis.

Alloy
Theoretical Calculations DSC Analysis

TL TS ∆T TL TS ∆T

A43 631.54 517 113.8 635.03 500.32 134.71

A45 621.92 450.46 171.4 623.03 509.73 113.3

A47 608.38 450.46 157.9 607.7 488.04 119.6

Figure 5 illustrates that the α-Al matrix in all the analyzed alloys had a globular
grain structure, with eutectic α-Al-S phases located at the boundaries of the grains and
T precipitates present within the globular grains. Additionally, the A45 and A47 alloys
showed the presence of Mg3Ti2Al18 intermetallic compounds (Figure 6). The FESEM-
micrographs of the alloys are presented in Figure 6, with the eutectic α-Al-S, eutectic
α-Al-T, T precipitates, and Mg3Ti2Al18 intermetallic compound denoted as 1, 2, 3, and 4,
respectively. Figure 7 displays the EDS analysis results that were used to determine the
exact composition of the second phases. During the solidification process, the T phases
were seen to precipitate when the temperature dropped below the solidus temperature, as
revealed by the DSC results in Figure 3.
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The experimental findings presented in Figure 7 are consistent with the theoretical
calculations shown in Figure 2. However, there were some discrepancies between the
experimental and theoretical results. For example, T phases were detected in the A43
alloy, despite not being predicted by the theoretical calculations. Additionally, Mg3Ti2Al18
intermetallic compounds were also observed in all alloys, which was confirmed by EDS
mapping analysis (Figure 8). This finding aligns well with the XRD results depicted
in Figure 4. EDS analysis (Figure 7) also revealed a considerable quantity of Ca in the
Mg3Ti2Al18 intermetallic compounds. The A47 alloy also exhibited eutectic α-Al-T phases
in addition to the eutectic α-Al-S phases, which is consistent with the peak related to this
reaction (L + S ≥ α-Al + T) observed in the DSC thermograph (Figure 3). The eutectic
morphology differed among the alloys, with the A43 and A47 alloys displaying rounded
eutectic α-Al-S phases, while the A45 alloy had interconnected eutectic phases.
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The microstructures of the as-cast and as-quenched alloys are compared in Figure 9.
It can be seen that the eutectic α-Al-S phases are still present in the as-quenched alloys,
indicating that the solution heat treatment did not significantly modify these phases.
Similarly, the Mg3Ti2Al18 intermetallic compounds remained almost unchanged after
the solution treatment. Nevertheless, the solution heat treatment led to a substantial
dissolution of T precipitates within the globular grains of primary Al, which suggests that
the T precipitates have a greater solubility in the Al matrix at higher temperatures.
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Figure 9. Optical micrographs of the investigated alloys in different temper conditions. Specifically,
(a–c) depict the microstructures of the A43, A45, and A47 alloys, respectively, in their as-cast condition,
while (d–f) reveal the microstructures of the A43, A45, and A47 alloys, respectively, in their as-
quenched condition.

Figures 10 and 11 display how the hardness values of the alloys changed over time at
various aging temperatures. The as-quenched hardness values were different for the three
alloys, with A47 exhibiting the highest initial hardness value of 51 HBR, followed by A45
with a value of 36 HBR, and A43 with the lowest value of 27 HBR (Figure 9). The increment
in hardness values after aging was not the same for all alloys, and it was observed to be
dependent on the Mg content. The rate of hardness increase was slower for the A47 alloy
than for the A43 and A45 alloys, which showed a rapid increase in hardness after 1 h of
aging, followed by a slight decrease before increasing gradually up to 10–12 h. Following
that time, the hardness values remained relatively constant for the remainder of the aging
duration. Previous studies [23–26] on Al-Mg-Cu alloys with higher Mg contents have
identified two distinct peaks in the evolution of hardness during aging. The first peak in
hardness is associated with the creation of atomic clusters or GPB zones, which contribute
to as much as 60% of the overall hardening that takes place during aging. The second
stage of precipitation hardening, which happens later in the aging process, corresponds
to the precipitation of S” and S′ phases. Similar findings were observed in this study for
the current alloys, where more than 60% of total hardness was achieved after 1 h of aging.
Moreover, when aged at a higher temperature of 200 ◦C, a similar trend was observed, but
A43 alloy showed a considerable increase in hardness, and a peak hardness of 65 HRB was
obtained after 8 h of aging (Figure 11). In conclusion, the hardness values of the alloys
significantly increased after aging, but the rate and magnitude of increase varied with the
magnesium content and aging temperature.
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In their as-quenched state, Al-Cu-Mg alloys are made up of a supersaturated solid
solution (SSSS), which is a high-energy state [23–26]. During precipitation hardening, this
state transforms into solute clusters as the first stage. The growth of these solute clusters
regions causes the creation of the S” metastable phase, which eventually transforms to
another S′ (metastable phase) over time. The stable S phase is formed through the growth
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of the metastable S′ phase. Figure 12 displays the DSC thermograms of the investigated
alloys in their as-quenched tempers, revealing two endothermic peaks (A and C) and one
exothermic peak (B) common to all alloys. Previous studies [23–26] have associated en-
dothermic peak A with the dissolution of solute clusters, while exothermic peak B indicates
the precipitation of S” or S′ phases [25]. The DSC curves of A45 and A47 alloys showed a
significant decrease in the area of exothermic peak B compared to that of A43, indicating a
reduction in precipitation hardening in A45 compared to A43. Peak C represents the disso-
lution of S” or S′ phases, and an additional exothermic peak (D) was observed in the A45
alloy, which may be attributed to the formation of T precipitates, as discussed previously.
These results demonstrate that the kinetics of precipitate formation vary significantly with
changes in the Mg/Cu ratio, leading to substantial differences in the hardness changes
with time observed for these alloys, as illustrated in Figures 10 and 11.
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Figure 13 and Table 3 present the tensile properties of these examined alloys under
different conditions. In the as-cast state, the A43 and A45 alloys showed similar yield
strength values of around 150 MPa (Figure 13a), but the A45 alloy showed a higher elon-
gation of 2.5%, indicating a better combination of strength and ductility compared to
commercial alloys [1–3]. The enhanced elongation of the A45 alloy might be attributed
to the variation in the morphology of the eutectic phases present in this alloy compared
to other alloys (Figure 6). Additionally, the higher Mg content in the A47 alloy increased
the yield strength to 167 MPa but reduced the elongation to 0.76%. The increase in yield
strength with increasing Mg content is likely due to the increasing amount of eutectic
phases in the A47 alloy. The volume fraction of eutectic phases was approximately 6.7%
in the A43 alloy. This fraction increased to 9.5% in the A45 alloy and further to 15.1% in
the A47 alloy. The overall tensile strength of the as-cast alloys is expected to have been
contributed to by grain boundary strengthening from the granular primary Al matrix and
strengthening induced by eutectic phases and T precipitates (via thermal mismatch, load
transfer, and Orowan looping). Following solution heat treatment, the yield strength of the
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alloys decreased, while the ultimate tensile strength and elongation increased (Figure 13b).
Enhanced elongation in the as-quenched state of these alloys may arise from the T phases
dissolving within the aluminum matrix, a uniform dispersion of solute atoms, and the
rounding of eutectic phases. Additionally, the A47 alloy showed a higher yield strength
of 146 MPa, which aligns with the hardness findings presented in Figures 10 and 11. The
increased yield strength observed in the A47 alloy can be attributed to its larger quantity
of remnant phases in the as-quenched state compared to the other alloys. This higher
concentration of remnant phases can be directly linked to the fact that the A47 alloy had
a greater amount of eutectic phases in the as-cast condition. Aging treatments for 1 h
at 170 ◦C (Figure 13c) and 200 ◦C (Figure 13d) resulted in a significant improvement in
tensile strength for all alloys along with an increase in elongation. A longer exposure of
8 h at 200 ◦C further improved yield strength in all alloys with no significant impact on
elongation (Figure 13e). The improvement in the strength of the aged samples compared to
the as-quenched tempers can be attributed to precipitation strengthening induced by the
formation of solute clusters and the creation of S” or S′ phases. The A47 alloy exhibited the
best results, with a yield strength of 193 MPa and an elongation of 3.4%, surpassing the
yield strength–ductility combinations achieved in commercially available high Mg-added
Al-Cu-Mg alloys (e.g., 240, A242, and 243) used for aircraft engine parts [1–3].
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Table 3. Tensile properties of the alloys that were examined in both their as-cast and
heat-treated conditions.

Temper Alloy Yield Strength (MPa) Ultimate Tensile Strength (MPa) Elongation (%)

As-cast

A43 152.59 ± 11.9 185.55 ± 18.9 0.985 ± 0.09

A45 153.79 ± 1.8 236.21 ± 21.8 2.515 ± 0.71

A47 167.27 ± 5.03 191.0 ± 28.9 0.79 ± 0.36

As-quenched

A43 107 ± 1.4 212.51 ± 0.2 4.32 ± 0.1

A45 110.7 ± 0.0 184.9 ± 0.0 3.70 ± 0.0

A47 146.36 ± 1.9 257.4 ± 0.5 4.52 ± 0.2

T6
(170 ◦C × 1 h)

A43 181.92 ± 0.00 268.36 ± 8.96 3.22 ± 0.77

A45 179.13 ± 0.03 259.64 ± 2.59 2.78 ± 0.24

A47 178.23 ± 10.4 261.57 ± 2.10 2.54 ± 0.01

T6
(200 ◦C × 1 h)

A43 186.29 ± 0.00 248.69 ± 0.00 2.14 ± 0.00

A45 162.82 ± 4.82 253.73 ± 3.17 3.22 ± 0.24

A47 174.90 ± 4.70 267.61 ± 4.84 3.47 ± 0.44

T6
(200 ◦C × 8 h)

A43 230.15 ± 11.6 271.91 ± 8.97 1.41 ± 0.46

A45 190.68 ± 0.34 264.3 ± 7.24 2.99 ± 0.74

A47 193.23 ± 0.70 280.13 ± 19.74 3.4 ± 1.23

4. Conclusions

The aim of this research was to investigate how changes in the Mg composition in the
α-Al + S + T region of the Al-Mg-Cu ternary phase diagram affect the solidification process,
development of microstructure, precipitation hardening, and mechanical characteristics
of Al-Cu-Mg-Ti alloys. The outcomes indicated that alloys with 3% and 5% Mg solidified
with the creation of binary eutectic α-Al-Al2CuMg (S) phases, whereas in the alloy with 7%
Mg, the solidification process ended with the creation of eutectic α-Al-Mg32(Al, Cu)49 (T)
phases. Additionally, a significant number of T precipitates were noticed inside the granular
α-Al grains in all alloys. In the as-cast condition, the 5% Mg-added alloy showed the best
combination of yield strength (153 MPa) and elongation (2.5%). Upon T6 heat treatment,
both tensile strength and elongation increased. The 7% Mg-added alloy had the best results,
with a yield strength of 193 MPa and an elongation of 3.4%. These mechanical properties
have not been previously observed in commercially available Al-Cu-Mg alloys with high
Mg content. DSC analysis revealed that that the increased tensile strength observed after
the aging treatment was associated with the formation of solute clusters and S”/S′ phases.
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Abstract: Tensile-compression fatigue deformation tests were conducted on AZ31 magnesium al-
loy at room temperature. Electron backscatter diffraction (EBSD) scanning electron microscopy
was used to scan the microstructure near the fatigue fracture surface. It was found that lamellar
{10-11}-{10-12} secondary twins (STs) appeared inside primary {10-11} contraction twins (CTs), with
a morphology similar to the previously discovered {10-12}-{10-12} STs. However, through detailed
misorientation calibration, it was determined that this type of secondary twin is {10-11}-{10-12} ST.
Through calculation and analysis, it was found that the matrix was under compressive stress in the
normal direction (ND) during fatigue deformation, which was beneficial for the activation of primary
{10-11} CTs. The local strain accommodation was evaluated based on the geometric compatibility
parameter (m’) combined with the Schmid factor (SF) of the slip system, leading us to propose and
discuss the possible formation mechanism of this secondary twin. The analysis results indicate
that when the local strain caused by basal slip at the twin boundaries cannot be well transmitted,
{10-11}-{10-12} STs are activated to coordinate the strain, and different loading directions lead to
different formation mechanisms. Moreover, from the microstructure characterization near the entire
fracture surface, we surmise that the presence of such secondary twins is not common.

Keywords: magnesium alloy; {10-11}-{10-12} secondary twins; local strain accommodation; fatigue
deformation

1. Introduction

Magnesium alloys have characteristics such as low density, good damping properties,
high specific stiffness, and good processability, which have attracted increasing attention
from scholars, mainly for uses in aerospace, automotives, and 3C electronic products [1–3].
Among all reported twinning modes of magnesium alloys, {10-12} extension twinning is
the most common activation mode, usually occurring when tensile stress is applied along
the c-axis of the grain [4]. When the loading direction is parallel to the c-axis compression
or perpendicular to the c-axis tension, {10-11} contraction twins and {10-11}-{10-12} STs will
occur to coordinate deformation [5–7].

At present, some scholars have reported on {10-11}-{10-12} STs. Wu et al. [8] studied
the twinning mode of the AZ31 magnesium alloy under uniaxial compression loading,
and the results revealed that {10-11} contraction twinning and {10-11}-{10-12} secondary
twinning are the main twinning modes during compression along the c-axis. When a
uniaxial compressive stress is applied to the magnesium alloy along the normal direction
(ND), dislocation pile-ups at the grain boundaries cause stress concentration, leading to
the activation of primary {10-11} CTs, and as deformation continues, {10-11}-{10-12} STs
activate and grow within the primary {10-11} CT to coordinate deformation. During tensile-
compression fatigue deformation, traces of {10-11}-{10-12} STs can be found on the fatigue
fracture surface, and some scholars have indicated that cyclic hardening phenomena will
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activate a large number of STs in the fatigue deformation, and the stress concentration at
the boundaries of STs leads to crack initiation and ultimate fracture failure [9]. In a fully
reversed strain-controlled fatigue test, Yu et al. [10] found that fatigue microcracks initiate
at the {10-12} twin boundaries, but macroscopic crack propagation leading to final fracture
occurs along the {10-11}-{10-12} secondary twin boundaries. The authors pointed out that
the type of twin cannot be accurately determined solely by the deformation degree of the
fracture surface, and it should only be judged based on the trace of the cleavage plane. Yang
et al. [2] investigated the secondary twinning behavior during fatigue tests and proposed
several local stress-induced secondary twinning mechanisms. The results showed that the
interaction between the basal slip within primary twins and the twin boundaries plays an
important role in the activation of secondary twins. Compared to slip–twin interaction, the
local strain associated with twin–twin interaction may not directly induce the activation of
such {10-12}-{10-12} STs. But, to date, our understanding of the induced mechanism of the
{10-11}-{10-12} ST during fatigue tests is still incomplete.

In the previous study [11], we also found the presence of {10-11}-{10-12} STs in the
fatigue fracture region, but as their quantity was relatively small, the activation mechanism
of these twins was not revealed. Therefore, this paper analyzes the formation mechanism
of {10-11}-{10-12} STs during fatigue deformation, elucidating this using the Schmid factor
and geometric compatibility parameter. The findings provide insight into the activation of
{10-11}-{10-12} STs with a low or negative SF in magnesium.

2. Materials and Methods

The stress–strain curves for the first cycle, the second cycle, and the half-life cycle
were charted in the previous study, and the specific fatigue test parameters were also
detailed [12]. The same as-rolled AZ31 Mg alloy sheet underwent fully reversed tension-
compression fatigue tests at a total strain amplitude of 1% (fatigue testing machine model:
MTS809, Metes Industrial Systems, Inc, Eden Prairie, MN, USA). One electro-polished with
commercial AC2 solution, subsequently, the microstructure of the fatigue samples was
characterized by scanning electron microscopy (SEM) and electron backscatter diffraction
(EBSD) techniques. EBSD examination was performed using the HKL channel 5 system
(Technology-Oxford Instruments, Abingdon, UK) in a scanning electron microscope (SEM,
FEI Nova 400, Hillsboro, OR, USA).

3. Results

The hysteresis loops of the fatigue deformation process were discussed in the previous
study [12]. This article only discusses the {10-11}-{10-12} STs that can be observed on the
fatigue fracture surface. The IPF map in Figure 1a exhibits the microstructural features
of the fracture surface after tensile-compression fatigue, with a specific region selected
for subsequent analysis. The AZ31 sample shows a strong basal texture, as shown in
Figure 1b. Table 1 lists the twinning types in magnesium alloy, the misorientation angles
between twins and the matrix, and the corresponding rotation axes. The color legend for
the IPF maps includes low-angle grain boundaries (2–15◦), high-angle grain boundaries
(>15◦), and seven possible twinning boundaries [13], shown in different colors in Figure 2d.
The six variants generate three types of misorientation, which are 60.01◦ <10-10>, 60.41◦

<8-1-70>, and 7.41◦ <1-210>, and the identification of the active twin variant is performed
by analyzing the twin plane traces and misorientation [14].

Table 1. Common twin types and their angles and axes in magnesium (Mg) [15].

Type of Twin Twin Plane Misorientation Axis Misorientation Angle

Extension twin {10-12} <1-210> 86.3◦

Contraction twin
{10-11} <1-210> 56◦

{10-13} <1-210> 64◦
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Table 1. Cont.

Type of Twin Twin Plane Misorientation Axis Misorientation Angle

Secondary twin

{10-11}-{10-12} <1-210> 38◦

{10-13}-{10-12} <1-210> 22◦

{10-12}-{−1012} <1-210> 7.4◦

{10-12}-{01-12} <1-210> 60◦

{10-12}-{0-112} <8-1-70> 60.4◦

Materials 2024, 17, x FOR PEER REVIEW 3 of 12 
 

 

Table 1. Common twin types and their angles and axes in magnesium (Mg) [15]. 

Type of Twin Twin Plane Misorientation Axis Misorientation Angle 
Extension twin {10-12} <1-210> 86.3° 

Contraction twin {10-11} <1-210> 56° 
{10-13} <1-210> 64° 

Secondary twin 

{10-11}-{10-12} <1-210> 38° 
{10-13}-{10-12} <1-210> 22° 
{10-12}-{−1012} <1-210> 7.4° 
{10-12}-{01-12} <1-210> 60° 
{10-12}-{0-112} <8-1-70> 60.4° 

 
Figure 1. (a) Inverse pole figure map displaying the microstructural characteristics of the fatigued 
specimens used in the current work. (b) The corresponding pole figure showing a basal texture. 

Figure 2 shows the EBSD maps of the main analysis region. Figure 2b depicts an ir-
regular lamellar structure composed of different colored boundaries. The red lines repre-
sent the twinning boundaries of {10-12} extension twins (ETs), and the yellow lines repre-
sent the twin boundaries of {10-11} CTs. There are two typical types of twins: one is the 
{10-11} CTs activated by the matrix, and the other type is the {10-11}-{10-12} STs activated 
within the {10-11} twins. And the {10-11} primary twin boundaries are composed of {10-
12}, {10-11}, and {10-11}-{10-12} twin boundaries. In Figure 2c, a peak at around 15° can be 
observed, which may be caused by low-angle grain boundaries. The distribution peak at 
around 86° is associated with {10-12} ETs (86°/<1-210>), the peak near 56° is associated 
with {10-11} CTs (56°/<1-210>), and the peak near 38° is related to {10-11}-{10-12} STs 
(38°/<1-210>) [16]. 

The orientation relationship between the matrix and twins in Figure 2b is shown in 
Figure 3, where the matrix and twins are represented by different symbols. Pt1 (primary 
twin) is the primary {10-11} CTs activated by the matrix, while St1 (secondary twin) is the 
{10-11}-{10-12} STs activated within Pt1. From the (0001) and (10-12) pole figures, it can be 
observed that the CT variant V5 (Pt1) is activated in the matrix by compression along the 
ND, causing the orientation to tilt from ND to the rolling direction (RD). Subsequently, 
ET variant V3 (St1) is activated in Pt1 during the subsequent deformation process. There-
fore, it can be identified that these lamellar structures are secondary twins. In this work, 

Figure 1. (a) Inverse pole figure map displaying the microstructural characteristics of the fatigued
specimens used in the current work. (b) The corresponding pole figure showing a basal texture.

Materials 2024, 17, x FOR PEER REVIEW 4 of 12 
 

 

the identification of {10-11}-{10-12} STs is determined by the  misorientation angle that 
occurs in the primary {10-11} CTs, as shown in Figure 4. 

 
Figure 2. (a) IPF map of the main analysis region; (b) enlarged image of the region shown by the 
ellipse; (c) misorientation angle map corresponding to the region; (d) boundary color, axis, and twin 
type. The white arrows in the figure represent the direction of the point-to-point misorientation line 
profiles. The colorful lines represent the colors of different twin boundaries. 

 
Figure 3. Corresponding orientation relationship of the tagged twin (Matrix, Pt1, St1) and the matrix 
in Figure 2b, respectively. The symbols indicate the experimentally projected sites of both twins and 
the matrix by EBSD.  

Figure 2. (a) IPF map of the main analysis region; (b) enlarged image of the region shown by the
ellipse; (c) misorientation angle map corresponding to the region; (d) boundary color, axis, and twin
type. The white arrows in the figure represent the direction of the point-to-point misorientation line
profiles. The colorful lines represent the colors of different twin boundaries.

17



Materials 2024, 17, 1594

Figure 2 shows the EBSD maps of the main analysis region. Figure 2b depicts an
irregular lamellar structure composed of different colored boundaries. The red lines
represent the twinning boundaries of {10-12} extension twins (ETs), and the yellow lines
represent the twin boundaries of {10-11} CTs. There are two typical types of twins: one is the
{10-11} CTs activated by the matrix, and the other type is the {10-11}-{10-12} STs activated
within the {10-11} twins. And the {10-11} primary twin boundaries are composed of {10-12},
{10-11}, and {10-11}-{10-12} twin boundaries. In Figure 2c, a peak at around 15◦ can be
observed, which may be caused by low-angle grain boundaries. The distribution peak at
around 86◦ is associated with {10-12} ETs (86◦/<1-210>), the peak near 56◦ is associated
with {10-11} CTs (56◦/<1-210>), and the peak near 38◦ is related to {10-11}-{10-12} STs
(38◦/<1-210>) [16].

The orientation relationship between the matrix and twins in Figure 2b is shown in
Figure 3, where the matrix and twins are represented by different symbols. Pt1 (primary
twin) is the primary {10-11} CTs activated by the matrix, while St1 (secondary twin) is the
{10-11}-{10-12} STs activated within Pt1. From the (0001) and (10-12) pole figures, it can be
observed that the CT variant V5 (Pt1) is activated in the matrix by compression along the
ND, causing the orientation to tilt from ND to the rolling direction (RD). Subsequently, ET
variant V3 (St1) is activated in Pt1 during the subsequent deformation process. Therefore,
it can be identified that these lamellar structures are secondary twins. In this work, the
identification of {10-11}-{10-12} STs is determined by the misorientation angle that occurs in
the primary {10-11} CTs, as shown in Figure 4.
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4. Discussion
4.1. Analyses of Schmid Factors

In order to reveal the activation mechanism of the observed {10-11}-{10-12} STs, the
Schmid factors (SFs) of the primary {10-11} CTs, {10-12} ETs, and {10-11}-{10-12} STs are
calculated. The Euler angle values are extracted from the EBSD results. Due to the rapid
fracture of the specimen when cracks initiate [10], the final loading direction before fracture
during fatigue deformation is uncertain. Therefore, two loading directions are considered
in the calculation process: tension and compression along the ND. The twins in Figure 2a
are represented by different numbers as shown in Figure 5a, and Figure 5b is a grain
boundary map identified based on the axis and angle. The SF is defined as

m = cosφ × cosλ

where λ represents the angle between the loading axis and the normal twinning plane and φ
stands for the angle between the loading axis and shear direction. When compressed along
the ND, the loading direction is parallel to the c-axis, primary {10-11} CTs are activated
when the loading direction is parallel to the c-axis, and {10-11}-{10-12} STs are activated after
re-twinning within the primary twin. The SF values of the six potential {10-11} CT variants
for the marked grains are shown in Table 2, and the SF values of the actual activated
primary twin variants are highlighted in yellow in the table. The SF values of the six
potential {10-11} CT variants for grains 1, 4, and 7 are all relatively high, indicating that
compression along the ND is favorable for the activation of {10-11} CTs. Table 3 shows the
SF values of the six potential {10-12} ET variants for the marked grains. From the data in
the table, it can be observed that the SF values of both potential {10-12} ET variants of the
matrix and the actual activated variants are negative, indicating that compression along the
ND is unfavorable for activating {10-12} ETs within the matrix. The SF values of the actual
activated {10-12} ET variants of primary twin 2 and twin 5, whether under compressive
stress (−0.011, −0.008) or tensile stress (0.011, 0.008), do not comply with the Schmid law.
Therefore, when the matrix is under compressive stress along the ND, {10-11} CTs 2, 5, and
8 are activated, with their SFs being 0.343, 0.304, and 0.451, respectively. As the SF values
of all six variants are relatively high, the variants (0-111)[0-11-2] (V5) and (01-11)[01-1-2]
(V6) are activated. Twins 2 and 5 activate the {10-11}-{10-12} ST variants (10-12)[−1011]
(V4) during subsequent deformation processes, which possibly coordinate the local strain
generated by the interaction between the twins or slip systems, which will be discussed
further in the following paragraphs.
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Table 2. SF values of the six potential {10-11} contraction twin variants labeled by number (compres-
sive loading).

SF (01-11)[01-1-2] (10-11)[10-1-2] (1-101)[1-10-2] (0-111)[0-11-2] (−1011)[-101-2] (−1101)[-110-2]

1 (Matrix) 0.466 0.428 0.365 2© 0.343 0.390 0.450

2 (PT) −0.004 0.127 −0.124 −0.464 −0.088 0.121

3 (ST) −0.057 0.095 −0.125 −0.481 −0.113 0.092

4 (Matrix) 0.482 0.445 0.356 5© 0.304 0.358 0.447

5 (PT) 0.013 0.135 −0.104 −0.458 −0.099 0.134

6 (ST) 0.013 0.133 −0.095 −0.458 −0.107 0.135

7 (Matrix) 8© 0.451 0.435 0.394 0.370 0.390 0.430

8 −0.343 −0.022 0.251 0.207 0.251 −0.027

9 −0.393 −0.054 −0.164 −0.421 −0.065 −0.146

The circled numbers represents the actual secondary twin variant activated by this parent/cube. The number
indicates which variant of parent/cube is observed.

Table 3. SF values of the six potential {10-12} extension twin variants labeled by number
(compressive loading).

SF (0-112)[01-11] (−1012)[10-11] (−1102)[1-101] (01-12)[0-111] (10-12)[−1011] (1-102)[−1101]

1 −0.493 −0.494 −0.485 −0.479 −0.490 −0.495
2 0.255 −0.035 0.016 0.308 −0.011 −0.012
3 0.299 −0.001 0.032 0.348 0.023 0.007
4 −0.483 −0.488 −0.477 −0.463 −0.478 −0.488
5 0.240 −0.035 −0.005 0.294 −0.008 −0.032
6 0.240 −0.030 −0.011 0.294 −0.002 −0.037
7 −0.498 −0.498 −0.494 −0.489 −0.493 −0.498
8 0.113 −0.122 −0.151 0.050 −0.153 −0.119
9 0.488 0.071 0.187 0.491 0.072 0.185

When tensile along the ND, the SF values of the potential six {10-11} CT variants of
the marked grains are as shown in Table 4, and the SF values of the six potential {10-12} ET
variants are as listed in Table 5. The SF values of the activated ST variants are highlighted
in the table. The data in the table indicate that the SF values of the six potential {10-11}
CT variants for the matrixes 1, 4, and 7 are negative, confirming that the {10-11} CTs are
activated by compression along the ND. However, the SF values of these {10-11}-{10-12} ST
variants are relatively low, displaying non-Schmid behavior. This indicates that compared
with the external stress, the internal stress (or local effect) should play a more important
role in the formation of the {10-11}-{10-12} STs.

Table 4. SF values of the six potential {10-11} contraction twin variants labeled by number
(tensile loading).

SF (01-11)[01-1-2] (10-11)[10-1-2] (1-101)[1-10-2] (0-111)[0-11-2] (−1011)[−101-2] (−1101)[−110-2]

1 −0.466 −0.428 −0.365 −0.343 −0.390 −0.450
2 0.004 −0.127 0.124 0.464 0.088 −0.121
3 0.057 −0.095 0.125 0.481 0.113 −0.092
4 −0.482 −0.445 −0.356 −0.304 −0.358 −0.447
5 −0.013 −0.135 0.104 0.458 0.099 −0.134
6 −0.013 −0.133 0.095 0.458 0.107 −0.135
7 −0.451 −0.435 −0.394 −0.370 −0.390 −0.430
8 0.343 0.022 −0.251 −0.207 −0.251 0.027
9 0.393 0.054 0.164 0.421 0.065 0.146
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Table 5. SF values of the six potential {10-12} extension twin variants labeled by number
(tensile loading).

SF (0-112)[01-11] (−1012)[10-11] (−1102)[1-101] (01-12)[0-111] (10-12)[−1011] (1-102)[−1101]

1 0.493 0.494 0.485 0.479 0.490 0.495
2 −0.255 0.035 −0.016 −0.308 3© 0.011 0.012
3 −0.299 0.001 −0.032 −0.348 −0.023 −0.007
4 0.483 0.488 0.477 0.463 0.478 0.488
5 −0.240 0.035 0.005 −0.294 6© 0.008 0.032
6 −0.240 0.030 0.011 −0.294 0.002 0.037
7 0.498 0.498 0.494 0.489 0.493 0.498
8 −0.113 0.122 0.151 −0.050 0.153 0.119
9 −0.488 −0.071 −0.187 −0.491 −0.072 −0.185

The circled numbers represents the actual secondary twin variant activated by this parent/cube. The number
indicates which variant of parent/cube is observed.

For magnesium alloys, the contraction of the c-axis is mainly regulated by the for-
mation of {10-11}-{10-12} STs, which will result in the reorientation of 37.5◦ and 30.1◦

twin/matrix [17]. Studies have shown that the SF usually controls the selection of variants
for initial twin nucleation [15], and twin variants with higher SF values are more easily
activated in plastic deformation [18]. However, at least half of the twin activation during
certain deformation processes does not follow Schmid’s law, and even twin variants with
lower or negative SF values can be activated [17,19].

Research has shown that when the shear strain caused by dislocation slip within
a grain cannot be accommodated, twins within the same or neighboring grains can be
activated to accommodate the local strain caused by dislocation slip or twinning [20–22].
Therefore, two possible mechanisms have been proposed for the formation of secondary
twins with lower SF values: (i) when the strain caused by dislocation slip within the
primary twin (PT) cannot be well transmitted to the matrix, the secondary twin (ST) is
activated to accommodate the local strain; (ii) the strain induced by dislocation slip within
the matrix at the primary twin boundary causes the formation of the secondary twin (ST).

The schematic diagrams of these two possible mechanisms are shown in Figure 6.
In order to evaluate the effectiveness of these mechanisms for the formation of a sec-
ondary twin, a geometric compatibility parameter (m’) is employed here and defined as
m’ = cosϕ × cosκ, where ϕ is the angle of the twin or slip plane normal and κ presents the
angle between the shear directions of twin or dislocation slip. This factor was successively
applied to elucidate the occurrence of the twin with a low SF or for variant selection of
the paired twins in magnesium and titanium, where a relatively high m’ value indicates
a better accommodation effect [2]. Therefore, m’ and SF values related to the twin vari-
ants and slip systems (the geometric relationship in the plane as shown in grain 1–6 in
Figure 5a) associated with the two mechanisms mentioned above were calculated and will
be discussed in more detail.
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4.2. m’ Associated with Secondary Twin and Basal Slip within the Primary Twin

{10-11}-{10-12} STs can be activated within the primary {10-11} CTs, and a large number
of dislocations pile up at the twin boundaries. Studies have shown that when the dislocation
slip generated by the primary twin encounters a “hard” grain boundary, which occurs
when the shear strain caused by the dislocation slip within the primary twin cannot be
accommodated by its neighboring twin or matrix, the secondary twin can be activated
within the same twin to accommodate the strain [21,22]. Therefore, taking secondary twins
in the research region (Figure 5a) as an example, Table 6 lists the m’ values between the
basal slip system of the primary twin and the secondary twin variants within twin 2, and
Table 7 lists the m’ values between the basal slip system of the primary twin and the
secondary twin variants within twin 5, with the corresponding SF values of the basal slip
system within the primary twin also in Table 7.

Table 6. The m’ values of the basal slip system within the primary twin 2 and the secondary twin
variant, and the corresponding SF values of the two kinds of systems.

M’ Secondary Twin Variant (01-12)[0-
111]

(10-
12)[−1011]

(1-
102)[−1101]

(0-112)[01-
11]

(−1012)[10-
11]

(−1102)[1-
101]

basal slip
system
within

primary twin

SF (tensile
loading)

SF (compres-
sive

loading)
−0.308/0.308 0.011/−0.011 0.012/−0.012 −0.255/0.255 0.035/−0.035 −0.016/0.016

(0001)[2-1-
10] −0.015 0.015 0.000 −0.461 −0.461 0.000 0.461 0.461

(0001)[11-20] −0.365 0.365 −0.461 −0.461 0.000 0.461 0.461 0.000
(0001)[1-210] 0.349 −0.349 0.461 0.000 −0.461 −0.461 0.000 0.461

(0001)[-12-
10] −0.349 0.349 −0.461 0.000 0.461 0.461 0.000 −0.461

(0001)[-1-
120] 0.365 −0.365 0.461 0.461 0.000 −0.461 −0.461 0.000

(0001)[-2110] 0.015 −0.015 0.000 0.461 0.461 0.000 −0.461 −0.461

Table 7. The m’ values of the basal slip system within the primary twin 5 and the secondary twin
variant, and the corresponding SF values of the two kinds of systems.

m’ Secondary Twin Variant (01-12)[0-
111]

(10-
12)[−1011]

(1-
102)[−1101]

(0-112)[01-
11]

(−1012)[10-
11]

(−1102)[1-
101]

basal slip
system
within

primary twin

SF (tensile
loading)

SF (compres-
sive

loading)
0.295/−0.295 −0.002/0.002 −0.037/0.037 0.24/−0.24 −0.03/0.03 −0.011/0.011

(0001)[2-1-
10] −0.005 0.005 0.000 −0.461 −0.461 0.000 0.461 0.461

(0001)[11-20] −0.368 0.368 −0.461 −0.461 0.000 0.461 0.461 0.000
(0001)[1-210] 0.363 −0.363 0.461 0.000 −0.461 −0.461 0.000 0.461

(0001)[-12-
10] −0.363 0.363 −0.461 0.000 0.461 0.461 0.000 −0.461

(0001)[-1-
120] 0.368 −0.368 0.461 0.461 0.000 −0.461 −0.461 0.000

(0001)[-2110] 0.005 −0.005 0.000 0.461 0.461 0.000 −0.461 −0.461

From the table data, it can be seen that when the loading direction is tensioned along
the ND, the SF values of the basal slip systems (0001) [1-210] and (0001) [−1-120] in the
primary twin are higher, and the accommodation between the basal slip system (0001)
[−1-120] and the secondary twin variant is also better (m’ = 0.461). The m’ value between
the basal slip system (0001)[−1-120] (the basal slip system with the maximum SF value)
within the twin and the secondary ET variant is 0.461, as shown in Figure 7b, indicating
that in this case, the secondary twins 3 and 6 are activated to accommodate the local strain
incompatibility at the primary twin boundary caused by the basal slip. Similar to previous
studies, the activation of secondary twins can reduce the strain incompatibility caused
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by the basal slip within the primary twins to the greatest extent [22]. Therefore, it can be
inferred that the first type of proposed mechanism for the formation of secondary twins is
effective under tensile loading.

Materials 2024, 17, x FOR PEER REVIEW 9 of 12 
 

 

Table 6. The m’ values of the basal slip system within the primary twin 2 and the secondary twin 
variant, and the corresponding SF values of the two kinds of systems. 

M’ 
Secondary Twin Vari-

ant 
(01-12)[0-

111] 
(10-

12)[−1011] 
(1-

102)[−1101] 
(0-112)[01-

11] 
(−1012)[10-

11] 
(−1102)[1-

101] 
basal slip sys-

tem within pri-
mary twin 

SF (ten-
sile load-

ing) 

SF (compres-
sive loading) 

−0.308/0.308 0.011/−0.011 0.012/−0.012 −0.255/0.255 0.035/−0.035 −0.016/0.016 

(0001)[2-1-10] −0.015 0.015 0.000 −0.461 −0.461 0.000 0.461 0.461 
(0001)[11-20] −0.365 0.365 −0.461 −0.461 0.000 0.461 0.461 0.000 
(0001)[1-210] 0.349 −0.349 0.461 0.000 −0.461 −0.461 0.000 0.461 
(0001)[-12-10] −0.349 0.349 −0.461 0.000 0.461 0.461 0.000 −0.461 
(0001)[-1-120] 0.365 −0.365 0.461 0.461 0.000 −0.461 −0.461 0.000 
(0001)[-2110] 0.015 −0.015 0.000 0.461 0.461 0.000 −0.461 −0.461 

Table 7. The m’ values of the basal slip system within the primary twin 5 and the secondary twin 
variant, and the corresponding SF values of the two kinds of systems. 

m’ Secondary Twin Variant (01-12)[0-
111] 

(10-
12)[−1011] 

(1-
102)[−1101] 

(0-112)[01-
11] 

(−1012)[10-
11] 

(−1102)[1-
101] 

basal slip sys-
tem within 

primary twin 

SF (tensile 
loading) 

SF (compres-
sive loading) 0.295/−0.295 −0.002/0.002 −0.037/0.037 0.24/−0.24 −0.03/0.03 −0.011/0.011 

(0001)[2-1-10] −0.005 0.005 0.000 −0.461 −0.461 0.000 0.461 0.461 
(0001)[11-20] −0.368 0.368 −0.461 −0.461 0.000 0.461 0.461 0.000 
(0001)[1-210] 0.363 −0.363 0.461 0.000 −0.461 −0.461 0.000 0.461 
(0001)[-12-10] −0.363 0.363 −0.461 0.000 0.461 0.461 0.000 −0.461 
(0001)[-1-120] 0.368 −0.368 0.461 0.461 0.000 −0.461 −0.461 0.000 
(0001)[-2110] 0.005 −0.005 0.000 0.461 0.461 0.000 −0.461 −0.461 

 
Figure 7. Two induced mechanism diagrams under different loading directions: (a) the compressive 
loading is along the ND direction; (b) the tensile loading is along the ND direction. 

4.3. m’ Associated with Secondary Twin and Basal Slip in the Matrix 
The second mechanism of formation is the local strain-induced secondary twin (ST) 

at the primary twin boundary caused by the basal slip within the matrix. Previous studies 
have found that stress concentration induced by basal slip at the grain boundary within 

Figure 7. Two induced mechanism diagrams under different loading directions: (a) the compressive
loading is along the ND direction; (b) the tensile loading is along the ND direction.

4.3. m’ Associated with Secondary Twin and Basal Slip in the Matrix

The second mechanism of formation is the local strain-induced secondary twin (ST) at
the primary twin boundary caused by the basal slip within the matrix. Previous studies
have found that stress concentration induced by basal slip at the grain boundary within
the matrix can induce twins, known as the matrix slip-induced twin mechanism [23–25].
From the data in Table 8, it can be seen that the SF values of the slip systems within
matrix 1 are relatively low when the stress is applied along the ND, with the basal system
(0001)[-12-10] being the highest at 0.107. In the process of plastic deformation, a low
value of the Schmid factor typically indicates that the system is inactive in this loading
direction [14,26]. Therefore, in this loading direction, the orientation of the primary twin is
more favorable for the activation of basal slip systems than the original matrix orientation,
as shown in Figure 4, so the SF of the basal slip systems within the primary twin is higher
than that within the matrix. At the same time, it was found through calculations that
when the compressive loading is along the ND, the accommodation between the basal slip
systems within the primary twin and the secondary twin variants is unfavorable, with
m’ values being zero or negative. The m’ values between the basal slip systems within
the matrix and the six potential secondary twin variants are listed in Table 9. In this
case, the basal slip systems (0001)[1-210] and (0001)[−1-120] in matrix 4 are more easily
activated (under compressive loading in matrix 4: SF(0001)[−1-120] = 0.137, SF(0001)[1-210]
= 0.139). And the m’ value between the slip system (0001)[−1-120] and the secondary twin
variant 6 is 0.701, as shown in Figure 7a, which shows good accommodation. In conclusion,
this study has found that the activation of most basal slip systems within the matrix is
unfavorable, while basal slip systems within the matrix show good accommodation with
the secondary twin variants when the compressive loading is along the ND. Therefore, it
can be inferred that the second type of proposed mechanism for the formation of secondary
twins is effective under compressive loading.
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Table 8. The m’ values of the basal slip system within matrix 1 and the secondary twin variant within
twin 2, and the corresponding SF values of the two kinds of systems.

m’ Secondary Twin Variant (01-12)[0-
111]

(10-
12)[−1011]

(1-
102)[−1101]

(0-112)[01-
11]

(−1012)[10-
11]

(−1102)[1-
101]

basal slip
system
within
matrix

SF (tensile
loading)

SF (compres-
sive

loading)
−0.308/0.308 0.011/−0.011 0.012/−0.012 −0.255/0.255 0.036/−0.036 −0.016/0.016

(0001)[2-1-
10] −0.024 0.024 −0.037 −0.456 −0.079 0.000 0.080 0.418

(0001)[11-20] 0.083 −0.083 −0.842 −0.674 −0.076 0.022 −0.003 −0.269
(0001)[1-210] −0.107 0.107 0.805 0.218 −0.004 −0.021 0.083 0.687

(0001)[-12-
10] 0.107 −0.107 −0.805 −0.218 0.004 0.021 −0.083 −0.687

(0001)[-1-
120] −0.083 0.083 0.842 0.674 0.076 −0.022 0.003 0.269

(0001)[-2110] 0.024 −0.024 0.037 0.456 0.079 0.000 −0.080 −0.418

Table 9. The m’ values of the basal slip system within matrix 4 and the secondary twin variant within
twin 5, and the corresponding SF values of the two kinds of systems.

m’ Secondary Twin Variant (01-12)[0-
111]

(10-
12)[−1011]

(1-
102)[−1101]

(0-112)[01-
11]

(−1012)[10-
11]

(−1102)[1-
101]

basal slip
system
within
matrix

SF (tensile
loading)

SF (compres-
sive

loading)
−0.295/0.295 0.002/−0.002 0.037/−0.037 −0.24/0.24 0.03/−0.03 0.011/−0.011

(0001)[2-1-
10] −0.002 0.002 −0.012 −0.460 −0.115 0.000 0.114 0.448

(0001)[11-20] 0.137 −0.137 −0.852 −0.701 −0.105 0.007 0.007 −0.256
(0001)[1-210] −0.139 0.139 0.840 0.240 −0.009 −0.007 0.108 0.705

(0001)[-12-
10] 0.139 0.139 −0.840 −0.240 0.009 0.007 −0.108 −0.705

(0001)[-1-
120] −0.137 0.137 0.852 0.701 0.105 −0.007 −0.007 0.256

(0001)[-2110] 0.002 −0.002 0.012 0.460 0.115 0.000 −0.114 −0.448

Finally, it should be pointed out that the change in loading direction can lead to
different accommodation mechanisms. In this study, under tensile loading along the ND,
the second accommodation mechanism is unfavorable, and the dislocation slip within the
primary twin plays an important role in the activation of {10-11}-{10-12} STs. Meanwhile,
under compressive loading along the ND, the first accommodation mechanism is unfavor-
able, and the dislocation slip within the matrix plays an important role in the activation
of {10-11}-{10-12} STs. Through analysis, it is shown that although the SF values of the
secondary twin variants are very low under the tensile-compression loading, the different
loading direction determines the activation of different slip systems, which plays a crucial
role in subsequent strain accommodation.

5. Conclusions

This paper has studied the AZ31 magnesium alloy through tension-compression
fatigue tests at room temperature and provided EBSD characterization of the microstructure
near the fatigue fracture, and the conclusions are as follows:

(1) The lamellar secondary twin is activated inside the primary {10-11} CT. This morpho-
logical feature is similar to the previously discovered {10-12}-{10-12} STs. After misori-
entation calibration, it is found that this type of secondary twin is a
{10-11}-{10-12} ST.

(2) Local strain accommodation plays an important role in the formation of the unusual
{10-11}-{10-12} ST. The calculation analysis using the Schmid factor and geometric
compatibility parameter concludes that during tensile loading, when the strain caused
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by the basal slip within the {10-11} primary twin cannot be effectively transmit-
ted to the matrix, it induces the {10-11}-{10-12} secondary twin within the primary
twin to reduce the local strain incompatibility at the twin boundary. Under com-
pressive loading, the activation of certain slip systems within the matrix induces
local strain at the primary twin boundary, leading to the activation of {10-11}-{10-12}
secondary twins.
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Abstract: The 1100 aluminum alloy has been widely used in many industrial fields due to its high
specific strength, fracture toughness, excellent thermal conductivity, and corrosion resistance. In
this study, the corrosion behavior of the homogenized and hot-extruded 1100 aluminum alloy in
acid salt spray environment for different time was studied. The microstructure of the 1100 alu-
minum alloy before and after corrosion was characterized by an optical microscope (OM), scanning
electron microscopy (SEM), X-ray photoelectron spectroscopy (XPS), and a laser scanning confocal
microscope (LSCM). The difference in corrosion resistance between the homogenized and extruded
1100 aluminum alloy was analyzed via the electrochemical method. The results indicate that after
hot extrusion at 400 ◦C, the microstructure of the 1100 aluminum alloy changes from an equiaxed
crystal structure with (111) preferentially distributed in a fibrous structure with (220) preferentially
distributed. There was no obvious dynamic recrystallization occurring during extrusion, and the
second-phase particles containing Al-Fe-Si were coarse and unevenly distributed. With the increase
in corrosion time, corrosion pits appeared on the surface of the 1100 aluminum alloy, and a corrosion
product layer was formed on the surface of the homogenized 1100 aluminum alloy, which reduced the
corrosion rate. After 96 h of corrosion, the CPR of the extruded samples was 0.619 mm/a, and that of
the homogenized samples was 0.442 mm/a. The corrosion resistance of the extruded 1100 aluminum
alloy was affected by the microstructure and the second phase, and no protective layer of corrosion
products was formed on the surface, resulting in a faster corrosion rate and deeper corrosion pits.

Keywords: 1100 aluminum alloy; homogenized; hot-extruded; acid salt spray; pitting corrosion

1. Introduction

The 1100 alloy is a pure aluminum alloy with high specific strength, high fracture
toughness, excellent thermal conductivity, and strong chemical corrosion resistance and
weathering resistance. It has become one of the most versatile, cost-effective, and attractive
metal materials being widely used in different industrial fields [1,2]. With the advocacy for
global energy conservation and emission reduction, research on the corrosion performance
of designed aluminum parts has found that the corrosion rate of aluminum alloys under
acidic condensation conditions is much lower than that of certain steel grades [3].

It is well known that the corrosion resistance of aluminum alloy depends on the
formation of alumina passive films on its surface [4,5]. In the pH range of about 4.5–8, this
surface film is usually stable [6]. However, most strong acids and alkalis can dissolve the
oxide layer, resulting in faster corrosion of aluminum. The alumina layer is also eroded by
atmospheric chlorides or sulfides. The adsorption of chloride ions (Cl−) in the protective
film faults and the penetration and accumulation of Cl− in these defects are considered
to be triggering factors for the pitting nucleation process [7,8]. Therefore, it is of great
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significance to study the rate and mechanism of oxidation layer degradation in the presence
of chloride or sulfide in highly acidic environments.

In the past, the research on the corrosion behavior of 1100 aluminum alloys was
more focused on the corrosion behavior under near-neutral conditions after immersion in
simulated seawater solution (3.5 wt.% NaCl). For example, S. A. Zakaria et al. [9] studied
the effects of annealing and solution treatment on the mechanical properties and corrosion
properties of cold-rolled Al-1100 alloys in 3.5 wt.% NaCl solution and discussed the effect of
microstructure on the corrosion properties. Marlon L. Mopon et al. [7] studied the corrosion
behavior of anodic aluminum oxide in simulated seawater solution by anodizing AA-
1100 aluminum alloys. Hosni Ezuber et al. [10] studied the corrosion behavior of AA5083
and AA1100 aluminum alloys in seawater at 23 and 60 ◦C, and showed that the types of
intermetallic particles in the aluminum alloy played a major role in passivity breakdown
and pit morphology in seawater. Vasundhara Shinde et al. [11] studied the corrosion of
Al 1100 alloys in an acidic condensation environment and found that the formation of
acidic condensation droplets led to uneven corrosion of Al 1100 samples. Thus, immersion
corrosion is a kind of uniform corrosion which cannot effectively characterize the corrosion
behavior of metal materials in an atmospheric environment.

The salt spray test is an environmental test that uses artificially simulated salt spray
environmental conditions created by salt spray test equipment to confirm the corrosion
resistance of products or metal materials, and the relevant standards are ASTM G 85-2011,
ISO 9227:2022, etc. [12,13]. Some articles have reported the corrosion of aluminum alloys
in salt spray environments. Jing-zhen Qiao et al. [14] studied the corrosion behavior and
microstructure of 2024 aluminum alloy sheets after shot peen forming in a salt spray
environment. Surendarnath et al. [15] used traditional and new equal-channel angular
pressing (ECAP) molds to process commercial pure aluminum, and studied the corrosion of
annealed and ECAP-treated samples using the immersion test and salt spray test. However,
most studies have used the neutral salt spray test, which corrodes slowly and takes a long
time. In order to quickly evaluate the corrosion resistance of aluminum alloys, an acidic
environment can be used to accelerate corrosion [16–19].

The purpose of this study is to study the corrosion of aluminum 1100 alloys in an
acidic salt spray environment. In this study, the homogenized 1100 aluminum alloy ingots
were prepared and hot-extruded. The corrosion resistances of homogenized and extruded
1100 aluminum alloys after acid salt spray for different times were compared and analyzed
according to the microstructure, corrosion morphology, and an electrochemical test. It
is believed that the results of this work will help to provide anti-corrosion data and a
theoretical basis for the practical engineering application of 1100 aluminum alloys in acidic
environments, such as in the marine engineering and chemical industries.

2. Materials and Methods
2.1. Materials

Homogenized 1100 aluminum alloy was obtained through homogenizing heat treat-
ment of commercial 1100 aluminum alloy ingots with diameters of 178 mm. The commercial
1100 aluminum alloy ingots were provided by Henan Runze Light Alloy Technology Co.,
Ltd. (Pingdingshan City, China), and their composition is shown in Table 1. The homogeniz-
ing heat treatment process was as follows: the ingots were placed in a furnace (KSL-1200X-J,
Sino-us Joint Venture Hefei Kejing Material Technology Co., LTD, Hefei City, China) at
595 ± 5 ◦C for 12 h, followed by air cooling to 250 ◦C and rapid cooling with strong wind
until room temperature was reached. Then, the homogenized 1100 aluminum alloy ingots
were hot-extruded to make a strip sample with a cross-section of 25 mm × 2 mm. The
extrusion process was as follows: the homogenized 1100 aluminum alloy was held at
540 ◦C for 0.5 h before extrusion, the extrusion cylinder temperature was 400 ◦C, and the
extrusion was carried out at a maximum extrusion ratio of 55:1.
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Table 1. Chemical compositions of 1100 aluminum alloy (wt.%).

Specimen Fe Si Cu Mn Al

1100 aluminum alloy 0.28 0.09 0.13 0.01 Balance

2.2. Acid Salt Spray Test

The samples for the salt spray corrosion test were divided into 5 groups and tested for
different durations, i.e., 0, 24, 48, 72, and 96 h, with 5 samples in each group. Samples were
cleaned with anhydrous ethanol solution and dried before corrosion, and the initial mass of
each sample was weighed using an analytical balance (XPR106DUH/AC, Mettler-Toledo,
Switzerland) with a range of 120 g and a readability of 0.005 mg. The acetic acid salt spray
(AASS) corrosion test was conducted in accordance with the ISO 9227:2022 standard. The
exposure zone of the acetic acid–salt spray fog chamber was maintained at 35 ± 2 ◦C, and
the temperature in the saturator tower was 47 ◦C. The salt solution was 50 g/L sodium
chloride (NaCl), and the pH of around 3 was adjusted by a few drops of acetic acid. The
block-shaped samples were tilted and placed in a V-shaped groove at a 30◦ angle to the
vertical direction. The samples for salt spray testing could be recovered at different time
intervals, up to a maximum of 96 h.

The weight loss analysis was calculated according to the difference in the weight of
the samples before and after corrosion. After the acid salt spray test, the samples were
ultrasonically cleaned in distilled water to remove the corrosion products in the corrosion
pit before weighing.

2.3. Electrochemical Tests

Electrochemical tests were performed on DH3000 electrochemical workstation (Donghua
Analytical Instruments Co., Ltd., Jingjiang City, China) in 50 g/L NaCl acetic acid solution
(with pH = 3.0–3.1) using the conventional three-electrode system. The platinum sheet was
used as the counter electrode, and the saturated calomel electrode was used as the reference
electrode. The 1100 aluminum alloy samples were used as the working electrodes. The
samples were immersed in electrolyte solution for at least 30 min, and then the open circuit
potential (OCP) was measured until it became stable. All the other electrochemical tests
were conducted based on a stable OCP.

Electrochemical impedance spectroscopy (EIS) was used to evaluate the corrosion
behavior of the alloys in a frequency range from 100 kHz to 10 mHz. The potentiodynamic
polarization tests were carried out in a potential range of −0.6~0.4 V vs. OCP, with a
scanning rate of 1.0 mV/s. The polarization curves of the dynamic potential were measured
to characterize the corrosion behavior of the samples.

2.4. Microstructural Characterization

An optical microscope (OM, LEICA DM 4000, Wetzlar, Germany) was used to examine
the metallographic structure of the samples. Field emission scanning electron microscopy
(SEM, Nova Nano SEM 230, Waltham, MA, USA) equipped with X-ray energy-dispersive
spectroscopy (EDS) was used to characterize the corrosion morphology and corrosion prod-
uct composition. The crystal structure of the samples was analyzed via X-ray diffraction
(XRD, Rigaku UltimaIV, Tokyo, Japan). The three-dimensional morphology of the corro-
sion pits was characterized using a laser scanning confocal microscope (LSCM, Keyence
VK-X3000, Osaka, Japan).

2.5. Surface Composition Analysis

The composition of corrosion products of the homogenized and extruded 1100 alu-
minum alloys were determined by X-ray photoelectron spectroscopy (XPS). The XPS
experiments were carried out using ESCALAB Xi+ (Thermo Scientific, Waltham, MA, USA).
The X-ray source was monochromatic Al Kα (1486.6 eV), with a power of 150 W and a flux
of 20 eV. The signal in the vertical exit direction of the sample was collected. The C 1s peak
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from adventitious carbon at 284.8 eV was used as a reference to correct the charging shifts.
Thermo Avantage software v5.99 was used to fit the data of the XPS experiment. In order
to extract more reliable information, we recorded only core level spectra for the elements
with the highest photoionization cross sections.

3. Results and Discussion
3.1. Microstructure Analysis

Prior to the corrosion test, the microstructure of the homogenized and extruded
1100 aluminum alloy was analyzed, as shown in Figure 1. The grains of the homogenized
1100 aluminum alloy were equiaxed with a grain size of about 300 µm, while the microstruc-
ture of the extruded 1100 aluminum alloy showed an elongated, fibrous structure along the
extrusion direction with uneven grain size and no obvious dynamic recrystallization.
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Figure 1. Microstructure of the homogenized (a) and extruded (b) 1100 aluminum alloy.

Figure 2 shows the X-ray diffraction patterns of the homogenized and extruded
1100 aluminum alloy. The results indicate that the preferred orientation of the homogenized
1100 aluminum alloy was along the plane (111), and the grain arrangement orientation
changed after hot extrusion, in which the plane (220) had the highest intensity, indicat-
ing that the preferred orientation of the extruded 1100 aluminum alloy was along the
plane (220).

The 1100 aluminum alloy is composed of industrial pure aluminum, and usually
contains iron and silicon as impurities. Iron is almost insoluble in aluminum and exists in
the form of the intermetallic compound FeAl3 [20]. When silicon coexists, it exists in the
form of Fe-Al-Si intermetallic compounds, such as α(Fe, Si) and β(Fe, Si) [21]. The SEM
images of the homogenized (a,b) and extruded (c,d) 1100 aluminum alloy are shown in
Figure 3. The microstructure of 1100 aluminum alloy after homogenization was uniform
and dense, and the particles of the second phase (Al-Fe-Si) in the alloy were fine and
presented a network distribution. After hot extrusion, the Al-Fe-Si phase particles in the
extruded 1100 aluminum alloy were coarsened and dispersed in the aluminum matrix in a
short rod-like form, with voids introduced and evenly distributed in the matrix. There is a
large extrusion ratio during hot extrusion, which introduces a large number of dislocations
in the aluminum matrix and some voids and defects around the second-phase particles. In
the meantime, the heating from the extrusion mold (400 ◦C) and the heat generated during
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the extrusion causes the second phases to grow (coarsening). This coarse intermetallic
particle feature has been reported in the literature [20], where the coarse typical composition
of AA1100 alloy has been identified as containing (Al, Fe) and (Al, Fe, Si) particles. Through
EDS spectrum analysis, as shown in Figure 3b,d, we found that the second phase of the
1100 aluminum alloy used in this study corresponded to Al12Fe3Si2, Al6Fe, or Al3Fe.
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3.2. Rate of Mass Loss and Corrosion Penetration

After the corrosion test, weight loss analysis was carried out on the sample, and
the results are shown in Figure 4a. The results of corrosion weight loss corresponded to
the results of corrosion morphology, and the corrosion of the extruded 1100 aluminum
alloy was more severe. After 96 h of corrosion, the weight loss rate of the extruded
samples was 1.83 mg/cm2, and that of the homogenized samples was 1.31 mg/cm2. The
corrosion penetration rate (CPR) of the samples was calculated according to the following
equation [22]:

CPR = KW/ρAt (1)

where W is the weight loss of the sample after exposure time t; ρ and A represent the
density and the area of the exposed specimen, respectively; and K is a constant whose
magnitude depends on the unit area used. CPR represents the depth of material loss per
unit of time, which can be conveniently expressed in millimeters per year (mm/a), where
K = 87.6, and W, ρ, A, and t are expressed in milligrams (mg), grams per cubic centimeter
(g/cm3), square centimeters (cm2), and hours (h), respectively.
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Figure 4b shows the CPR of the homogenized and extruded 1100 aluminum alloy after
different acidic salt spray corrosion times. The CPR of the extruded 1100 aluminum alloy
was greater than that of the homogenized aluminum alloy. After 96 h of corrosion, the
CPR of the extruded samples was 0.619 mm/a, and that of the homogenized samples was
0.442 mm/a. The CPR of the homogeneous 1100 aluminum alloy reached the maximum
after 72 h, while the CPR of the extruded 1100 aluminum alloy reached the maximum after
48 h, and then the CPR decreased. This is also the reason for the greater weight loss of the
extruded 1100 aluminum alloy.

3.3. Surface Morphology and Corrosion Products

Figure 5 shows the macroscopic morphology of the homogenized and extruded
1100 aluminum alloy samples corroded by acid salt spray at different times. Aluminum
alloys have a stable and tough oxide layer on the surface to protect them from corrosion, but
when there are defects, such as cracks and scratches, in the oxide layer, these defects cannot
be repaired due to dissolution, as pitting corrosion will happen. It can be seen from Figure 5
that the surface of the sample before salt spray corrosion was smooth, bright, and without
corrosion pits. After corrosion, the surface color of the sample changed obviously, losing its
smooth and shining appearance, due to the growth of corrosion pits and the deposition of
corrosion products. With the increase in corrosion time, the number, depth, and diameter of
pits gradually increased, and various corrosion pits began to connect with each other. After
being placed in the salt spray tests for 24 h, there was no obvious pitting point on the surface

32



Materials 2024, 17, 1279

of the homogeneous 1100 aluminum alloy, but there were obvious small corrosion pits on
the surface of the extruded 1100 aluminum alloy. In addition, under the same corrosion
time, there were more pits on the surfaces of the extruded 1100 aluminum alloy samples,
which were deeper and larger. This indicates that the extruded structure is more prone to
corrosion, and the corrosion rate is faster than the homogeneous 1100 aluminum alloy.
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for different acidic salt spray corrosion times.

In order to further analyze the corrosion situation and corrosion products of the
specimen, SEM was used to observe the corrosion surface of the homogenized and extruded
1100 aluminum alloy, as shown in Figure 6. It can be seen that, with the increase in the
corrosion time, the number of corrosion pits formed on the surface and the size and depth of
the corrosion pits increased. At the same corrosion time, the corrosion pits of the extruded
1100 aluminum alloy were larger and deeper than that of the homogeneous 1100 aluminum
alloy. In the homogeneous 1100 aluminum alloy, no obvious deep corrosion pit was formed
within 48 h of corrosion, but the corrosion pits showed significant growth at 72 h. Moreover,
pitting preferentially occurred around the second-phase particles; it spread along the
direction of the distribution of the second phase, indicating that the corrosion rate of the
homogeneous 1100 aluminum alloy was first slow and then accelerated.

The corrosion layers of the homogenized and extruded 1100 aluminum alloys and the
products in the corrosion pits were analyzed by energy spectrum analysis (EDS), and the
results are shown in Table 2. According to the results of the energy spectrum analysis, it can
be seen that in the initial stage of corrosion, the surface corrosion layers of 1100 aluminum
alloys mainly consisted of Al2O3 and Al(OH)3. The corrosion product in the corrosion pits
after 96 h was a mixture of Al2O3, Al(OH)3, and AlCl3, as well as a possible intermediate
substance, Al(OH)Cl2 [9,16]. There is naturally a stable and tough aluminum oxide film
on the surfaces of aluminum alloys to protect the alloy from corrosion, but this oxide film
is only stable at pH values between 4 and 8 [8,23], below and above this range, the oxide
film can be locally dissolved. The AASS corrosion solution contains a large number of Cl−,
which can be absorbed on the oxide film, and when the Cl− reach a certain concentration,
it gathers together and destroys the oxide film in the acidic environment, allowing the
salt spray solution to contact and corrode the aluminum alloy matrix. This is a typical
pitting corrosion that creates pits on the surface of an aluminum alloy. Dissolved Al3+ does
not diffuse easily. As Al3+ increases in the pits, Cl− enters the mine to maintain electrical
neutrality. At this point, the corrosion pits form an AlCl3 solution, thus maintaining the
activity of the aluminum alloy surface. In addition, the acidity of the solution increases
due to the hydrolysis of Cl− and Al3+ ions. The increase in acidity in the pit accelerates the
dissolution rate of the anode.

33



Materials 2024, 17, 1279Materials 2024, 17, x FOR PEER REVIEW 9 of 18 
 

 

 
Figure 6. SEM images of the homogenized (a–d) and extruded (e–h) 1100 aluminum alloys for dif-
ferent acidic salt spray corrosion times (24 h, 48 h, 72 h, 96 h).The yellow area marked 1–8 in (a–h) 
indicates the EDS test area. 

Table 2. EDS results for corrosion products in selected areas in Figure 6. 

Specimen Points 
Al O Cl 

wt.% at.% wt.% at.% wt.% at.% 

Homogenized 1100 aluminum alloy 

1 57.59 44.61 42.41 55.39 - - 
2 37.46 27.25 56.62 69.47 5.92 3.28 
3 27.51 21.17 51.03 66.25 21.47 12.58 
4 44.47 36.07 39.53 54.06 16.00 9.87 

Hot-extruded 1100 aluminum alloy 

5 74.14 62.96 25.86 37.04 - - 
6 37.34 26.92 58.01 70.53 4.66 2.55 
7 37.23 31.44 36.12 51.43 22.66 17.13 
8 27.24 21.14 49.96 65.39 22.79 13.46 

In order to determine the composition of the corrosion products, surface analysis was 
performed with XPS. Figure 7 shows the XPS analysis of Al 2p, O 1s, and Cl 2p for corro-
sion products on the surfaces of the homogenized and extruded 1100 aluminum alloys 
after 96 h of acidic salt spray corrosion. Figure 7a,b exhibit the XPS spectra of Al 2p on the 
surfaces of the homogenized and extruded 1100 aluminum alloys, respectively, both hav-
ing peaks at about 75 eV (relative to C 1s = 284.6 eV), corresponding to the oxidized Al 
(Al3+). Figure 7c,d show the XPS spectra of O 1s for corrosion products, and the peaks at 
binding energies of 531.8, 532.2, and 533.3 eV correspond to O2−, OH−, and H2O, respec-
tively [24]. Combined with the Al 2p spectra, it is evident that the corrosion product layer 
consisted mainly of Al(OH)3 and Al2O3. However, the difference is that the corrosion prod-
ucts of the homogenized 1100 aluminum alloy were mainly Al(OH)3, while the corrosion 
products of the extruded 1100 aluminum alloy were mainly Al2O3. Figure 7e,f show the Cl 
2p spectra, indicating that the corrosion products of the homogenized and extruded 1100 
aluminum alloys both contained a small amount of Cl−. The results of XPS are consistent 
with those of the EDS analysis above, and are similar to the generally accepted aluminum 
corrosion products of aluminum. 

Figure 6. SEM images of the homogenized (a–d) and extruded (e–h) 1100 aluminum alloys for
different acidic salt spray corrosion times (24 h, 48 h, 72 h, 96 h).The yellow area marked 1–8 in
(a–h) indicates the EDS test area.

Table 2. EDS results for corrosion products in selected areas in Figure 6.

Specimen Points
Al O Cl

wt.% at.% wt.% at.% wt.% at.%

Homogenized
1100 aluminum alloy

1 57.59 44.61 42.41 55.39 - -
2 37.46 27.25 56.62 69.47 5.92 3.28
3 27.51 21.17 51.03 66.25 21.47 12.58
4 44.47 36.07 39.53 54.06 16.00 9.87

Hot-extruded
1100 aluminum alloy

5 74.14 62.96 25.86 37.04 - -
6 37.34 26.92 58.01 70.53 4.66 2.55
7 37.23 31.44 36.12 51.43 22.66 17.13
8 27.24 21.14 49.96 65.39 22.79 13.46

In order to determine the composition of the corrosion products, surface analysis was
performed with XPS. Figure 7 shows the XPS analysis of Al 2p, O 1s, and Cl 2p for corrosion
products on the surfaces of the homogenized and extruded 1100 aluminum alloys after
96 h of acidic salt spray corrosion. Figure 7a,b exhibit the XPS spectra of Al 2p on the
surfaces of the homogenized and extruded 1100 aluminum alloys, respectively, both having
peaks at about 75 eV (relative to C 1s = 284.6 eV), corresponding to the oxidized Al (Al3+).
Figure 7c,d show the XPS spectra of O 1s for corrosion products, and the peaks at binding
energies of 531.8, 532.2, and 533.3 eV correspond to O2−, OH−, and H2O, respectively [24].
Combined with the Al 2p spectra, it is evident that the corrosion product layer consisted
mainly of Al(OH)3 and Al2O3. However, the difference is that the corrosion products of the
homogenized 1100 aluminum alloy were mainly Al(OH)3, while the corrosion products of
the extruded 1100 aluminum alloy were mainly Al2O3. Figure 7e,f show the Cl 2p spectra,
indicating that the corrosion products of the homogenized and extruded 1100 aluminum
alloys both contained a small amount of Cl−. The results of XPS are consistent with those
of the EDS analysis above, and are similar to the generally accepted aluminum corrosion
products of aluminum.
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Figure 7. XPS spectra of Al 2p, O 1s, and Cl 2p for corrosion products formed on the homogenized
(a,c,e) and extruded (b,d,f) 1100 aluminum alloys after 96 h of acidic salt spray corrosion.

Confocal microscopy was used to measure the depth and area of the corrosion pit
of the homogenized and extruded 1100 aluminum alloy. VK-X3000 multi-file analysis
software (https://www.keyence.com/products/microscope/laser-microscope/vk-x3000/)
was used for data analysis. Figure 8 shows the localized corrosion morphology of the
homogenized and extruded 1100 aluminum alloy after 96 h of acidic salt spray corrosion.
Figure 8a,b show the optical images and corresponding surface profiles of the homoge-
nized 1100 aluminum alloy; Figure 8c,d are the optical images and corresponding surface
profiles of the extruded 1100 aluminum alloy. It can be seen that the corrosion pits of the
extruded 1100 aluminum alloy were larger and deeper than those of the homogeneous
1100 aluminum alloy. Figure 9 shows the maximum pitting depth of the homogenized and
extruded 1100 aluminum alloy with different salt spray corrosion times. The maximum
pitting depth of the homogenized 1100 aluminum alloy was only 5.51 µm after 24 h of acid
salt spray corrosion and 10.3 µm after 48 h of corrosion, and the pitting depth increased
slowly. Then, the pitting depth increased rapidly, reaching 62.7 µm after 72 h of corrosion,
and subsequently slowed down to reach 73.5 µm after 96 h of corrosion. The maximum
pitting depth of the extruded 1100 aluminum alloy was initially 27.8 µm after 24 h of corro-
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sion, then gradually increased with the increase in corrosion time. After 96 h of corrosion,
the maximum pitting depth reached 154 µm. The results show that the corrosion rate of the
extruded 1100 aluminum alloy in acid salt spray was higher than that of the homogeneous
1100 aluminum alloy, which is consistent with the corrosion surface morphology.
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Figure 9. The maximum pitting depth of the homogenized and extruded 1100 aluminum alloy with
different salt spray corrosion times.

The microstructure analysis shows that the particles of the second phase were coarse
in the microstructure of the extruded 1100 aluminum alloy, which affected the perfection
of the surface oxide film, and the corrosion began preferably around the particles of the
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second phase. The extruded 1100 aluminum alloy was more prone to corrosion, which is
the reason why the corrosion rate of the extruded 1100 aluminum alloy was fast.

3.4. Electrochemical Analysis

Figure 10 shows the potentiodynamic polarization curves of the homogenized and
extruded 1100 aluminum alloy measured in acid salt spray corrosion solution. By fitting
the polarization curves, the corrosion potential (Ecorr) and corrosion current density (Icorr)
of the 1100 aluminum alloy were calculated, as shown in Table 3. The corrosion potential of
the homogenized 1100 aluminum alloy was−0.505 V, and the corrosion current density was
19.3 µA/cm2. The corrosion potential of the extruded 1100 aluminum alloy was −0.496 V,
and the corrosion current density was 18.0 µA/cm2. The corrosion potential of the homog-
enized 1100 aluminum alloy was slightly lower than that of the extruded aluminum alloy,
indicating that the homogenized 1100 aluminum alloy had a higher corrosion tendency.
The potentiodynamic polarization curve of the extruded 1100 aluminum alloy had no
passivation phenomenon, showing good activation dissolution characteristics.
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Figure 10. Potentiodynamic polarization curves of homogenized and extruded 1100 aluminum alloy.

Table 3. The polarization curve fitting parameter values of homogenized and extruded 1100 alu-
minum alloy.

Specimen Ecorr (VSCE) Icorr (µA/cm2)

Homogenized 1100 aluminum alloy −0.505 19.275
Extruded 1100 aluminum alloy −0.496 17.766

In the acidic salt spray corrosion solution, the current density of the homogenized
1100 aluminum alloy increased sharply when the potential increased above −505 mV, and
the sample was in the active dissolution stage. In the range of −356~−307 mV, the current
density basically did not change. At this stage, pitting corrosion slowed down due to the
forming of a corrosion product layer on the surface of the aluminum, which slowed the ion
diffusion speed. Then, in the range of−307~−278 mV, the current density increased sharply
again with the increase in potential, indicating the dissolving of the corrosion product layer.
After −278 mV, the characteristic of this interval was that the current density increased
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slightly with the increase in potential, indicating that the further corrosion products formed
on the surface had a protective effect and that the corrosion reaction was weakened.

The corrosion rate can be judged according to the corrosion current density, and the
higher the corrosion current density, the higher the corrosion rate [14,25,26]. Under the
same corrosion potential, the corrosion current density of the extruded 1100 aluminum alloy
was higher than that of the homogenized 1100 aluminum alloy, indicating that the corrosion
rate of the extruded 1100 aluminum alloy was fast in the middle and late stages of corrosion,
which was also the reason for the significant loss of the extruded 1100 aluminum alloy. This
is consistent with the results of the acid salt spray test and the weight loss analysis.

Electrochemical impedance spectroscopy (EIS) is an electrochemical measurement
method using a small amplitude sinusoidal potential (or current) as a disturbance signal.
Figure 11 shows the EIS of the homogenized and extruded 1100 aluminum alloy. It was
found that the Nyquist diagram shapes of the two different alloy states were completely
different, indicating that the different microstructures led to different corrosion mechanisms.
Figure 12 shows the effective fitting circuit diagram of the electrochemical impedance
spectrum. Rs is the resistance of the bulk solution, Rf and Qf are the resistance and
constant phase element (CPE) of the oxide film or corrosion product, Rct and Qdl are the
charge transfer resistance and constant phase element of the double electric layer, and
W is the Warburg impedance. L represents the inductance. The Nyquist diagram of
the homogenized 1100 aluminum alloy consists of a capacitance semicircle in the high-
frequency region and a diffusion tail in the low-frequency region, while the EIS of the
extruded 1100 aluminum alloy in the acid salt spray corrosion solution shows a nearly
completely circular induced reactance spectrum. The high-frequency capacitance semicircle
represents the charge transfer reaction of the 1100 aluminum alloys with the oxide film,
while the low-frequency diffusion impedance is related to the diffusion of oxygen [27].
The diameter of the semicircle in the high-frequency region of the EIS of the homogenized
1100 aluminum alloy is larger than that of the extruded 1100 aluminum alloy, which
indicates that the corrosion rate of the homogenized 1100 aluminum alloy was lower than
that of the extruded 1100 aluminum alloy under the acid salt spray condition. The EIS of
the extruded 1100 aluminum alloy shows a circular inductance impedance, which is due to
the absence of a product layer in the corrosion process and the adsorption of intermediate
compounds [9,17]. This result is consistent with the morphology of the corrosion products
mentioned above.
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In summary, the corrosion mechanisms of 1100 aluminum alloys in different states are
different, and the corrosion mechanisms of homogenized 1100 aluminum alloys in acid salt
spray samples are shown in Figure 13. In the acid salt spray test, Al and the trace Al2O3
protective film on the alloy surface were easily dissolved due to the presence of H+ and
Cl−. An anodic reaction occurred to form Al3+.

Al→ Al3+ + 3e−, (2)

Al2O3 + 6H+→2Al3+ + 3H2O, (3)
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Figure 13. Corrosion reaction mechanism of homogenized 1100 aluminum alloy.

According to the electrochemical test results, the corrosion potential of the homog-
enized 1100 aluminum alloy was lower than that of the extruded 1100 aluminum alloy,
indicating that the corrosion dissolution trend of the homogenized 1100 aluminum alloy
was higher, and the concentration of Al3+ on the surface of the sample increased with the
increase in corrosion time. A corrosion product film formed due to the meeting of Al3+ ions
from the anode reaction with the OH− generated from the cathode reaction to cover the
sample surface close to the Al2O3 particles, and to prevent the dissolution of Al.

O2 + H2O + 3e− → 4OH−, (4)
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3OH− + Al3+ → Al(OH)3↓, (5)

Subsequently, part of Al(OH)3 reacted with H2O and was converted to Al2O3·nH2O
(AlO(OH)). With the increase in corrosion time, more and more corrosion products were
formed. Cl− did not easily penetrate into the fresh Al substrates, which led to surface
enrichment. Then, Al(OH)3 reacted with Cl− to form Al3+, forming a corrosion pit.

Al(OH)3 + 3Cl− → AlCl3 + 3OH−, (6)

After the forming of corrosion pits, the corrosion product of Al(OH)3 started to form
at the periphery of the pits. Meanwhile, the side effects were as follows:

Al3+ + Cl−� AlCl2+, (7)

AlCl2+ + 2H2O→ Al(OH)2Cl + 2H+, (8)

AlCl2+ + AlO(OH)→ Al(OH)Cl2 + AlO+, (9)

The corrosion mechanism of the extruded 1100 aluminum alloy is shown in Figure 14.
The corrosion reaction and corrosion products of the extruded 1100 aluminum alloy in
salt spray were similar to those of the homogenized aluminum alloy, but the difference
is that the corrosion rate of the extruded 1100 aluminum alloy was faster than that of the
homogenized aluminum alloy. The corrosion product layer on the extruded 1100 aluminum
alloy surface did not play a protective role, and large corrosion pits were directly formed.
This is because the microstructure of the aluminum alloy after extrusion was not uniform,
with defects around the second phases. The microstructure defects made it easy for Cl−

to erode the aluminum matrix. In addition, due to the potential difference between the
second phase and the matrix, a large gap around the second phase particles was easily
formed through an electrochemical reaction, increasing the corrosion rate and the depth of
the corrosion pit. As a result, the corrosion products fell off or dissolved quickly.
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(3) With the increase in corrosion time, a layer of corrosion products was formed on the 
surface of the homogenized 1100 aluminum alloy, which covered the surface of the 
alloy and slowed the corrosion process. The pitting corrosion of the homogeneous 
and extruded 1100 aluminum alloys occurred in the initial corrosion stage, but the 
corrosion rate of the extruded alloy was faster, and deeper corrosion pits were 
formed. 

(4) The corrosion mechanisms of different forms of 1100 aluminum alloys in acid salt 
spray conditions were different. The corrosion products formed in the initial corro-
sion stage of the homogeneous 1100 aluminum alloy protected the Al matrix and in-
hibited the corrosion reaction. With the increase in the corrosion time, the corrosion 
products dissolved and fell off, an obvious pitting phenomenon occurred, and then 
the corrosion rate became faster. However, in the initial corrosion stage of the ex-
truded 1100 aluminum alloy, pitting occurred, and the number and depth of corro-
sion pitting pits increased with the increase in the corrosion time. 

(5) In this study, the corrosion behavior of the 1100 aluminum alloy in homogenized and 
hot-extruded states was compared through an acid salt spray test. The results are 
expected to help to evaluate the corrosion resistance of the 1100 aluminum alloy in 
acidic environments, such as in marine engineering, the chemical industry, acid rain, 
etc.. 
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Figure 14. Corrosion reaction mechanism of extruded 1100 aluminum alloy.

4. Conclusions

(1) There were second-phase particles containing Al-Fe-Si in the microstructure of the
1100 aluminum alloy, which were network-distributed fine particles in the homoge-
nized microstructure. No dynamic recrystallization occurred during hot extrusion.
The microstructure was fibrous, and the second phase was coarse and rod-like.

(2) The surface corrosion morphology of the extruded 1100 aluminum alloy in salt spray
was more severe than that of the homogenized 1100 aluminum alloy. The corrosion
loss and penetration rate of the homogeneous 1100 aluminum alloy were relatively
slow within 48 h, and then rapid corrosion occurred, whereas the initial corrosion rate
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of the extruded 1100 aluminum alloy was very fast. The results show that the change
in microstructure and second-phase particles during hot extrusion accelerated the
corrosion rate and deteriorated the corrosion resistance.

(3) With the increase in corrosion time, a layer of corrosion products was formed on the
surface of the homogenized 1100 aluminum alloy, which covered the surface of the
alloy and slowed the corrosion process. The pitting corrosion of the homogeneous
and extruded 1100 aluminum alloys occurred in the initial corrosion stage, but the
corrosion rate of the extruded alloy was faster, and deeper corrosion pits were formed.

(4) The corrosion mechanisms of different forms of 1100 aluminum alloys in acid salt
spray conditions were different. The corrosion products formed in the initial corrosion
stage of the homogeneous 1100 aluminum alloy protected the Al matrix and inhibited
the corrosion reaction. With the increase in the corrosion time, the corrosion prod-
ucts dissolved and fell off, an obvious pitting phenomenon occurred, and then the
corrosion rate became faster. However, in the initial corrosion stage of the extruded
1100 aluminum alloy, pitting occurred, and the number and depth of corrosion pitting
pits increased with the increase in the corrosion time.

(5) In this study, the corrosion behavior of the 1100 aluminum alloy in homogenized
and hot-extruded states was compared through an acid salt spray test. The results
are expected to help to evaluate the corrosion resistance of the 1100 aluminum alloy
in acidic environments, such as in marine engineering, the chemical industry, acid
rain, etc.
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Abstract: Strand electromagnetic stirring (S-EMS), a technique applied in the secondary cooling
zone, enhances the solidification structure of casting slabs. This study examines how the arrange-
ment pattern of electromagnetic stirring rollers—face-to-face, side-to-side or up-down misalignment
produces this enhancement. It uses simulations to analyze the electromagnetic field distribution in
these configurations. The findings demonstrate that: (1) The magnetic flux density distribution in
the casting slab is related to the arrangement pattern of the electromagnetic stirring rollers. (2) The
face-to-face arrangement produces the largest and most concentrated electromagnetic force compared
to the other two arrangement patterns. (3) S-EMS can effectively improve the equiaxed grain ratio of
casting slabs. Before and after EMS is turned on, casting slabs’ average equiaxed grain ratio goes up
from 8% to 33%.

Keywords: continuously cast slab; strand electromagnetic stirring; secondary cooling zone; magnetic
field; numerical simulation

1. Introduction

As consumers’ demands for high-quality casting slabs grow, it is essential to improve
their quality accordingly. Prior research has demonstrated that the implementation of
electromagnetic stirring in continuous casting manufacturing may significantly enhance
the quality of casting slabs. This includes augmenting the ratio of equiaxed grain, removing
central shrinkage cavities and minimizing the extent of casting slab segregation [1,2]. Due
to the high temperature of molten steel, many parameters in the continuous casting process
cannot be directly measured, so researchers introduced numerical simulation technology,
which is widely used to simulate and predict the flow and temperature fields of the molten
steel in the continuous casting process [3–8].

Correlation research has been developed in recent decades by some scholars to elu-
cidate the effect of various factors of electromagnetic stirring on S-EMS. For example,
Zhang et al. [9] conducted numerical simulations to analyze the electromagnetic field and
molten steel flow field in a continuous casting machine under three stirring modes: double
butterfly, double ring and three rings. Their findings indicate that near the electromagnetic
stirring rolls, the magnetic induction intensity’s distribution is similar across all three
modes. However, the electromagnetic force in the double-ring mode is approximately
double that of the double-butterfly and three-ring modes. In the longitudinal cross-section
at the casting slab’s center, the flow field is symmetrical for all stirring modes, with the
double-ring mode generating a larger reflux zone. Li et al. [10] explored the advantages
and disadvantages of double-ring and double-butterfly stirring modes under different
electromagnetic stirring roller spacings by means of numerical simulation and concluded
that the double-ring is better when the spacing of the two sets of electromagnetic stirring
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roller is five times the roller diameter and the double-butterfly is better when the spacing
is 0 [10]. Xiao et al. [11,12] observed a substantial end effect when the electromagnetic
stirring roller was installed parallel to the casting slab section, leading to solidification
organization asymmetry at both casting slab ends. Based on segmental simulation, they
concluded that a 150-mm electromagnetic stirring roller bias achieves near symmetry in
solidification. Additionally, they found that increasing the electromagnetic roll pair notably
augmented the electromagnetic force in the casting direction and at the roll’s center. Under
specific parameters (400 A, 7 Hz), this enhancement increased the equiaxed grain ratio
in the casting slab’s center to 69%, facilitating a uniform, dense solidification structure
produced, thereby improving hot working properties. Fang et al. [13] conducted a study on
the impact of electromagnetic stirring in the second cooling zone of ultrawide casting slabs.
The research focused on how different methods of energizing electromagnetic stirring rolls
affect the flow of molten steel within the casting slab. Gong et al. [14] observed that varying
electromagnetic stirring parameters in their study, notably current intensity, frequency and
the stirring mode of electromagnetic stirring rollers, significantly influenced the intensity
of stirring and the pattern of steel flow in the casting slab. These factors are intricately
linked to the metallurgical efficacy of the stirrer, as they directly impact the temperature
distribution within the casting slab and, consequentially, the final solidification structure.

These studies indicate that although lots of research has been done on the effect of
the stirring mode, stirring current strength, frequency and electromagnetic stirring roll
pairs on S-EMS, the effects of the electromagnetic stirring roller arrangement pattern on the
S-EMS are rarely reported. Hence, this study utilizes simulation methods, incorporating the
development of a three-dimensional transient magnetic field model to a 1300 mm× 230 mm
casting slab to investigate the impact of electromagnetic stirring roller alignments, including
face-to-face, side-to-side and up-down misalignment arrangements, on the magnetic field.
The research findings offer a reference for optimizing the location of the electromagnetic
stirring roller in the secondary cooling zone.

2. Model Descriptions
2.1. Assumptions

Typically, while performing numerical calculations for electromagnetic fields, certain
assumptions are made to simplify the calculations while still guaranteeing that the desired
results match the necessary criteria as follows [13,15]:

1. Given the ample space surrounding the electromagnetic stirring device, there is
assurance that the magnetic field lines can form a closed loop and are not significantly
affected by the external magnetic field. Therefore, it is assumed that the magnetic
field in the proximity of the magnetic pole is uniformly distributed, with the magnetic
field lines passing through the pole oriented at a right angle to the surface of the pole;

2. The physical parameters are time-invariant constants due to the small variation in the
physical parameters of the molten steel during the continuous casting process;

3. Considering the magnetic Reynolds number being less than 1 during electromagnetic
stirring in the continuous casting process, it is assumed that the electromagnetic field
is barely affected by the slow flow of molten steel (0.9 m/min) [16];

4. The electromagnetic field generated by electromagnetic stirring can be considered a
quasistatic field due to the low frequency of the alternating current (5–9 Hz).

2.2. Governing Equations

The linear electromagnetic stirring method employs a low-frequency alternating cur-
rent to exert an electromagnetic force on the sluggish flow of molten steel within the casting
slab, enhancing the recirculating flow of the molten metal. The mechanism of this method is
shown in the following text and Figure 1. After the application of the alternating current, an
alternating magnetic field

⇀
B is induced by the electromagnetic stirring roller. This alternat-

ing magnetic field
⇀
B manifests as a traveling wave magnetic field moving unidirectionally

at a specified velocity. Within the casting slab, this traveling wave magnetic field generates

44



Materials 2024, 17, 1038

induced eddy currents
⇀
J . Subsequently, the interplay between these induced currents

⇀
J

and the alternating magnetic field
⇀
B results in the emergence of electromagnetic forces

⇀
F within the molten steel in the casting slab. For the theoretical modeling of this pro-
cess, a set of simplified Maxwell’s equations is utilized as delineated in multiple scholarly
sources [17–20].

∇× ⇀
H =

⇀
J +

∂
→
D

∂t
≈ ⇀

J (1)

∇× ⇀
E = −∂

⇀
B

∂t
(2)

∇·⇀B = 0 (3)

⇀
J = σ

⇀
E (4)

⇀
F =

1
2

Re
(

⇀
J ×

⇀
Bx

)
(5)

where,
⇀
H represents the magnetic field intensity, A/m;

⇀
J represents the current density,

A/m2;
⇀
E represents the electric field intensity, V/m2;

⇀
B represents the magnetic induction

intensity, mT;
⇀
D is the electrical induction intensity, C/m2; σ is the conductivity, S/m; Re

represents the real part of the complex number;
⇀
Bx represents the conjugate complex of

⇀
B;

and
⇀
F represents time-averaged electromagnetic force, N/m3.
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Figure 1. Working principle of the linear stirrer [12].

2.3. Electromagnetic Stirring Device

Under different electromagnetic stirring modes, the separation between the centers
of the two electromagnetic stirring rollers in the secondary cooling zone is determined to
be twice their diameter, equating to a distance of 2 × 240 mm between each roller. The
coils are energized through the application of a two-phase alternating current. The formula
for computing the current density within a coil energized by an alternating current is
expressed as

⇀
J1 =

⇀
J0sin(ωt) (6)

⇀
J2 =

⇀
J0sin(ωt + 90◦) (7)

where ω represents the angular velocity, ω = 2π f = 2π
T , rad/s; f represents frequency, Hz;

T represents the period, s; t represents time, s;
⇀
J0 is the amplitude of the coil current, A/m2;

and
⇀
J1 and

⇀
J2 are the current densities of the first and second phases.

A schematic representation of the electromagnetic stirring roller, along with the power
supply methodology, is depicted in Figure 2. It is necessary here to explain simply the role
of each part in the picture, as follows:
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1. Coil: the coil produces an alternating magnetic field when an alternating current is
applied to it;

2. Iron core: the iron core is the carrier of magnetic lines of force, which can enhance and
concentrate magnetic fields;

3. Slab: the slab is composed of an externally solidified shell and internal molten steel,
with the flow field of the internal molten steel to changes in the electromagnetic force.
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Figure 2. Electromagnetic stirring roller and its electrification method.

3. Results and Discussion
3.1. Model Validation

The precision and dependability of the constructed model were verified by conducting
a thorough comparison and validation of the data obtained from Xiao et al.’s [12] measure-
ment of the casting slab magnetic field against the results produced by the model in this
study. Figure 3 illustrates that the magnetic induction values simulated at the centerline
of the electromagnetic stirring roller in the wide direction of the continuous casting slab
closely align with those measured in the literature. Specifically, at 0.16 m on the centerline,
the peak magnetic induction intensity is noted at 57.9 mT measured and 56.5 mT simulated,
with a minor difference of 1.4 mT. The general agreement of measured and simulated
values, coupled with a calculation error within acceptable limits, lends credibility to the
numerical simulation results.
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Figure 3. (a) Distribution of magnetic field density along the centerline of the electromagnetic stirring
roller in the wide direction of the casting slab under electromagnetic stirring. (b) The centerline of the
rollers in the wide direction of the casting slab schema.

3.2. Selection of Optimal Stirring Current and Frequency

Based on the rated current and frequency parameters of an electromagnetic stirrer in
a specific steel plant, where a pair of electromagnetic stirring rollers were arranged in a
face-to-face configuration, two sets of simulations were conducted. In the initial series of
simulations, the stirring frequency was uniformly established at 7 Hz, while the stirring
currents were assigned values of 340 A, 360 A, 380 A and 400 A, respectively. The optimal
stirring current was determined based on the magnitude of the generated electromagnetic
force. In the subsequent series of simulations, the stirring current was uniformly established
as the optimal value identified from the first series, with the stirring frequencies being set
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at 5 Hz, 6 Hz, 7 Hz, 8 Hz and 9 Hz, respectively. The optimal stirring frequency was also
determined based on the magnitude of the electromagnetic force generated.

Figure 4 demonstrates that the greatest electromagnetic force generated by the elec-
tromagnetic stirring roller occurs when the current is set at 400 A. Given the minimal
disparity in electromagnetic force between 400 A and 380 A, and considering that excessive
electromagnetic force may deteriorate casting slab segregation and impair the solidification
structure, 380 A has been selected as the optimal stirring current. Excessive electromag-
netic force may lead to the breakthrough of the solidification shell by electromagnetic
force-driven molten steel flow, resulting in molten steel leakage. Additionally, elevated fre-
quencies contribute to increased energy loss through the skin effect. Taking a conservative
approach, the optimal frequency is determined to be 5 Hz.
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wide direction: (a) different currents; (b) different frequencies; (c) the average electromagnetic force
at different frequencies.

3.3. Distribution of Electromagnetic Force and Magnetic Flux Density When Two Pairs of
Electromagnetic Stirring Rollers Are Arranged Face-to-Face

The geometric schematic diagram depicting the two pairs of electromagnetic stirring
rollers arranged face-to-face is presented in Figure 5a. Figure 5b presents the magnetic flux
density distribution in the longitudinal section of the casting slab center at a current of
380 A, a frequency of 5 Hz and during a period of 5/8 T. The presence of the para-position
electromagnetic stirring roller causes the magnetic field to close at the coil’s corresponding
position inside the casting slab, resulting in a localized peak in magnetic flux density where
the coil is situated.
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Figure 5. Distribution of magnetic induction intensity inside continuous casting slab under electro-
magnetic stirring arranged face-to-face: (a) geometric schematic diagram; (b) magnetic flux density
cloud diagram and vector diagram; (c) electromagnetic force cloud diagram and vector diagram.

Figure 5c depicts the distribution of electromagnetic force in the central longitudinal
section of the casting slab. The concentration of the magnetic field generated by the
coil at this position, interacting with the molten steel in the casting slab, results in an
increased local electromagnetic force. So, the electromagnetic force at the location of the
electromagnetic stirring roller is observed to be higher than that in the surrounding areas,
with a peak in electromagnetic force manifesting at the coil position of the roller.

3.4. Distribution of Electromagnetic Force and Magnetic Flux Density When Two Pairs of
Electromagnetic Stirring Rollers Are Arranged Side-to-Side

The geometric schematic diagram depicting the two pairs of electromagnetic stirring
rollers arranged side-to-side is presented in Figure 6a. Figure 6b presents the magnetic
flux density distribution in the longitudinal section of the casting slab center at a current of
380 A, a frequency of 5 Hz and during a period of 5/8 T. When electromagnetic stirring
rollers are arranged side-to-side, the lack of opposing rollers leads to the magnetic flux
density vector being oriented predominantly in a single direction. This specific orientation
results in the magnetic induction lines passing through the casting slab at a certain angle
and closing at the external electromagnetic stirring rollers. Consequently, this results in a
higher magnetic flux density near the rollers compared to a face-to-face arrangement, with
the exception of the coil position.
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Figure 6c depicts the distribution of electromagnetic force in the central longitudinal
section of the casting slab. Besides the component force aligned with the direction of mag-
netic field movement, significant upward and downward components of electromagnetic
force are also present. The mechanism entails the generation of a magnetic field through the
side-to-side arrangement of electromagnetic stirring rollers, resulting in the formation of a
curved magnetic induction line. It exhibits a semicircular distribution within the casting
slab (referring to Figure 1). As the molten steel within the casting slab flows, it cuts through
the magnetic induction line that is not perpendicular to the wide side of the casting slab,
generating a significant electromagnetic component force.

3.5. Distribution of Electromagnetic Force and Magnetic Flux Density When Four Electromagnetic
Stirring Rollers Are Arranged in an Up-Down Misalignment

The geometric schematic diagram depicting the two pairs of electromagnetic stirring
rollers arranged in an up-down misalignment is presented in Figure 7a. Figure 7b presents
the magnetic flux density distribution in the longitudinal section of the casting slab center
at a current of 380 A, a frequency of 5 Hz and during a period of 5/8 T. In the up-down
misalignment arrangement, the flux density is higher near the electromagnetic stirring
rollers and the peak flux density happens at the coil position, similar to what was seen in
the side-to-side arrangement. However, this increased flux density is more pronounced in
the up-down misalignment than in the side-to-side configuration. Furthermore, a pair of
oppositely misaligned rollers leads to the closure of the magnetic field within the casting
slab at a distinct tilt angle. This tilt angle is determined by the angle between the oppositely
misaligned rollers and the casting slab’s wide surface, resulting in the peak magnetic flux
density area intersecting near the closest misaligned roller.
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Figure 7c depicts the distribution of electromagnetic force in the central longitudinal
section of the casting slab. From the figure, it can be seen that the overall electromag-
netic force is higher when the electromagnetic stirring rollers are arranged in an up-down
misalignment compared to when they are arranged side-to-side. There is also the electro-
magnetic component force when the electromagnetic stirring rollers are arranged in an
up-down misalignment and the mechanism of generating this component is the same as
that of generating electromagnetic component force when they are arranged side-to-side.

The study selected the centerline in different directions as the data value line to com-
pare the distribution of electromagnetic force under different arrangement patterns of the
electromagnetic stirring roller. Figure 8 displays the results. At a cycle of 1/2 T, the observed
maximum electromagnetic force on the casting slab’s centerline for the face-to-face, side-to-
side and up-down misalignment arrangements is 2378 N/m3, 31607 N/m3 and 1516 N/m3,
respectively. The corresponding average electromagnetic forces for these arrangements are
432 N/m3, 646 N/m3, and 604 N/m3. In addition, the maximum electromagnetic force
exerted on the wide centerline of the electromagnetic stirring roller casting slab reaches
9850 N/m3, 4779 N/m3 and 4629 N/m3, respectively. The average electromagnetic force
measures 4712 N/m3, 2766 N/m3 and 2696 N/m3, respectively. It is evident that face-to-
face arrangements have the smallest component of electromagnetic force, suggesting that
this arrangement generates the largest and most concentrated electromagnetic force.
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3.6. The Impact of Electromagnetic Field on PW800 Steel’s Solidification Structure

In the S-EMS industrial experiment, two pairs of electromagnetic stirring rollers were
selected for the face-to-face arrangement of PW800 steel casting slab continuous casting.
PW800 steel belongs to the category of electrical steel and its chemical composition is
presented in Table 1.

Table 1. Chemical compositions of PW800 steel (wt.%).

C Si Mn P S Al Cr Cu Ni

0.003 1.05 0.32 0.012 0.005 0.31 0.0285 0.041 0.033

The electromagnetic stirring rollers are arranged in the following ways: face-to-face,
side-to-side and in an up-down misalignment. Among them, the face-to-face arrangement
generates the largest electromagnetic force and the smallest area of effect on the casting
slab. This phenomenon accelerates the erosion speed of molten steel at the solidification
front and is conducive to the formation of equiaxed grains.

As shown in Figure 9a,b, the solidification structures of casting slabs, produced with or
without S-EMS, were compared in industrial experiments. Figure 9c illustrates a schematic
diagram for calculating the equiaxed grain ratio. The grain aspect ratio less than or equal
to 3 was defined as an equiaxed grain and the zone where equiaxed grains exist is the
equiaxed grain zone. According to the measured thickness of the equiaxed grain zone and
Equation (8), the equiaxed grain ratio at 1/4, 2/4 (center) and 3/4 of the casting slab width
was calculated and the average value was taken to obtain the equiaxed grain ratio of the
casting slab.

Φ =
He

H
× 100 (8)

where Φ is the equiaxed grain ratio, %; He is the thickness of the equiaxed grain zone, mm;
and H is the thickness of the casting slab, constant, 230 mm.

In the absence of S-EMS, the heat transfer from the interior of the casting slab to the
surface transpires at a more gradual pace, leading to a slower dissipation of superheat.
Superheat is defined as the difference between the actual temperature of the molten steel
and its liquidus temperature. As long as the molten steel remains superheated above the
temperature of the liquid phase line, it solidifies in the form of dendritic grains growing
along the direction of the temperature gradient. Consequently, the macrostructure of the
casting slab reveals more developed columnar grains [21,22]. During the solidification
process, the interdendritic liquid enriched in alloying elements migrates to the center before
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solidification. Because the center of the liquid pool lacks equiaxed grains to decentralize the
enriched liquid, the flow of the residual enriched liquid will gather in the center of the slab.
This led to serious center segregation after the solidification process was completed [21,23].
When using S-EMS with 380 A and 5 Hz electromagnetic stirring parameters, on the one
hand, the electromagnetic force generated by the traveling wave magnetic field causes the
molten steel to flow violently and wash away the solidification front, which homogenizes
the temperature at the solidification front of the casting slab and accelerates the dissipation
of superheat. This suppresses the growth of columnar grains and promotes the formation
of equiaxed grains [21,24,25]. On the other hand, under the action of electromagnetic
force-driven molten steel flow washing, the tips of columnar grains are remelted or broken.
The growth of columnar grains is inhibited and broken tips of columnar grains are washed
into the molten steel, serving as nuclei for equiaxed grain nucleation and promoting the
formation of equiaxed grains [26]. The thickness of the equiaxed grain zone He at 1/4, 2/4
(center) and 3/4 of the casting slab width measured from Figure 9a are 16 mm, 21 mm
and 18 mm. From Equation (8), the equiaxed grain ratios are calculated as 7%, 9% and 8%,
respectively. The average equiaxed grain ratio of the casting slab is 8%.
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Upon observation of the macroscopic structure of the casting slab following the applica-
tion of S-EMS, two distinct white light bands are clearly visible as a result of electromagnetic
stirring. Additionally, the amount of equiaxed grains in the casting slab is noticeably en-
hanced. The thickness of the equiaxed grain zone He at 1/4, 2/4 (center) and 3/4 positions
of the casting slab width exhibit an increase to 78 mm, 81 mm and 69 mm. From Equation (8),
the equiaxed grain ratios Φ are calculated as 34%, 35% and 30%, respectively. The average
ratio of equiaxed grain in the casting slab ranged from 8% to 33%. However, the resulting
grain structure distribution is unequal, with a concentration of equiaxed grains on one side
while the other side is predominantly composed of columnar grains. This effect is caused
by the arc-shaped construction of the continuous casting machine. The curve in the curved
structural segment of the continuous casting machine (usually mold and secondary cooling
zone) has a certain curvature. The casting slab is accordingly divided into two sides: the
loose side and fixed side. The term “loose side” denotes the inner arc of the casting slab,
whereas the term “fixed side” designates the outer arc of the casting slab. Because the loose
side surface of the casting slab is a water accumulation surface, the cooling speed on the
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loose side is faster than the cooling speed on the fixed side during the water spray cooling
process, promoting the formation of columnar grains on the loose side. This accelerates the
formation of columnar grains on the loose side. At the same time, the primary grain nucleus
deposits at the solidification front of the fixed side due to gravity, impeding the formation
of columnar grains. The amalgamation of these two events leads to an irregular distribution
of grain structure within the casting slab [27].

After the application of S-EMS, the equiaxed grain ratio of the casting slab is signifi-
cantly increased. Previous studies have shown that, for electrical steels, a higher equiaxed
grain ratio is closely related to better overall mechanical and magnetic properties [28].

4. Conclusions

1. The distribution of magnetic flux density in the casting slab is determined by the
arrangement pattern of the electromagnetic stirring roller. In face-to-face, side-to-side
and up-down misalignment arrangements, peak magnetic flux density occurs at the
coil position. Furthermore, the flux density adjacent to the electromagnetic stirring
roller in the side-to-side and up-down misalignment arrangements is observed to be
higher than in the face-to-face arrangement.

2. The electromagnetic force of the face-to-face arrangement generated by the largest
and most concentrated produces almost no upward and downward components
of electromagnetic force. Therefore, the face-to-face arrangement is superior to the
remaining two types of arrangement patterns. The arrangement of side-to-side and
up-down misalignment will produce large upward or downward components of
electromagnetic force. These component forces lead to a reduction in the force applied
to the stirring process and could potentially disturb the vortex, thereby compromising
the effectiveness of the stirring.

3. Using S-EMS significantly enhances the equiaxed grain ratio of casting slabs. Before
and after the use of S-EMS, the equiaxial grain thickness of casting slabs increased
from 16 mm, 21 mm and 18 mm to 78 mm, 81 mm, and 69 mm and the equiaxed
grain ratio of casting slabs increased from 7%, 9% and 8% to 34%, 35% and 30%,
respectively. The average equiaxed grain ratio of the casting slabs increased from 8%
to 33%. Additionally, in actual production, the presence of curvature in the casting
slabs leads to nonuniform heat transfer, causing the growth of columnar grains to be
promoted on the loose side while hindering their growth on the fixed side.
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Abstract: The control of the solidification structure of a casting billet is directly correlated with
the quality of steel. Variations in superheat can influence the transition from columnar crystals to
equiaxed crystals during the solidification process, subsequently impacting the final solidification
structure of the billet. In this study, a model of microstructure evolution during billet solidification
was established by combining simulation and experiment, and the dendrite growth microstructure
evolution during billet solidification under different superheat was studied. The results show that
when the superheat is 60 K, the complete solidification time of the casting billet from the end of the
50 mm section is 252 s, when the superheat is 40 K, the complete solidification time of the casting
billet is 250 s, and when the superheat is 20 K, the complete solidification time of the casting billet
is 245 s. When the superheat is 20 K, the proportion of the equiaxed crystal region is higher—the
highest value is 53.35%—and the average grain radius is 0.84556 mm. The proportion of the equiaxed
crystal region decreases with the increase of superheat. When the superheat is 60 K, the proportion of
the equiaxed crystal region is the lowest—the lowest value is 46.27%—and the average grain radius is
1.07653 mm. Proper reduction of superheat can obviously reduce the size of equiaxed crystal, expand
the area of equiaxed crystal and improve the quality of casting billet.

Keywords: square billet; superheat; solidification structure; dendrite growth; numerical simulation

1. Introduction

The microstructure simulation of the solidification process refers to the simulation
of the solidification process of castings on the grain scale, through which only a few
experiments can be conducted to predict the solidification microstructure and mechanical
properties of castings [1–3]. With the rapid development of computer simulation technology,
numerical simulation technology has become an efficient and convenient means to simulate
the solidification process of casting and predict the evolution of the solidification process
organization. At present, the numerical simulation methods that can be used to predict
the microstructure evolution of casting during solidification, include deterministic method,
stochastic method, phase-field method, etc. [4–6]. In recent years, the stochastic model
closest to crystal growth in the solidification process is mainly based on cellular automation
(CA) and its derivative simulation methods. The basic idea is that the primitive cell changes
the state of the primitive cell according to the change rules of the cell in the similar field,
and affects the change of the next cell, so it constantly evolves. This is similar to the process
of metal solidification. Zhong et al. [7] studied the effect of superheating and cooling
intensity on the solidification structure and macro-segregation of 6Cr13Mo stainless steel
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billet. The cooling conditions of the continuous casting billet were determined through
numerical simulation. The 6Cr13Mo steel sample was solidified in the thermal simulator
under simulated cooling conditions. Sheng et al. [8] established a finite element coupled
model of cellular automata and studied the effects of cooling spray state and process
conditions on the solidification structure of continuous casting slabs. The model is verified.
The solidification structure under different cooling spray schemes, superheat and pouring
speed was simulated. Cao et al. [9] introduced fractal dimension and specific surface area
to quantitatively describe the overall morphology of the solidified structure of continuous
casting billet of GCr15 bearing steel, and calculated the permeability of dendrite channel
based on this. The results show that the fractal dimension can describe the self-similar
complexity and the specific surface area can describe the coarsening degree of the solidified
structure. Zhao et al. [10] adopted a two-dimensional cellular automaton (CA) model and
finite element (FE) method to simulate solidification structure formation during continuous
casting of beam billet, which represents the growth of columnar and equiaxial dendrites
under detailed secondary cooling boundary conditions. An et al. [11] established the CAFE
model and SDAS model in order to study the evolutionary behavior of macrostructure and
secondary dendrites, respectively, on a 220× 260 mm2 bloom cross-section of GCr15 bearing
steel. Based on numerical simulation and experiments, the effects of process parameters
on center ECR and SDAS are investigated. Xiao et al. [12] researched the grain growth
process of X15CrNiSi20-12 austenitic stainless steel in the process of investment casting by
using the cellular automaton finite element (CAFE) model, and studied the effects of shell
thickness, shell temperature, pouring temperature and cooling rate on the solidification
structure via orthogonal test. The results show that the cooling method has an important
effect on the formation of axial crystals. The effect of shell temperature, shell thickness
and pouring temperature on the formation of axial crystals is small. Yamazaki et al. [13]
used the cellular automata method to simulate the solidification structure of steel during
continuous casting, and the influence of electromagnetic stirring was also considered in
the model.

Based on the production data of casting billet with a carbon content of 0.20wt.%, the
potential influence of continuous casting parameters on the solidification process was
systematically studied by using the CAFE model. By combining the actual field statistics,
we successfully verified the high accuracy of the numerical simulation model by using the
low superheat structure test of continuous casting billet.

Continuous casting superheat refers to the temperature above its equilibrium liquidus
before pouring molten metal into a mold in a continuous casting process. The setting of
the superheat has an important influence on the whole continuous casting process and
the properties of the final continuous casting billet. On the basis of model verification, the
effects of different superheat parameters on the solidification structure were studied. This
study not only contributes to a comprehensive understanding of the solidification behavior
of 20# steel under specific process conditions, but also provides practical guidance for
industrial production. Through numerical simulation and experimental verification of the
system, we provide a new research idea for the optimization of on-site continuous casting
parameters, which is expected to play a positive role in improving production efficiency
and product quality. The aim of this research is to provide engineers and decision makers
in the relevant fields with strong support to better understand the influence of superheat
parameters on the solidification structure of 20# steel, and to flexibly apply this knowledge
in actual production. Through this research, we expect to contribute to the technological
advancement and process optimization of the steel industry and promote innovation and
development in related fields.
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2. Materials and Methods
2.1. Nucleation Model

Based on the theory of continuous nucleation, refs. [14,15] finite element (FE) method
was used to solve the differential equation of heat conduction [16], and the governing
equation of 3D macroscopic temperature field heat conduction is shown as Equation (1).
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In Equation (1), T is the thermodynamic temperature, K; ρ is the density, kg/m3; c is
the specific heat capacity, J/(kg ◦C); λ is the thermal conductivity, W/(m·K); and L is the
latent heat of solidification, J/g.

In order to more accurately reflect the actual situation and take into account the influ-
ence of other solidification conditions on the final grain size and grain shape distribution
during solidification, the continuous nucleation model based on Gaussian distribution pro-
posed by GANDIN et al. [17,18] was adopted in this study, assuming that nucleation occurs
at a series of different nucleation locations. A continuous rather than discrete distribution
function dn/d∆T was used to describe the change in nucleation density [19], where dn is
an increase in grain density caused by an increase in subcooling ∆T. The density n(∆T) of
the grains formed at a certain degree of subcooling ∆T can be obtained by integrating the
distribution curve [20], as shown in Equation (2).

n(∆T) =
∫ ∆T

0

dn
d(∆T)

d(∆T) (2)

The Gaussian distribution of Equation (2) is used to obtain Equation (3):
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In Equation (3), n(∆T) is the nucleus density at subcooling degree ∆T, where ∆T = TL− T
(TL is liquidus temperature, K); NS is the maximum nucleation density; and ∆TN and
∆Tσ are the maximum nucleation supercooling and standard variance supercooling of the
alloy, respectively.

2.2. Dendrite Growth Model

The transformation from columnar crystals to equiaxed crystals in dendrite growth
represents two distinct conditions of crystal growth morphology during the solidification
process of continuous casting billets. These conditions are influenced by a multitude of
factors, some of which can induce either dendrite growth or the formation of columnar
crystals. The temperature gradient is an essential factor that affects crystal growth mor-
phology. A larger temperature gradient typically promotes dendrite growth, as crystals
tend to grow faster on one side under high-temperature gradients, resulting in a branched
structure. Conversely, a smaller temperature gradient is more conducive to the formation
of equiaxed crystals. Simultaneously, the solidification rate plays a crucial role in deter-
mining crystal growth morphology. A faster solidification rate generally favors dendritic
structures because rapid solidification leads to increased crystal growth rates and facilitates
the formation of dendrites. On the other hand, a slower solidification rate is more favorable
for the development of columnar equiaxed crystals.

This paper primarily focuses on investigating how changes in superheat influence
dendrite growth within the solidified tissue during continuous casting processes. In
conclusion, variations in superheat effectively impact both the temperature gradient and
solidification rate within casting billets, thereby significantly influencing dendrite growth
under different superheating conditions.
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In this study, the KGT model [21,22] was used to calculate the dendrite tip growth rate.
The KGT model is a dendrite growth model established by Kurz, Giovanola and Trivedi
in 1986 on a steady-state basis [23]. According to the boundary stability criterion [24],
Equation (4) can be obtained:

V2 π2Γ
P2D2 + V

mC0(1− k0)

D[1− (1− k0)Iv(P)]
+ G = 0 (4)

In Equation (4), V is the growth rate of the dendrite tip, m·s−1; Γ is the Gibbs–
Thompson coefficient, m·K; P is the Peclet number of solute diffusion; D is the diffusion
coefficient of solute element in liquid, m2·s−1; m is the liquidus slope, K·(wt.%)−1; C0 is
the initial concentration of solute elements, wt.%; k0 is the distribution coefficient; Iv(P) is
the Ivantsov function; and G is the temperature gradient, K·m−1. Ivantsov function is the
steady state diffusion solution of dendrite tip obtained strictly from mathematics by mathe-
matician Ivantsov on the basis of assuming that the solid–liquid interface is isothermal or
isoconcentration parabola. Since the temperature gradient has little effect on the growth
rate of the dendrite tip, the value of G is set to zero.

In order to increase the universality of the above KGT model in solidification sim-
ulation [25], the KGT model is extended in multiple components, and Equations (5)–(7)
are obtained:

c0 = ∑ ci (5)

m = ∑
mici
c0

(6)

k = ∑
miciki
mc0

(7)

In Equations (5)–(7), ci is the mass fraction of the alloy element; mi is the liquidus
slope of the alloy element; and ki is the solute equilibrium partition coefficient of the
alloying element.

According to the theory of metal solidification [26], there is a supercooled melt at
the dendrite front during grain growth, and the dendrite growth is affected by dynamic
supercooling, compositive supercooling, thermal supercooling, curvature supercooling and
other factors, as shown in Equation (8):

∆T = ∆Tc + ∆Tt + ∆Tk + ∆Tr (8)

In Equation (8), ∆Tc is the component subcooling degree, K; ∆Tt is the degree of
thermodynamic undercooling, K; ∆Tr is the curvature subcooling degree of solid–liquid
interface, K; and ∆Tk is growth dynamic subcooling, K. For most metals, the latter three
values are small and negligible compared to the subcooling ∆Tc.

To simplify the calculation, Rappaz and Kurz give a simplified relationship between
dendrite tip growth rate and subcooling degree based on the KGT model, and the following
polynomial fitting Equation (9) is obtained.

v(∆T) = a2∆T2 + a3∆T2 (9)

In Equation (9), a2 and a3 are polynomial coefficients, respectively, which are alloy-
related constants, m·s−1·K−2; and ∆T is the degree of subcooling of the dendrite tip, K.

2.3. Model Parameters and Boundary Conditions

In this paper, the three-dimensional modeling software SolidWorks 2019 was used
to model the casting billet. The overall dimension cross-section of the casting billet was
200 mm × 200 mm. The established stereoscopic model of the casting billet was imported
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into the ProCAST software 17.5 to grid the model with tetrahedral mesh, and the total
number of grids of the model was 1372037.

In this paper, the Scheil model was selected for simulation. It is a mathematical model
used to simulate the solidification process of alloys. Named after the German metallurgist
Theodoor Scheil, the model is used to describe the changes in the composition of the solid
and liquid phases of alloys during solidification.

To limit the computational time, the model relies on the following assumptions:

(1) The solidification shrinkage was not taken into account;
(2) The self-nucleation was not taken into consideration;
(3) The model assumes that the solidification process was carried out under equilibrium

conditions, and each solid phase and liquid phase in the alloy were formed under
their equilibrium conditions;

(4) The model ignores the reverse reaction between the solid phase and liquid phase, and
the formed solid phase no longer reacts with the liquid phase;

(5) The simulation assumes that the elements in the alloy are ideally mixed, and the effect
of element diffusion on the solidification structure was ignored.

In this study, the billet elements from a steel mill were imported into ProCAST software
17.5, and ci, mi, ki and other values required for simulation could be calculated, as shown in
Table 1. The G-T coefficient of 20# steel is 2 × 10−7 m·K, and the growth kinetic parameter
a2 = 1.798 × 10−6 m·s−1·k−2. a3 = 3.529 × 10−6 m·s−1·K−2.

Table 1. Simulation calculation parameter.

Element Content (wt.%) k m D/m2·s−1

C 0.200 0.170784 −82.6456 3 × 10−9

Si 0.270 0.594312 −16.3372 3 × 10−9

Mn 0.500 0.710554 −5.22204 3 × 10−9

P 0.035 0.310875 −27.0198 3 × 10−9

S 0.035 0.036319 −39.9102 3 × 10−9

Cr 0.010 0.884948 −2.20964 3 × 10−9

Ni 0.010 0.818543 −3.33588 3 × 10−9

Cu 0.010 0.827207 −3.48933 3 × 10−9

The thermal physical parameters used in the simulation process include enthalpy
change, density thermal conductivity, solid phase ratio, etc., as shown in Figure 1. The
liquidus is 1786 K, and the solid phase is 1751 K.

Considering the efficiency and accuracy of numerical simulation, appropriate sim-
plification was conducted in the process of numerical simulation. The filling process was
ignored in the simulation, and the initial state of the model was assumed to be full of melt.
Specific nucleation simulation parameters in the simulation process are shown in Table 2.
The nucleation parameters adopted in the simulation mainly refer to the values provided
by ESI Company, and the influence of electromagnetic stirring on nucleation parameters is
considered [27]; where nv, max is the maximum volume nucleation density; ∆Tv, max is the
maximum supercooling of volume nucleation, ∆Tv, σ is the maximum supercooling stan-
dard deviation of volume nucleation. ns, max is the maximum surface nucleation density,
∆Ts, max is the maximum supercooling of surface nucleation, ∆Ts, σ is the maximum super-
cooling standard deviation of surface nucleation. The values in Table 2 are derived from
the experience of searching ESI companies and publishing-related papers [24–26]. These
references are all publicly published books. When the values were cited in the manuscript,
we significantly added reference numbers with full source information. Therefore, under
the terms of the Creative Commons CC BY license, we believe that these references could
be cited without permission.

59



Materials 2024, 17, 682

Materials 2024, 17, x FOR PEER REVIEW 5 of 14 
 

 

Theodoor Scheil, the model is used to describe the changes in the composition of the solid 
and liquid phases of alloys during solidification. 

To limit the computational time, the model relies on the following assumptions: 
(1) The solidification shrinkage was not taken into account; 
(2) The self-nucleation was not taken into consideration; 
(3) The model assumes that the solidification process was carried out under equilibrium 

conditions, and each solid phase and liquid phase in the alloy were formed under 
their equilibrium conditions; 

(4) The model ignores the reverse reaction between the solid phase and liquid phase, 
and the formed solid phase no longer reacts with the liquid phase; 

(5) The simulation assumes that the elements in the alloy are ideally mixed, and the ef-
fect of element diffusion on the solidification structure was ignored. 
In this study, the billet elements from a steel mill were imported into ProCAST soft-

ware 17.5, and ci, mi, ki and other values required for simulation could be calculated, as 
shown in Table 1. The G-T coefficient of 20# steel is 2 × 10−7 m·K, and the growth kinetic 
parameter a2 = 1.798 × 10−6 m·s−1·k−2. a3 = 3.529 × 10−6 m·s−1·K−2. 

Table 1. Simulation calculation parameter. 

Element Content（wt.%） k m D/m2·s−1 
C 0.200 0.170784 −82.6456 3 × 10−9 
Si 0.270 0.594312 −16.3372 3 × 10−9 

Mn 0.500 0.710554 −5.22204 3 × 10−9 
P 0.035 0.310875 −27.0198 3 × 10−9 
S 0.035 0.036319 −39.9102 3 × 10−9 

Cr 0.010 0.884948 −2.20964 3 × 10−9 
Ni 0.010 0.818543 −3.33588 3 × 10−9 
Cu 0.010 0.827207 −3.48933 3 × 10−9 

The thermal physical parameters used in the simulation process include enthalpy 
change, density thermal conductivity, solid phase ratio, etc., as shown in Figure 1. The 
liquidus is 1786 K, and the solid phase is 1751 K. 

 
Figure 1. Thermophysical property parameters.

Table 2. Nucleation simulation parameters.

Nucleation
Parameter nv, max/K ∆Tv,

max/K ∆Tv, σ/K ns, max/K ∆Ts, max/K ∆Ts, σ/K

Value 1 × 109 10 1 3 × 107 10 1

3. Experimental Implementation

On the basis of simulation, experiments were carried out using a small billet continu-
ous casting machine in a steel plant. The main parameter of the continuous casting machine
is a 10-flow full arc square billet continuous casting machine, and the main parameters
of the cooling system are the use of segmented water cooling as well as aerosol cooling.
The main composition of the billet is 20# steel. Figure 2a shows the continuous casting
production site, and Figure 2b shows the superheat continuous temperature measurement
equipment, and superheat measurement using BCT-V-A continuous temperature mea-
surement device. This device is manufactured in China Shenyang Taihe Metallurgical
Measurement and Control Technology Co., Ltd. (Shenyang, China). The cast billet was
processed by grinding machine and pickling to treat the low-power structure. We used
30% hydrochloric acid and water to mix 1:1. We heated the acid solution to 328 K and let
the cast billet stand for 5–10 min to obtain the low-power structure, then we observed and
measured the equiaxed crystal region.
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Figure 2. Billet production: (a) Continuous casting production site; (b) Continuous temperature
measuring equipment.

4. Results and Discussion
4.1. Simulation Verification

A full-size model of continuous casting was established, with a cross-section of
200 mm × 200 mm and an arc radius of 10,000 mm. The wall heat transfer parameters were
adjusted, and the inlet temperature was set to 1806 K, that is, the superheat was 20 K. The
surface temperature was simulated, and the actual temperature was measured with an
infrared temperature gun on the basis of the simulation. The measured data were compared
with the simulated data, as shown in Figure 3.
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Figure 3. Comparison between simulated surface temperature and measured value: (a) Continuous
casting model; (b) Comparison of test and simulation results.

From Figure 3, the simulation data match at both ends. At the axial distance of
5500 mm, the measured temperature is 1373 K, while the simulated temperature is 1338 K;
the reason for the error is in the measurement using the infrared thermometer, which
measures the surface fluctuations and the temperature difference is large. The measured
temperature at the axial distance of 10,000 mm is 1311 K, and the simulated temperature
here is 1305 K; the relative error is 0.58%, and it can be considered that the model verification
is accurate. After simulation verification, the calculation results of the final 50 mm of the
whole process model were intercepted for analysis.

4.2. Simulation of Solidification Structure Evolution with Different Superheat

Columnar crystal evolution is a form of crystal growth during solidification, usually
along a certain direction or axial growth, forming columnar grains. Temperature gradient
and solidification rate are the key factors affecting the solidification structure and evolution
of columnar crystals. Smaller temperature gradients and slower solidification rates are more
conducive to the formation of equiaxed crystals. Therefore, in this study, by controlling the
superheat parameters of the continuous casting process, the growth of columnar crystals
and the transformation of columnar crystals to equiaxed crystals in continuous casting steel
were simulated.
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Low-temperature casting can reduce the internal and external temperature gradient of
the billet and inhibit the growth of columnar crystals. This study simulated the solidification
structure of the casting billet by changing the superheat [28,29]. In order to simplify the
calculation of the simulation, the simulated temperature calculated in the model validation
was used to simulate the model with a thickness of 50 mm. Figure 4 is the schematic
diagram of the cross-sectional solidification process of the billet when the superheat is
60 K. Figure 5 is the schematic diagram of the cross-sectional solidification process of the
billet when the superheat is 40 K. Figure 6 is the schematic diagram of the cross-sectional
solidification process of the billet when the superheat is 20 K.
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Figure 6. Superheat 20 K billet solidification process: (a) 1 s; (b) 42 s; (c) 92 s; (d) 202 s; (e) 245 s.

From Figure 4, at the 1 s mark, the presence of substantial heat exchange at the wall
initiates rapid solidification, giving rise to the formation of an excitatory cooling layer.
This process results in the development of a thin, finely crystallized zone. By the 42 s
mark, columnar crystal growth becomes evident in Figure 4b, originating from the fine
crystal zone. Notably, the orientation of columnar crystal growth exhibits inconsistency,
attributed to the anisotropy arising from inconsistent cooling intensity along the heat flow
direction. As time progresses to 92 s, the columnar crystals reach full growth. Subse-
quently, at 202 s, a significant transformation known as the columnar-to-equiaxed transition
(CET) occurs at the conclusion of columnar crystal growth. This transition marks the shift
from columnar crystal morphology to equiaxed crystal formation. Finally, at the 252 s
mark, the cast billet undergoes complete solidification, signifying the culmination of the
observed stages in the continuous casting process. These temporal landmarks, elucidated
through the sequential analysis of Figure 4, offer crucial insights into the dynamic evolution
of microstructural features during the solidification process. The observed phenomena,
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including the development of the excitatory cooling layer, fine crystal zone, and the subse-
quent CET transformation, contribute to a comprehensive understanding of the intricate
interactions taking place in the continuous casting of billets.

From Figure 5, when the time is 1 s, the grain growth of the section is compared and
the chilling layer of the wall is fully grown at the same time. When the time is 42 s, the
columnar crystal starts to grow, and the growth rate of the columnar crystal will be different
due to the different superheat. When the time is 92 s, the cylindrical crystal in the corner
begins to grow to the center position, which promotes the formation of equiaxed crystals to
a certain extent. When the time is 202 s, the columnar crystals have grown completely, and
CET transformation is carried out at the apex of the columnar crystals. Compared with the
superheat of 60 K, the transition trend of columnar crystals to equiaxial crystals is different
due to the temperature difference at the same time point. When the time is 250 s, the casting
billet is completely solidified, and there is a tendency to expand in the central equiaxed
crystal region when the superheat is 60 K, and the complete solidification time is reduced
by 2 s when the superheat is 60 K, indicating that the decrease of superheat also slows
down the growth rate of the solidified structure cylindrical crystals and equiaxed crystals.

From Figure 6, when the time is 1 s, compared with the superheat of 60 K and 40 K,
the chill layer of 20 K is fully grown, and a fine crystal zone of about 5 mm is formed on
the wall. When the time is 42, the growth rate of columnar crystals is faster because of the
low superheat. When the time is 92 s, the growth of corner columnar crystals accelerates
the growth of wall columnar crystals to the center position. Compared with the superheat
conditions of 60 K and 40 K, the maximum distance between the growth end of columnar
crystals and the wall is 26 mm. When the time is 202 s, the columnar crystal achieves
complete growth and CET transition occurs at the end of columnar crystal growth. When
the time is 245 s, the complete solidification time is reduced by 7 s compared with the
casting billet with 60 K superheat, 5 s compared with the casting billet with 40 K superheat,
and the central equiaxed crystal rate is increased, the superheat is further reduced, the
equiaxed crystal area is expanded and the performance of the casting billet is improved.
Figure 7 shows the dendrite growth of solidified tissue at the section of casting billet with
superheat of 20 K, 40 K and 60 K.
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From Figure 7, the solidification organization is divided into three regions, the surface
fine crystal region, the columnar crystal region and the central equiaxed crystal region. The
evolution rule is that the fine crystal zone on the surface of the ingot gradually develops
into a coarse columnar crystal zone along the radial direction, while the central part of the
ingot is the equiaxed crystal zone, and the simulated solidification tissue evolution is in
accordance with the solidification theory. It is obvious from the solidification tissue growth
state that the size of columnar crystals becomes larger and larger as the superheat increases,
and the original growth area of equiaxed crystals is occupied by columnar crystals, while
the growth area of equiaxed crystals decreases in scope and the size of equiaxed crystals
also increases slightly. In order to analyze the simulation results in detail, the isometric
crystal size measurements were performed using ImageJ 1.8.0 software. Table 3 shows the
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calculation results about the number of grains, etc., under different superheat degrees, and
Figure 8 shows the effect of different superheat degrees on the isometric crystal size.

Table 3. Calculated the number of grains at different superheats.

Statistical Items Superheat 20 K Superheat 40 K Superheat 60 K

Number of grains 25,662 23,146 22,476
Average grain area/mm2 1.104 1.295 1.398

Average grain radius/mm 0.84556 0.94281 1.07653
Percentage of radial equiaxed

crystal region/% 53.35 47.46 46.27
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From Table 3, the percentage of equiaxed crystal zone decreases from 53.35% to 46.27%
when the superheat degree increases from 20 K to 60 K. With the increase of superheat
degree, the temperature gradient in the liquid metal increases, which is not conducive
to the formation of nuclei inside the melt, resulting in the decrease of the percentage of
equiaxed crystal zone. With the increase of superheat degree, a larger temperature gradient
exists in the solid–liquid phase dendrite front, which promotes the growth of columnar
crystals and expands the proportion of columnar crystals. From Figure 8, the red number
represents the number of grains, the green number represents the average grain area, and
the blue number represents the average grain radius. The number of grains decreases when
the superheat degree increases from 20 K to 60 K, the number of grains decreases from the
maximum value of 25,662 to 22,476, the average grain area increases from 1.104 mm2 to
1.398 mm2, and the average grain size increases from 0.84556 mm to 1.07653 mm, which
reduces the heat transfer efficiency of the steel due to the increase of superheat degree.
In this case, the degree of nucleation supercooling is not sufficient to provide isometric
nucleation growth force, resulting in columnar crystal growth and reduction of isometric
crystal area. On the other hand, the increase in temperature causes the solidified columnar
crystals to remelt and inhibits the growth of equiaxed crystals.

4.3. Experiment of Influence of Different Superheat on Solidification Structure

Figure 7 shows the pictures of the low power structure of a 200 mm × 200 mm small
billet at superheat degrees of 20 K, 40 K and 60 K. The low power structure is divided into
equiaxed crystal areas using ImageJ 1.8.0 software, and the area divided by the red line
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in Figure 9 is the equiaxed crystal area. The comparison of the low power structure at
superheat 20 K with the simulation results is shown in Figure 10.
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rate of casting billet.

From Figure 9, it can be seen that under different superheat conditions, there is a
big difference in the growth morphology of the cast billet low times, when the superheat
is lower, the difference of the melt temperature gradient is smaller, the columnar crystal
grows more slowly in the solidification front, and the supercooled liquid zone in front of
the columnar crystal tip also widens, which inhibits the growth of columnar crystal and
increases the proportion of equiaxed crystal zone. In Figure 9b,c, it is obvious that high
superheat degree casting will cause central shrinkage defects in the cast billet.

From Figure 10, with the increase of superheat, the area equiaxed crystal rate decreases
from 33.28% to 28.48%, and the radial equiaxed crystal rate decreases from 52.17% to 47.48%.
Therefore, the equiaxed crystal rate decreases with the increase of superheat. The change of
superheat mainly affects the growth of columnar crystals and the formation of equiaxed
crystal regions. In the case of low superheat, the grain growth may be more random,
resulting in a more uniform grain orientation distribution in the final billet, leading to
a more dense equiaxed grain [30]. At the same time, a lower superheat may produce a
relatively uniform texture. The formation of texture is closely related to the orientation
of grain, which has a significant effect on the anisotropy and mechanical properties of
the material [31]. The effect of superheat on crystal direction is realized by adjusting the
mode and orientation of grain growth. In the continuous casting process, the orientation
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distribution of the crystals during solidification can be adjusted by controlling the superheat,
thus affecting the microstructure and macroscopic properties of the final casting billet [32].
Figure 11 shows the effect of different superheat degrees on the equiaxed crystal rate of cast
billets. Figure 12 shows the comparison between the simulated results and the test results
on the equiaxed crystal rate of the casting billet under different superheat conditions.
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Figure 12. The effect of superheat on the equiaxed crystal rate of casting billet is compared between
simulation results and test results.

From Figure 11, the red arrow in the figure indicates the growth direction of the
columnar crystal, and the edge area is enlarged. We combine Figures 11 and 12 for analysis,
it can be seen that the solidification organization of the small billet tends to be consistent
with the simulation results under the same superheat degree, which confirms the feasibility
of the simulation. When the superheat is 20 K, the simulated equiaxed crystal rate reaches
the highest value, which is 53.35%, and the standard deviation is 0.55%. When the superheat
is 40 K, the simulated equiaxed crystal rate decreases to 47.46% and the standard deviation
is 0.61%. When the superheat is 60 K, the simulated equiaxed crystal rate reaches the lowest
value, which is 46.27%, and the standard deviation is 1.01%. It can be seen that billet defects
such as shrinkage are prone to occur at high superheat, so a lower superheat should be
controlled in practice to expand the area of the isometric crystal zone and improve the
quality of the billet.
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5. Conclusions

(1) The simulation results of solidification microstructure evolution during the solidi-
fication process of casting billet with different superheats indicate that increasing
superheat can inhibit the growth of equiaxed crystals and reduce the size of equiaxed
crystals. The lower the superheat, the lower the edge temperature gradient, and the
slower the solidification rate of the billet, which is more conducive to the growth of the
medium axis of the billet. When the superheat increases from 20 K to 60 K, the propor-
tion of the equiaxed crystal region decreases from 53.35% to 46.27%. This relationship
reflects the influence of superheat on the solidification process of casting billet.

(2) The experimental study of the effect of different superheats on the solidification
structure of the casting billet shows that under the same conditions, the difference in
equiaxed crystal rate is not significant between the simulated results and the field test
results. The proportion of the equiaxed crystal region at low magnification shows that
the equiaxed crystal region decreases and the columnar crystal region increases when
the superheat is increased from 20 K to 60 K. Under the test condition that the super-
heat is increased from 20 K to 60 K, the equiaxed crystal rate decreases from 52.17%
to 47.48%. When the simulated superheat increases from 20 K to 60 K, the equiaxed
crystal rate decreases from 53.35% to 46.27%, indicating that the effect of different
superheats on the solidification structure is consistent with the simulated results.
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Abstract: This paper introduces a method for high-resolution lattice image reconstruction and dislo-
cation analysis based on diffraction extinction. The approach primarily involves locating extinction
spots in the Fourier transform spectrum (reciprocal space) and constructing corresponding diffraction
wave functions. By the coherent combination of diffraction and transmission waves, the lattice image
of the extinction planes is reconstructed. This lattice image is then used for dislocation localization,
enabling the observation and analysis of crystal planes that exhibit electron diffraction extinction
effects and atomic jump arrangements during high-resolution transmission electron microscopy
(HRTEM) characterization. Furthermore, due to the method’s effectiveness in localizing dislocations,
it offers a unique advantage when analyzing high-resolution images with relatively poor quality. The
feasibility of this method is theoretically demonstrated in this paper. Additionally, the method was
successfully applied to observed edge dislocations, such as 1/6[211], 1/6[211], and 1/2[011], which
are not easily observable in conventional HRTEM characterization processes, in electro-deposited Cu
thin films. The Burgers vectors were determined. Moreover, this paper also attempted to observe
screw dislocations that are challenging to observe in high-resolution transmission electron microscopy.
By shifting a pair of diffraction extinction spots and superimposing the reconstructed images before
and after the shift, screw dislocations with a Burgers vector of 1/2[011] were successfully observed in
electro-deposited Cu thin films.

Keywords: HRTEM; dislocation; Fourier transform; Burgers vector

1. Introduction

The high-resolution transmission electron microscope (HRTEM) is a widely used
technique for characterizing the microstructures of materials [1–7]. It is an imaging tech-
nique that is based on the phase contrast principle [8] and comprises two fundamental
processes: the incident electron beam scatters after passing through a thin crystal specimen
and undergoes Fourier transformation in the back focal plane of the objective lens, forming
a diffraction pattern that carries crystal structure information. Subsequently, interference
between the transmitted beam and multiple diffracted beams occurs, leading to Fourier
inverse transformation to reconstruct high-resolution images of the crystal structure in the
image plane of the objective. Clearly, the formation of high-resolution images involves the
two mathematical processes of Fourier transformation and inverse transformation [9].

Using high-resolution transmission electron microscopy, one can obtain one- and
two-dimensional lattice images and structural images, with two-dimensional lattice images
and structural images being directly applicable to the observation of crystal defects such
as dislocations within the crystal. Due to the abundance of information in actual lattice
and structural images, it is often challenging to visually discern the distribution and
features of certain crystal planes. Simultaneously, in cases where the dislocation analysis of
specific regions of lattice images is required, there may be difficulties due to poor image
clarity. In such cases, Fourier transformation can be applied to the regions of interest in
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the lattice images, specific diffraction spots of particular crystal planes can be selected,
noise can be filtered, and Fourier inverse transformation can be performed to reconstruct
the fringe images of specific crystal planes, facilitating the localization and analysis of
dislocations on those planes. However, due to the limitations of transmission electron
microscopy principles, the information of certain crystal planes may be hidden, even
if they satisfy Bragg diffraction conditions, causing diffraction extinction phenomena.
Diffraction extinction is a very common phenomenon during TEM observations. It is
characterized by the absence of an extinction spot at a location where it should theoretically
exist. For different crystal structures, diffraction extinction shows different patterns. This is
manifested during specific microscopic observations as the inability to find corresponding
diffraction spots for these crystal planes in the diffraction pattern, making it challenging
to directly analyze the arrangement patterns of these crystal planes. For example, in face-
centered cubic (FCC) crystal structures, crystal planes with indices like {011} and {012}
follow the “odd-even mixed” extinction rule, leading to the absence of corresponding
spots in the electron diffraction pattern and Fourier transform spectrum. Thus, these
spots cannot be directly selected for Fourier inverse transformation to reconstruct the
corresponding fringe images, making it difficult to observe their dislocation distribution.
Nevertheless, it is crucial to observe these types of crystal planes, as comprehensive
analyses of full dislocations such as a/2〈110〉 and partial dislocations such as a/6〈112〉 and
a/3〈112〉 are essential for a more detailed understanding of phenomena such as dislocation
reactions [10,11], stacking faults, twinning mechanisms [12,13], and the strengthening
mechanisms of certain metals [14,15].

Furthermore, the atomic arrangement on crystal planes that exhibit diffraction extinc-
tion often features a jumping arrangement under certain crystal zone axes, such as the
distribution of the (112) plane in an FCC crystal under the [110] zone axis, as illustrated
in Figure 1. This particular atomic arrangement makes direct observation of these crystal
planes in lattice images challenging. In such cases, it becomes even more necessary to
rely on fringe images for localization. However, in conventional approaches, due to the
disappearance of corresponding diffraction spots, it becomes impossible to reconstruct
fringe images, rendering localization operations unfeasible. Additionally, there is an on-
going challenge in the current high-resolution lattice imaging techniques concerning the
observation of edge dislocations, which is relatively easier to achieve, while the observation
of screw dislocations remains more challenging.

This research introduces a novel method for characterizing metal dislocations, termed
the “High-Resolution Lattice Image Reconstruction and Dislocation Analysis Based on
Diffraction Extinction” (HRLIRDE). This method is designed around a series of steps
involving Fourier transformation, extinction position identification, the construction of
extinction diffraction wave functions, filtering, lattice image reconstruction, and real image
comparison analysis. Additionally, this study provides theoretical derivations for this
method based on phase contrast dynamics [8,16] and high-resolution imaging principles,
establishing its theoretical foundation.

Finally, the proposed method was applied to analyze edge and screw dislocations
in HRTEM images of electro-deposited copper thin films. The results indicate that this
method can effectively identify and determine the Burgers vectors of edge dislocations
and screw dislocations. Its main advantage lies in the fact that it only requires high-
resolution transmission electron microscopy (HRTEM) images for the analysis of edge
and screw dislocations with Burgers vectors 〈110〉 and 〈112〉. This reduces the complexity
and cost of the research. Additionally, this method can also be applied to analyze high-
resolution images with reduced clarity, where the dislocation positions are difficult to
directly determine using conventional analysis techniques.
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2. Method
2.1. Experimental Preparation for High-Resolution Transmission Electron Microscopy Observation

In this study, Cu films were prepared using the electro-deposition method for HRTEM ob-
servations. For the electro-deposition process, a high-purity titanium (Ti) foil (purity ≥ 99.99%,
Zhongnuo New Material Company, Beijing, China) was used as the cathode. The choice of Ti
as the cathode material was motivated by its inertness, which provides excellent corrosion
resistance in both acidic and alkaline environments. Additionally, Ti is easily separable from
the electro-deposited layer after deposition compared to steel substrates. Prior to electro-
deposition, both the anode material (Cu plate) and cathode material (Ti foil, etc.) underwent
pre-treatment procedures, including grinding, polishing, and cleaning, to remove oxide layers
from the sample surfaces, ensuring smooth surfaces that are suitable for HRTEM observation.

An acid-based copper sulfate electro-deposition solution was employed, consist-
ing primarily of CuSO4·5H2O (200 g/L, Komeo Chemical Reagent Company, Tianjin,
China), concentrated H2SO4 (98%, Komeo Chemical Reagent Company, Tianjin, China),
and trace amounts of additives, all of which were analytical-grade reagents. During electro-
deposition, the solution was continuously stirred at a rate of 300 rpm in a temperature-
controlled water bath to maintain uniform composition. The anode and cathode were
positioned 10 cm apart, and the electro-deposition was conducted at a constant current
density of 30 mA/cm2 at 25 ◦C for 1 h to obtain the copper film. Subsequently, the film
was cleaned and removed from the Ti substrate for TEM characterization. The equipment
used in this study was a transmission electron microscope (Tecanai G2 F20 S-Twin, FEI
Company, Eindhoven, The Netherlands).

2.2. HRTEM Observation and Analysis

Cu is an FCC metal, and its full dislocation Burgers vector is a/2〈110〉, while par-
tial dislocations have Burgers vectors such as a/6〈112〉 and a/3〈112〉 [12]. To observe
the distribution, decomposition, and synthesis of these dislocations using HRTEM, it is
advisable to align the incident electron beam along the zone axis 〈110〉 [16]. Therefore,
before observation, the zone axis [110] should be adjusted to ensure that it is parallel to the
direction of the incident electron beam.
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Since this paper primarily focuses on the proposed HRLIRDE method, it is necessary to
first locate the dislocations. Due to the potential presence of numerous dislocations within
or around the twin boundaries during the formation of twins (the growth mechanism
of a/6〈112〉 partial dislocations within twin boundaries [12]) and the relatively common
occurrence of Cu metal twinning, this study initially used the electron diffraction contrast
imaging (EDCI) technique in TEM to identify the twinning structures in electro-deposited
Cu thin films. Subsequently, the analysis mode was switched to high-resolution imaging
to obtain HRTEM images. Figure 2 shows the EDCI image of the twinning structure (see
Figure 2a) and the corresponding high-resolution image of the twin layers (see Figure 2b).
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Figure 2. (a) Electron diffraction contrast image of twin structure in electroplated copper thin film. An
enlarged image of the yellow box is shown in (b); (b) high-resolution image of the twinned lamella.
Region A is the analytical part of the text.

After obtaining HRTEM images of the twinning in the electro-deposited Cu thin films,
we performed the HRLIRDE method. The specific steps are as follows: (1) Perform a Fast
Fourier Transform (FFT) on a selected region within the twinning area (e.g., the yellow-
boxed region A in Figure 2b) to obtain the Fourier transform spectrum (approximately
equivalent to the reciprocal space). (2) Calculate and determine the positions of the Fourier
spectrum spots (reciprocal lattice points) corresponding to extinction crystal planes such
as {110} and {112} based on the crystallographic angle formula. Virtualize diffraction
wave functions corresponding to the extinction spots based on phase contrast dynamics
theory, assigning a certain diffraction intensity to these extinction spots. (3) In the Fourier
transform spectrum, the diffraction wavefunction corresponding to the extinction point is
added to the transmission wavefunction corresponding to the center point, causing mutual
interference between the extinction point and the center point. Through the above process,
an image of lattice fringes belonging only to the extinction crystal plane is obtained, which
helps in the identification of dislocations. This step mainly involves the Fourier inverse
transform process. (4) Overlay the obtained fringe images with actual HRTEM images
to further confirm the presence and type of dislocations, completing the localization of
dislocations. (5) Measure the Burgers vectors of the identified dislocations.

2.3. Theoretical Proof of the Analysis Method

Based on the steps described earlier, this study presents the HRLIRDE method, which
can be summarized as a process of “transforming high-resolution images into diffraction
patterns in reciprocal space through Fourier transformation, selecting diffraction spots
corresponding to specific crystal planes, performing an inverse Fourier transform to obtain
one-dimensional lattice fringe images corresponding to these crystal planes, and intuitively
locating the positions of dislocations”. This process involves existing theories in HRTEM
imaging principles, phase contrast dynamics, and diffraction optics. Therefore, this study
utilizes the principles of high-resolution transmission electron microscopy imaging, phase
contrast dynamics, and diffraction optics to theoretically justify the feasibility of the pro-
posed method. The theoretical proof primarily focuses on whether the interference between
the virtualized extinction spot diffraction wave function and the transmission wave func-
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tion of the central spot in the Fourier transform spectrum can yield periodic lattice fringe
images of extinction crystal planes.

Figure 3a illustrates the schematic process of imaging using HRTEM with phase
contrast imaging. In Figure 3b, a schematic representation depicts the relationship between
the incident beam and diffracted beam during diffraction under the assumption of a
column and double-beam approximation (assuming that there is only one diffracted beam
in addition to the transmitted beam) [17]. Figure 3c illustrates the relationship between the
incident beam and the extinguished diffracted beam with a structure under the column
and double-beam approximation during extinction.
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Figure 3. (a) Imaging process of HRTEM [18]; (b) schematic diagram illustrating the relationship
between the transmitted beam and diffracted beam during diffraction under the assumption of the
singlecrystal and double-beam approximations; (c) schematic diagram illustrating the relationship
between the transmitted beam and the extinction-diffracted beam during diffraction extinction under
the assumption of the single-crystal and double-beam approximations.

According to Figure 3a, the general imaging process of HRTEM is as follows:
The objective lens performs a Fourier transformation on the surface wave q(x,y) of the

sample’s lower surface, resulting in a diffraction wave G(h,k) on the back focal plane:

F{q(x, y)} = G(h, k) = G(g) (1)

Considering the objective lens aberration (Cs) and defocus (∆f), the diffraction wave
G(h,k) is multiplied by a correction factor (phase contrast transfer function exp(iχ(g)):

G(h, k) = F{q(x, y)} · exp(iχ(g)) (2)

χ(g) = χs + χd = π(0 .5Csλ3g4 − ∆ f λg2) = −π∆ f λg2 +
π

2
Csλ3g4. (3)

where χ(g) is the phase difference (distortion) function, χs and χd represent the phase shifts
caused by the defocus and aberrations of the HRTEM electromagnetic lens, λ is the electron
beam wavelength, and g is the reciprocal vector length.

On the back focal plane, multiple diffraction orders, including the zeroth-order diffrac-
tion (corresponding to the transmitted beam), were selectively filtered using the objective
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aperture. Coherence was established among these diffraction orders by the objective aper-
ture, and this coherence corresponds to the second Fourier transformation of the acquired
G(h, k). In comparison to the initial Fourier transformation process, this transformation
represents a Fourier inverse transformation:

B(x, y) = F−1{G(h, k)} (4)

By performing two Fourier transformations, final lattice and structure images are
obtained. At this point, the region of interest in the lattice or structure image can be
Fourier transformed; then, select the diffraction spots corresponding to specific crystal
planes in the Fourier transform spectrum, filter out noise, and perform an inverse Fourier
transform to reconstruct fringe images corresponding to specific crystal planes. Finally,
dislocation analysis for specific crystal planes can be conducted based on these fringe
images. The inverse Fourier transform process involves coherent implementation using
computer programming or existing analysis software and is essentially similar to the
aperture coherence in experiments. If the transmitted beam and diffraction spot with
reciprocal vector

→
g are selected in the Fourier spectrum, coherent analysis is conducted

using the transmitted beam and diffraction wave functions, with reciprocal vector
→
g

corresponding to the selected crystal plane. Therefore, the inverse Fourier transformation
process can be specifically written as

ψ = φ0(z) exp 2πi
(→

k I ·
→
r
)
+ φ→

g (z) exp 2πi
(→

k D ·
→
r
)

(5)

In the equation, ψ represents the interference wave function, φ0(z) denotes the am-
plitude of the transmitted electron beam wave, φ→

g (z) stands for the amplitude of the
diffracted electron beam wave, z represents the coordinate along the depth direction of the

sample, and
→
k I and

→
k D are, respectively, the wave vectors of the transmitted and diffracted

electron beams. exp 2πi
(→

k I ·
→
r
)

can be considered the phase factor of the transmitted

wave, and exp 2πi
(→

k D ·
→
r
)

can be considered the phase factor of the diffracted wave.

Clearly, Equation (5) satisfies the definition of Fourier (inverse) transformation.
Suppose the reciprocal vector is

→
g , and the deviation vector from the reciprocal point

is
→
s , as shown in Figure 3b. Then, according to the definition of the deviation vector [17],

we can obtain the following:
→
k D =

→
k I +

→
g +

→
s (6)

Introducing the double-beam approximation [17], based on phase contrast dynam-
ics [17], it can be stated that

φ→
g
= i exp(πisz) sin β sin(π∆Kz) (7)

where z is the depth into the crystal from the upper surface; β = arc cot ω, ω = sξ→
g

, and

ξ→
g

are extinction distances; ∆K =
√

1+ω2

ξ→
g

.

For a sample with thickness t, in Equation (7), z = t. Additionally, based on trigono-
metric relationships, it can be obtained that

sin β = sin(arc cot ω) =
1√

1 + ω2
=

1√
1 + s2ξ2→

g

=
1

ξ→
g

√
ξ−2
→
g

+ s2
=

1
ξ→

g
se f f

(8)
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where se f f is the effective deviation vector:

se f f =
√

s2 + ξ−2
→
g

(9)

The effective deviation vector defined by Equation (9) is represented by ∆K = se f f ,
and according to Euler’s formula, we have that

sin(π∆Kz) = sin
(
πse f f t

)
(10)

φ→
g
= φ→

g
= i exp(πisz) sin β sin(π∆Kz) = 1

ξ→
g

se f f
sin
(
πse f f t

)
(−sin(πst) + i cos(πst))

=

(
πt
ξ→

g
· sin(πse f f t)

πse f f t

)
exp i

(
π
2 +πst

)

(11)
Substituting Equations (6), (7), and (11) into Equation (5) and using complex variable

conjugate transformations as well as trigonometric functions, it can be derived that

ψ = exp 2πi
(

kI ·
→
r
)

φ0(z) +


 πt

ξ→
g

sin
(
πse f f t

)

πse f f t


 exp i

((→
g +

→
s
)
·→r +

π

2
+ πst

)

 (12)

When approximating that
→
g +

→
s is parallel to the x-axis, the final result yields the

intensity of the interference wave as

I = |ψ|2 = ψ∗ · ψ = φ2
0(z) +


 πt

ξ→
g

sin
(
πse f f t

)

πse f f t




2

− 2φ0(z)


 πt

ξ→
g

sin
(
πse f f t

)

πse f f t


 sin

(
2π
∣∣∣→g +

→
s
∣∣∣x + πst

)
(13)

From Equation (13), it can be observed that the image obtained by interfering the
transmitted beam with the diffracted beam with a reciprocal vector of

→
g is an intensity

distribution with sinusoidal oscillations, and its period is

2π

2π ·
∣∣∣→g +

→
s
∣∣∣
= 1/

∣∣∣→g +
→
s
∣∣∣ (14)

Since
∣∣∣→s
∣∣∣ is much smaller than

∣∣∣→g
∣∣∣ by up to three orders of magnitude [19], it can

be assumed that the period of the interference image is approximately 1/
∣∣∣→g
∣∣∣ . According

to the properties of the reciprocal lattice, the length of the reciprocal vector is equal to
the reciprocal of the lattice spacing d of the corresponding crystallographic plane, which
implies that 1/

∣∣∣→g
∣∣∣ = d. Therefore, it can be inferred that when the transmitted beam

is interfered with the diffracted beam that has a reciprocal vector of
→
g , the period of

the resulting interference image can be approximately considered to be the spacing of
the crystallographic plane corresponding to the selected reciprocal vector

→
g , and the

interference image represents the fringes corresponding to the reciprocal vector
→
g that is

associated with the crystallographic plane.
Based on the above derivation, if the position of the extinction spot is calculated in

the diffraction pattern at this point, it corresponds to
→
g E. At this stage, the diffraction

beam’s wave function corresponding to the extinction spot can be constructed according to
Equation (11):

φ→
g E

= B exp i
(π

2
+πst

)
exp 2πi(

→
k E·
→
r ) (15)
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In Equation (15),
→
k E is the wave vector of the constructed diffraction wave, and its

relationship with the wave vector of the incident wave
→
k I is shown in Figure 3c and can be

written as →
k E =

→
k I +

→
g E +

→
s (16)

After derivation, it can be determined that the intensity of the interference between
the extinction spots and the transmission spots is given by

I = φ2
0(z) + B2 − 2φ0(z)B sin

(
2π
∣∣∣→g E +

→
s
∣∣∣x + πst

)
(17)

From Equation (17), it can be deduced that the obtained interference image is also an
intensity distribution with sinusoidal oscillations, and its period is 1/

∣∣∣→g E +
→
s
∣∣∣ . Clearly,

this period spacing is approximately equal to the lattice spacing of the extinction crystallo-
graphic plane. Therefore, the obtained image can be regarded as the fringe image of the
extinction crystallographic plane. At this point, the obtained image contains only the fringe
patterns of the extinction crystallographic plane, which is suitable for analyzing full dislo-
cations and partial dislocations that are involved in the extinction crystallographic plane.

In summary, the proposed HRLIRDE is theoretically valid.

2.4. Extinction Speckle Reconstruction and Dislocation Verification Methods

Region A in the HRTEM image shown in Figure 2 was subjected to a Fast Fourier
Transform (FFT) to obtain the corresponding Fourier transform spectrum, as shown in
Figure 4. This Fourier transformation is equivalent to transforming Equation (4) into G(h, k)
in Equation (2). The resulting Fourier transform spectrum closely resembles the reciprocal
lattice. After calibrating the Fourier transform spectrum, it can be observed that there
are no spots corresponding to {112} and {110} crystallographic planes. Therefore, it is not
possible to directly observe the periodic information of the {112} and {110} crystallographic
planes, as well as the corresponding dislocations such as full dislocations like a/2〈110〉 and
partial dislocations like a/6〈112〉 and a/3〈112〉, through subsequent filtering and inverse
Fourier transformation in the HRTEM image.
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At this point, the HRLIRDE proposed in this study can be employed to address
this issue.

It should be noted that, according to the HRLIRDE method proposed in this study,
after locating the position of the extinction spots, it is necessary to virtually construct
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diffraction wavefunctions for the extinction spots based on the theory of diffraction contrast
and assign a certain diffraction intensity to these extinction spots.

Taking the (211) plane in the FCC {211} crystal family as an example, according to
the formula [12] for interplanar spacing in cubic crystal systems,

d = a/
√

h2 + k2 + l2 (18)

where d represents the interplanar spacing; a is the lattice constant of the Cu crystal, which
is 0.36 nm [20]; and h, k, and l are the Miller indices for the plane, and in this case, they
are taken as 2, 1, and −1, respectively. Using these values, the interplanar spacing for the
(211) plane can be calculated as 0.15 nm. According to the formula [12] for the angular
relationship between crystal planes in a cubic crystal system,

cos ϕ = (h1h2 + k1k2 + l1l2)/
√
(h1

2 + k1
2 + l12)(h2

2 + k2
2 + l22) (19)

The angle between the (211) plane and the (111) plane is calculated to be 19◦, and
the angle between the (211) plane and the (200) plane is calculated to be 35◦. Based on
this information, the positions of the extinction spots corresponding to the (211) plane
can be determined in the reciprocal lattice, along with the positions of another extinction
spot (211) that is symmetrically opposite to it through the center of the Fourier transform
spectrum, as shown in Figure 5a. Wave functions are constructed for these two points, and
filtering is applied. The results are shown in Figure 5b, where the two symmetric spots in
Figure 5b represent the shapes of the (211) plane extinction spots after filtering.
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Figure 5. (a) The position of (211) plane dimming spot in a reciprocal lattice (extinction spots
symmetrical to the center and their connecting lines are identified in the figure); (b) the filtered image.

Consider another (211) crystal plane within the {211} crystallographic family. Similar
to the calculation process described earlier, the angle between the planes (211) and (111)
can be calculated using Equations (18) and (19) to be 90◦. When the angle between the
planes (211) and (200) is 35◦, and the interplanar spacing of the (211) crystal planes is
0.15 nm, the position is determined, and filtering is applied. The resulting (211) spots’
positions in the Fourier transform spectrum and the construction of the wave function, as
well as the filtered spot morphology, are shown in Figure 6a,b. The positions and filtered
spot morphology of other crystal plane spots within the {211} crystallographic family in
the Fourier transform spectrum are not further elaborated.
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Figure 6. The position of (211) (a) and (011) (c) (extinction spots symmetrical to the center and their
connecting lines are identified in the figure) dimming spot in a reciprocal lattice; the filtered image of
(211) (b) and (011) (d).

Finding spots on (011) crystal planes that are extinguished due to odd–even mixing is
relatively simple. They can be directly derived from the unextinguished (022) spots in the
Fourier transform spectrum, located at the midpoint between the (022) and transmitted
spots, as shown in Figure 6c. After filtering the extinguished (011) spots, their spot
morphology is as shown in Figure 6d.

Finally, after observing the dislocations using the method proposed in this study,
the observed dislocation Burgers vector lengths can be compared with the theoretically
calculated Burgers vector lengths, which can be used to verify the correctness of the
dislocation analysis. In FCC crystals, their length can be calculated using formula [12]:

|b| = a/n ·
√

u2 + v2 + w2 (20)

In Equation (20), a/n represents a fractional multiple of the lattice constant; u, v, and w
are the Miller indices of the crystallographic plane.

3. Result Analysis and Discussion
3.1. Observation and Analysis of Edge Dislocations

After the construction of wave functions and filtering, the (211) extinction spot in
Figure 5 was interfered with the central spot in the Fourier transform spectrum using
Equations (5)–(17). This process is also known as an Inverse Fast Fourier Transform (IFFT)
process. The resulting fringe pattern is shown in Figure 7, and according to Equation (17),
it can be considered the lattice fringe pattern of the (211) crystallographic plane. Moreover,
through the above approach, Figure 7 primarily displays the lattice fringe pattern of the
(211) crystallographic plane, containing the periodic information that is enhanced by the
crystallographic plane. This is more conducive to locating positions with incomplete
periodicity in the lattice fringe pattern through analysis, and thereby determining the
distribution of edge dislocations that are generated by the (211) crystallographic plane.

78



Materials 2024, 17, 555

Materials 2024, 17, x FOR PEER REVIEW 12 of 20 
 

 

The lattice fringe pattern shown in Figure 7 was subjected to fringe spacing measure-
ments, and the measured spacing was determined to be 0.153 nm, which is essentially the 
same as the previously calculated spacing of 0.15 nm for the (211)

−
  crystallographic 

plane. This confirms that Figure 7 represents the lattice fringe pattern of the (211)
−

 crys-
tallographic plane. From Figure 7, it can be visually observed that there are numerous 
edge dislocations within the entire region, which may be related to the selected area being 
near a twin boundary [12,13]. 

 
Figure 7. A wide distribution of dislocations (marked with a yellow “T”) and plane spacing can be 

seen in the inverse Fourier transform of the filtered dimming spots on the (211)
−

 plane; (a) is the 
original image, (b–d) are magnified images of regions A, B, and C, respectively, identified in (a). 

To further analyze the dislocation morphology in region A of Figure 7, which con-
tains lattice distortions at the center of the image, the various crystal planes that make up 
a dislocation in region A are marked with lines, as shown in Figure 8a. Then, these lines 
that are used for marking are placed in the corresponding positions within the two-di-
mensional lattice image, as shown in Figure 8b. Since the one-dimensional fringe pattern 
essentially retains the information of crystal planes in one direction, the distribution and 
position information of the atoms remain unchanged. Therefore, as long as the relative 
positions of the marking lines in the field of view remain unchanged, it is possible to iden-
tify the corresponding atoms in Figure 8b based on the lines and depict the specific mor-
phology of the dislocation. The total amount of lattice distortion caused by this dislocation 
is the magnitude of the Burgers vector of the dislocation, which can be measured to be 
0.15 nm in size in the direction of vector [211]

−
. 

In FCC crystals, the Burgers vector of a Shockley partial dislocation is denoted as 
/ 6 112a  [12], and its length can be calculated using Formula (20). From this, the magni-

Figure 7. A wide distribution of dislocations (marked with a yellow “T”) and plane spacing can
be seen in the inverse Fourier transform of the filtered dimming spots on the (211) plane; (a) is the
original image, (b–d) are magnified images of regions A, B, and C, respectively, identified in (a).

The lattice fringe pattern shown in Figure 7 was subjected to fringe spacing measure-
ments, and the measured spacing was determined to be 0.153 nm, which is essentially the
same as the previously calculated spacing of 0.15 nm for the (211) crystallographic plane.
This confirms that Figure 7 represents the lattice fringe pattern of the (211) crystallographic
plane. From Figure 7, it can be visually observed that there are numerous edge disloca-
tions within the entire region, which may be related to the selected area being near a twin
boundary [12,13].

To further analyze the dislocation morphology in region A of Figure 7, which contains
lattice distortions at the center of the image, the various crystal planes that make up a
dislocation in region A are marked with lines, as shown in Figure 8a. Then, these lines that
are used for marking are placed in the corresponding positions within the two-dimensional
lattice image, as shown in Figure 8b. Since the one-dimensional fringe pattern essentially
retains the information of crystal planes in one direction, the distribution and position
information of the atoms remain unchanged. Therefore, as long as the relative positions
of the marking lines in the field of view remain unchanged, it is possible to identify the
corresponding atoms in Figure 8b based on the lines and depict the specific morphology
of the dislocation. The total amount of lattice distortion caused by this dislocation is the
magnitude of the Burgers vector of the dislocation, which can be measured to be 0.15 nm in
size in the direction of vector [211].

In FCC crystals, the Burgers vector of a Shockley partial dislocation is denoted as
a/6〈112〉 [12], and its length can be calculated using Formula (20). From this, the magnitude
of the Burgers vector for the Shockley partial dislocation a/6 < 112 > can be calculated
as
√

6a/6. Using the previously provided lattice constant a for Cu, which is 0.36 nm,
the calculated magnitude of the Burgers vector |b| for the Shockley partial dislocation
a/6 < 112 > in Cu is 0.15 nm. This result is in excellent agreement with the magnitude of
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the Burgers vector that was measured from the Burgers circuit in Figure 8b. Thus, it can be
concluded that a Shockley partial dislocation has been identified in region A of Figure 7b,
and its Burgers vector has been determined to be 1/6[211].
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Figure 8. Morphology of 1/6[211] dislocation in one-dimensional lattice fringe image (a) and two-
dimensional lattice image (b).

After performing the interference between the (211) extinction spots that were ob-
tained from Figure 6b through the construction of the wave function and filtering and the
central spot in the Fourier transform spectrum using Equations (5)–(17), the lattice fringe
pattern shown in Figure 9a is obtained. Region A from Figure 9a is selected and enlarged
to produce Figure 9b, which is then compared to the experimental HRTEM lattice image, as
shown in Figure 9c. From the lattice fringe pattern, the interplanar spacing is measured to
be 0.15 nm, which is consistent with the calculated interplanar spacing of the (211) crystal
plane. This confirms that the lattice fringe pattern belongs to the crystallographic family of
the (211) crystal plane.
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Figure 9. Morphology of 1/6[211] dislocation in one-dimensional lattice fringe image (a,b) and
two-dimensional lattice image (c).

By selecting the boxed area for the dislocation analysis and using the previously
described dislocation analysis method, the morphology of the dislocation can be observed
in the two-dimensional lattice image, and the magnitude of the Burgers vector is measured
to be 0.15 nm in the direction of vector [211]. This Burgers vector magnitude matches the
Burgers vector magnitude of the Shockley partial dislocation a/6 < 112 > in Cu, and it can
be concluded that a Shockley partial dislocation with a Burgers vector 1/6[211] has been
found in Figure 9c.

After performing the interference between the (011) extinction spots that were ob-
tained from Figure 6d through the construction of the wave function and filtering and the
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central spot in the Fourier transform spectrum using Equations (5)–(17), the lattice fringe
pattern shown in Figure 10a is obtained. Region A from Figure 10a is selected and enlarged,
and then compared to the experimental HRTEM lattice image, as shown in Figure 10c.
The measured interplanar spacing is found to be 0.25 nm, which matches the calculated
interplanar spacing of the (011) crystal plane. This confirms that the lattice fringe pattern
in Figure 10 corresponds to the lattice fringe pattern of the (011) crystal plane.
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Figure 10. Morphology of 1/2[011] dislocation in one-dimensional lattice fringe image (a,b) and
two-dimensional lattice image (c).

For the boxed area, a dislocation analysis is conducted. The Burgers vector magnitude
of the dislocation is measured to be 0.25 nm in the direction of vector [011]. This Burgers
vector magnitude matches the magnitude of the Burgers vector for a full dislocation
a/2 < 110 > in Cu. Therefore, it can be concluded that a full dislocation with a Burgers
vector 1/2[011] has been found in Figure 10c.

In Figures 8b and 9c, it can be observed that the atoms constituting the (211) and
(211) exhibit a discontinuous distribution, making it challenging to directly discern their
distribution characteristics. It is difficult to identify, assess, and measure the Burgers vector
directly from the atomic arrangement. Clearly, the HRLIRDE method proposed in this
study can effectively address this issue and offers unique advantages.

3.2. Observation and Analysis of Screw Dislocations

Screw dislocations are a crucial type of defect in metals [21–26]. Although their pres-
ence can be determined through conventional electron diffraction two-beam methods [19],
observing screw dislocations at the atomic scale has remained challenging. Yang et al.
achieved atomic-scale imaging of screw dislocations in a scanning transmission electron
microscope using a method involving aberration-corrected electron optical slicing [27]. This
method involved controlling the depth of each scan to obtain the positional information of
several atomic layers and reconstructing the complete structural image. However, this ap-
proach is relatively complex and places high requirements on the equipment. In this paper,
we present a relatively simple and universally applicable high-resolution transmission elec-
tron microscopy method for observing screw dislocations, based on the HRLIRDE method.

Screw dislocations [28] essentially involve the upper-layer atoms sliding parallel to
the dislocation line relative to the lower-layer atoms. This results in lattice distortion in the
upper layer, as shown in Figure 11a. From the schematic diagram, it can be seen that while
the overall lattice undergoes twisting and distortion, local periodic arrangements still exist,
specifically, periodic arrangements on the left side of the dislocation line and distorted
lattice on the right side of the dislocation line. The angle between the lattices on either
side of the periodic arrangement is denoted as a, as depicted in Figure 11b. Consequently,
for upper-layer atoms, the spacing between the regular lattice and the distorted lattice
planes can be approximated as identical, with an angle α existing in that direction. In
reciprocal space, this is manifested as two reciprocal lattice points that are equidistant from
the reciprocal origin and with an α angle in the connecting line.
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Figure 11. Periodic structure (a) of screw dislocation and schematic diagram (b).

Common in FCC metals are a/2〈110〉 screw dislocations [18,28]. The {110} crystal-
lographic plane, perpendicular to the 〈110〉 direction, is the extinction crystallographic
plane. Therefore, we still employ the approach outlined in Section 3.2 to identify the 011
extinction spots in the Fourier transform spectrum and their symmetric counterparts 011.
Subsequently, we rotate a reciprocal lattice vector connecting the 011 extinction spots, the
center of the Fourier transform spectrum, and the 011 spots by an angle, such as 5◦, to
obtain two new symmetric spots, as illustrated in Figure 12. Evidently, the reciprocal
vector lengths of these two new spots remain unchanged, and they can be regarded as the
extinction spots corresponding to the 011 crystal planes rotated by an angle. Coherently
combining these two sets of extinction spots, which have an angle of 5◦, in a reciprocal
space with the central spot in the Fourier spectrum generates periodic fringe patterns is
an attempt to identify whether the patterns resemble those shown in Figure 11. Since
the extent of lattice distortion caused by screw dislocations cannot be predicted, multiple
attempts may be required if coherent combinations of the two sets of spots do not yield
periodic structures resembling those shown in Figure 11. In this case, a 5◦ rotation was
chosen, which produced the expected results.
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Figure 12. Filtering of two pairs of reciprocal points with similar angles.

After constructing the diffraction wave functions and performing filtering, the periodic
fringe patterns that were obtained by interfering the two pairs of 011 extinction spots with

82



Materials 2024, 17, 555

the center spot of the Fourier transform spectrum, as shown in Equations (5)–(17), are
depicted separately in Figure 13a,b. To observe the periodic relationship more clearly
between the two images, the lattice fringe patterns from both figures are superimposed,
as shown in Figure 13c. In the superimposed image, the typical lattice arrangement of
upper-layer atoms in a screw dislocation is discernible. It is marked and magnified, as
depicted in Figure 14.
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Figure 14. Lattice fringe superposition image (a,c) and part of it with screw dislocation
morphology (b,d).

Furthermore, the distorted crystal planes are marked at the corresponding positions
in the lattice image, as depicted in Figure 15. The total amount of lattice distortion can
be measured from the image, yielding a value of 0.25 nm. This indicates that the Burgers
vector magnitude for this screw dislocation is 0.25 nm, which is identical to the size of
a/2 < 110 > dislocations in Cu. The direction of the Burgers vector is [011], confirming the
identification of a screw dislocation with a Burgers vector of 1/2[011].
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Figure 15. (a) A screw dislocation in two-dimensional lattice images; (b) The Burgers circuit of the
screw dislocation.

Obviously, for this method of finding and measuring screw dislocation, it is necessary
to use a computer to carry out continuous calculation and reconstruction with different
angles and compare with the real HRTEM structural image. It is worth mentioning that
since the method of analyzing screw dislocations involves some repetitive work, the work-
load may be greatly enhanced by the experimental purpose and experimental conditions,
and perhaps the efficiency of the analysis can be improved by combining this method with
some AI algorithms, just as AI algorithms are used in other fields [29,30].

4. Conclusions

This paper presents a method for high-resolution lattice image reconstruction and
dislocation analysis based on diffraction extinction. The approach primarily involves
locating extinction spots in the Fourier transform spectrum (reciprocal space) and virtually
constructing the corresponding diffraction wave functions. Subsequently, the filtered
diffraction and transmission waves are coherently combined to reconstruct the lattice image
of the extinction planes. This enables the observation of crystal facets that exhibit electron
diffraction extinction effects and an atomic jump arrangement during high-resolution
transmission electron microscopy (HRTEM) characterization. Simultaneously, since this
method can be used to locate dislocations based on lattice fringe images, it can also facilitate
dislocation analysis in high-resolution images with suboptimal quality.

(1) Based on the principles of high-resolution transmission electron microscopy, diffraction
dynamics, and diffraction optics, it can be deduced that after constructing diffraction
wave functions for extinction spots, the overlaid interference of the diffraction wave
functions and transmission wave functions yields the periodic lattice image of the
extinction crystal plane, with a period that is approximately equal to the crystal plane
spacing. This demonstrates the theoretical feasibility of the method that is proposed
in this paper.

(2) Using the diffraction extinction-based high-resolution lattice image reconstruction
and metal dislocation analysis method, this study characterized edge dislocations
within Cu films that were prepared by electrodeposition. It successfully observed
dislocations like 1/6[211], 1/6[211], and 1/2[011], which are challenging to observe in
conventional high-resolution transmission electron microscopy characterization.

(3) Building upon the above method, this paper also characterized screw dislocations that
are difficult to observe in high-resolution transmission electron microscopy. Through
repeated attempts to superimpose lattice fringe images that were obtained by recon-
structing extinction spots with a certain angular deviation, a screw dislocation with a
Burgers vector of 1/2[011] was successfully observed.
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(4) The method described in this paper can theoretically be widely used in transmission
electron microscopy-based dislocation analysis, but it may be necessary to find appro-
priate substitutions for Formulas (18)–(20) and to substitute suitable parameters in the
individual formulas when the crystals are not FCC-structured.

The research method presented in this paper allows for the analysis and study of dislo-
cations with Burgers vectors of 〈110〉 and 〈112〉 based solely on high-resolution images cap-
tured by HRTEM. This reduces the complexity and cost of research, expanding the applica-
tion of general high-resolution transmission electron microscopy in microscale observations.
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Abstract: The heat transfer of a slab is significantly influenced by roll contact during the continuous
casting process. The influence of roll contact calculation methods on the predicted heat transfer results
has not been previously investigated. In this work, the non-uniform solidification of the wide-thick
slab was studied with a 2D heat transfer model using real roll contact method (R. method) and
equivalent roll contact method (E. method). The predicted slab surface temperature and shell thick-
ness were verified with the measured results of the infrared camera and nail shooting experiments,
respectively. Then, the predicted heat transfer results (including the slab surface temperature, mushy
region length, and solidification end position) for the wide-thick slab with different thicknesses and
different casting speeds were calculated using the E. method and R. method, and the influence of
these two roll contact methods on the predicted heat transfer results was discussed for the first time.
The results show that both these two roll contact methods could be applied to accurately predict the
slab surface temperature without considering the transient temperature dips in the roll–slab contact
regions. However, the deviation of the predicted mushy region length and solidification end position
using the E. method are obvious. Compared with the R. method, the predicted mushy region length
obtained using the E. method is larger and the solidification end obviously subsequently moves along
the casting direction.

Keywords: wide-thick slab; heat transfer; uneven cooling; roll contact

1. Introduction

In the continuous casting process, the heat of the liquid steel is sequentially removed in
the mold, the secondary cooling region, and the air cooling region, which is closely related
to the quality and productivity of the casting steel [1–3]. Many researchers [4–13] have
studied the heat transfer behavior of casting steel using numerical calculation methods
in order to optimize the cooling and other process parameters. Based on the predicted
slab surface temperature and the target temperature, the cooling water amount or nozzle
arrangement in the secondary cooling region was optimized to eliminate the slab surface
defects of transverse cracks [4–7]. Furthermore, according to the predicted features of
the mushy region and the strand position of the solidification end, a reasonable position
for implementing strand/final electromagnetic stirring (S/F-EMS) [8–10] or soft/heavy
reduction (S/HR) [11–13] was determined to effectively improve the internal defects of
centerline segregation and porosity.

Roll contact (shown in Figure 1), as one of the main cooling methods after the mold,
removes about 10% [14] of the heat of the casting steel and thus significantly influences the
heat transfer of the continuously cast steel. In the previous works, two main calculation
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methods were adopted to deal with the cooling boundary condition between rolls and
strand in the numerical study of the strand heat transfer behavior: the equivalent roll
contact method (E. method) and the real roll contact method (R. method). For the E.
method [11,15,16], all the heat extracted via roll contact is regarded as a uniformly releasing
process along the casting direction, and for the R. method [14,17,18], the cooling boundary
condition for roll contact is applied in each roll–slab contact region. For the numerical
calculation process of heat transfer using the R. method, the calculation time step should
be strictly limited to ensure that all the roll–slab contacts can be detected in order to
accurately apply the corresponding cooling boundary condition in the contact regions. If
the calculation time step is too large, some roll–slab contact regions cannot be detected,
and the cooling effect of some detected roll contacts on the slab heat transfer will be
excessively enlarged. Furthermore, due to the high cooing intensity in the roll–slab contact
regions (the heat transfer coefficient in the roll–slab contact regions approximately reaches
1000~1300 w/(m2·◦C) [14]), finer grids should be applied to discretize the calculation
domain of the mathematical heat transfer model in order to more accurately consider
the cooling effect of the rolls. For the reasons outlined above, the R. method is more
complicated, and obviously, the corresponding computational cost consequently increases,
whereas because the cooling effect of the roll contact can be considered more practically
using the R. method, the accuracy of the predicted heat transfer results obtained using this
method are undoubtedly better than those obtained using the E. method.
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The present work focuses on the numerical calculation of the wide-thick slab heat
transfer under uneven cooling conditions in the continuous casting process and mainly
studies the influence of calculation method for roll contact on the predicted slab surface
temperature, strand position of the solidification end, and the mushy region length, aiming
to provide a theoretical basis for choosing an appropriate roll contact method to accurately
and rapidly calculate the relevant heat transfer results during the optimization of some
process parameters.

2. Heat Transfer Model
2.1. Model Description

In the present work, the peritectic steel slab produced by a commercial wide-thick
continuous caster was taken as the specific research object. Based on some simplified
assumptions [19], one quarter of the slab transverse section was chosen as the calculation
domain to establish the 2D heat transfer model. Four-node rectangular elements with a
mesh size of 2 mm × 2 mm were used to discrete the calculation domain, and the final
finite element model is shown in Figure 2. During the calculation process, the time step
is 0.2 s, and Table 1 lists more detailed parameters about the casting process and the
continuous cast.
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Table 1. Parameters about the casting process and the continuous caster.

Items Unit Value

Steel composition wt% C: 0.17 Si: 0.15 Mn: 0.6 P: 0.015 S: 0.01
Liquidus temperature ◦C 1517.7
Solidus temperature ◦C 1467.5

Slab width mm 2000
Slab thickness mm 260~300
Casting speed m/min 0.7~0.9

Casting temperature ◦C 1548
Effective length of mold mm 800

Each secondary cooling zone length mm Zone 1: 240; Zone 2: 560; Zone 3: 1110; Zone 4: 1550; Zone 5: 1920;
Zone 6: 3840; Zone 7: 3840; Zone 8: 6725

Air cooling zone length mm 9840

The heat transfer behavior of the mathematical model can be described by the two-
dimensional transient heat conduction equation:

ρC
∂T
∂t

=
∂

∂x

(
λ

∂T
∂x

)
+

∂

∂y

(
λ

∂T
∂y

)
(1)

where T and t are, respectively, the temperature in ◦C and calculation time in s; ρ, c, and λ
are the temperature-dependent density, specific heat, and conductivity in kg/m3, J/(kg·◦C),
and w/(m·◦C), respectively.

To accurately acquire the thermal material properties of the peritectic steel, a microseg-
regation model that has been described in detail in a previous work [11] was employed
to calculate the phase fraction evolution, and the phase fraction evolution is shown in
Figure 3a. fδ, fγ, fs, and fL in Figure 3a respectively represent the fraction of δ-Fe, γ-Fe,
solid, and liquid, and fs is equal to the sum of fδ and fγ. With the temperature decrease, the
amount of liquid phase continuously decreases from the liquidus temperature of 1517.7 ◦C;
meanwhile, the amount of solid phase (including δ-Fe and γ-Fe) continuously increases.
During this process, δ-Fe precipitate first and γ-Fe forms subsequently. When the tem-
perature decreases to the solidus temperature of 1467.5, liquid steel disappears, and the
solidification process finishes.

Based on the phase evolution in Figure 3a, the thermal material properties of the re-
search steel, including density, conductivity, and enthalpy, were calculated using weighted
phase fraction equations [20] and are respectively shown in Figure 3b, Figure 3c, and
Figure 3d. With the temperature increase, density in Figure 3b continuously decreases,
while conductivity in Figure 3c and enthalpy in Figure 3d present an overall increasing
trend. It should be noted that the thermal conductivity of the liquid steel is magnified
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by 1.5 times compared to that in the solid state when considering the improving effect of
molten steel flow on heat conduction of steel [4,11].
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2.2. Boundary Conditions

The casting temperature, 1548 ◦C, is taken as the initial temperature of the heat transfer
model, and heat flux at symmetrical sides (OX, OY) is set as zero. During the calculation
process, the 2D heat transfer model was assumed to move with casting speed from meniscus
to the continuous caster end. Corresponding cooling boundary conditions are applied
according to the strand position of the 2D heat transfer model, and the calculation methods
for cooling boundary conditions in mold and out of mold are described as follows:

(1) In mold:

The heat flux between the strand surface and mold can be calculated with the following
equation proposed by Savage and Pritchard [21]:

q = A− B
√

t (2)

where q is heat flux between the solidified shell and mold, Mw/m2; A and B are coefficients
depending on the mold cooling condition; t is calculation time in mold, s.

(2) Out of mold:

When the slab moves out of mold, heat of the strand is mainly taken away by sprayed
cooling water, roll contact, and radiation.

(i) For sprayed cooling water [19]:

hi
spray = αi ·Wi

0.55(1− 0.075Tw) (3)

where i denotes the ith secondary cooling zone; hi
spray is the heat transfer coeffi-

cient between the strand surface and cooling water, w/(m2·◦C); Tw is the cooling
water temperature, ◦C; Wi represents the cooling water flux density, L/(m2·min).
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As the water flux distribution along the slab width direction in secondary cool-
ing Zone 5~Zone 8 is obviously non-uniform, the water flux distribution in these
secondary cooling zones was measured and applied in the calculation of hi

spray.
Figures 4a and 4b show the nozzle arrangement and the corresponding measured
water flux distribution, respectively.

(ii) For roll contact [16,17] with the E. method:

h
i
con =

hi
R/s ·Ni

R · LR/S

Li (4)

where i denotes the ith secondary cooling zone; h
i
con is the equivalent heat transfer

coefficient between the strand surface and rolls, w/(m2·◦C); Ni
R is the number of rolls;

hi
R/s denotes the real heat transfer coefficient between the slab and rolls, w/(m2·◦C);

LR/S is the length of each roll–slab contact region, m. According to a previous work [14],
hi

R/s ranges from 1000 w/(m2·◦C) to 1300 w/(m2·◦C), and LR/S was set as 0.02 m; Li

represents the length of the ith cooling zone, m.
(iii) For radiation:

hrad = ε · σ ·
(

T2
sur f + T2

env

)
·
(

Tsur f + Tenv

)
(5)

where hrad is the heat transfer coefficient of radiation, w/(m2·K); ε is the emissivity,
0.8 [16]; σ is the Stefan–Boltzmann coefficients, 5.67 × 10−8(w/m2 K4); Tsurf and Tenv
denote the temperature of strand surface and the environment, respectively, K.
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Based on the abovementioned calculation formulas for the heat transfer coefficients of
sprayed cooling water, roll contact, and radiation, the cooling boundary conditions out of
mold can be expressed with two forms of equations according to the adopted calculation
method for roll contact:

E. method:
−λ

∂T
∂n

=
(

hi
spray + h

i
con + hrad

)
·
(

Tsur f − Tenv

)
(6)

R. method:

−λ
∂T
∂n

= (1− k) ·
(

hi
spray + hrad

)
·
(

Tsur f − Tenv

)
+ k · hR/s ·

(
Tsur f − TRoll

)
(7)

where TRoll is the roll surface temperature and set as 150 ◦C according to the previous
work of Xia [14]; k denotes whether the 2D heat transfer model is in the roll–slab contact
regions: if in, then k = 1, but if not in, then k = 0. Additionally, because the cooling water
sprayed on the strand surface disappears in the air cooling zone, hi

spray is equal to zero in
this cooling region.

2.3. Model Validation

To evaluate the calculation accuracy of the R. method and E. method, the slab surface
temperature and shell thickness were measured via infrared camera and nail shooting
experiments at different locations in the transverse direction and casting direction; the
2000 mm × 280 mm slab was cast at 0.8 m/min. Table 2 shows the specific parameters
about the measuring positions, and the measured results are compared with the calculated
ones using the R. method and E. method in Figure 5a–d.

Table 2. Strand positions for temperature measuring.

Measuring No. Strand Position for Temperature
Measuring, m

Strand Position for
Shell Thickness Measuring, m

1# 9.87 20.38
2# 13.72 23.25
3# 20.38 24.50
4# 25.30 /

1#−4# means the number of measuring position.

In Figure 5, the temperature and shell thickness at 1/8 width of the wide-thick slab are,
respectively, higher and thinner than that at 1/2 width due to the continuously declining
cooling water flux from the slab surface center to corner as shown in Figure 4b. In Figure 5a,
transient slab surface temperature dips can be observed in roll–slab contact regions because
the cooling effect of the slab surface is dramatically enhanced in these regions.
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2000 mm × 280 mm slab was cast at 0.8 m/min. Table 2 shows the specific parameters about 
the measuring positions, and the measured results are compared with the calculated ones 
using the R. method and E. method in Figure 5a–d. 

Table 2. Strand positions for temperature measuring. 

Measuring No. 
Strand Position for Temperature 

Measuring, m 
Strand Position for 

Shell Thickness Measuring, m 
1# 9.87 20.38 
2# 13.72 23.25 
3# 20.38 24.50 
4# 25.30 / 

1#−4# means the number of measuring position. 

  
Figure 5. Cont.
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Figure 5. Comparison of the calculated and measured results: (a) calculated temperature using the
R. method, (b) calculated temperature using the E. method, (c) calculated shell thickness using the
R. method, and (d) calculated shell thickness using the E. method.

It can be seen from Figure 5a–c that the predicted slab surface temperature using the
R. method and E. method and the predicted shell thickness obtained using the R. method
agrees well with the measured ones. The maximum absolute value of relative error between
the measured slab surface temperature and the predicted ones are less than 1.9% for the
R. method and less than 2.6% for the E. method. The maximum absolute value of relative
error between the measured shell thickness and the predicted ones obtained using the R.
method is less than 1.7%. However, the relative deviation between the measured shell
thickness and the predicted ones obtained using the E. method is relatively obvious, and
the maximum absolute value of relative error of the predicted shell thickness obtained
using the E. method reaches 3.2%.

3. Results and Discussion
3.1. Difference between the R. Method and E. Method on the Predicted Heat Transfer Results

As the slab surface temperature are closely related to the optimization of secondary
cooling process [4–7] and the mushy region and solidification end are an important the-
oretical basis for determining reasonable process parameters for S/F-EMS [8–10] and
S/HR [11–13], slab surface temperature, mushy region length, and strand position of so-
lidification end are calculated, respectively, using the R. method and E. method in order
to study the difference between these two roll contact methods. Figure 6 illustrates the
solidification end and mushy region length.
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Figure 6. Illustration of the mushy region length and solidification end at the mid-width (1/2 width)
plane of a 2000 mm × 280 mm slab produced under a casting speed of 0.8 m/min.

Figures 7a and 7b, respectively, compare the calculated surface temperature at 1/2 and
1/8 width of the slab using two different calculation methods for roll contact. Compared
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with the R. method, the transient surface temperature dip in each roll–slab contact region
disappears when the calculation was carried out using the E. method. This is because the
heat extracted via roll–slab contact was regarded as a uniformly releasing process along the
casting direction for the E. method. However, without considering the transient tempera-
ture dip in each roll–slab contact region, the predicted slab surface temperature obtained
using the E. method is essentially consistent with the predicted results obtained using the
R. method, and agree well with the measured results. Therefore, these two calculation
methods for roll contact are both applicable for accurately predicting the slab surface
temperature during the optimization of secondary cooling process, but the E. method is
preferable due to its simplicity and high efficiency.
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Figure 7. Comparison of the predicted slab surface temperature obtained using different roll contact
methods with the measured results at (a) 1/2 width and (b) 1/8 width.

Figures 8a and 8b, respectively, compare the calculated solidification end position and
mushy region length using the R. method and E. method at 1/2 width and 1/8 width plane
of the wide-thick slab. It is obvious that the predicted strand positions of the solidification
end obtained using the E. method shift along the casting direction compared with that
predicted using the R. method, which is caused by the neglect of the transient temperature
dips in the roll–slab contact regions when the E. method is employed. Figure 7b shows that
the calculated solidification end position obtained using the E. method at 1/8 width plane
of the slab is 24.95 m. However, the measured shell thickness in Figure 5c,d indicates that
the solidification end at 1/8 width plane of the slab is before the 3# measuring position
of 24.50 m, which is obviously inconsistent with the predicted result of 24.95 m obtained
using the E. method. This proves that the predicted solidification end obtained using the
E. method obviously lags behind the real solidification end.

Although both the predicted liquid point and solidification end in Figure 8a,b obtained
using the E. method shift along the casting direction compared with that predicted using
the R. method, the solidification end shifts more obviously. As a result, the predicted
mushy region using the E. method is longer than that predicted using the R. method.
Furthermore, the deviation of the predicted solidification end and mushy region length
obtained using the E. method are more obvious at 1/8 width plane of the wide-thick slab
compared with that at 1/2 width. This is mainly caused by two factors: (1) the higher
surface temperature at 1/8 width increases the temperature difference between the slab
surface and rolls surface and thus enhances the cooling effect of the rolls; (2) as indicated
in Figure 5c,d, the solidification end at 1/8 width is located behind that at 1/2 width due
to the continuously declining cooling intensity from the slab surface center to the corner.
This leads to the fact that more roll–slab contact regions exist before the solidification end
at 1/8 width, which further increases the total heat amount extracted via roll–slab contact.
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Figure 8. Comparison of the calculated strand position of solidification end and mushy region length
using the R. method and E. method at (a) 1/2 width and (b) 1/8 width plane of a 2000 mm × 280 mm
slab produced under the casting speed of 0.8 m/min.

As the deviation of the predicted solidification end position and mushy region length
obtained using the E. method, especially the predicted results at 1/8 width plane of
the width-thick slab, are obvious, it is preferable to adopt the R. method to predict the
solidification end position and the features of the mushy region, which could provide more
reliable data for determining a reasonable location to implement S/HR or S/F-EMS.

3.2. Effect of Casting Speeds on the Deviation of the Predicted Results Using the E. Method and
R. Method

As the deviation of the predicted solidification end position and the mushy region
length obtained using the E. method and R. method are especially obvious at 1/8 width
plane of the wide-thick slab, these two results were calculated and compared using the E.
method and R. method, respectively, under different casting speeds in order to investigate
the influence of casting speeds on the deviation degree of the predicted results obtained
using the E. method.

Figure 9 shows the deviation degree (the deviation degree is defined as that the
predicted strand position of solidification end or mushy region length obtained using the
E. method minus the predicted ones obtained using the R. method) of the predicted results
obtained using the E. method and R. method under different casting speeds. It can be
seen that the deviation degree of solidification end position are overall larger than the
deviation degree of mushy region length, and the variation trend of the deviation degree
of these two predicted results obtained using the E. method are similar. With the increase
in casting speed, two main factors significantly influence the tendency of the deviation
degree: (a) the increase in casting speed dramatically shortens the contact time in each roll–
slab contact region, which helps to decrease the deviation degree of the predicted results
obtained using the E. method which is caused by neglect of the transient temperature
dips in roll–slab contact regions. (b) However, with the increase in casting speed, the
solidification end subsequently moves along the casting direction, and thus the mushy
region length simultaneously increases. This means more roll–slab contact regions exist
before the strand solidification end, which tend to enlarge the deviation degree of the
predicted results obtained using the E. method. In Figure 9, with the increase in casting
speed, the deviation degree first shows a decreasing tendency between 0.7 m/min and
0.8 m/min and then continuously increases in the range of 0.8~0.9 m/min. This indicates
that the above-mentioned Factor (a) plays a more significant role in influencing the tendency
of the deviation degree when the casting speed is in the range of 0.7–0.8 m/min. However,
Factor (b) influences the variation of the deviation degree more obviously when the casting
speed is in the range of 0.8–0.9 m/min.
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Figure 9. Deviation degree of the predicted strand position of solidification end and mushy region
length using the E. method and R. method at 1/8 width plane of the 2000 mm × 280 mm slab under
different casting speeds.

3.3. Effect of Slab Thickness on the Deviation of the Predicted Results Using the E. Method and
R. Method

In order to study the influence of slab thickness on the deviation degree of the predicted
strand position of solidification end and mushy region length obtained using the E. method
and R. method, these two results at 1/8 width plane of the wide-thick slab with different
thickness were calculated and compared using the E. method and R. method, respectively.
Figure 10 shows the variation of deviation degree with slab thickness. With the increase in
slab thickness, the solidification end subsequently moves along the casting direction, and
the mushy region length is also increased. This results in more roll–slab contact regions
before the strand solidification end and thus tends to enlarge the deviation degree of the
predicted results obtained using the E. method and R. method. However, the increase in slab
thickness means more heat per unit length of strand to be extracted during the solidification
process due to the amount of secondary cooling water increasing correspondingly, which
results in a tendency to decrease the ratio of the heat extracted via roll–slab contact. As a
result, the increase in slab thickness also has an effect of helping to decrease the deviation
degree of the predicted results obtained using the E. method and R. method. Affected
more significantly by the former of the two factors mentioned above, both the deviation
degree of the predicted solidification end position and mushy region length obtained using
the E. method and R. method continuously increase with the increasing slab thickness.
However, the increase in the deviation degree continuously grows slower.
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more reliable data to determine a reasonable location for implementing S/HR or S/F-
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In order to predict the solidification end position and mushy region length more 
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method on predicting solidification end position and mushy region length will be 
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4. Conclusions

(1) Both the R. method and the E. method can be used to accurately predict the wide-thick
slab surface temperature without considering the transient temperature dips in the
roll–slab contact regions, and the E. method is preferable during the optimization of
the secondary cooling process due to its simplicity and high efficiency;

(2) With the casting speed increased from 0.7 m/min to 0.9 m/min for the 280 mm thick
slab, the deviation of the predicted results obtained at 1/8 width using the E. method
ranges from 0.82 m to 0.87 m for the solidification end position and ranges from 0.73 m
to 0.77 m for the mushy region length. With the slab thickness increased from 260 mm
to 300 mm at the casting speed of 0.8 m/min, the deviation increases from 0.70 m to
0.88 m for the solidification end position and increases from 0.63 m to 0.78 m for the
mushy region length;

(3) Deviation of the predicted solidification end position and mushy region length ob-
tained using the E. method is obvious. It is preferable to adopt the R. method to
predict the solidification end position and mushy region length in order to provide
more reliable data to determine a reasonable location for implementing S/HR or
S/F-EMS.

In order to predict the solidification end position and mushy region length more accu-
rately and efficiently using the E. method, a data rectification algorithm for the E. method
on predicting solidification end position and mushy region length will be investigated in
our future work based on the present work.
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Abstract: This study focuses on the additive manufacturing technique of selective laser melting
(SLM) to produce Ti-6Al-4V-Zn titanium alloy. The addition of zinc at 0.3 wt.% was investigated to
improve the strength and ductility of SLM Ti-6Al-4V alloys. The microstructure and mechanical prop-
erties were analyzed using different vacuum heat treatment processes, with the 800-4-FC specimen
exhibiting the most favorable overall mechanical properties. Additionally, zinc serves as a stabilizing
element for the β phase, enhancing the resistance to particle erosion and corrosion impedance of
Ti-6Al-4V-Zn alloy. Furthermore, the incorporation of trace amounts of Zn imparts improved impact
toughness and stabilized high-temperature tensile mechanical properties to SLM Ti-6Al-4V-Zn alloy.
The data obtained serve as valuable references for the application of SLM-64Ti.

Keywords: Ti-6Al-4V; selective laser melting (SLM); mechanical properties; oxidation; phase trans-
formation; particle erosion; 3D printing

1. Introduction

The advantage of additive manufacturing lies in its ability to customize products with
complex shapes or unique structures while saving on tooling costs and material waste,
thereby reducing production costs [1,2]. Currently, this technology has been widely ap-
plied in industries such as automotive, aerospace, and medical fields [2,3]. While additive
manufacturing technology offers the above advantages, it is crucial to select appropriate
processing technology and parameters to ensure the attainment of desirable properties [4,5].
In this study, Selective Laser Melting (SLM) was chosen as the additive manufacturing
technology, using metal powder as the raw material [6]. The process involves melting
the metal powder by high-energy laser scanning on a powder bed and rapidly cooling
it to solidify into a specific shape [7,8]. The selected material is Ti-6Al-4V-Zn titanium
alloy, which exhibits high strength-to-weight ratio, low elastic modulus, excellent corrosion
resistance, and fatigue properties [9]. It is extensively used in industrial, aerospace, and
medical applications [10], and is even employed in military applications [11]. With the
development of modern industry, there is an increasing demand for titanium alloy products
with higher dimensional accuracy and complex shapes. Therefore, the use of SLM as a
forming technology for titanium alloys not only maintains the advantages of titanium
alloys but also leverages the benefits of the SLM process, making it the preferred choice for
industrial products. Furthermore, zinc metal is widely utilized across various industries.
The addition of zinc elements and zinc coatings is prevalent in various fields, with galva-
nized coating being particularly common in industries due to its effective enhancement of
corrosion and erosion resistance [12,13]. Moreover, the incorporation of trace amounts of
zinc has been shown to enhance the strength, corrosion resistance, and processability of
alloys [14–16]. Due to their similar hexagonal close-packed structures and electronegativity,
the addition of zinc has minimal influence on the original Ti-6Al-4V alloy [17]. However,
given the different atomic radii of Ti and Zn [18], it is important to note that the amount of
added Zn should not be excessive.
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In this study, zinc metal was chosen as an additive element in the Ti-6Al-4V titanium
alloy, and an investigation into the microstructure and mechanical properties of the re-
sulting Ti-6Al-4V-Zn titanium alloy was conducted [19]. Given that parts or equipment
made of titanium alloys are susceptible to corrosion and damage at the metal/solution
interface when exposed to corrosive media [20], we also conducted corrosion resistance
investigations. Different vacuum heat treatments were applied to improve the properties of
the Ti-6Al-4V-Zn alloy and to explore the effects of high temperature and oxygen content on
its properties [21]. Furthermore, erosion wear is the phenomenon of gas- or liquid-driven
particles impacting the surface of a material [22,23]. In numerous industrial applications
of titanium alloys, including automotive and aerospace sectors, erosional wear caused by
solid particles can lead to the failure of mechanical equipment and parts [23,24]. Despite the
significance of particle erosion wear, there is a scarcity of studies on the erosion wear of SLM
Ti-6Al-4V, let alone the SLM Ti-6Al-4V-Zn alloy investigated in this study. Therefore, it is
crucial to establish particle erosion wear data and mechanisms for this alloy. Consequently,
the changes in the structure, phase composition, and various properties of the alloy before
and after particle erosion were examined [25,26]. Prior to this study, there were no related
investigations on Ti-6Al-4V-Zn. Therefore, we conducted a comprehensive study on the
SLM Ti-6Al-4V-Zn titanium alloy to obtain an in-depth understanding of the impact of
zinc addition on SLM T-6Al-4V material properties. The generated data can offer valuable
references for engineering or military applications of SLM-64Ti [27].

2. Materials and Methods

The experimental material in this study is the Ti-6Al-4V-Zn alloy fabricated using
selective laser melting (SLM). The powder, provided by Circle Metal Powder Co., Ltd.
in Tainan, Taiwan, is illustrated in Figure 1 to showcase its morphology. The specimens
were fabricated using an EOS M290 400 W machine manufactured by EOS in Krailling,
Germany. The process parameters are presented in Table 1. The fabrication process took
place in an inert gas (argon) atmosphere. The composition of the alloy elements is shown
in Table 2, with a zinc content of 0.3 wt.%. According to the titanium-zinc alloy phase
diagram [28], when the Zn content is 0.3 wt.%, α-Ti is the primary alloy phase rather
than other titanium-zinc compounds. Additionally, the Zn content influences the phase
transformation temperature of the titanium alloy. At this content, the phase transition
temperature can be maintained between 800 and 900 ◦C. According to Chen et al. [29], the
heat treatment at 850 ◦C leads to Ni3Ti precipitation and an increase in hardness, providing
a basis for comparison with this study. Consisting of spherical particles with an average
diameter of approximately 30 µm. Figure 2 illustrates the schematic and dimensions of the
standard tensile specimens and erosion specimens obtained by wire-cutting the SLM Ti-
6Al-4V-Zn alloy. The specimens include an SD surface perpendicular to the laser incidence
direction and an ND surface parallel to the laser incidence direction. The dimensions of the
tensile specimens are 20 mm in length, 5 mm in width, and 3 mm in thickness. The erosion
specimens measure 48 mm in length, 28 mm in width, and 4 mm in thickness.

Table 1. Parameters of the process for SLM Ti-6Al-4V-Zn alloy.

Particle
Size

Laser
Power

Laser
Radius

Scanning
Velocity

Layer
Thickness

15–53 µm 170 W 35 µm 1000 mm/s 60 µm

Table 2. Chemical composition of SLM Ti-6Al-4V-Zn alloy (wt.%).

Element Al V Zn O C N Ti

Wt.% 5.7 3.7 0.3 0.2 0.1 0.1 Bal.
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Figure 2. Schematic diagram of the dimensions for SLM processed tensile specimens and erosion test
specimens.

After subjecting the SLM Ti-6Al-4V-Zn tensile specimens to different vacuum heat
treatment processes (800 ◦C and 900 ◦C), the microstructure and phase composition were
analyzed using optical microscopy (OM, OLYMPUS BX41M-LED, Tokyo, Japan), scanning
electron microscopy (SEM, HITACHI SU-5000, Hitachi, Tokyo, Japan), transmission electron
microscopy (TEM, JEOL JEM-2100F, Hillsboro, OR, USA), and X-ray diffraction (XRD,
Bruker AXS GmbH, Karlsruhe, Germany). The mechanical properties were evaluated using
a Rockwell hardness tester (Rockwell hardness machine, RH, Mitutoyo, Kawasaki-shi,
Japan), universal testing machine (HT-8336, Hung-Ta, Taichung, Taiwan), and impact
testing machine (HT-8041A, Hung-Ta, Taichung, Taiwan). Fracture surfaces and sub-
surfaces were examined, and the high-temperature effects, as well as the oxygen content
effects, were investigated by considering variations in oxygen content among different
batches of powder. Erosion experiments were conducted using alumina particles as shown
in Figure 3a, and erosion properties of the SLM Ti-6Al-4V-Zn titanium alloy were analyzed
using the schematic in Figure 3b [30]. The mechanical property differences after particle
erosion were investigated by subjecting the tensile test specimens to double-sided erosion
on the parallel portion, as shown in Figure 3c. Finally, the alloy polarization curves were
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measured and plotted to analyze the corrosion resistance properties. Based on multiple test
results, application data for the SLM Ti-6Al-4V-Zn titanium alloy system were established.
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Figure 3. Particle erosion test: (a) morphology of erosion particles (Al2O3), (b) schematic diagram of
the equipment, and (c) schematic diagram of double-sided erosion on parallel portion during tensile
testing [30].

3. Results and Discussion

In this study, the SLM Ti-6Al-4V-Zn titanium alloy, designated as the AS material,
was used as the raw material. Figure 4 illustrates the microstructure of the ND and SD
surfaces of the AS material. Both surfaces exhibit a needle-like microstructure, but the
distribution on the ND surface is relatively more uniform. Therefore, the subsequent
analysis of the heat-treated material focuses on the ND direction. The microstructure differs
from the equiaxed primary β grain morphology observed in traditional cast Ti-6Al-4V

102



Materials 2023, 16, 7341

alloy [31]. In comparison with the SLM Ti-6Al-4V alloy we previously studied [32], the
needle-like phases in this study appear denser. Figure 5 shows the microstructure of the
material after vacuum heat treatment at 800 ◦C. With increasing heat treatment time, the
needle-like microstructure gradually transforms into a combination of needle-like and
lamellar structures. The needle-like structure corresponds to the α phase, whereas the
lamellar structure consists of alternating light-colored α phase and dark-colored β phase.
Figure 6 displays the microstructure of the material after vacuum heat treatment at 900 ◦C,
demonstrating an increased proportion of the lamellar structure with prolonged heat
treatment time.
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Figure 7 shows the XRD diffraction analysis of AS material, 800-4-FC material, and
900-4-FC material. In the AS material, only α-phase peaks are observed. In contrast, both
α-phase and β-phase peaks are detected in the 800-4-FC and 900-4-FC materials. However,
no zinc-related peaks are detected in all three samples, indicating that the zinc content (only
0.3 wt.%) is relatively low. Figure 8 focuses on the TEM analysis of the 800-4-FC material
(as it exhibits the best overall mechanical properties). It shows the uniform distribution
of titanium and aluminum, with vanadium clustering in the light-colored regions. The
0.3 wt.% of zinc is primarily in a uniform solid solution, with only a very small amount
accumulating at specific locations, as seen in Figure 8 at point 1. On the other hand, Figure 8
at point 2 only detects titanium, aluminum, and vanadium, without detecting any zinc.
The elemental contents at these two points are shown in Table 3. Further analysis of
point 1 reveals that the dark-colored regions in Figure 9 correspond to α phase titanium,
while the light-colored regions correspond to β phase titanium. It can be inferred that the
majority of zinc is uniformly dissolved in the titanium, with only a small portion of zinc
accumulating around the β phase near the grain boundaries of the needle-like α phase. This
zinc accumulation prevents the transformation of the needle-like α phase to the lamellar α
+ β phase during heat treatment, indicating that zinc addition helps stabilize the β phase.

Table 3. TEM elemental analysis of the 800-4-FC specimen.

Element Ti Al V Zn

at.%
1 75.27 3.58 21.09 0.07
2 87.26 9.42 3.32 0.00
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800-4-FC material.

Figure 10 presents the mechanical property data of the AS material and various heat-
treated materials. In Figure 10a, a comparison of hardness is presented, showing that the
AS material has a higher hardness (HRC 45) compared to all heat-treated materials (HRC
40). Figure 10b–d displays the tensile property data. The AS material exhibits the highest
strength but poor ductility. The 800-4-FC material demonstrates the best overall tensile
properties, combining both strength and ductility. The main reason for this is the coexistence
of the needle-like α phase and lamellar α + β phase in the microstructure, as shown in
Figure 11. The 800-4-FC material exhibits the optimal ratio of the needle-like to layered
α + β phases, resulting in a combination of strength and ductility. Therefore, subsequent
analysis mainly focuses on the AS and 800-4-FC materials. Figure 12 shows the fracture
surfaces of the AS and 800-4-FC materials after tensile testing. Both fracture surfaces exhibit
a combination of dimple-like structures and flat cleavage surfaces. The samples with
higher ductility display a higher proportion of dimple-like structures, whereas flat cleavage
surfaces dominate in the less ductile samples. Overall, when compared to traditional
casting and SLM Ti-6Al-4V alloy [31,32], the failure mechanism of SLM Ti-6Al-4V-Zn is
characterized by brittle dominance and poor ductility.
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Figure 10. Mechanical properties of AS, 800-FC, and 900-FC material: (a) hardness, (b) tensile curve,
(c) yield strength (YS) and ultimate tensile strength (UTS), and (d) uniform elongation (UE) and total
elongation (TE).

Figure 11. The mechanism of zinc addition on the tensile properties of AS, 800-FC, and 900-FC
material.
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Figure 12. Room temperature tensile fracture surface morphology: (a) AS, (b) 800-1-FC, (c) 800-2-FC,
(d) 800-4-FC, and (e) 800-8-FC.

Figure 13 presents the impact values and fracture sub-surfaces of the AS and 800-4-FC
materials. The fracture sub-surface of the AS material shows numerous sharp fracture
surfaces indicating crack propagation paths, with longer crack propagation distances.
On the other hand, the fracture surface of the 800-4-FC material, (Figure 14), exhibits
a layered structure with perpendicular fracture cracks, which effectively hinders crack
propagation [32].
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Figure 14. Impact fracture surfaces: (a) AS flat region, (b) AS cracked region, (c) 800-4-FC flat region,
and (d) 800-4-FC cracked region.

Figure 15 displays the high-temperature tensile data of the AS material in the range of
250 ◦C to 400 ◦C. It can be observed that an increase in temperature leads to a decrease in
strength and an improvement in ductility. Overall, the material still retains its applicability.
Figure 16 illustrates the fracture surfaces of the AS material under high-temperature tensile
testing. The proportion of dimple-like structures, which represents the ductile behavior of
the material, increases with temperature. The size of the dimples is inversely proportional
to the ductility. Moreover, the increase in temperature does not result in significant high-
temperature oxidation effects in the AS material. The differences in fracture surfaces at
different temperatures are minimal, indicating that the SLM Ti-6Al-4V-Zn titanium alloy
can maintain stability at high temperatures [32].
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Figure 16. High-temperature tensile fracture surface morphology of AS material: (a) 250 ◦C,
(b) 300 ◦C, (c) 350 ◦C, and (d) 400 ◦C.

Figure 17 presents the particle erosion weight loss rates of the AS material and the
800-4-FC material. Both materials exhibit peak erosion rates at 30◦ and the lowest rates at
90◦. The erosion behavior in both cases is dominated by ductile deformation [30]. Moreover,
for any erosion angle, the 800-4-FC material demonstrates lower erosion rates compared to
the AS material. This indicates that the 800-4-FC material, which consists of a combination
of the needle-like α phase and lamellar α + β phase, exhibits superior erosion resistance
compared to the AS material, which consists only of the needle-like α phase. Furthermore,
the erosion rates of SLM Ti-6Al-4V gradually decrease from 30◦ to 90◦.
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Figure 18 illustrates the XRD analysis of the AS material and the 800-4-FC material
before and after particle erosion at 90◦. The appearance of peaks corresponding to Al2O3
and Al3Ti can be observed. This is attributed to the reaction between the sample surface and
the eroded particles during the particle erosion process, as the surface temperature of the
sample can reach up to 500 ◦C [32]. It is also possible that residual eroded particles remain
on the sample surface, leading to the formation of these new phases. Furthermore, the peaks
corresponding to Al2O3 and Al3Ti are more pronounced in the AS-E material compared to
the 800-4-FC-E material. This is attributed to the transformation of the microstructure into
a combination of needle-like and lamellar structures after heat treatment, which effectively
prevents the impact of particles. This mechanism has been reported in our previous
study [32].
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Figure 18. XRD analysis of AS and 800-4-FC material before and after particle erosion.

Observations were made on the eroded surfaces at 30◦ and 90◦ angles. After erosion at
30◦, distinct and directional scratches were observed on the surface of the specimens, and
localized plowing features were also present, as shown in Figure 19a,b. A comparison be-
tween the two angles revealed that the 800-4-FC material exhibited fewer surface scratches
and plowing features. Similar observations were made on the sub-surface after erosion at
30◦, as depicted in Figure 19c,d, with the sub-surface of the 800-4-FC material appearing
relatively smoother, whereas the AS material exhibited more pronounced damage. For
erosion at 90◦, the eroded surfaces and sub-surfaces also exhibited less damage in the case
of the 800-4-FC material. A comparison of the erosion surfaces in Figure 20a,b showed
that the AS material exhibited more pits and larger scratched areas. On the other hand,
in Figure 20c,d, which represents the sub-surfaces after 90◦ erosion, the AS material had
narrower and deeper pits, whereas the 800-4-FC material had shallower and wider pits. The
observations from Figures 19 and 20 collectively show that the 800-4-FC material possesses
superior erosion resistance properties [33].
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Figure 20. Surface and sub-surface morphology after 90◦ erosion: (a) AS surface, (b) 800-4-FC surface,
(c) AS sub-surface, and (d) 800-4-FC sub-surface.

Figure 21 illustrates the differences in tensile properties between the AS and 800-4-FC
materials before and after particle erosion. Compared to the AS material, the 800-4-FC
material exhibited less deterioration in tensile properties after erosion, although both
materials experienced a decrease in tensile strength following the erosion process. Figure 22
displays the tensile fracture surfaces of the AS and 800-4-FC materials after erosion. The
800-4-FC material exhibited predominantly cleavage fracture, whereas the AS material
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showed only the localized regions of ductile dimples. The reduction in tensile properties
can be attributed to the formation of new phases at high temperatures during particle
erosion and the damage caused to the specimens during the erosion process.
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Figure 22. Tensile fracture surfaces after particle erosion: (a) AS and (b) 800-4-FC.

Figure 23 presents the differences in impact values and impact fracture sub-surfaces
of the AS and 800-4-FC materials before and after particle erosion. It can be observed that
the impact values increased after erosion, but there were no significant differences in the
crack propagation path compared to before erosion. The increase in energy absorption is
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attributed to the surface work hardening and the formation of a surface layer induced by
particle erosion, which helps to absorb and disperse the impact energy [34].
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Figure 23. Impact energy and impact fracture sub-surfaces before and after particle erosion of AS
and 800-4-FC material.

Figure 24 compares the polarization curves of SLM Ti-6Al-4V-Zn AS material and
SLM Ti-6Al-4V AS material [35]. Zinc itself is a corrosion-resistant metal, and according
to our TEM results (Figures 8 and 9), most of the zinc in SLM Ti-6Al-4V-Zn is uniformly
dissolved in titanium. Consequently, it effectively enhances corrosion resistance, resulting
in a lower corrosion current density for SLM Ti-6Al-4V-Zn alloy (0.029 A/cm2) compared
to SLM Ti-6Al-4V alloy (0.039 A/cm2).
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Figure 24. Polarization curves of SLM Ti−6Al−4V AS material and SLM Ti−6Al−4V−Zn AS
material.

Based on several tests evaluating practical applicability and analyzing mechanisms,
the 800-4-FC material demonstrates the best overall mechanical properties. It exhibits a com-
bination of strength and ductility, maintains stability in high-temperature environments,
and improves erosion and corrosion resistance compared to other materials.
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4. Limitations

The influence of the phase transformation layer on the tensile and impact properties
after particle erosion can be further studied, including the thickness, phase structure, and
high-temperature stability of the phase transformation layer.

5. Conclusions

The microstructural characteristics of SLM Ti-6Al-4V-Zn exhibit a uniform distribution
of needle-shaped α phase in the ND plane. With increasing heat treatment temperature,
this structure gradually transforms into a layered structure of α + β phases. Zinc in the
SLM Ti-6Al-4V-Zn titanium alloy is primarily distributed in a homogeneous solid solution
within the titanium matrix, with only a small portion clustering and inhibiting the phase
transformation of the needle-shaped α phase. Therefore, the addition of zinc effectively
stabilizes the β phase, and the incorporation of trace amounts of zinc does not impact its
industrial applicability.

The vacuum heat treatment at 800 ◦C for 4 h followed by furnace cooling (800-4-FC)
enhances ductility while maintaining strength in SLM Ti-6Al-4V-Zn. This is attributed to the
coexistence of needle-shaped α phase and layered α + β phase in the optimal proportion,
resulting in the best combination of tensile mechanical properties and impact energy.
Additionally, the heat treatment improves the high-temperature oxidation resistance of the
alloy, thereby enabling its industrial applicability even at elevated temperatures.

Particle erosion leads to the formation of new phases on the surface of SLM Ti-6Al-4V-
Zn specimens due to high-temperature phase transformation and the reaction with eroded
particles. Particle erosion induces surface work hardening, resulting in the formation of
a hardened layer and improved impact toughness. The industrial applicability of SLM
Ti-6Al-4V-Zn is enhanced by the addition of zinc, which improves its resistance to erosion
and corrosion. Furthermore, its application performance is further enhanced via heat
treatment.
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Abstract: MnO2 and CeO2 were doped to improve the corrosion resistance of CSZ (calcia-stabilized
zirconia), and we studied the phase formation, mechanical properties, and corrosion resistance by
molten mold flux. The volume fraction of the monoclinic phase gradually decreased as the amount of
MnO2 doping increased. The splitting phenomenon of the t(101) peak was observed in 2Mn_CSZ,
and in 4Mn_CSZ, it was completely split, forming a cubic phase. The relative density increased
and the monoclinic phase decreased as the doping amount increased, leading to an increase in
Vickers hardness and flexural strength. However, in 3Mn_CSZ and 4Mn_CSZ, where cubic phase
formation occurred, the tetragonal phase decreased, leading to a reduction in these properties. MnO2-
doped CSZ exhibited a larger fraction of the monoclinic phase compared to the original CSZ after
the corrosion test, indicating worsened corrosion resistance. These results are attributed to the
predominant presence of Mn3+ and Mn2+ forms, rather than the Mn4+ form, which has a smaller
basicity difference with SiO2, and due to the low melting point. The monoclinic phase fraction
decreased as the doping amount of CeO2 increased in CeO2-doped CSZ, but the rate of decrease
was lower compared to MnO2-doped CSZ. The monoclinic phase decreased as the doping amount
increased, but the Vickers hardness and flexural strength showed a decreasing trend due to the low
relative density. The destabilization behavior of Ca in SEM-EDS images before and after corrosion
was difficult to identify due to the presence of Ca in the slag, and the destabilization behavior of
Ce due to slag after corrosion was not observed. In the XRD data of the specimen surface after the
corrosion test, the fraction of the monoclinic phase increased compared to before the test but showed
a lower monoclinic phase fraction compared to CSZ. It is believed that CeO2 has superior corrosion
resistance compared to CaO because Ce predominantly exists in the form of Ce4+, which has a smaller
difference in basicity within the zirconia lattice.

Keywords: calcia-stabilized zirconia; slag; submerged entry nozzle; immersion resistance; phase
stability; stabilizing agents

1. Introduction

The submerged entry nozzle (SEN) is a functional refractory material that plays a
crucial role in the final stage of continuous casting, situated between the tundish and the
mold [1]. It prevents contact between the molten metal and air while ensuring a steady flow
of molten metal into the mold and stabilizing the flow of the molten metal [2]. The SEN
must possess excellent thermal shock resistance to withstand rapid temperature changes
and sufficient strength to bear the pressure of the molten metal. Additionally, it requires
high corrosion resistance and wear resistance against molten metal and slag for prolonged
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usage [3,4]. The body of the SEN primarily utilizes Al2O3-C-based refractories, but in the
areas that contact slag, ZrO2-C-based refractories are used due to their superior corrosion
resistance and abrasion resistance [5]. In ZrO2-C-based refractories, ZrO2 is chemically
stable, resistant to forming low-melting-point compounds, and has excellent thermal
spalling resistance. Graphite minimizes thermal shock by providing excellent thermal
conductivity and reduces contact and reactions between slag and the refractory material
due to its low wettability with slag [6]. However, ZrO2-C-based refractories are known to
be eroded by slag [7]. It is commonly understood that erosion occurs due to the flow at the
interface between slag and molten metal [8,9]. The interface between slag and molten metal
fluctuates, causing the ZrO2-C refractory to alternately come into contact with the molten
metal and slag. When the molten metal rises, graphite dissolves into the molten metal,
exposing the surface of ZrO2. When the molten metal descends, ZrO2 is exposed to the slag
without graphite, and it is known that ZrO2 dissolves into the slag, leading to erosion. The
dissolution of ZrO2 by the slag is known to be the rate-determining step, given the rapid
dissolution of graphite into the molten metal in this erosion mechanism [10]. However, this
mechanism explains erosion at the interface between slag and molten metal, but it does not
explain erosion that occurs further up from the interface. Therefore, Hauck and Potschke
proposed a localized corrosion mechanism due to interfacial tension gradients [11]. This
mechanism suggests that slag covers ZrO2 due to surface tension, forming a slag film
and eroding ZrO2. In this manner, the submerged entry nozzle is explained by complex
erosion mechanisms, and ultimately, since the erosion rate of ZrO2 determines the life
of the submerged entry nozzle, research is being conducted to reduce the erosion rate of
ZrO2 and to decrease the graphite content [12]. However, the reduction in graphite content
causes a lower thermal conductivity in ZrO2-C refractories, which can lead to a decrease
in thermal shock resistance. Therefore, there is a need to secure thermal shock resistance
through the improvement of the mechanical properties of zirconia.

Partially stabilized zirconia (PSZ), which exhibits excellent thermal shock resistance
due to transformation toughening as cubic or tetragonal phases transform to the monoclinic
phase, is used for submerged entry nozzles [13,14]. PSZ is obtained by stabilizing high-
temperature phases at room temperature by adding stabilizers such as MgO, CaO, and Y2O3.
Primarily, CaO-stabilized zirconia (CSZ) is used for submerged entry nozzles [15]. However,
CSZ has issues with corrosion caused by slag, and the destabilization of zirconia due to
reactions with slag is known to be the main cause. SiO2 present in the slag reacts with CaO
to form a low-melting-point glass, and it is known to transform cubic or tetragonal phases
of zirconia into the monoclinic phase, breaking up the zirconia grains [16,17]. To improve
the durability of submerged entry nozzles, it is necessary to address the destabilization
of zirconia caused by slag, and progress is being made in enhancing corrosion resistance
through co-doping.

Corrosion of refractories by slag is related to the basicity and viscosity of the slag,
and Hirata et al. have presented an experimental equation to predict the corrosion rate of
ceramic materials by slag [18].

log ∆D = 0.18log ∆B− 0.55 logη + C (1)

where ∆D is the depth of corrosion (µm), ∆B is the basicity gap between slag and ceramics,
η is the viscosity of the slag, and C is a constant that varies depending on the corrosion
conditions. The basicity gap can be calculated through the ∆B parameter proposed by
Morinaga et al., estimated as follows [19]:

B = ΣniBi (2)

Bi =

(
(ri+1.40)2

Zi×2

)
− 0.405

1.023
(3)
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where ni represents the fraction of cation i for all cations, and ri and Zi represent the ionic
radius and charge of cation i, respectively. This parameter can represent the basicity of
completely molten oxides, assuming that the bond between cations and anions in the slag
is ionic. From this equation, we can deduce that the basicity increases as the ionic radius
increases and the charge decreases, and to reduce reactivity with SiO2, it is necessary to
dope with acidic elements.

In this study, we aimed to enhance the corrosion resistance of CaO-stabilized zirconia
(CSZ) by doping it with acidic CeO2 and MnO2 and analyzing the resultant mechanical
properties. XRD analysis was performed to investigate the changes in crystal structure due
to doping, including variations in monoclinic phase fraction and peak shifts/corrosion
tests were conducted to assess the corrosion resistance of CeO2 and MnO2-doped CSZ and
analyze the associated destabilization behavior.

2. Experimental Procedures

CaO-stabilized zirconia (CSZ) is a commercial refractory powder, and its chemical
composition is listed in Table 1. MnO2 (Junsei Chemical Co., Ltd., Kanto, Japan, 90%)
powder and CeO2 (Kanto Chemical Co., Inc., Tokyo, Japan, 99.99%) were used as dopants.
The particle size distribution characteristics and SEM images of the powders are shown
in Figures 1 and 2. MnO2-doped CSZ and CeO2-doped CSZ were prepared as shown in
Table 2. MnO2 and CeO2 were introduced into CSZ powders by the mechanical mixing
method. The mixed powders were ball milled in ethanol for 24 h. Mixed solutions were then
dried at 100 ◦C using a dry oven, calcinated for 24 h using a dry oven, and then calcined at
1200 ◦C for 2 h in a box-type electric furnace. Powder was uniaxially pressed at 3 ton/m2 to
produce a 20 mm disk specimen, and the green body was sintered at 5 ◦C/min to various
temperatures (1300–1600 ◦C) for 4 h. The bar-type specimens (3.5 mm × 4.5 mm × 36 mm)
were uniaxially pressed at 3.2 ton/m2 in a steel die and heated up to 1600 ◦C with a heating
rate of 5 ◦C/min for 4 h.

Table 1. Chemical composition of CSZ powder (mol. %).

ZrO2 CaO HfO2 SiO2 Al2O3 TiO2

81.818 13.707 1.739 1.894 0.324 0.517
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Table 2. Composition of the CSZ specimens with different amounts of MnO2 and CeO2.

Compound
Composition

MnO2 (mol%) CeO2 (mol%) CSZ

1Mn_CSZ 1 -

Balance

2Mn_CSZ 2 -
3Mn_CSZ 3 -
4Mn_CSZ 4 -
1Ce_CSZ - 1
2Ce_CSZ - 2
3Ce_CSZ - 3
4Ce_CSZ - 4

A corrosion test was performed using slag powder, and the composition of the slag
powder is indicated in Table 3. 0.7 g of the slag powder was formed into pellets using a
cylindrical 15 mm mold with a pressure of 1 ton/m2. The slag pellets were then placed
on sintered zirconia specimens and heat-treated in a box furnace at 1550 ◦C for 10 h in an
air atmosphere.

Table 3. Chemical composition of slag powder (mol. %).

Slag Powder SiO2 CaO Na2O MgO Al2O3

Composition (mol. %) 35.500 35.919 23.897 2.940 1.743

The densities of sintered pellets were determined using the Archimedes’ method,
which involved immersing the samples in distilled water. X-ray diffraction (XRD) pat-
terns of the specimens were collected at room temperature using a step scan procedure
(2θ = 10–90◦, with a step interval of 0.02◦) and Cu-Kα radiation on a Rigaku Ultima-IV
XRD instrument (Rigaku Corporation, Tokyo, Japan) at the Converging Materials Core
Facility. The XRD data obtained for phase analysis was analyzed using Rigaku SmartLab
Studio II software version 4.3.101.0.
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Monoclinic phase was determined from the integrated intensity of the X-ray diffraction
scan based on ISO 5803 [20].

X =

I
(−

111
)

m
+ I(111)m

I
(−

111
)

m
+ I(111)M + I(101)t

(4)

X =

I
(−

111
)

m
+ I(111)m

I
(−

111
)

m
+ I(111)M + Ittc

(5)

Formular (4) is for a two-phase system (monoclinic and tetragonal phases), and
Formular (5) is for multi-phase system (a mixture of monoclinic, tetragonal, and cubic). X is

an integrated intensity ratio. Where I
(−

111
)

m
and I(111)m refer to the integral intensity of

the X-ray diffraction pattern of monoclinic. The I(101)t refers to the integral intensity from
the (101) plane of tetragonal and Ittc is total integrated intensity of tetragonal phase (101)
and cubic phase (111) reflection. Calculate the volume fraction of the monoclinic phase
using Formular (6):

fm =
PX

1 + (P− 1)X
(6)

fm is the volume fraction of the monoclinic phase and the P is the intensity factor. In
the monoclinic-tetragonal ZrO2 system, P = 1.219 is used, while in the multiphase system,
P = 1.265 is used.

A nano indenter (FISCHERSCOPE, HM2000, Sindelfingen, Germany) was used to mea-
sure the Vickers hardness. Flexural strength was measured with the three-point bending
method using test specimens measuring 3.5 mm × 4.5 mm × 36 mm. The SEM images of
the samples were obtained by using a scanning electron microscope (JEOL Ltd., JSM-IT800,
Tokyo, Japan).

3. Results and Discussion

Figure 1 presents the particle size analysis (PSA) data of the powders. CSZ and MnO2
consisted of coarser particles with average diameters of 50.33 µm and 48.99 µm, respectively,
while CeO2 comprised finer particles with an average diameter of 8.90 µm. This trend
is well illustrated in Figure 2, where CSZ and MnO2 exhibit non-uniform, coarse single
particles. Figure 1d,e presents the PSA data of 2Mn_CSZ and 2Ce_CSZ powders, which
were wet ball milled and calcined at 1200 ◦C, demonstrating a reduction in average diameter
compared to the original CSZ. Figure 2d,e displays smaller particle sizes compared to the
original CSZ. Additionally, the average particle diameter of 2Ce_CSZ, which is doped with
the relatively finer CeO2, was 28.16 µm, smaller than that of 2Mn_CSZ at 39.61 µm.

Figure 3 shows the XRD patterns of MnO2-doped CSZ sintered at 1600 ◦C for 4 h.
In CSZ, both the monoclinic phase (ICSD 98-006-0900, space group of P1 21/c 1) and the
tetragonal phase (ICSD 98-007-0014, space group of P 42/nmc) were observed, with the
monoclinic volume fraction reaching 33.7%. As shown in Figure 3b, the monoclinic peak
gradually decreased with the increase in MnO2 doping amount. The monoclinic volume
fraction was 19.7% in 1Mn_CSZ, while the monoclinic phase was not observed in 3Mn_CSZ
and 4Mn_CSZ. In 2Mn_CSZ, the phenomenon of peak splitting at the t(101) peak was
observed, and as the doping amount increased, the peak splitting became more distinct. In
4Mn_CSZ, complete splitting was confirmed, and the formation of a cubic phase (ICSD
98-010-5553, space group Fm-3m) was verified through Figure 2c, with the cubic phase
fractions in 3Mn_CSZ and 4Mn_CSZ being determined to be 4.6% and 9.1%, respectively
(Table 4). In addition, a higher angle shift was observed with the increase in doping amount,
suggesting a change in the valence state of Mn during doping. Clavel et al. reported that
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when the content of Mn is less than 1.4%, Mn exists mainly in the form of Mn2+ (96 Å)
in zirconia, which is larger than Zr4+ (84 Å). However, as the Mn content increases, Mn
mainly exists as Mn3+ (64.5 Å), which has a smaller ionic radius than Zr4+, inducing lattice
distortion [21]. Thus, the doped Mn mainly forms a substitutional solid solution as Mn3+,
creating oxygen vacancies and stabilizing the monoclinic phase into tetragonal and cubic
phases [22].
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Table 4. Monoclinic volume fraction of MnO2-doped CSZ.

Specimen
Volume Fraction (%)

Monoclinic (Vm) Tetragonal (Vt) Cubic (Vc)

CSZ 33.7 66.3 -
1Mn_CSZ 19.7 80.3 -
2Mn_CSZ 2.8 97.2 -
3Mn_CSz - 95.4 4.6
4Mn_CSZ - 90.9 9.1

Figure 4a shows the graph of the relative density changes of MnO2-doped CSZ with
temperature. The relative density appearing in the 70% range is believed to be attributed to
the larger particle size of the zirconia refractory powder, as shown in Figure 1a, resulting
in incomplete densification. In the SEM images of the specimen sintered at 1600 ◦C (Sup-
plementary Figure S1), it was difficult to observe microstructural changes due to density
changes because the overall density was low. It was observed that the relative density
increased with the doping of MnO2, while CSZ displayed a relative density of 75.16% at
1600 ◦C, 4Mn-doped CSZ exhibited a higher relative density of 77.68%. MnO2, having
a low melting point of 535 ◦C, acted as an additive, enhancing the relative density [23].
Figure 4b presents the Vickers hardness and flexural strength of MnO2-doped CSZ. As
MnO2 was doped, the Vickers hardness steadily increased from 632.12 Hv (CSZ) to 752.12
Hv (2Mn_CSZ), and the flexural strength increased from 423.25 MPa (CSZ) to 511.23 MPa
(2Mn_CSZ). These results are attributed to the increase in relative density and the decrease
in monoclinic phase fraction due to MnO2 doping [24]. However, as the doping amount
of MnO2 increased further, the mechanical properties decreased. The Vickers hardness
dropped to 732.26 Hv (3Mn_CSZ) and 662.35 Hv (4Mn_CSZ), and the flexural strength
decreased to 505.89 MPa (3Mn_CSZ) and 453.25 MPa (4Mn_CSZ). Despite the increase in
relative density, the decrease in mechanical properties is considered to be related to the
formation of the cubic phase. The formation of the cubic phase reduces the tetragonal
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phase, diminishing the transformation toughening effect arising from the martensitic phase
transformation from tetragonal to monoclinic phases [25].
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Figure 5 shows SEM-EDS images of 2Mn_CSZ magnified 250 times before and after
corrosion, where the specimen sintered at 1600 ◦C was subjected to corrosion in slag at
1550 ◦C for 10 h. In the pre-corrosion surface image of 2Mn_CSZ (Figure 5a), it is apparent
that full densification has not occurred due to the coarse particle size, and EDS scanning
revealed that Ca and Mn were uniformly dispersed without agglomeration. Figure 5b
shows the surface of 2Mn_CSZ after corrosion, and the EDS scans of Ca and Si indicate
that residues of slag remain on the surface. The presence of slag residues made it difficult
to observe the destabilization behavior due to the leaching of Mn and Ca from 2Mn_CSZ
caused by the slag. The post-corrosion cross-sectional SEM-EDS images of 2Mn_CSZ
(Figure 5d) reveal that the slag has penetrated the interior due to the high porosity of the
specimen, making it impossible to evaluate the internal corrosion resistance through the
assessment of the penetration depth of the slag.
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Figure 6 shows the XRD data of the MnO2-doped CSZ specimens’ surface after cor-
rosion. After the corrosion, only the tetragonal and monoclinic peaks were observed in
MnO2-doped CSZ, while no slag peaks were detected. This is due to the formation of a
glass phase during the rapid cooling process following the corrosion test [26]. In 4Mn_CSZ,
although a cubic peak was initially observed, no cubic phase was detected after corrosion.
As indicated in Table 5, the cubic volume fraction decreased from 9.1% before corrosion
to 0% after corrosion, which is considered to be a phase transition caused by destabiliza-
tion. In Figure 6c, it can be seen that the CSZ has shifted to a higher angle after corrosion
(from 30.34◦ to 30.52◦), indicating that Ca2+ ions, which are larger than Zr4+ ions, have
leached out from the lattice due to reactions with the slag. Before the corrosion test, the
MnO2-doped CSZ showed a low-angle shift due to the doping of smaller Mn3+ and Mn4+

ions, positioning the t(101) at a lower angle compared to CSZ. In particular, the 1Mn_CSZ
exhibited the largest shift from 30.36◦ before corrosion to 30.66◦ after corrosion. However,
after the corrosion test, the t(101) position was at a higher angle than that in the undoped
case. These results corresponded with the monoclinic phase fraction results, with 1Mn_CSZ
showing the highest monoclinic phase fraction of 42.7% after corrosion. As the amount
of MnO2 doping increased, the angle shift to a higher angle after corrosion decreased,
with the 4Mn_CSZ shifting from 30.40◦ before corrosion to 30.46◦ after corrosion. These
results suggest that Mn, being smaller than the zirconia ions, has also leached out from
the zirconia lattice due to destabilization, resulting in a combined effect of a lower angle
shift due to Mn leaching and a higher angle shift due to Ca leaching. All specimens with
Mn doping showed a higher fraction of the monoclinic phase compared to the original
CSZ, indicating a decrease in corrosion resistance. As mentioned earlier, the corrosion of
stabilized zirconia by slag is primarily due to the leaching of stabilizers by SiO2 [16,17]. The
Bi values of SiO2 and CaO calculated using Equation (3) are 0.470 and 1.613, respectively.
Since SiO2 and CaO not only form a glass phase but also have a large difference in basicity,
a significant reaction can be expected. The Bi values for MnO2, Mn2O3, and MnO are 0.536,
0.796, and 1.563, respectively. Although the Bi of MnO2 does not differ significantly from
that of SiO2, it is expected that the reaction will be minimal. However, since Mn in the
zirconia lattice mainly exists in the form of Mn3+, there is a difference in basicity, leading to
potential instability. Additionally, the melting points of MnO2 and Mn2O3 are 535 ◦C and
940 ◦C, respectively, which are significantly lower than the 2572 ◦C of CaO, suggesting that
leaching into the slag would be easier.
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Table 5. Monoclinic volume fraction of MnO2-doped CSZ after corrosion test.

Specimen
Volume Fraction (%)

Monoclinic (Vm) Tetragonal (Vt) Cubic (Vc)

CSZ 33.7→ 39.4 66.3→ 33.7 -
1Mn_CSZ 19.7→ 42.7 80.3→ 57.3 -
2Mn_CSZ 2.8→ 42.5 91.2→ 57.5 -
3Mn_CSz -→ 40.0 95.4→ 60.0 4.6→ -
4Mn_CSZ -→ 42.4 90.9→ 57.6 9.1→ -

Figure 7 presents the XRD patterns of CeO2-doped CSZ, which was sintered at 1600 ◦C
for 4 h. Both monoclinic and tetragonal phases were observed in the CeO2-doped CSZ.
As seen in Figure 7b, the monoclinic peak gradually decreased with the increase of CeO2
doping, resulting in a decrease in the monoclinic volume fraction from 29.5% in 1Ce_CSZ
to 21.8% in 4Ce_CSZ (Table 6). In Figure 7c, a lower angle shift occurred with the increase
in doping amount, indicating that the lattice expanded due to the doping of Ce4+ (97 Å),
which is larger than Zr4+ (84 Å) [27]. When compared to MnO2-doped CSZ, the rate of
decrease in the monoclinic phase was lower. This is because when MnO2 is doped, it
mainly forms a substitutional solid solution in the form of Mn3+ (64.5 Å), creating oxygen
vacancies to maintain charge neutrality, leading to a significant stabilization effect due to
the formation of these vacancies [28]. On the other hand, when CeO2 is doped, both Ce4+

and Ce3+ exist, predominantly in the form of Ce4+. Thus, stabilization primarily occurs due
to lattice stress caused by the ionic radius difference between Zr4+ and Ce4+, resulting in a
weaker effect on stabilizing the tetragonal phase compared to MnO2 [29].
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CSZ.

Table 6. Monoclinic volume fraction of CeO2-doped CSZ after corrosion test.

c
Volume Fraction (%)

Monoclinic (Vm) Tetragonal (Vt) Cubic (Vc)

CSZ 33.7 66.3 -
1Ce_CSZ 29.5 70.5 -
2Ce_CSZ 27.9 72.1 -
3Ce_CSz 24.6 75.4 -
4Ce_CSZ 21.8 78.2 -

Figure 8a illustrates the graph of relative density changes in CeO2-doped CSZ, in-
dicating a trend of decreasing relative density with increasing amounts of CeO2 doping.
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The SEM images of the specimen sintered at 1600 ◦C (Supplementary Figure S2) show
that, due to the overall low density, it was challenging to observe microstructural changes
associated with density changes. The relative density gradually decreased from 75.1%
(CSZ) to 72.23% (4Ce_CSZ) at 1600 ◦C, and this result is attributed to the fact that CeO2
generates a low sinterability system [30]. Figure 8b illustrates the Vickers hardness and
flexural strength of CeO2-doped CSZ. The Vickers hardness decreased from 612.57 Hv
(1Ce_CSZ) to 586.35 Hv (4Ce_CSZ), and the flexural strength also reduced from 412.63 MPa
(1Ce_CSZ) to 392.22 MPa. Even though an increase in tetragonal phase was observed
with an increase in CeO2 doping, the sinterability deteriorated, leading to a decrease in
mechanical properties.
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Figure 9 shows the SEM-EDS images of 2Ce_CSZ magnified 250 times before and after
corrosion. In the pre-corrosion surface image of 2Ce_CSZ, Figure 9a, it is observable that
complete densification has not occurred due to the coarse particle size, and the EDS scan
confirmed that Ca and Ce were evenly dispersed without agglomeration. After corrosion,
the surface of 2Ce_CSZ shows signs of deterioration due to the slag. The EDS scans of Ca
and Si reveal remnants of slag left on the surface, particularly concentrated near the grain
boundaries that formed post-corrosion. Discerning the destabilization behavior of Ca was
challenging due to the presence of Ca in the slag, and no destabilization behavior of Ce
due to slag post-corrosion was observed. Figure 9d presents the cross-sectional SEM-EDS
images of 2Ce_CSZ after corrosion, where the infiltration of slag into the interior due to
high porosity can be seen.

Figure 10 shows the surface XRD data of CeO2-doped CSZ after corrosion. Similar
to MnO2-doped CSZ, no slag peaks were observed in CeO2-doped CSZ post-corrosion;
instead, tetragonal and monoclinic peaks were present. After corrosion, the monoclinic
phase fraction calculated through the integrated intensity of X-ray diffraction increased
due to destabilization, though it remained lower than that of CSZ (Table 7). Additionally,
as the doping amount of CeO2 increased, the monoclinic phase fraction further decreased.
In Figure 10c, the t(101) peak exhibited a high angle shift due to destabilization, with less
shift occurring as the Ce doping amount increased. The calculated Bi value for CeO2 using
Equation (3) is 0.702, not significantly different from the Bi value of SiO2 (0.470), indicating
a small basicity gap. Consequently, it is inferred that CeO2-doped CSZ demonstrates
superior corrosion resistance compared to CaO, and unlike MnO2-doped CSZ, Ce is not
easily leached by the slag, allowing the tetragonal phase to be maintained.
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Table 7. Monoclinic volume fraction of CeO2-doped CSZ after corrosion.

Specimen
Volume Fraction (%)

Monoclinic (Vm) Tetragonal (Vt) Cubic (Vc)

CSZ 33.7→ 39.4 66.3→ 60.6 -
1Ce_CSZ 29.5→ 33.5 70.5→ 66.5 -
2Ce_CSZ 27.9→ 31.2 72.1→ 68.8 -
3Ce_CSz 24.6→ 27.5 75.4→ 72.5 -
4Ce_CSZ 21.8→ 24.8 78.2→75.2 -

128



Materials 2023, 16, 7240

4. Conclusions

We doped CSZ with MnO2 and CeO2, respectively, to enhance its corrosion resistance
and investigated the mechanical properties and slag-induced destabilization behavior. The
monoclinic phase volume fraction decreased from 33.7% (CSZ) to 0% (3Mn_CSZ, 4Mn_CSZ)
as the doping amount of MnO2 increased. A splitting phenomenon of the t(101) peak was
observed in 2Mn_CSZ, and a complete splitting resulting in a cubic phase occurred in
4Mn_CSZ. It was noted that the relative density increased with MnO2 doping, showing
a relative density of 77.68% in 4Mn-doped CSZ compared to 75.16% in CSZ at 1600 ◦C.
The increase in relative density and decrease in monoclinic phase fraction with MnO2
doping resulted in an increase in Vickers hardness and flexural strength, though these
properties decreased in 3Mn_CSZ and 4Mn_CSZ, where a cubic phase was formed. The
monoclinic phase fraction of CSZ increased from 33.7% to 39.4% after the corrosion test.
The MnO2-doped CSZ had a higher monoclinic phase fraction compared to CSZ after the
corrosion test, resulting in reduced corrosion resistance, and the monoclinic phase fraction
of 4Mn_CSZ increased from 0% to 42.4%. These results are attributed to the predominant
existence of Mn in the forms of Mn3+ and Mn2+, rather than Mn4+, and their low melting
points due to the small basicity gap with SiO2. With CeO2-doped CSZ, an increase in the
CeO2-doping amount led to a decrease in the monoclinic phase fraction, though at a lower
rate than in MnO2-doped CSZ. This is because Ce in the zirconia lattice mainly exists in
the form of Ce4+, and the stabilization of the tetragonal phase is mainly due to the lattice
stress caused by the ionic radius difference between Zr4+ and Ce4+, resulting in a less
significant stabilizing effect than MnO2. CeO2-doped CSZ showed a lower relative density
compared to CSZ due to its low sinterability, leading to a decrease in Vickers hardness and
flexural strength. Pre- and post-corrosion SEM-EDS images indicated that the destabilizing
behavior of Ca was challenging to observe due to the presence of Ca in the slag, and no
post-corrosion destabilizing behavior of Ce due to slag was observed. The XRD data from
the specimen surface post-corrosion exhibited a lower monoclinic phase fraction compared
to CSZ, decreasing progressively with increased CeO2 doping. These results suggest that
CeO2 primarily exists in the form of Ce4+ within the zirconia lattice, demonstrating superior
slag resistance compared to CaO due to the small basicity gap. For further study, we aim to
conduct research on simultaneously doping MnO2 and CeO2 to combine the high phase
stability of MnO2 for improved thermal shock resistance and enhanced corrosion resistance
from CeO2.
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Abstract: CCDR 4043 Al alloys are an outstanding candidate for producing mechanical components
for automotive or aircraft engines. Two experimental environments—sustained high temperature
and repeated heating–cooling—were simulated in the laboratory to replicate the actual operating
conditions of engine components. This research investigated the microstructural evolution, mechani-
cal properties, and fracture characteristics of the 4043 Al alloy manufactured through the continuous
casting direct rolling (CCDR) process under different post-processing conditions. The CCDR process
combines continuous casting, billet heating, and subsequent continuous rolling in a single equipment
of production line, enabling the mass production of Al alloy in a cost-effective and energy-efficient
manner. In the present work, the 4043 alloy was subjected to two environmental conditions: a
sustained high-temperature environment (control group) and a cyclic heating–cooling environment
(experimental group). The maximum temperature was set to 200 ◦C in the experiment. The experi-
mental results show that, in a sustained high temperature working environment, the strength and
elongation of the CCDR 4043 Al alloy tend to be stable. The overall effect involves the Al matrix
softening and the spheroidization of eutectic Si caused by prolonged exposure to high temperature.
This can enhance its ductility while retaining a certain level of mechanical strength. Comparatively,
in the working environment of cyclic heating–cooling (thermal cycle), the direction of Si diffusion
was different in each cycle, thus leading to the formation of an irregular Ai–Si eutectic structure
containing precipitated Si particles of different sizes. The two compositions of Al and Si with very
different thermal expansion coefficients may induce defects at the sharp points of Si particles under
repeated heating–cooling, thereby reducing the strength and ductility of the material. The results
of this work can confirm that the fracture behavior of 4043 Al alloys is obviously controlled by the
morphology of the precipitated eutectic Si. In addition, CCDR 4043 Al alloys are not suitable to
be used in working environments with a thermal cycle. In practical applications, it is necessary to
add traces of special elements or to employ other methods to achieve the purpose of spheroidizing
the precipitated eutectic Si and Al–Fe–Si phases to avoid the deterioration of strength and ductility
under cyclic heating. To date, no other literature has explored the changes in the microstructure and
mechanical properties of CCDR 4043 Al alloys across various time scales under the aforementioned
working environments. In summary, the findings provide valuable insights into the effect of thermal
conditions on the properties and behavior of CCDR 4043 Al alloys, offering potential applications for
it in various engineering fields, such as the automotive and aerospace industries.

Keywords: continuous casting direct rolling (CCDR); 4043 Al alloy; thermal cycle; eutectic Si;
microstructure evolution

1. Introduction

In response to growing environmental concerns and the urgent need to combat climate
change, automakers have taken aggressive measures to enhance the energy efficiency of
their vehicles. This effort aims to reduce carbon emissions and decrease fossil fuel consump-
tion. Utilizing lightweight materials has emerged as a pivotal strategy to address the energy
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crisis and mitigate environmental pollution [1]. Among these materials, Al–Si alloys stand
out as one of the most extensively employed lightweight options. Their popularity is driven
by a combination of advantageous characteristics, including exceptional wear resistance,
low density, low thermal expansion coefficient at high temperatures, high specific strength,
efficient thermal conductivity, excellent castability, and superb corrosion resistance [2,3]. In
the automotive sector, Al–Si alloys find application in the manufacturing of crucial engine
components, such as cylinder heads, valve tappets, crankshaft covers, pistons, and rocker
arms [4]. Furthermore, they serve as a viable alternative to conventional iron-based materi-
als for constructing structural components in automobile bodies, including doors, hoods,
and frames. This substitution significantly reduces the overall vehicle weight, making a
substantial contribution to energy conservation [5,6]. Beyond their role in the automotive
sector, Al–Si alloys also find extensive application in the aerospace industry, particularly
in aircraft fuel storage and supply systems, such as fuel tanks and fuel pipelines. These
alloys display remarkable corrosion resistance and sealing properties, allowing them to
endure high pressures and meet stringent temperature requirements. As a result, they
play a crucial role in ensuring the safety and reliability of fuel storage and supply systems
in the aviation industry. In summary, the widespread adoption of Al–Si alloys in both
the automotive and aerospace sectors highlights their pivotal role in enhancing energy
efficiency and reducing environmental impacts. These alloys have become indispensable
components in the pursuit of a more sustainable and eco-friendly future. In this study,
a 4043 Al alloy with Si content of 5 wt.% was used. The addition of Si can improve the
castability and fluidity of the metal and reduce the shrinkage of the metal during the solidi-
fication process, so that the 4043 Al alloy has excellent weldability, fluidity, and castability,
and at the same time, eutectic Si precipitated at the matrix of Al can effectively improve the
wear resistance. The relevant literature has pointed out that Al–Si alloys solidified under
traditional cooling conditions are usually composed of dendrites formed by coarse Al
grains, eutectic Al–Si structures, and lamellar eutectic Si. This microstructure leads to poor
mechanical properties [7–9]. Therefore, in recent years, there have been many emerging
research attempts to manufacture Al–Si alloys using new process technologies.

Owing to the exceptional fluidity of Al–Si alloys in their molten state and their de-
creased susceptibility to crack during solidification, research teams have increasingly
adopted various advanced production techniques in recent years. These techniques are
aimed at fabricating 4043 Al alloys and effectively controlling the grain size, the structure
of eutectic Al–Si, and the morphology of the precipitated eutectic Si. These techniques
encompass continuous casting direct rolling [10–14], additive manufacturing [15–19], chem-
ical inoculation [7,20,21], and the application of external fields during solidification [22,23].
In this study, we utilized continuous casting direct rolling (CCDR) technology for the
fabrication of a 4043 Al alloy. CCDR is a comprehensive process that consolidates various
production stages into a single line of equipment. This includes the melting of metal blanks,
casting, solidification, rolling, temperature control, coiling, and roll forming [24–27]. This
integrated approach enables the adjustment of production speed and product size to meet
specific application requirements while simultaneously enhancing production efficiency
and quality [14]. Al–Si alloys, thanks to their low melting point and excellent fluidity, have
traditionally found wide usage in welding materials [28–30]. Significantly, the outstanding
fluidity of Al–Si alloys in their molten state renders them exceptionally well-suited for con-
tinuous casting and rolling production when compared to other Al alloys. Therefore, in this
study, we employed CCDR technology to manufacture 4043 Al alloy wire rods. Following
that, we conducted sustained high-temperature and cyclic heating–cooling experiments to
examine the effect of eutectic silicon on the alloy’s mechanical properties and evaluate its
suitability for high-temperature working environments.

CCDR enables the mass production of 4043 Al alloy sheets, strips, or coils, which
serve as crucial raw materials in the fabrication of fasteners and wear-resistant mechan-
ical components. These materials find extensive application in both the automotive and
aerospace industries. Moreover, beyond the advantages of reducing material waste and
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cutting production costs, CCDR ensures a uniform blank structure while effectively elimi-
nating internal defects. However, 4043 Al alloys are a non-heat-treatable Al alloy, which
means that improvement through T6 heat treatment is not feasible. To further enhance the
mechanical strength of CCDR 4043 Al alloys, the as-manufactured materials underwent
a secondary rolling process at a 60% reduction ratio, successfully avoiding any cracks on
the edges of the wire rods. It is important to emphasize that maintaining strength and
ductility in high-temperature working environments with repeated cycles of heating and
cooling is a crucial research focus, especially given the critical role of these materials as core
components in engines, cooling systems, and fuel systems. Previous research has demon-
strated that Al–Si alloys typically experience reduced strength and increased elongation
after prolonged exposure to high-temperature working environments [4]. Additionally,
numerous studies have explored the thermal fatigue life of Al–Si alloys in different test
conditions [4,31,32]. In this study, the authors utilized a test model resembling thermal
fatigue. Test specimens were repeatedly exposed to both high-temperature and normal
room temperature conditions, thereby subjecting them to cyclic heating and cooling, com-
monly referred to as a thermal cycle [33–36]. In this comparative test, CCDR 4043 Al alloy
specimens were assigned to the control group and exposed to a sustained high-temperature
environment, while those placed in a cyclic heating–cooling environment constituted the
experimental group. During the experiment, the CCDR 4043 Al alloy specimens were
placed in a heating furnace to maintain a temperature of 200 ◦C and within a thermal cycle
apparatus. The subsequent experimental results include an analysis of the microstructure,
XRD patterns, and mechanical properties of both groups. Additionally, to gain insights into
the effect of eutectic Si morphology and distribution on mechanical properties and damage
characteristics, a scanning electronic microprobe (SEM) was employed to investigate the
distribution characteristics of precipitated eutectic Si in the transverse section and fractured
subsurface of the specimens.

The metal manufacturing industry is now actively pursuing energy efficiency, sus-
tainability, carbon tax compliance, and adherence to ESG (Environmental, Social, and
Governance) values [37,38]. CCDR addresses the drawbacks of the high energy consump-
tion and labor intensity inherent in traditional metal manufacturing. Its advantages lie in
simplifying the process, reducing labor costs, increasing metal yield, conserving energy,
improving the quality of CCDR billets, and facilitating production automation. Utilizing
the CCDR process for the production of Al–Si alloys not only promotes environmental
friendliness but also reduces carbon emissions while offering competitive raw materials for
the automotive manufacturing industry. CCDR technology provides distinctive advantages,
complementing the inherent wear resistance, low thermal expansion coefficient, and excel-
lent thermal conductivity of Al–Si alloys, rendering them highly competitive in the market.
To ascertain the suitability of CCDR 4043 Al alloys for use as a manufacturing material
for engine parts or fasteners, we employed two experimental environments: continuous
high temperature and repeated heating–cooling. These simulations aim to replicate the
potential scenarios in which mechanical components operate in high-temperature working
environments. A subsequent in-depth analysis of mechanical properties testing and mi-
crostructure was conducted to determine whether CCDR 4043 Al is qualified for this task,
mitigating the risk of unexpected dangers. However, to date, there has been no comprehen-
sive research that systematically investigates the microstructural evolution of Al–Si alloys
manufactured through CCDR in a repetitive heating–cooling environment, which leads
to changes in mechanical properties. In light of this, this study is essential and presents a
practical set of experimental methods to verify the potential application of CCDR Al 4043
alloys in high-temperature working environments. In order to integrate CCDR 4043 Al
alloys into the industrial supply chains of the automotive and aerospace sectors as a reliable
mechanical component designed for long-term use in various high-temperature working
environments, the results presented in this study possess both theoretical significance and
practical necessity. They can serve as a crucial benchmark for the industrial application of
CCDR Al–Si alloys.
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2. Materials and Experimental Procedures

The CCDR 4043 Al alloy utilized in this study was provided by Ting Sin Co., Ltd.
(Tainan, Taiwan). The chemical composition of this alloy is detailed in Table 1, and the
production equipment is depicted in Figure 1.

Table 1. The chemical composition of the 4043 Al alloy used in this study.

Al Si Fe Cu Mn Mg Zn Ti

Composition (wt.%) Bal. 4.5–6.0 ≤0.8 ≤0.30 ≤0.05 ≤0.05 ≤0.10 ≤0.20
This study Bal. 4.86 0.23 0.079 0.003 0.002 0.017 0.02
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The wire rods produced directly from the CCDR production line, in their initial,
as-manufactured state, are denoted as ‘specimen F’. As the 4043 Al alloy is a typical non-
heat-treatable Al alloy, its mechanical properties cannot be enhanced through T6 heat
treatment. Therefore, this study employed strain hardening to improve its mechanical
strength. In the pursuit of maximizing mechanical strength through cold working and
ensuring the absence of surface rolling cracks to maintain quality, different reduction
ratios were considered as experimental parameters during the preparatory experiments.
Ultimately, we determined that a 60% reduction ratio yielded the optimal results [10]. The
reduction ratio was calculated as the difference between the original thickness and the
rolled thickness, divided by the original thickness. The Ø12 wire rods were initially cut
and milled into long strips measuring 10 mm in thickness. These strips were then further
reduced to 4 mm in thickness through rolling, resulting in specimens referred to as ‘FR’
(the process and equipment are depicted in Figure 2a,b). The strain rate was about 0.03 s−1.
Subsequently, dog-bone-shaped specimens, as depicted in Figure 2c, were manufactured
through wire electrical discharge machining. In the experiment, ASTM E8/E8M [39] was
used as the basis for specimen size modification. Stress–strain curves were subsequently
recorded using a uniaxial tensile testing machine. (Hung Ta Instrument Co., Ltd., Taichung,
Taiwan). Each set of specimens underwent five tests at a tensile rate of 1 mm/min, from
which, the average strength and elongation values were calculated.
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The primary objectives of this study centered on two key aspects: (1) examining the
effect of sustained high temperatures, and (2) investigating the effects of cyclic heating and
cooling (thermal cycle) on the 4043 Al alloy. In the constant high-temperature experiments,
the specimens labeled as FR were placed in a heated furnace and maintained at 200 ◦C
for durations of 24, 72, and 168 h, denoted as FRH-24, FRH-72, and FRH-168, respectively.
For the thermal cycling experiment, specimen FR was positioned in the thermal cycle
equipment as depicted in Figure 3. In this test, the specimen was subjected to a repetitive
cycle of heating at 200 ◦C for 3 min, followed by natural cooling to room temperature
(25 ◦C) for 1 min. This cycle was repeated continuously for periods of 24, 72, and 168 h,
designated as FRC-24, FRC-72, and FRC-168, respectively. The naming conventions for
the test specimens are summarized in Table 2, and the process framework is illustrated
in Figure 4. The setting of 200 ◦C as the maximum temperature limit is based on its
slight elevation above the artificial aging temperature of typical Al alloys. Beyond this
threshold, unpredictable changes in the microstructure may occur, potentially affecting the
mechanical properties. Moreover, under elevated temperature conditions, the prolonged
use of Al–Si alloys becomes less favorable. In such circumstances, opting for metals with
higher temperature resistance, even if sacrificing some lightweight advantages, would be a
prudent decision.
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Table 2. The naming principles and post-processing of specimens.

Name Post-Processing

F As-manufactured through CCDR
FR Specimen F rolled at a reduction ratio of 60%

FRH-24 Specimen FR in an environment of 200 ◦C for 24 h
FRH-72 Specimen FR in an environment of 200 ◦C for 72 h

FRH-168 Specimen FR in an environment of 200 ◦C for 168 h
FRC-24 Specimen FR under the thermal cycle for 24 h
FRC-72 Specimen FR under the thermal cycle for 72 h

FRC-168 Specimen FR under the thermal cycle for 168 h
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To examine the metallurgical structure, the specimens mentioned above underwent
a sequential process. They were initially ground using SiC sandpaper (3M Company,
Maplewood, NJ, USA) with grit sizes ranging from 120 to 4000#. Affixing sandpaper to
the rotary disk of the grinding and polishing equipment, the metallographic specimens
were then gently pressed on the sandpaper with fingers. Subsequently, the specimens
were polished using aqueous solutions of Al2O3 and SiO2. Finally, they were immersed
in Keller’s corrosive solution, composed of 2 mL HF, 3 mL HCl, 5 mL HNO3, and 190 mL
H2O, for approximately 20–25 s. The specimens were then observed under an optical
microscope (Olympus BX41M-LED, Tokyo, Japan). This process allowed for the assessment
of microstructure characteristics across different sections. In this article, the plane that
is perpendicular to the secondary rolling is referred to as the ‘transverse section’, while
the plane parallel to the secondary rolling is termed the ‘axial section’. Material hardness
was analyzed using a Rockwell hardness testing machine (Mitutoyo AR-10 Hardness
Testing Machine, Sakado, Japan), following the HRF test specification (in compliance with
ASTM E18-20 [40]). A steel ball indenter with a diameter of 1/16 inches was used as the
load source, applying a force of 60 kgf. The hardness measurements were recorded for
both the transverse and axial sections of the test specimen. The constituent phases were
identified using an X-ray diffractometer (Bruker, Billerica, MA, USA) operating under
the following conditions: a voltage of 45 kV, a current of 100 MA, a 2θ range from 20 to
90 degrees, and a scanning speed of 2.4 degrees per minute. The fracture surfaces and
precipitated eutectic Si were analyzed using a scanning electron microscope (SEM) (Hitachi
SU-5000, Hitachi, Tokyo, Japan) equipped with an energy-dispersive spectroscopy (EDS)
instrument. The accelerating voltage of the SEM was from 0.5 KV to 30 KV, and the working
distance of SEM was about 160 mm, which was adjusted according to the height of the
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specimens. To investigate the effect of the distribution of Si and precipitated crystalline Si
morphology on the mechanical properties of the 4043 Al alloy, specimens were extracted
from the specimens listed in Table 2. These specimens, taken from the transverse section,
were subjected to precision grinding and polishing. The elemental distribution within the
transverse cross-section was analyzed using a high-resolution electron probe microanalyzer
(EPMA) (JEOL JXA-8530 F, Tokyo, Japan). Additionally, specimens FR, FRH-168, and FRC-
168 were specifically chosen for an analysis of the fracture subsurface. Finally, to thoroughly
evaluate the atomic-scale precipitation behavior within the internal structure of the 4043 Al
alloy under two distinct operating environments (sustained high temperatures and thermal
cycle), samples were extracted from specimens FRH-168 and FRC-168 using a focused ion
beam (FIB) (Hitachi NX2000, Tokyo, Japan). Phase identification was conducted using
a transmission electron microscope (TEM) (FEI Tecnai F20 G2 Field-emission Scanning
Transmission Electron Microscope, Hillsboro, OR, USA).

3. Results and Discussion
3.1. Microstructure Evolution

The microstructure of the CCDR 4043 Al alloy in its as-manufactured state and after
secondary rolling is depicted in Figure 5. The CCDR process induced a texture effect,
resulting in distinct microstructures in the directions perpendicular and parallel to the
rolling process. In Figure 5a,b, the microstructures of specimens F and FR in the transverse
section are presented.

Materials 2023, 16, x FOR PEER REVIEW 7 of 25 
 

 

accelerating voltage of the SEM was from 0.5 KV to 30 KV, and the working distance of 
SEM was about 160 mm, which was adjusted according to the height of the specimens. To 
investigate the effect of the distribution of Si and precipitated crystalline Si morphology 
on the mechanical properties of the 4043 Al alloy, specimens were extracted from the spec-
imens listed in Table 2. These specimens, taken from the transverse section, were subjected 
to precision grinding and polishing. The elemental distribution within the transverse 
cross-section was analyzed using a high-resolution electron probe microanalyzer (EPMA) 
(JEOL JXA-8530 F, Tokyo, Japan). Additionally, specimens FR, FRH-168, and FRC-168 
were specifically chosen for an analysis of the fracture subsurface. Finally, to thoroughly 
evaluate the atomic-scale precipitation behavior within the internal structure of the 4043 
Al alloy under two distinct operating environments (sustained high temperatures and 
thermal cycle), samples were extracted from specimens FRH-168 and FRC-168 using a fo-
cused ion beam (FIB) (Hitachi NX2000, Tokyo, Japan). Phase identification was conducted 
using a transmission electron microscope (TEM) (FEI Tecnai F20 G2 Field-emission Scan-
ning Transmission Electron Microscope, Hillsboro, OR, USA). 

3. Results and Discussion 
3.1. Microstructure Evolution 

The microstructure of the CCDR 4043 Al alloy in its as-manufactured state and after 
secondary rolling is depicted in Figure 5. The CCDR process induced a texture effect, re-
sulting in distinct microstructures in the directions perpendicular and parallel to the roll-
ing process. In Figure 5a,b, the microstructures of specimens F and FR in the transverse 
section are presented. 

 
Figure 5. Microstructure of specimens F in (a) transverse and (c) axial sections, and specimens FR in 
(b) transverse and (d) axial sections. 

In specimen F, the primary components consisted of α–Al dendrites and a dark eu-
tectic Al–Si structure. Following the second rolling process (specimen FR), the eutectic Al–
Si structure underwent noticeable deformation, forming a Si-rich conglomerate aggrega-
tion. Figure 5c,d present the microstructure of the axial section for specimens F and FR. In 
both instances, Si-rich aggregates that formed along the rolling direction are evident, 
alongside point-like eutectic Al–Si phases distributed within the matrix. It is worth noting 
that after the secondary rolling process, specimen FR exhibited a more pronounced long 
island structure compared to specimen F. According to the literature, eutectic Si in Al–Si 
alloys precipitates as pure Si crystals [41,42], taking the form of flakes or granules. It also 
combines to form a eutectic Al–Si structure with Al [43]. This eutectic Al–Si structure is 
distributed within the darker part of the matrix, and is composed of needles, rods, and 
branches. In Figure 6, a more detailed analysis of the elemental distribution in the trans-
verse section, performed using EDS, confirmed that the dark regions in Figure 5a,b 
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In specimen F, the primary components consisted of α–Al dendrites and a dark eutectic
Al–Si structure. Following the second rolling process (specimen FR), the eutectic Al–Si
structure underwent noticeable deformation, forming a Si-rich conglomerate aggregation.
Figure 5c,d present the microstructure of the axial section for specimens F and FR. In
both instances, Si-rich aggregates that formed along the rolling direction are evident,
alongside point-like eutectic Al–Si phases distributed within the matrix. It is worth noting
that after the secondary rolling process, specimen FR exhibited a more pronounced long
island structure compared to specimen F. According to the literature, eutectic Si in Al–Si
alloys precipitates as pure Si crystals [41,42], taking the form of flakes or granules. It also
combines to form a eutectic Al–Si structure with Al [43]. This eutectic Al–Si structure
is distributed within the darker part of the matrix, and is composed of needles, rods,
and branches. In Figure 6, a more detailed analysis of the elemental distribution in the
transverse section, performed using EDS, confirmed that the dark regions in Figure 5a,b
primarily consisted of highly aggregated Si, with a small amount of Si solidly dissolved in
the matrix. Figure 6d demonstrates that Fe was relatively uniformly distributed, with only
a few aggregates. The presence of iron in the Al–Si alloy system resulted in the formation
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of several intermetallic phases. The existing literature suggests that a significant portion
of Fe is solidly dissolved within the α–Al, while some of it forms the Al–Fe–Si phase
in conjunction with Al and Si [44,45]. The sharp corners and incoherent interface of the
Al–Fe–Si act as stress concentrators in the α–Al matrix, leading to severe brittleness in the
final Al–Si alloy casting. As the presence of Fe is unavoidable within the 4043 Al alloy,
subsequent experiments will meticulously examine the changes in the distribution of Fe
using EPMA.
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Figure 6. SEM element mapping of specimen F: (a) overlaying image, (b) Al, (c) Si, (d) Fe.

Figure 7 illustrates the microstructure evolution of the CCDR 4043 Al alloy at various
time intervals of sustained high-temperature exposure. Figure 7a–c reveal that in the
transverse section, Si-rich agglomerates gradually diffused and underwent morphological
changes at elevated temperatures. Simultaneously, the eutectic Al–Si structure gradually
transformed into needle-like and dendritic shapes, closely resembling the original specimen
F. Figure 7d–f shows that in the axial section, the microstructure did not change significantly
after a long period of high temperature treatment.
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Figure 8 presents the microstructure evolution of the CCDR 4043 Al alloy within
a cyclic heating–cooling environment at various time intervals. In Figure 8a–c, it is evi-
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dent that, within the transverse section, the Si-rich agglomerates, initially formed by the
secondary rolling, evolved into various structures, including needle-shaped, dendritic,
point-like, and irregular forms after varying numbers of thermal cycles. This phenomenon
arises from the fact that, under repeated heating–cooling conditions, the Si element spreads
out and combines with Al, forming various Al–Si structures. These Al–Si precipitates,
which appear as dark-colored regions in the optical microscope image, primarily consist of
lamellar Si and Si particles. The sharp edges and corners of the Si phase are particularly
susceptible to generating uneven stress, thus becoming the starting point for material
failure under stress. Consequently, the control of Si particle morphology and the Al–Si
phase to enhance mechanical properties is a crucial metallurgical challenge in the context of
Al–Si alloys [46,47]. Figure 8d–f depict the microstructure within the axial section, revealing
that the influence of the cyclic heating–cooling environment on the microstructure was
relatively subtle. The Si-rich aggregates maintained their original long island shape, with
only a portion of the point aggregates re-dissolved into the long island structure due to Si
diffusion or formed coarser clusters of Si particle aggregation.
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Figure 9 presents the distribution and size of internal Si particles in the eutectic Al–Si
phases within specimens F, FR, FRH-168, and FRC-168. The size distribution of Si particles
was about 0.2–1.5 µm. Due to significant variations in the Si particle content depending on
the sampling location, we focused solely on discussing the changes in morphology and size
in Figure 9. Figure 9a,b illustrate the influence of cold workability on Si precipitation in the
pristine state of the 4043 Al alloy specimens after the secondary rolling. The experimental
results confirm that both α–Al dendrites and the eutectic Al–Si structures underwent
changes due to compressive stress. Furthermore, the internal flaky and granular Si within
the eutectic Al–Si phase transformed into finer Si particles under pressure. Figure 9c,d
showcase the microstructure of the CCDR 4043 Al alloy after 168 h of sustained high-
temperature and repeated heating–cooling conditions following the secondary rolling. As
shown in Figure 9c, prolonged exposure to 200 ◦C promoted Si diffusion, allowing the Si
within the matrix to merge with the originally precipitated Si particles found in specimen
FR, resulting in a significant increase in particle size. Conversely, under thermal cycle
conditions, repeated heating–cooling led to varying directions of Si diffusion within the
microstructure, resulting in a greater difference in sizes between Si particles.
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Figure 9. Evolution of precipitated Si particles of specimens (a) F, (b) FR, (c) FRH-168, and
(d) FRC-168.

Figure 10 provides magnified 2000× transverse sections of the eight sets of specimens
listed in Table 2, allowing for a detailed investigation of the Si distribution evolution
under various post-processing conditions. The first, second, and third rows of Figure 10
depict the effect of cold working, sustained high temperature, and thermal cycling on the
Si distribution in the microstructure, respectively. Figure 10a,b reveal the formation of
clustered aggregates of needle-shaped eutectic Si and Si distributed within the eutectic
Al–Si phase due to compression. In Figure 10c–e, it is evident that during sustained high-
temperature conditions, a portion of the Si in the eutectic Al–Si phase re-solidified within the
α–Al matrix, while another portion gradually transformed into precipitated Si in the form
of rods and particles. Figure 10f–h confirm that the Si within the Si-rich clusters formed
unevenly sized particles and irregular structures during thermal cycling. Comparing
Figure 9c,d with Figure 10e,h, the sustained high temperature exposure facilitated the
formation of spheroidized eutectic Si and short rod-shaped Si clusters, creating a uniform
network that enhanced material ductility. In contrast, the cyclic heating–cooling conditions
tended to generate irregular Si particles. Therefore, it can be deduced that the thermal
expansion coefficients of Al and Si in 4043 Al alloys vary significantly under repeated
heating–cooling conditions, inducing defects at the sharp corners of Si particles, leading to
reduced strength and decreased material ductility.

Figure 11 displays the X-ray diffraction (XRD) pattern of the CCDR 4043 Al alloy under
the various post-treatment conditions. The diffraction pattern primarily consisted of Al and
Si crystal planes with different orientations. Notably, the change in crystal orientation due
to secondary rolling resulted in a significant increase in peak intensity for Al(111), Al(200),
Al(222), and Al(400), accompanied by a decrease in Al(220) peak intensity. Simultaneously,
the eutectic Al–Si phase formed Si-rich agglomerates, leading to the appearance of Si(111),
Si(220), and Si(311) peaks in the diffraction pattern. In the sustained high-temperature
environment, the Si diffusion and homogenization effects within the 4043 Al alloy resulted
in a slight decreasing trend in both Al and Si peak intensities. This decreasing trend
became more pronounced with longer temperature holding times. In summary, in a cyclic
heating–cooling environment, the Si diffusion direction and path vary in each cycle, leading
to less significant drops in both Al and Si peaks.
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3.2. Hardness and Mechanical Properties

Figure 12 illustrates the hardness of the CCDR 4043 Al alloy under the various post-
processing conditions. The original 4043 Al alloy (specimen F) exhibited a hardness of
HRF 52 in the transverse section and HRF 51 in the axial section. A subsequent secondary
rolling led to work hardening and an accumulation of hard silicon, resulting in increased
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hardness. Specifically, the transverse section and axial section hardness for specimen FR
measured HRF 73 and HRF 71, respectively. The transverse section hardness decreased
from HRF 73 to HRF 53 and the axial hardness decreased from HRF 71 to HRF 52 after
168 h of sustained high temperature exposure. After subjecting the material to 168 h of the
sustained high temperature treatment at 200 ◦C, we observed a decrease in hardness. This
constant high temperature effectively eliminated the dislocations caused by cold rolling
and softened the matrix. The hardness of the specimens stabilizes after 24 h, with minimal
changes over the following 168 h. Furthermore, when subjected to cyclic heating–cooling
conditions, both the transverse and axial hardness exhibited a gradual decline. The thermal
cycle did not provide a stable driving force for grain growth, leading to the multidirectional
diffusion of silicon evolving from agglomerates to needle rods. Within the 168 h timeframe,
the hardness of the test piece did not reach a stable value, consistent with the observations
in Figure 10f–h, indicating that silicon primarily existed in irregular shapes within the
eutectic phase.
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Figure 13a confirms that secondary rolling with a 60% reduction rate can enhance both
the yield strength and ultimate tensile strength, while maintaining control over uniform and
total elongation within acceptable limits. Figure 13b,c, respectively, illustrate the changes in
the stress–strain curves of specimen FR under two different working conditions: sustained
high temperature and cyclic heating–cooling. The individual effects of each working
condition on the strength and elongation of the CCDR 4043 Al alloy after secondary rolling
are summarized in Figure 14. It is observed that both sustained high temperature and
thermal cycling conditions resulted in a reduction in strength and ultimate tensile strength.
The most noteworthy distinction between Figure 13b,c is the matrix softening and the
globularization of Si particles induced by sustained high temperature treatment, which
contributes to the improved ductility of the 4043 Al alloy [46,48]. Figure 14b reveals that
the elongation of specimens FRH-24, FRH-72, and FRH-168 surpassed that of specimen FR.
In contrast, cyclic heating–cooling failed to provide sufficient time and stable diffusion for
the homogenization of the internal grains in the CCDR 4043 Al alloy. Moreover, it is worth
noting that the coefficient of thermal expansion for pure Al is approximately 6.6 times
that of Si [49,50]. The cyclic stresses induced by repeated thermal expansion and cold
contraction of hard silicon within a soft Al matrix can create defects at the interface between
Al and silicon, which can, in turn, impact both strength and elongation.
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Figure 13. Stress–strain curve comparison of (a) specimens F and FR; (b) specimens FR, FRH-24,
FRH-72, and FRH-168; (c) specimens FR, FRC-24, FRC-72, and FRC-168.

3.3. Fracture Behavior

Figure 15 illustrates the fracture surface characteristics of the specimens listed in
Table 2 after undergoing room temperature tensile testing. All specimens exhibited typical
ductile fractures dominated by dimple characteristics. The size of these dimples on the
fracture surface closely correlated with the material’s fracture behavior. A comparison
of Figure 15a,b reveals that specimen FR had smaller dimples than specimen F. Larger
dimples typically indicate enhanced material ductility since they signify substantial plastic
deformation before fracture, resulting in increased elongation. This observation aligns
with the findings presented in Figure 13a. Moving on to Figure 15c–e, it is evident that
an increase in the holding temperature at 200 ◦C led to larger dimples on the fracture
surface and, concurrently, a decrease in the number of Si particles. These results suggest
that spheroidized Si plays a role in restraining crack propagation within the material.
Figure 15f–h displays dimples of varying sizes and a higher density of the ridge structure
surrounding the dimples. This indicates that the material experienced crack initiation
from multiple points under stress, and a greater number of Si particles was evident on the
fracture surfaces. When comparing Figure 15e,h, the latter depicts dimples of different
sizes, along with numerous tearing ridges and Si particles. This pattern implies that
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cracks propagated along the Al–Si interface, a crucial factor contributing to the diminished
strength and elongation of the 4043 Al alloy under thermal cycling experimental conditions.
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To elucidate the fracture mechanism of the CCDR 4043 Al alloy, we further con-
ducted a comparison of the elemental distributions on the fracture subsurface of speci-
mens FR, FRH-168, and FRC-168, as depicted in Figure 16. Fe influences crack growth
by precipitating a needle-like Al–Fe–Si phase within the Al–Si alloy [51,52]. Previous
studies have indicated that the fracture of Al–Si casting alloys with trace amounts of Mg
and Cu initiates in the interdendritic regions that contain brittle, Fe-rich intermetallic
compounds [53,54]. As such, the phases that affect the fracture behavior in our present
study encompassed (1) eutectic Si and (2) Al–Fe–Si phases. The combined effect of the
morphology and base softening of these two phases is a pivotal factor in determining
the material’s strength and elongation [48]. Comparing the evolution of Si distribution
shown in Figure 16a–c, we observed that the thick, island-like precipitated Si, originating
from the secondary rolling, gradually transformed into spheroidal and elliptical aggre-
gates after 168 h of exposure to a 200 ◦C holding temperature. This transformation aided
in further impedance of crack propagation. Conversely, after 168 h of cyclic heating
and cooling, Si was unevenly distributed in long strips and clusters, resulting in limited
ductility improvement and even inducing crack growth at the Al–Si interface, leading to
a diminished strength under load. Notably, we can infer from Figure 16a,c that Si closely
corresponds to the fracture subsurface profile in BEI, whereas in Figure 16b, Si exhibited
a discontinuous distribution at the fracture edge.
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Figure 16. EPMA scanning element mapping of specimens (a) FR, (b) FRH-168, and (c) FRC-168. The
first, second and third rows of the Figure 16 represent the BEI and the distribution of Al, Si and Fe of
specimens FR, FRH-168 and FRC-168 respectively. Fe-rich accumulation on the fracture subsurface is
shown by the pink arrows.

146



Materials 2023, 16, 7176

The preceding discussion substantiates that the fracture behavior of the 4043 Al alloy
is fundamentally governed by the morphology of precipitated Si. On the other hand, the
evolution of the Fe distribution in Figure 16a–c sheds light on the needle-like Al–Fe–Si
phase within specimen FR. This phase underwent morphological transformations when
exposed to a 168 h holding period at 200 ◦C, effectively mitigating stress concentration
points typically induced by the sharp edges of hard secondary phases [55]. Simultaneously,
the spheroidized Fe-rich phase acts as an impediment to crack growth [56,57]. However,
following 168 h of cyclic heating and cooling, the original needle-like precipitated Al–Fe–Si
phase morphed into short rod-like and point-like aggregations with an uneven distribution.
This led to non-uniform stress distribution within the material when subjected to mechan-
ical loads. Figure 17a illustrates the dendritic Al–Si eutectic structure with embedded
precipitated Si particles. Figure 17b illustrates the evolution of the eutectic Al–Si structure’s
morphology in the transverse section of specimens F, FR, FRH-168, and FRC-168.
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evolution of precipitated Si.

3.4. TEM Diffraction Analysis

Figure 18a,b illustrate the elemental distribution along the FIB sampling profiles
for specimen FRH-168 and specimen FRC-168, respectively, revealing the presence of
micrometer-scale Si particles in both cases. Moreover, due to the sampling location, the
precipitated Al–Fe–Si phase formed by Fe aggregation can be discerned within specimen
FRH-168. In contrast, specimen FRC-168 was not sampled in the Fe-rich region, making
the Fe signal source in Figure 18b comprise Fe originating from a solid solution within
the Al matrix and background signals. Subsequently, Si particle diffraction patterns were
employed to examine the crystallization behavior, as showcased in Figure 18.

In Figure 18c, the HRTEM image of specimen FRH-168 reveals a high-density stacking
of atoms, indicating that elevated temperatures and extended durations foster stacking
faults within the 4043 Al alloy Si particles. Figure 19d represents the diffraction pattern
corresponding to Figure 19c, revealing the presence of stacking faults and twins along
multiple directions. In Figure 19g, the HRTEM image of specimen FRC-168 displays clearly
visible curved grain boundaries. The distinct Si diffusion directions during heating and
cooling, coupled with the inability of thermal cycles to provide a stable driving force
for grain growth, led Si to solidly dissolve in the Al matrix and precipitate from various
nucleation points. Consequently, these Si particles coalesced to form Si particles, with
some stacking faults evident within the eutectic Si on either side of the grain boundary.
Figure 18h corresponds to the diffraction pattern in Figure 19g. Comparing Figure 19c,d and
Figure 19g,h, the experimental results indicate that prolonged exposure to high temperatures
results in the development of more stacking faults and defects within the eutectic Si.
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Figure 19. (a,e) Bright field TEM images; (b,f) enlarged view of Si particles; (c,g) HRTEM images and
(d,h) SAED patterns of specimens FRH-168 and FRC-168.

Figure 20a,b illustrate the Al and Si compositions on both sides of the Al–Si interface,
detected using EDX, for specimens FRH-168 and FRC-168. Figure 20c confirms that the
Si concentration in the Al matrix of specimen FRH-168 was approximately 2 a.t% lower
than that of FRC-168 (compare points 1 and 4). This observation aligns with the results
in Figure 10. The prolonged exposure to high temperatures induced the diffusion of
solid solution Si from the matrix into the precipitated Si, resulting in a slightly reduced Si

148



Materials 2023, 16, 7176

content in the α–Al. Conversely, the Al and Si contents in the Si particles show only minor
differences between the two specimens.
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Figure 20. Position marking for EDS analysis near Al–Si interface of specimens (a) FRH-168 and
(b) FRC-168. (c) Composition analysis of Al and Si at each point.

It is worth noting that past studies on Al–Si alloys have shown that Si is primarily
distributed in Al bases as eutectic Si [8,9], which takes the form of flakes and consists of
pure Si [58,59]. Figure 21 and Table 3 present the EDX detection results for points 1–6,
revealing the presence of approximately 1.6–2.3 at.% of Al solid solution within Si crystals
at points 2, 3, 5, and 6. This result may be attributed to scattered electrons impacting the
convex areas left by FIB when grinding the thin area on both sides of the TEM specimen,
thereby generating weak X-ray signals characteristic of Al. Viewing this result from another
perspective, Jiqiang Chen et al. claimed the presence of trace amounts of Al precipitates in
the eutectic Si phase in previous research [60]. Nevertheless, the current study was unable
to validate this view, and we believe that the precipitated Si particles in the 4043 Al alloy
consist of pure Si.

Table 3. EDX analysis results of points 1–6.

Point
Composition (at.%)

Al Si

1 95.2 4.8
2 1.6 98.4
3 1.7 98.3
4 93.4 6.6
5 1.5 98.5
6 2.3 97.7
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3.5. Application Potential and Future Work

The 4043 Al alloy belongs to the 4xxx series of Al alloys and is known for its exceptional
characteristics. It exhibits high fluidity at elevated temperatures, resists solidification cracks,
and maintains crack resistance during cold processing. As a result, it is well-suited for
mass production using the CCDR process compared to other Al alloy types. In this
study, we utilized CCDR to produce 4043 Al alloy wire rod coils with the primary goal
of developing lightweight, high-quality, and cost-effective raw materials. These materials
find applications in the production of fasteners and wear-resistant mechanical components,
such as screws, nuts, bolts, sockets, and pins. It is worth noting that the 4043 Al alloy
wire rod coils used in our research have achieved IATF16949 certification. This global
quality management system certification is crucial for the automotive industry, further
underscoring the alloy’s potential applicability in this sector.

Furthermore, our experimental findings demonstrated that, in a thermal cycling
environment, the inability to achieve spheroidized eutectic Si precipitation and uniform
Si particle distribution within the 4043 Al alloy led to a gradual reduction in strength and
ductility during repeated heating–cooling cycles. This finding aligns with the observation
in Figure 16b, where Si was discontinuously distributed at the fracture edge, indicating that
the crack bypasses the spheroidized Si particles during propagation. A closer examination
of the third picture in Figure 16a–c can further validate our inference regarding the Si
distribution at the edge. As depicted in the evolution process in Figure 17b, the size of
the Al–Si eutectic structure in FRC differed significantly from that in FRH. The repeated
heating and cooling cycles hindered the effective smoothening and spheroidizing of sharp
corners in the Si particles within the structure. In our forthcoming research, we aim to
enhance the application potential of CCDR 4043 Al alloys by introducing trace amounts of
Sr and Mg to control Si nucleation and precipitation strengthening [61].
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4. Conclusions

In this study, a 4043 Al alloy was fabricated by the continuous casting and rolling
technique and cold rolling was applied to enhance the mechanical strength. The subsequent
testing included (1) sustained high temperature and (2) thermal cycle maintenance for 24,
72, and 168 h to analyze the changes in microstructure and mechanical properties. Finally,
a comparison of the Si crystallization behavior of specimens FRH-168 and FRC-168 was
made and the following conclusions were obtained:

(1) Prolonged exposure to 200 ◦C leads to Si diffusion within the matrix of the 4043 Al
alloy, resulting in Si particle coarsening. Additionally, sustained high temperatures
eliminate dislocations induced by cold rolling, rendering the matrix more malleable.
The uniform network of spheroidized Si and small rod-shaped Si clusters enhances
the material’s ductility and reduces the concentration effect of hard-phase stress.

(2) The cyclic heating–cooling environment induces the formation of Al–Si eutectic struc-
tures of varying sizes within the 4043 Al alloy, attributed to the diverse directions of
the diffusion driving force in each cycle. Sustained high temperature treatment, in
comparison with repeated heating and cooling, promotes the spheroidization of more
Si particles, particularly at sharp corners.

(3) The thermal expansion coefficient of Al is approximately 6.6 times that of Si. Repeated
cycles of thermal expansion and contraction can readily induce cyclic stress, leading
to defects at the Al–Si interface. This, in turn, causes cracks to propagate along the
Al–Si interface when the 4043 Al alloy is under load, resulting in a deterioration in
strength and elongation.

(4) When comparing the crystallization behavior of Si under long-term temperature
holding and thermal cycling conditions, it becomes evident that a sustained high-
temperature environment results in high-density stacking faults and twin crystals
forming within the Si particles. In contrast, thermal cycling does not offer a stable
driving force for Si growth. Instead, solid solution Si, dissolved in the Al matrix, tends
to precipitate from multiple nucleation points, leading to the observation of grain
boundaries and dislocations within the Si structure.

(5) In comparison to repeated heating and cooling conditions, mechanical components
manufactured using a CCDR 4043 Al alloy exhibit greater stability under sustained
high-temperature conditions. Exploring alternative methods to achieve the spheroidiza-
tion of precipitated Si and the uniform distribution of Al–Si eutectic structures within
the microstructure of Al–Si alloy in a thermal cycle working environment is a crucial
engineering challenge that requires further investigation in future research.

Author Contributions: Methodology, B.-C.H.; investigation, B.-C.H.; data curation, B.-C.H.;
writing—original draft preparation, B.-C.H.; writing—review and editing, F.-Y.H.; supervision,
F.-Y.H. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Science and Technology Council of Taiwan
(Grant No. NSTC 112-2740-M-006-001).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Acknowledgments: The authors would like to express their gratitude to the National Science and
Technology Council of Taiwan (Grant No. NSTC 112-2740-M-006-001) for their financial support. The
authors also extend their appreciation to Ting Sin Co., Ltd. for supplying the CCDR 4043 wire rods
used as the research materials. The authors are particularly thankful for the access to EM000700 under
NSTC 112-2740-M-006-001 and the assistance provided by Tsai-Yun Liu, an instrument technology
engineer at the Core Facility Center of National Cheng Kung University.

Conflicts of Interest: The authors declare no conflict of interest.

151



Materials 2023, 16, 7176

References
1. Jiang, D.; Zhang, Q.; Zhao, M.; Xia, H.; Wang, S.; Li, Y. Effects of welds distribution and high-low temperature humidity

alternating aging on sealing performance of weld-bonded stainless steel structures. J. Manuf. Process. 2019, 48, 77–85. [CrossRef]
2. Uzun, O.; Karaaslan, T.; Gogebakan, M.; Keskin, M. Hardness and microstructural characteristics of rapidly solidified Al–8–16

wt.% Si alloys. J. Alloys Compd. 2004, 376, 149–157. [CrossRef]
3. Javidani, M.; Larouche, D. Application of cast Al–Si alloys in internal combustion engine components. Int. Mater. Rev. 2014, 59,

132–158. [CrossRef]
4. Xia, F.; Gao, X.S.; Liang, M.X.; Guo, Y.C.; Li, J.P.; Yang, Z.; Wang, J.L.; Zhang, L.L. Effect of thermal exposure on microstructure

and high-temperature fatigue life of Al–Si piston alloys. J. Mater. Res. Technol. 2020, 9, 12926–12935. [CrossRef]
5. Wang, J.Y.; Wang, B.J.; Huang, L.F. Structural evolution of Al–8% Si hypoeutectic alloy by ultrasonic processing. J. Mater. Sci.

Technol. 2017, 33, 1235–1239. [CrossRef]
6. Hegde, S.; Prabhu, K.N. Modification of eutectic silicon in Al–Si alloys. J. Mater. Sci. 2008, 43, 3009–3027. [CrossRef]
7. Zheng, Q.; Zhang, L.; Jiang, H.; Zhao, J.; He, J.; He, J. Effect mechanisms of micro-alloying element La on microstructure

mechanical properties of hypoeutectic Al–Si alloys. J. Mater. Sci. Technol. 2020, 47, 142–151. [CrossRef]
8. Hosch, T.; Napolitano, R. The effect of the flake to fiber transition in silicon morphology on the tensile properties of Al–Si eutectic

alloys. Mater. Sci. Eng. A 2010, 528, 226–232. [CrossRef]
9. Riestra, M.; Ghassemali, E.; Bogdanoff, T.; Seifeddine, S. Interactive effects of grain refinement, eutectic modification and

solidification rate on tensile properties of Al-10Si alloy. Mater. Sci. Eng. A 2017, 703, 270–279. [CrossRef]
10. Huang, B.-C.; Chang, K.-C.; Hung, F.-Y. Study on microstructure, mechanical properties and erosion characteristics of Al–Si alloy

manufactured by continuous casting direct rolling process. Appl. Sci. 2021, 11, 8351. [CrossRef]
11. Huang, B.-C.; Hung, F.-Y. Effect of tensile loading–unloading cyclic plastic deformation on 4043 aluminum alloy manufactured

through CCDR. Mater. Today Commun. 2023, 34, 104979. [CrossRef]
12. Antipov, K.V.; Benarieb, I.; Oglodkova, Y.S.; Rudchenko, A.S. Structure and Properties of Industrial Semifinished Products from

a Weldable Corrosion-Resistant Aluminum Alloy of the Al–Mg–Si–Cu System. Inorg. Mater. Appl. Res. 2022, 13, 1200–1208.
[CrossRef]

13. Zhao, J.-R.; Hung, F.-Y.; Chen, B.-J. Effects of heat treatment on a novel continuous casting direct rolling 6056 aluminum alloy:
Cold rolling characteristics and tensile fracture properties. J. Mater. Res. Technol. 2021, 11, 535–547. [CrossRef]

14. Jiang, R.; Zhao, W.; Zhang, L.; Li, X.; Guan, S. Microstructure and corrosion resistance of commercial purity aluminum sheet
manufactured by continuous casting direct rolling after ultrasonic melt pre-treatment. J. Mater. Res. Technol. 2023, 22, 1522–1532.
[CrossRef]

15. Ding, X.; Li, D.; Zhang, Q.; Ma, H.; Yang, J.; Fan, S. Effect of ambient pressure on bead shape, microstructure and corrosion
behavior of 4043 Al alloy fabricated by laser coaxial wire feeding additive manufacturing in vacuum environment. Opt. Laser
Technol. 2022, 153, 108242. [CrossRef]

16. Miao, Q.; Wu, D.; Chai, D.; Zhan, Y.; Bi, G.; Niu, F.; Ma, G. Comparative study of microstructure evaluation and mechanical
properties of 4043 aluminum alloy fabricated by wire-based additive manufacturing. Mater. Des. 2020, 186, 108205. [CrossRef]

17. He, C.; Wei, J.; Li, Y.; Zhang, Z.; Tian, N.; Qin, G.; Zuo, L. Improvement of microstructure and fatigue performance of wire-arc
additive manufactured 4043 aluminum alloy assisted by interlayer friction stir processing. J. Mater. Sci. Technol. 2023, 133, 183–194.
[CrossRef]

18. Knapp, G.L.; Gussev, M.; Shyam, A.; Feldhausen, T.; Plotkowski, A. Microstructure, deformation and fracture mechanisms in
Al-4043 alloy produced by laser hot-wire additive manufacturing. Addit. Manuf. 2022, 59, 103150. [CrossRef]

19. Ortega, A.G.; Galvan, L.C.; Salem, M.; Moussaoui, K.; Segonds, S.; Rouquette, S.; Deschaux-Beaume, F. Characterisation of
4043 aluminium alloy deposits obtained by wire and arc additive manufacturing using a Cold Metal Transfer process. Sci. Technol.
Weld. Join. 2019, 24, 538–547. [CrossRef]

20. Chen, Z.; Kang, H.; Fan, G.; Li, J.; Lu, Y.; Jie, J.; Zhang, Y.; Li, T.; Jian, X.; Wang, T. Grain refinement of hypoeutectic Al–Si alloys
with B. Acta Mater. 2016, 120, 168–178. [CrossRef]

21. Bolzoni, L.; Xia, M.; Babu, N.H. Formation of equiaxed crystal structures in directionally solidified Al–Si alloys using Nb-based
heterogeneous nuclei. Sci. Rep. 2016, 6, 39554. [CrossRef] [PubMed]

22. Zhang, K.; Bian, X.; Li, Y.; Liu, Y.; Yang, C.; Zhao, X. Chemical diffusion characteristics of Al–Si alloy melts under a transverse
magnetic field. Phys. Lett. A 2015, 379, 1464–1466. [CrossRef]

23. Zhang, Z.; Li, J.; Yue, H.; Zhang, J.; Li, T. Microstructure evolution of A356 alloy under compound field. J. Alloys Compd. 2009, 484,
458–462. [CrossRef]

24. Echigo, R.; Yoshida, H.; Mochizuki, T. Temperature equalization by the radiative converter for a slab in continuous casting direct
rolling. JSME Int. J. Ser. 2 Fluids Eng. Heat Transf. Power Combust. Thermophys. Prop. 1988, 31, 545–552. [CrossRef]

25. Kase, M.; Matsuzuka, K.; Takahashi, H.; Oba, H.; Hirata, O. Continuous casting direct rolling technology at Nippon Steel’s Sakai
Works. Steel Times 1985, 213, 268.

26. Maehara, Y.; Nakai, K.; Yasumoto, K.; Mishima, T. Hot cracking of low alloy steels in simulated continuous casting-direct rolling
process. Trans. Iron Steel Inst. Jpn. 1988, 28, 1021–1027. [CrossRef]

27. Kim, M.G.; Lee, G.C.; Park, J.P. Continuous Casting and Rolling for Aluminum Alloy Wire and Rod. In Materials Science Forum;
Trans Tech Publications: Stafa-Zurich, Switzerland, 2010.

152



Materials 2023, 16, 7176

28. Xu, Z.; Zhao, Z.; Han, D.; Chen, Q.; Li, Z. Effects of Si content and aging temperature on wear resistance of surfacing layers
welded with 4043 aluminum welding wires. Rare Met. Mater. Eng. 2016, 45, 71–74.

29. Coniglio, N.; Cross, C.E.; Dörfel, I.; Österle, W. Phase formation in 6060/4043 aluminum weld solidification. Mater. Sci. Eng. A
2009, 517, 321–327. [CrossRef]

30. Zhao, Z.; Xu, Z.; Wang, G.; Cui, J. Microstructure and property of welding joint weld with micro-Alloying 4043 welding wire.
Acta Met. Sin 2013, 49, 946–952. [CrossRef]

31. Sasaki, K. Low cycle thermal fatigue of aluminum alloy cylinder head in consideration of changing metrology microstructure.
Procedia Eng. 2010, 2, 767–776.

32. Sajedi, Z.; Casati, R.; Poletti, M.C.; Wang, R.; Iranshahi, F.; Vedani, M. Comparative thermal fatigue behavior of AlSi7Mg alloy
produced by L-PBF and sand casting. Int. J. Fatigue 2021, 152, 106424. [CrossRef]

33. Rong, G.; Sha, S.; Li, B.; Chen, Z.; Zhang, Z. Experimental investigation on physical and mechanical properties of granite subjected
to cyclic heating and liquid nitrogen cooling. Rock Mech. Rock Eng. 2021, 54, 2383–2403. [CrossRef]

34. Liu, Q.; Qian, Z.; Wu, Z. Micro/macro physical and mechanical variation of red sandstone subjected to cyclic heating and cooling:
An experimental study. Bull. Eng. Geol. Environ. 2019, 78, 1485–1499. [CrossRef]

35. Lin, H.-M.; Lui, T.-S.; Chen, L.-H. Effect of silicon content on intergranular embrittlement of ferritic spheroidal graphite cast iron
suffered from cyclic heating. Mater. Trans. 2003, 44, 173–180. [CrossRef]

36. Lin, H.-M.; Lui, T.-S.; Chen, L.-H. Effect of microstructural refinement on ductility deterioration of high silicon ferritic spheroidal
graphite cast iron caused by cyclic heating. Mater. Trans. 2003, 44, 1209–1218. [CrossRef]

37. De Winne, R.; Petkeviciute, A. ESG Controversies: How Do They Affect Market Returns and Individual Asset Choices? In
Proceedings of the Behavioural Finance Working Group Conference 2022, London, UK, 9–10 June 2022.

38. Trowell, K.; Goroshin, S.; Frost, D.L.; Bergthorson, J.M. Aluminum and its role as a recyclable, sustainable carrier of renewable
energy. Appl. Energy 2020, 275, 115112. [CrossRef]

39. ASTM E8/E8M-22; Standard Test Methods for Tension Testing of Metallic Materials. ASTM International: West Conshohocken,
PA, USA, 2022.

40. ASTM E18-20; Standard Test Methods for Rockwell Hardness of Metallic Materials. ASTM International: West Conshohocken,
PA, USA, 2022.

41. Qian, G.; Sun, L.; Chen, H.; Wang, Z.; Wei, K.; Ma, W. Enhancing impurities removal from Si by controlling crystal growth in
directional solidification refining with Al–Si alloy. J. Alloys Compd. 2020, 820, 153300. [CrossRef]

42. Nishi, Y.; Kang, Y.; Morita, K. Control of Si crystal growth during solidification of Si-Al melt. Mater. Trans. 2010, 51, 1227–1230.
[CrossRef]

43. Jung, J.-G.; Lee, S.-H.; Lee, J.-M.; Cho, Y.-H.; Kim, S.-H.; Yoon, W.-H. Improved mechanical properties of near-eutectic Al–Si piston
alloy through ultrasonic melt treatment. Mater. Sci. Eng. A 2016, 669, 187–195. [CrossRef]

44. Becker, H.; Bergh, T.; Vullum, P.E.; Leineweber, A.; Li, Y. Effect of Mn and cooling rates on α-, β-and δ-Al–Fe–Si intermetallic
phase formation in a secondary Al–Si alloy. Materialia 2019, 5, 100198. [CrossRef]

45. Basak, C.B.; Babu, N.H. Morphological changes and segregation of β-Al9Fe2Si2 phase: A perspective from better recyclability of
cast Al–Si alloys. Mater. Des. 2016, 108, 277–288. [CrossRef]

46. Numan, A.-D.; Marwan, K.; Kozo, S.; Alan, M. Silicon morphology modification in the eutectic Al–Si alloy using mechanical
mold vibration. Mater. Sci. Eng. A 2005, 393, 109–117.

47. Li, Q.; Zhu, Y.; Zhao, S.; Lan, Y.; Liu, D.; Jian, G.; Zhang, Q.; Zhou, H. Influences of Fe, Mn and Y additions on microstructure and
mechanical properties of hypoeutectic Al–7% Si alloy. Intermetallics 2020, 120, 106768. [CrossRef]

48. Li, J.; Cheng, X.; Li, Z.; Zong, X.; Zhang, S.-Q.; Wang, H.-M. Improving the mechanical properties of Al-5Si-1Cu-Mg aluminum
alloy produced by laser additive manufacturing with post-process heat treatments. Mater. Sci. Eng. A 2018, 735, 408–417.
[CrossRef]

49. Zhang, B.; Li, X.; Li, D. Assessment of thermal expansion coefficient for pure metals. Calphad 2013, 43, 7–17. [CrossRef]
50. Watanabe, H.; Yamada, N.; Okaji, M. Linear thermal expansion coefficient of silicon from 293 to 1000 K. Int. J. Thermophys. 2004,

25, 221–236. [CrossRef]
51. Yang, Y.; Zhong, S.-Y.; Chen, Z.; Wang, M.; Ma, N.; Wang, H. Effect of Cr content and heat-treatment on the high temperature

strength of eutectic Al–Si alloys. J. Alloys Compd. 2015, 647, 63–69. [CrossRef]
52. Cao, X.; Campbell, J. Morphology of β-Al5FeSi phase in Al–Si cast alloys. Mater. Trans. 2006, 47, 1303–1312. [CrossRef]
53. Ceschini, L.; Morri, A.; Morri, A.; Toschi, S.; Johansson, S.; Seifeddine, S. Effect of microstructure and overaging on the tensile

behavior at room and elevated temperature of C355-T6 cast aluminum alloy. Mater. Des. 2015, 83, 626–634. [CrossRef]
54. Firouzdor, V.; Rajabi, M.; Nejati, E.; Khomamizadeh, F. Effect of microstructural constituents on the thermal fatigue life of A319

aluminum alloy. Mater. Sci. Eng. A 2007, 454, 528–535. [CrossRef]
55. Zhao, B.; Xing, S.; Shan, A.; Yan, G.; Jiang, X. Influence of La addition on Fe-rich intermetallic phases formation and mechanical

properties of Al-7Si-4Cu-0.35 Mg-0.2 Fe alloys prepared by squeeze casting. Intermetallics 2023, 153, 107783. [CrossRef]
56. Phongphisutthinan, C.; Tezuka, H.; Kobayashi, E.; Sato, T. Evolution of Fragmented Fe-Intermetallic Compounds in the Semi-Solid

State of Al-Mg-Si-Fe Alloys by Deformation Semi-Solid Forming Process. In ICAA13 Pittsburgh: Proceedings of the 13th International
Conference on Aluminum Alloys, Pittsburgh, PA, USA, 3–7 June 2012; Springer: Berlin/Heidelberg, Germany, 2016.

153



Materials 2023, 16, 7176

57. Jiao, X.; Liu, C.; Wang, J.; Guo, Z.; Wang, J.; Wang, Z.; Gao, J.; Xiong, S. On the characterization of microstructure and fracture in a
high-pressure die-casting Al-10 wt% Si alloy. Prog. Nat. Sci. Mater. Int. 2020, 30, 221–228. [CrossRef]

58. Wang, K.; Jiang, H.Y.; Wang, Q.D.; Ye, B.; Ding, W.J. Nanoparticle-induced nucleation of eutectic silicon in hypoeutectic Al–Si
alloy. Mater. Charact. 2016, 117, 41–46. [CrossRef]

59. Young, K.K.; Sik, S.J.; Wha, P.D. Separation of Pure Silicon from Al–Si Alloy Melts. In Materials Science Forum; Trans Tech
Publications: Stafa-Zurich, Switzerland, 2014.

60. Chen, J.; Liu, C.; Wen, F.; Zhou, Q.; Zhao, H.; Guan, R. Effect of microalloying and tensile deformation on the internal structures
of eutectic Si phase in Al–Si alloy. J. Mater. Res. Technol. 2020, 9, 4682–4691. [CrossRef]

61. Gan, J.-Q.; Huang, Y.-J.; Cheng, W.; Jun, D. Effect of Sr modification on microstructure and thermal conductivity of hypoeutectic
Al− Si alloys. Trans. Nonferrous Met. Soc. China 2020, 30, 2879–2890. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

154



Citation: Yang, H.; Yang, J.-H.; Zhao,

Y.; Ma, H.; Tian, Y.; Cai, M.; Tang, S.;

Liu, Y.; Zhao, X.; Yan, H.-L.; et al.

Impact of Mn Alloying on Phase

Stabilities, Magnetic Properties and

Electronic Structures in Fe. Materials

2023, 16, 6679. https://doi.org/

10.3390/ma16206679

Academic Editors: Seong-Ho Ha,

Shae-Kwang Kim and Hyun-Kyu

Lim

Received: 8 September 2023

Revised: 28 September 2023

Accepted: 10 October 2023

Published: 13 October 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

materials

Article

Impact of Mn Alloying on Phase Stabilities, Magnetic
Properties and Electronic Structures in Fe
Hao Yang 1,2, Jin-Han Yang 1, Ying Zhao 1, Han Ma 2, Yanzhong Tian 1,* , Minghui Cai 1, Shuai Tang 1 ,
Yandong Liu 1, Xiang Zhao 1, Hai-Le Yan 1,* and Liang Zuo 1

1 Key Laboratory for Anisotropy and Texture of Materials (Ministry of Education), School of Material Science
and Engineering, Northeastern University, Shenyang 110819, China

2 Institute of Research of Iron and Steel of Shasteel, Suzhou 215625, China
* Correspondence: tianyanzhong@mail.neu.edu.cn (Y.T.); yanhaile@mail.neu.edu.cn (H.-L.Y.)

Abstract: Impacts of Mn alloying on lattice stabilities, magnetic properties, electronic structures of the
bcc and fcc phases and the fcc→bcc phase transition in Fe16−xMnx (x = 0, 1 and 2) alloys are studied
by first-principles calculations. Results show that the doped Mn atom prefers ferromagnetic and
antiferromagnetic interaction with the host Fe atoms in the bcc and fcc phases, respectively. In these
two phases, the magnetic moment of Mn is smaller and larger than Fe, respectively. The local moment
of Fe is decided by the Fe-Mn distance in the bcc phase, whereas in the fcc phase, it is determined
by spatial orientation with Mn. In the different phases, Mn prefers different site occupations, which
can be understood from the electronic density of states near Fermi energy, implying a possibility of
element redistribution during phase transition. The driving force of phase transition decreases with
Mn alloying. Both destabilized bcc phase and stabilized fcc phase contribute to the inhibited phase
transition, but the latter plays a dominant role. Antiferromagnetism is recognized as the key reason
for the enhanced stability of the fcc phase by Mn alloying.

Keywords: Fe; Mn alloying; lattice stability; phase transition; magnetism; first-principles calculations

1. Introduction

Manganese, the fifth most abundant metal in the Earth’s crust, is a hard, brittle and
silvery white metal. In ferroalloys, Mn represents a key alloying element [1,2] owing to
its high solid solubility arising from the similar valence electron configurations of Mn
(3d54s2) and Fe (3d64s2). In fact, Mn appears in all commercial steels and contributes
greatly to strength, ductility, hardenability and high-temperature creep resistance [3,4].
Apart from solid solution strengthening [5–7], owing to significant differences of Mn in
stabilizing the different phases of ferroalloys [4,8,9], alloying with Mn greatly affects phase
transition temperature and thus microstructure phase constituents. By tuning the content
of the doped Mn, many advanced steels with an excellent combination of ductility and
strength have been developed [10,11]. Furthermore, the prominent role of Mn alloying in
tuning phase transition brings several novel functional properties [12], including the shape
memory effect and high damping capacity. As is known, the phase stability is intrinsically
decided by valence electron concentration, electronic structure, magnetism, lattice volume
and so on [13–19]. Thus, a deep understanding of the impact of Mn alloying on ferroalloys
at the level of electronic structure should be helpful for the design of advanced ferroalloys.

To date, the study on the impact of Mn alloying in ferroalloys has focused mainly on
magnetism [20–30], elastic properties [31–33] and phase transition from face-centered cubic
(fcc) to hexagonal close-packed (hcp) [34,35]. Both experiments and theoretical calculations
evidence that the FeMn alloy possesses complex magnetic states, which is mainly attributed
to the half-filled 3d orbitals of Mn and Fe. The magnetic moments of both Fe and Mn
are sensitive to the local chemical environment. With the alloying of Mn, C11 and C12 of
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the FeMn alloy are greatly reduced due to the magnetovolume effect, while C44 is almost
unaffected [32]. For the fcc→hcp transformation, the magnetic ordering is found to play a
critical role in the behaviors of phase transition [35]. It is evidenced that the doped Mn and
the host Fe prefer to be antiferromagnetically coupled in the fcc phase [36]. The appearance
of the antiferromagnetism interaction is found to tend to decrease the stacking fault energy
of the fcc phase [37,38], which promotes the occurrence of the fcc→hcp phase transition.
Different from the extensive studies on the phase transition from fcc to hcp, despite some
reports in pure Fe [39], the impact mechanisms of Mn alloying on the phase transition
from the fcc (γ) to the body-centered cubic (bcc, α) phase is less studied. As is known,
the fcc→bcc phase transition is vital to the ferroalloy (e.g., steel), since the microstructure
modification in this material is mainly achieved by tailoring it. Therefore, clarifying the
impact of Mn alloying in the fcc phase, the bcc phase and the fcc→bcc phase transition
should be greatly meaningful.

In this work, the impact of Mn alloying on phase stabilities, magnetic properties,
electronic structures of the bcc and fcc phases and the phase transition from the fcc to the
bcc phase in Fe16−xMnx (x = 0, 1 and 2) alloys is systematically studied by first-principles
calculation. First, the ground-state magnetic and structural preferences in the bcc phase
are determined. Herein, due to the complexity of the magnetic states of the FeMn alloy, a
two-stage relaxation strategy, i.e., a sole relaxation of the magnetic state followed by a full
structural relaxation, is adopted. With the determined structural models, the impacts of Mn
alloying on phase stabilities, magnetic properties and electronic structures are investigated
(Section 3.1). Second, in analogy to the study on the bcc phase, the magnetic and structural
preferences and the impacts of Mn alloying on the fcc phase are studied (Section 3.2).
Last, the impact mechanism of Mn doping on the fcc→ bcc phase transition is discussed
(Section 3.3).

2. Calculational Methods

First-principles density functional theory (DFT) calculations were carried out by using
the plane-wave pseudopotential method as implemented in Vienna ab initio Simulation
Package (VASP). The Perdew–Burke–Enzerh (PBE) exchange correlation functional in the
frame of the generalized gradient approximation (GGA) [40] was used to represent the
exchange and correlation energy. The electron–ion interactions were described by the
projector augmented wave (PAW) [41] approach. The valence electron configurations
of 3d64s2 and 3d54s2 were utilized for Fe and Mn, respectively. For all calculations, the
plane-wave kinetic energy cutoff was set to be 600 eV. The k-point mesh with an inter-
val of 0.02 × 2π/Å was used to integrate the Brillouin zone. During structural relax-
ation, the energy convergence of 10−5 eV and the force convergence of 10−3 eV/Å were
adopted [28,30]. For calculations of electronic structure, the Brillouin zone integration was
carried out using the tetrahedron method with the Blöchl correction [42]. Three alloys
with compositions of Fe16−xMnx (x = 0, 1 and 2) with a maximum alloying content of
12.5 at.% are investigated. To accurately clarify the impacts of Mn alloying, for all alloys
with different doping concentrations, superstructural models with the same atom number
(16) are adopted.

3. Results and Discussion
3.1. Bcc-Structured Fe16−xMnx

3.1.1. Preferred Structural Model

Figure 1a–c show the 16-atom superstructural models for the bcc phases of pure Fe and
the Mn-alloyed Fe15Mn1 and Fe14Mn2, respectively. For pure Fe, the superstructural model
is constituted by stacking eight (2 × 2 × 2) bcc unit cells (Figure 1a). The superstructural
model of Fe15Mn1 is obtained by arbitrarily replacing an Fe atom with Mn in the model of
pure Fe, as depicted in Figure 1b. Considering the periodic boundary condition adopted in
first-principles calculation, the superstructures in which Mn substitutes different Fe atoms
in Fe15Mn1 are equivalent. Using a similar method, the structural models of Fe14Mn2
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are built. Nevertheless, when two Fe atoms are replaced by Mn in Fe14Mn2, there exist
multiple nonequivalent substitutions. In this work, four superstructural models, desig-
nated as Models I to IV, are established. In Models I (Figure 1c1), II (Figure 1c2) and III
(Figure 1c3), the two doped Mn atoms (termed as Mn1 and Mn2) are the first (2.484 Å), sec-
ond (2.868 Å) and third (4.056 Å) nearest neighbors, respectively. In Model IV (Figure 1c4),
Mn1 and Mn2 atoms with a distance of 4.968 Å exhibit a symmetric site occupation. From
Model I to Model IV, the distance between Mn1 and Mn2 (dMn1-Mn2 ) gradually increases.

Figure 1. Bcc superstructural models of Fe16−xMnx (x = 0, 1 and 2). (a) Pure Fe; (b) Fe15Mn1;
(c1–c4) Model I to Model IV of Fe14Mn2. From Model I to Model IV, dMn1-Mn2 increases from 2.484 Å
to 2.868 Å, 4.056 Å and 4.968 Å.

For the bcc phase of pure Fe, the equilibrium lattice constant abcc
0 and net magnetization

MNet are relaxed to be 2.83 Å and 2.19 µB/atom, respectively, as listed in Table 1. This is
consistent with the values reported in the literature [24,43,44]. In contrast to pure Fe, the
determination of the ground-state structural and magnetic configuration in the FeMn alloy
is generally not an easy task, since the FeMn alloy typically possesses multiple metastable
magnetic states with similar energies [28–30,45]. To get out from this dilemma, a two-stage
relaxation strategy is adopted in this work for the Mn-doped Fe16−xMnx alloys. First, the
most stable magnetic state is determined by fixing both lattice parameters and atomic
positions. Second, with the predetermined magnetic state as the input, a full relaxation is
carried out.
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Table 1. Equilibrium lattice parameter (abcc
0 ), net magnetization (MNet) and atom-resolved mag-

netic moments of Fe (MFe) and Mn (MMn) for the bcc phase of the Fe16−xMnx (x = 0, 1 and 2)
alloys. The ground-state structural models of Fe14Mn2 are indicated in bold.

Alloy Model abcc
0 MNet MFe MMn ETotal
Å µB/at. µB/at. µB/at. eV/at.

Fe − 2.831 2.19 2.19 − −8.243
− 2.84 a 2.17 a

− 2.83 b 2.22 b

Fe15Mn1 − 2.824 2.11 2.18 1.05 −8.266

Fe14Mn2

I 2.829 2.02 2.23 0.46 −8.298
II 2.820 2.02 2.17 1.02 −8.298
III 2.819 2.01 2.13 1.06 −8.293
IV 2.820 2.03 2.07 1.70 −8.286

a Ref. [43]; b Ref. [24].

Figure 2a presents the total energy (ETotal) for the bcc phase of Fe15Mn1 plotted as a
function of the fixed net magnetization (MNet). Herein, the change in MNet, ranging from
1.25 µB/atom to 2.5 µB/atom with an interval of 0.125 µB/atom, is achieved by using the
fixed-spin-moment approach [28]. It is seen that ETotal, the bcc phase of Fe15Mn1, roughly
exhibits a parabolic trend with the increased MNet. The most stable magnetic state of
Fe15Mn1 is illustrated in the inset of Figure 2a. Clearly, the bcc phase of Fe15Mn1 prefers to
be ferromagnetic at the ground state. Note that there is a kink around MNet of 1.7 µB/atom.
This kink, corresponding to a jump in the magnetic moment of the doped Mn, might
correspond to a metastable magnetic state.

Figure 2. ETotal of the bcc Fe16−xMnx (x = 1 and 2) alloys under different magnetic and structural
configurations. (a) ETotal vs. MNet in Fe15Mn1; (b) ETotal vs. MNet in Fe14Mn2; (c) comparison of
ETotal of Models I, II, III and IV of Fe14Mn2.
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Figure 2b shows the variation in ETotal for the bcc phase of Fe14Mn2 with respect
to MNet. Herein, all four site occupations of Mn atoms, i.e., Models I, II, III and IV, are
studied. Remarkably, for all four of the examined models, ETotal shows a roughly parabolic
tendency against MNet. Like the case of Fe15Mn1, for all site occupations of Mn, the most
stable magnetic state of the bcc phase of Fe14Mn2 is ferromagnetic. The inset of Figure 2b
displays the ground-state magnetic configuration of Model II taken as an example. For all
the examined four models, MNet of the most stable magnetic state are around 2.0 µB/atom,
indicating that MNet of the ground-state magnetism state of Fe14Mn2 is independent of the
site occupation of Mn. Unlike MNet, the kink in the ETotal vs. MNet curve, a signal for a
possible metastable state, is sensitive to the site occupation of Mn. The kink in Model IV,
originating from a reverse of the magnetic moment of the doped Mn, is prominent, while it
almost disappears in Models I and II.

With the determined ground-state magnetic states as the input, lattice parameters
and atomic positions of Fe15Mn1 and Fe14Mn2 are fully relaxed, as listed in Table 1. In
Figure 2c, ETotal of Models I, II, III and IV of Fe14Mn2 are compared. Overall, from Model
I to Model IV, i.e., with the increase in dMn1-Mn2 , ETotal of Fe14Mn2 shows an increasing
trend. Among various models, ETotal values of Models I and II are nearly the same, with a
discrepancy of less than 0.01 meV/atom (averaged to all atoms in the superstructure), and
exhibit the lowest values. Thus, these two site occupations of Mn are more likely to occur
in the bcc phase of Fe14Mn2. ETotal values of Models III and IV are higher than Model I/II
by 49 meV/atom and 112 meV/atom, respectively. In what follows, for the bcc phase of
Fe14Mn2, both Models I and II are considered.

3.1.2. Lattice Stabilities and Magnetic Properties

With the determined ground-state magnetic and structural models, the effects of Mn
alloying on lattice volume, phase stability and magnetic properties of the bcc phase of the
Fe16−xMnx alloys are investigated. Figure 3a shows the equilibrium lattice parameter abcc

0 of
the Fe16−xMnx alloys with respect to the Mn content. It is seen that abcc

0 of the Fe16−xMnx
alloys is insensitive to the Mn content, in good agreement with experimental observa-
tion [5]. When two Fe atoms are replaced by Mn in Fe14Mn2 with a doping concentration of
12.5 at.%, the variation in abcc

0 is less than 0.01 Å. With the increase in Mn content, even
though the magnitude is slight, abcc

0 shows a gradually decreasing tendency.
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Figure 3b displays the formation energy Ebcc
f of the Fe16−xMnx alloys with respect to

the Mn content. It is seen that with the increase in Mn content, Ebcc
f shows a monotonically

increasing tendency. This result implies that the alloying of Mn tends to destabilize the bcc
phase of the FeMn alloy. With the least square method, a roughly linear relation between
Ebcc

f and the content of Mn is fitted as follows:

Ebcc
f = 9.1x + 1.5 (1)

where x is the doped number of Mn atoms in the 16-atom superstructure. Clearly, when
Mn is doped (corresponding to a concentration of 6.25 at.%), the lattice stability of the bcc
phase is decreased by around 10 meV/atom.

Figure 4a displays MNet and atom-resolved magnetic moments of Fe (MFe) and Mn
(MMn) of the bcc phase of the Fe16−xMnx alloys. Herein, MFe and MMn are calculated by
taking the mean of atom moments of all Fe and Mn atoms in the supercell, respectively.
Clearly, as the Mn content increases, MNet decreases slightly in a roughly linear manner
(indicated in the green arrow). The reduction rate of MNet is around 0.1 µB/atom for every
introduction of a Mn atom. Notably, MMn of the doped Mn atom (0.5−1.0 µB/atom) is
much smaller than MFe in pure Fe (∼2.2 µB/atom). In contrast, MFe in both Fe15Mn1 and
Fe14Mn2 almost equals that in pure Fe. Thus, the decrease in MNet with the alloying of Mn
should be attributed to a smaller atomic moment of Mn.
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Figure 4. Net and atom-resolved magnetic moment of the bcc phase. (a) Evolution of magnetization
with respect to the doped Mn content. (b) Dependence of MFe on dFe-Mn.

Moreover, the decreased MNet gives us a clue to understand the shortened abcc
0 with

the alloying of Mn. The atom radius of Mn (161 pm) is slightly larger than that of Fe
(156 pm) [46]. It is thus expected naively that there would be an increase in the lattice
constant with the alloying of Mn, which is opposite to the experimental observation
(Figure 3a). Thus, there should be an extra mechanism deciding lattice volume in the
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Fe16−xMnx (x = 0, 1 and 2) alloys. Apart from atom radius, lattice volume is sensitive to
the magnetic moment, i.e., the magnetovolume effect [47]. A decrease in magnetic moment
generally tends to cause a shrinkage of lattice volume. Thus, the decreased MNet could
be responsible for the shortened lattice constant. To verify this, the spin non-polarized
calculations are carried out. abcc

0 values of Fe, Fe15Mn1 and Fe14Mn2 in the non-magnetic
state are determined to be 2.756, 2.761 and 2.770 Å, respectively. Clearly, an opposite trend,
i.e., an increase in the lattice constant with the alloying of Mn, is obtained. This result
verifies the key role of magnetism in the lattice volume of the bcc phase of the Fe16−xMnx
(x = 0, 1 and 2) alloys.

Note that despite the similar MNet of Models I and II of Fe14Mn2, MFe and MMn in
these two models are obviously distinct. It suggests that the site occupation of Mn would
greatly affect the local magnetic moments of Fe and Mn, aligning well with the previous
investigations [29]. To make it clear, the relation between the moment of Fe and the distance
between Fe and Mn (i.e., dFe-Mn) is investigated, as shown in Figure 4b. For Fe14Mn2, the
Fe-Mn distance is determined by averaging the distances of the Fe atom from the Mn1 and
Mn2 atoms. As a reference, MFe in pure Fe is plotted in the dashed line. Roughly speaking,
MFe is positively correlated to dFe-Mn. When dFe-Mn is less than ∼3 Å, MFe of the FeMn
alloy is smaller than that of pure Fe. Unexpectedly, when dFe-Mn > 3 Å, MFe is higher than
that of pure Fe. Compared with Model II, the sensitivity of MFe against dFe-Mn in Model I is
relatively stronger. At a dFe-Mn of ∼3.6 Å, MFe equals 2.42 µB/atom, which is larger than
that of pure Fe. This may explain the slightly larger mean MFe in Model I compared to
pure Fe (Figure 4a).

3.1.3. Electronic Structures

To understand the site occupation preference and magnetic properties, the elec-
tronic density of states (DOSs) of the bcc phase of the Fe16−xMnx alloys was investigated.
Figure 5a1 displays the DOSs of Models I, II, III and IV of Fe14Mn2. Overall, the DOS
curves of the examined four models with different site occupations of Mn exhibit similar
features. A slight difference appears in the majority-spin channel near EF, as shown (en-
larged) in Figure 5a2. Clearly, for both Models III and IV, there exists a prominent state
peak near EF (0 ∼−0.2 eV), indicated in vertical arrows. Nevertheless, both Models I and
II exhibit a much flatter DOS structure near EF. As is known, the DOS structure near EF
strongly affects the lattice stability [14,48]. Generally, the smaller the DOS near EF, the
more stable the lattice. Thus, the fewer states near EF in Models I and II may explain their
energy advantages.
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Figure 5b1 compares the DOSs for the bcc phases of the Fe16−xMnx (x = 0, 1 and
2) alloys with different Mn contents. For Fe14Mn2, the DOSs of both Models I and II are
plotted. Roughly speaking, it is seen that the DOSs of the bcc phase of different Fe16−xMnx
alloys are nearly overlapping. The reason could be twofold. First, the difference in valence
electron number between the doped Mn and the host Fe is small (1). Second, the doping
amount of Mn studied in this work is not huge. Further analyses show that with the
increased Mn content, the minority-spin DOS slightly moves towards lower energy, as
indicated by the dashed arrow in Figure 5b2. The left movement of the minority-spin DOS
decreases the asymmetry with the majority-spin DOS, i.e., magnetic exchange splitting,
bringing about a decrease in net magnetization [44]. This is in good agreement with the
result of the magnetic properties in Figure 4a.

3.2. Fcc-Structured Fe16−xMnx

3.2.1. Preferred Structural Models

We now shift our attention from the bcc phase to the fcc phase. Herein, to keep the
consistency of site occupation of the doped Mn atoms, the superstructures of the fcc phase
are obtained by applying the Bain strain on the models of the bcc phase, as illustrated in
Figure 6. During the distortion, the a and b axes of the bcc phase are shrunk by a normal
strain of 2−1/6, while the c axis is extended with a strain of 21/3. As indicated by the red
dashed lattice, there clearly exists a normal fcc unit cell in the distorted bcc superstructure.

Figure 6. Illustration of obtaining the fcc model from the bcc one by Bain distortion.

Starting from the models built by Bain distortion of the fcc phase, the structural
relaxations are performed to obtain the ground-state structure and magnetism configuration.
In analogy to the study in the bcc phase, a two-stage relaxation strategy, i.e., a sole relaxation
of the magnetic state followed by a full relaxation, is adopted. At the relaxation of the
magnetic state, considering that MNet of the fcc Fe is around 1.0 µB/atom, MNet scans from
0.1 µB/atom to 1.5 µB/atom with an interval of 0.125 µB/atom. Figure 7a displays ETotal of
Fe15Mn1 with respect to the fixed MNet. It is seen that the most stable magnetic state for the
fcc phase of Fe15Mn1 appears at MNet of ∼0.5 µB/atom. As shown in the inset of Figure 7a,
under this magnetic state, the magnetic moment of the doped Mn and the host Fe atoms
are antiparallelly arranged, i.e., the antiferromagnetic interaction. This is greatly different
from the magnetic state in the bcc phase where the moments of the Mn and Fe atoms
are ferromagnetically coupled. Figure 7b1–b4 shows the dependence of ETotal on MNet of
Fe14Mn2 for Models I, II, III and IV, respectively. The inset in each figure shows the most
stable magnetic state. Remarkably, in all models, despite the different MNet, the magnetic
moments of the doped Mn atoms and the host Fe atoms are antiferromagnetically coupled.

162



Materials 2023, 16, 6679

Figure 7. ETotal of the fcc phase under different magnetic and structural configurations. (a) ETotal

vs. MNet of Fe15Mn1; (b1–b4) ETotal vs. MNet of Models I, II, III and IV of Fe14Mn2. The insets in (a,b)
illustrate the optimized ground-state configurations. The pink and light blue balls represent Fe and
Mn atoms, respectively. (c) Comparison of ETotal of Models I, II, III and IV of Fe14Mn2.

Based on the optimized most stable magnetic state as the input, the structural models
of Fe15Mn1 and Fe14Mn2, including the lattice parameter and atomic position and magnetic
moment, are fully relaxed, as listed in Table 2. In Figure 7c, ETotal of the relaxed four
structural models of Fe14Mn2 are compared. From Model I to Model IV, i.e., with the
increased dMn1-Mn2 , ETotal shows a monotonically decreasing tendency. This is completely
opposite to the trend observed in the bcc lattice (Figure 2c), where ETotal gradually elevates
with the increase in dMn1-Mn2 (indicated by the black arrow). The different site occupation
preference of Mn in the fcc and bcc phases implies that during the fcc→bcc phase transition,
the redistribution of Mn in the Fe matrix would happen. This is in good agreement with
experimental observations [1,2]. Among various models, Model IV possesses the lowest
energy. Models III, II and I have energies higher than Model IV by 19, 57 and 110 meV/atom,
respectively. In what follows, the site occupation of Model IV is considered for Fe14Mn2.

Table 2. Equilibrium lattice parameter (afcc
0 ), net magnetization (MNet) and atom-resolved mag-

netic moments of Fe (MFe) and Mn (MMn) for the fcc phase of the Fe16−xMnx (x = 0, 1 and 2)
alloys. The ground-state structural model of Fe14Mn2 is indicated in bold.

Alloy Model afcc
0 MTotal MFe MMn ETotal
Å µB/at. µB/at. µB/at. eV/at.

Fe − 3.478 1.02 1.02 − −8.095
− 3.48 a 1.23 a

− 3.588 b 0.75 b

Fe15Mn1 − 3.497 0.77 0.98 −2.39 −8.159

Fe14Mn2

I 3.522 0.93 1.4 −2.33 −8.220
II 3.507 0.79 1.26 −2.48 −8.225
III 3.502 0.75 1.23 −2.37 −8.229
IV 3.512 0.83 1.34 −2.58 −8.231

a Ref. [24]; b Ref. [49].

3.2.2. Lattice Stabilities and Magnetic Properties

With the relaxed ground-state structure, the impact of Mn content on lattice volume,
phase stability and magnetic properties of the fcc phase of the Fe16−xMnx (x = 0, 1 and 2)
alloys is investigated. Figure 8a presents the lattice constant (afcc

0 ) of the fcc phase of the
Fe16−xMnx alloys plotted as a function of Mn content. With the increase in Mn content,
afcc

0 shows a linearly increasing tendency. This change, opposite to what is observed in the
bcc structure (Figure 3a), is in agreement with the previous theoretical calculation [34] and
experimental measurement [5]. The expanded lattice with Mn alloying could be attributed
to the fact that the atom radius of Mn (161 pm) is slightly larger than that of Fe (156 pm) [46].
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Note that when two Mn atoms are doped in the 16-atom superstructural model, i.e., from
pure Fe to Fe14Mn2, afcc

0 increases by a value of larger than 0.03 Å. This greatly differs from
that of the bcc phase where the variation in abcc

0 is less than 0.01 Å under the same doping
concentration. Thus, compared to the bcc phase, afcc

0 is more sensitive to the alloying of Mn.
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Figure 8b displays the formation energy of the fcc phase (Efcc
f ) of the Fe16−xMnx alloys

plotted as a function of the Mn content. With the increase in Mn content, Efcc
f shows a

monotonically decreasing tendency. Thus, the alloying of Mn tends to stabilize the fcc
phase, which is in contrast to the destabilized effect on the bcc phase (Figure 3b). By the
least square method, a linear relation between Efcc

f and the doped Mn content is fitted
as follows:

Efcc
f = −30.6x + 148.7 (2)

where x is the doped number of Mn in the 16-atom supercell. From Equation (2), it is clear
that when a Mn atom is doped, the lattice stability of the fcc phase increases by a value of
around −30 meV/atom. Note that apart from the opposite sign, the variation in formation
energy caused by Mn alloying in the fcc phase is around three times larger than that of the
bcc phase.

Figure 9a displays MNet and atom-resolved MMn and MFe in the fcc phase of the
Fe16−xMnx (x = 0, 1 and 2) alloys. Clearly, the signs of MMn and MFe are opposite,
indicating an antiferromagnetic interaction between Fe and Mn. In analogy to the bcc
phase, with the alloying of Mn, MNet of the fcc phase decreases from 1.02 µB/atom in
pure Fe to 0.77 µB/atom in Fe15Mn1. However, different from the case in the bcc phase
where the reduced MNet is attributed to smaller MMn (0.5−1.0 µB/atom) compared with
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MFe (∼2.2 µB/atom), the decrease in MNet arises from antiferromagnetic interactions
between Fe and Mn in the fcc phase. Surprisingly, opposite to the case in the bcc phase
that MMn is around a half of MFe, MMn in the fcc phase (∼−2.4 µB/atom) is about two
times larger than that of MFe (∼1.0 µB/atom) despite a reversed direction of moment.
Furthermore, in contrast to a monotonically decreasing tendency of MNet with the Mn
doping in the bcc phase, MNet of Fe14Mn2 in the fcc phase is slightly larger than that of
Fe15Mn1 by 0.06 µB/atom. Apart from MNet, both MFe and MMn in Fe14Mn2 are larger
than those in Fe15Mn1, as highlighted by the arrows in Figure 9a.

2 3 4 5

0 . 8

1 . 0

1 . 2

1 . 4

- 3

- 2

- 1

0

1

2

F e 1 6 F e 1 5 M n 1 F e 1 4 M n 2 - �

�
�

�
�

�

�

�
�


�
	

�
��

�
B/a

tom
)

a

b

 M N e t     M F e     M M n  

 F e 1 5 M n 1
 F e 1 4 M n 2 � �

M F
e��

�
B/a

tom
)

 d F e - M n  ( Å )

A - l a y e r  
B - l a y e r

R e g i o n  A

R e g i o n  B

Figure 9. Net and atom-resolved magnetic moment of the fcc phase. (a) Evolution of magnetization
with respect to the doped Mn content. (b) Dependence of MFe on dFe-Mn.

To clarify the impact of Mn doping on the magnetic moment of Fe, MFe values of
different Fe atoms in Fe15Mn1 and Fe14Mn2 alloys are plotted in Figure 9b. Unlike the
bcc phase where MFe is roughly positively correlated to dFe-Mn, no clear pattern is seen
between MFe and dFe-Mn for the fcc phase. In contrast, in terms of the magnitude of MFe,
the Fe atoms in the fcc FeMn alloys can be clearly classified into two categories. One is
centered around 1.3 µB/atom (termed as Region A), while the other is in the range of
0.8–1.0 µB/atom (Region B). Amazingly, it is found that the Fe atoms located in Regions
A and B come from the layers A and B in the structural model inserted in Figure 9b. The
key difference between layers A and B is that the antiferromagnetically coupled Mn atom
is located in the B layer and there is no Mn in layer A. Note that the two Mn atoms in
Fe14Mn2 are located in the two B layers, respectively, while only one B layer has Mn in

165



Materials 2023, 16, 6679

Fe15Mn1. This result shows that different from the dFe-Mn domination in the bcc phase, the
local moment of Fe is heavily affected by the spatial orientation of its position with respect
to the doped Mn.

3.2.3. Electronic Structures

To understand the site occupation preferences of the doped Mn in the fcc phase, the
DOSs of Models I, II, III and IV of the fcc Fe14Mn2 alloy are compared in Figure 10a. Overall,
the DOS curves of the examined four models show similar features. Detailed analyses
show that there exists an obvious difference in the minority-spin DOS near EF, as shown
(enlarged) in Figure 10b. Clearly, from Model I to Model IV, the state amount near EF shows
a monotonically decreasing tendency, as indicated by the dashed arrow. This is in excellent
agreement with the order of the decreased ETotal in Figure 7c. Notably, Model IV possesses
the fewest electron states near EF, which corresponds well with its highest phase stability.
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Figure 10. (a) DOS of Models I, II, III and IV of the fcc Fe14Mn2 alloy. (b) Enlarged view of the
dashed box in (a).

3.3. Phase Transition

We now shift our attention from the single bcc/fcc phase to the fcc→bcc phase transi-
tion. First, the stabilities of the fcc and the bcc phases are compared and the underlying
mechanism in electronic structure is discussed. Second, the impact of the Mn doping on the
fcc→bcc phase transition is investigated. Third, the key factors dominating the adjustment
of Mn alloying on the fcc→bcc phase transition are discussed.

3.3.1. Phase Transition from fcc to bcc

Tables 1 and 2 list ETotal of the Fe16−xMnx alloys for the bcc and the fcc phase, re-
spectively. For both pure Fe and various Mn-doped FeMn alloys, ETotal of the bcc phase
is obviously smaller than that of the corresponding fcc phase. For instance, ETotal of
Fe15Mn1 at the bcc phase is −8.266 eV/atom, which is smaller than that at the fcc phase
(−8.159 eV/atom). Thus, compared with the fcc phase, the bcc phase exhibits a higher
phase stability. This is in good agreement with the previous calculations [39,50] and experi-
mental observation [51] that a phase transition from the fcc phase to the ferromagnetic bcc
phase occurs in the ferroalloys. In fact, the rich microstructure of steel materials is indeed
attributed to the existence of fcc→bcc phase transition.

In Figure 11a–c, the DOSs of the fcc and the bcc phases for pure Fe, Fe15Mn1 and
Fe14Mn2 are compared, respectively. For all alloys, the minority-spin DOS near EF of the
bcc phase is obviously less than that of the fcc phase. The greater the amount of DOS near
EF, the weaker the phase stability [14,48]. This explains, in view of electronic structure, the
phase transition from the high-energy fcc to the low-energy bcc phase. Furthermore, for
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all alloys, the exchange splitting of the DOS structure in the bcc phase is obviously greater
than that of the fcc phase, which is consistent with the larger MNet of the bcc phase.
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Figure 11. Comparison of DOSs of the bcc and fcc phases. (a) Pure Fe; (b) Fe15Mn1; (c) Fe14Mn2.

3.3.2. Impact of Mn on Phase Transition

The discrepancy of favorable structural models of the bcc and the fcc phase in Fe14Mn2
implies a possibility of Mn redistribution during the fcc→bcc phase transition. We now
focus on its impact on the behavior of phase transition. To make it clear, by using two
different approaches, the energy difference ∆Efcc→bcc between the fcc and the bcc phases
defined as Ebcc − Efcc, i.e., the driving force for the fcc→bcc phase transition, is calculated.
First, ∆Efcc→bcc is computed by adopting the most stable structural models for both the
fcc (Model IV) and the bcc (Model I/II) phases to represent the case with Mn diffusion
during phase transition. For a better illustration, ∆Efcc→bcc calculated in this way is termed
as ∆E0

fcc→bcc. Second, ∆Efcc→bcc is recalculated by adopting the fcc and bcc phases with the
same site occupation of Mn to mimic the case without Mn diffusion. Herein, ∆Efcc→bcc val-
ues calculated for Models I, II, III and IV are designated as ∆EI

fcc→bcc, ∆EII
fcc→bcc, ∆EIII

fcc→bcc
and ∆EIV

fcc→bcc, respectively.
Figure 12a displays the determined ∆Efcc→bcc of Fe14Mn2. Despite the different values

of ∆EI
fcc→bcc to ∆EIV

fcc→bcc, they are clustered around ∆E0
fcc→bcc with a deviation at the level

of ±10 meV/atom. From Model IV to Model I, the absolute value of the energy difference
between the fcc and the bcc phases gradually increases, implying an increase in the driving
force of the fcc→bcc phase transition. It is revealed that the high-temperature fcc phase
prefers Model IV, while the low-temperature bcc phase favors Model I/II. Thus, during
the phase transition from the fcc to the bcc phase, the Mn atoms prefer a diffusion from
the site occupation in Model IV to that in Model I/II. Accompanied by this diffusion, the
driving force of the phase transition increases with a value of ∼12 meV/atom (calculated
by ∆E0

fcc→bcc − ∆EIV
fcc→bcc).

Figure 12b presents ∆Efcc→bcc of the Fe16−xMnx (x = 0, 1 and 2) alloys plotted as
a function of Mn content. For Fe14Mn2, ∆E0

fcc→bcc is displayed and the deviations of
∆EI

fcc→bcc to ∆EIV
fcc→bcc are plotted in open symbols. Clearly, with the increase in Mn

content, ∆Efcc→bcc shows a perfectly linear increasing tendency with a Pearson coefficient
of near 1. An increase in ∆Efcc→bcc suggests a decrease in driving force for the fcc→bcc
phase transition, corresponding to a lowered phase transition temperature. In other words,
using a more colloquial expression, Mn tends to stabilize the high-temperature fcc phase
(austenite) against the low-temperature bcc phase (e.g., ferrite), which is in good agreement
with the experimental observations [52]. With the least square method, a linear relation
between ∆Efcc→bcc and the content of Mn is obtained, as follows:

∆Efcc→bcc = 40x− 147 (3)

where x represents the substituted number of Mn atoms in the 16-atom superstructure.
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3.3.3. Key Factor Deciding Mn Tailored Phase Transition

In terms of lattice stability, the alloying of Mn tends to destabilize the bcc phase
(Figure 3b) and stabilize the fcc phase (Figure 8b). Clearly, both effects of Mn alloying on
the bcc phase and the fcc phase have the same sign as its impact on the fcc→bcc phase
transition, i.e., decreasing the driving force from fcc to bcc. Thus, for Mn alloying in
ferroalloys, both the destabilizing effect on the bcc phase and the stabilizing effect on
the fcc phase contribute to the inhibited fcc→bcc phase transition. Note that when one
more Mn atom is doped, as seen in Equation (3), the driving force of the fcc→bcc phase
transition (∆Efcc→bcc) increases to 40 meV/atom. According to Equations (1) and (2), it
is evident that the destabilized effect on the bcc phase contributes ∼10 meV, while the
stabilized effect on the fcc phase contributes∼30 meV/atom. Clearly, the contribution of the
stabilizing effect on the fcc phase is around three times larger than that of the destabilizing
effect on the bcc phase. Therefore, the influence of Mn doping on the stability of the fcc
phase, i.e., the strongly stabilizing effect, should dominate the inhibited role in the fcc→bcc
phase transition.
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Lastly, the mechanism behind the stabilizing effect of Mn in the fcc phase is discussed.
As is known, valence electron concentration (VEC), lattice volume and magnetism are
the three key factors deciding lattice stability [13–15]. When Mn replaces Fe, the VEC is
decreased, owing to fewer valence electrons of Mn (7) against Fe (8). Generally, the lower
the VEC, the weaker the stability of the fcc phase [15]. Thus, VEC is not the reason for the
improved stability of the fcc phase. For lattice volume, it increases monotonically with the
alloying of Mn. It is known that the expansion of lattice volume tends to weaken bonding
strength and thus it also might not be the reason for the improved lattice stability of the
fcc phase. As for magnetism, it is revealed that the doped Mn and the host Fe prefer to be
antiferromagnetically coupled and the interaction strength is gradually enhanced with the
increased doping concentration. It is well-recognized that antiferromagnetism generally
strongly stabilizes the fcc structure [34,35]. Thus, antiferromagnetism could be responsible
for the stabilizing effect of the fcc phase in Mn doping and further for the inhibition of the
fcc→bcc phase transition.

4. Conclusions

The impact of Mn alloying on magnetic and structural preferences, lattice stabilities,
magnetic properties and electronic structures of the bcc and the fcc phases and the fcc→bcc
phase transition is studied systematically by first-principles calculations. The main findings
are as follows.

(i) Mn prefers ferromagnetic and antiferromagnetic interaction with Fe in the bcc
and fcc phases, respectively. In these two phases, the magnetic moment of Mn
is smaller and larger than Fe, respectively. The local moment of Fe is decided by
the Fe-Mn distance in the bcc phase, whereas in the fcc phase, it is determined by
spatial orientation with Mn.

(ii) Mn prefers different site occupations in the bcc and fcc phases, which can be un-
derstood from the electronic density of states near Fermi energy. This discrepancy
implies the possibility of the redistribution of solute Mn in the Fe matrix during
the fcc→bcc phase transition, which is favorable for increasing the driving force
of transformation.

(iii) Mn alloying tends to destabilize and stabilize the bcc and fcc phases, respectively.
With the increase in Mn, the driving force of the fcc→bcc phase transition decreases,
in which the stabilization in the fcc phase plays a dominant role. Antiferromag-
netism is recognized as the key reason for the enhanced stability of the fcc phase
by Mn alloying.

In conclusion, the present work clarifies the impact mechanisms of Mn alloying in the
bcc and the fcc phases and the fcc→bcc phase transition in ferroalloys and thus is expected
to design advanced ferroalloys.

Author Contributions: Conceptualization, H.-L.Y.; Methodology, H.-L.Y.; Software, H.Y., J.-H.Y. and
Y.Z.; Formal analysis, H.M., Y.T., M.C., S.T., Y.L., X.Z., H.-L.Y. and L.Z.; Investigation, H.Y., J.-H.Y. and
Y.Z.; Writing—original draft, H.Y., J.-H.Y., Y.Z. and H.-L.Y.; Writing—review & editing, H.Y., J.-H.Y.,
Y.Z., Y.T., Y.L. and H.-L.Y.; Visualization, H.Y., J.-H.Y. and Y.Z.; Funding acquisition, H.M., Y.T., X.Z.,
H.-L.Y. and L.Z. All authors have read and agreed to the published version of the manuscript.

Funding: This work is supported by the National Key R&D Program of China (2021YFA1200203), the
National Natural Science Foundation of China (Grant No. 52274379) and the Fundamental Research
Funds for the Central Universities (Grant No. N2202015).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

169



Materials 2023, 16, 6679

References
1. Hu, B.; Luo, H.; Yang, F.; Dong, H. Recent progress in medium-Mn steels made with new designing strategies, a review. J. Mater.

Sci. Technol. 2017, 33, 1457–1464. [CrossRef]
2. Lee, Y.K.; Han, J. Current opinion in medium manganese steel. Mater. Sci. Technol. 2015, 31, 843–856. [CrossRef]
3. Zhang, H.; Cai, M.; Zhu, W.; Sun, S.; Yan, H.; Yao, S.; Luan, Y.; Tang, S.; Hodgson, P. Low-temperature superplastic deformation

of cold-rolled Fe–5.6 Mn–1.1 Al–0.2 C steel. Metall. Mater. Trans. A 2022, 53, 3869–3880. [CrossRef]
4. Mueller, J.; Hu, X.; Sun, X.; Ren, Y.; Choi, K.; Barker, E.; Speer, J.; Matlock, D.; De Moor, E. Austenite formation and cementite

dissolution during intercritical annealing of a medium-manganese steel from a martensitic condition. Mater. Des. 2021, 203, 109598.
[CrossRef]

5. Li, C.M.; Sommer, F.; Mittemeijer, E.J. Characteristics of the γ→ α transformation in Fe–Mn alloys. Mater. Sci. Eng. A 2002,
325, 307–319. [CrossRef]

6. Sahin, O.; Calik, A.; Ekinci, A.; Ucar, N. Work hardening in Fe–Mn binary alloys. Mater. Charact. 2007, 58, 571–574. [CrossRef]
7. Uenishi, A.; Teodosiu, C. Solid solution softening at high strain rates in Si-and/or Mn-added interstitial free steels. Acta Mater.

2003, 51, 4437–4446. [CrossRef]
8. Lee, S.; De Cooman, B.C. On the selection of the optimal intercritical annealing temperature for medium Mn TRIP steel. Metall.

Mater. Trans. A 2013, 44, 5018–5024. [CrossRef]
9. Miyamoto, G.; Oh, J.; Hono, K.; Furuhara, T.; Maki, T. Effect of partitioning of Mn and Si on the growth kinetics of cementite in

tempered Fe–0.6 mass% C martensite. Acta Mater. 2007, 55, 5027–5038. [CrossRef]
10. Sun, S.; Cai, M.; Ding, H.; Yan, H.; Tian, Y.; Tang, S.; Hodgson, P. Achieving high ductility in a 1.4 GPa grade medium Mn

lightweight TRIP/TWIP steel with hierarchical lamellar structure. Mater. Sci. Eng. A 2022, 858, 144118. [CrossRef]
11. Li, Z.; Pradeep, K.G.; Deng, Y.; Raabe, D.; Tasan, C.C. Metastable high-entropy dual-phase alloys overcome the strength–ductility

trade-off. Nature 2016, 534, 227–230. [CrossRef] [PubMed]
12. La Roca, P.; Baruj, A.; Sade, M. Shape-memory effect and pseudoelasticity in Fe–Mn-based alloys. Shape Mem. Superelasticity 2017,

3, 37–48. [CrossRef]
13. Hu, G.; Cai, X.; Rong, Y. Fundamentals of Materials Science; Shanghai Jiao Tong University Press: Shanghai, China, 2010; pp. 19–57.
14. Yan, H.L.; Liu, H.X.; Zhao, Y.; Jia, N.; Bai, J.; Yang, B.; Li, Z.; Zhang, Y.; Esling, C.; Zhao, X.; et al. Unraveling the abnormal

dependence of phase stability on valence electron concentration in Ni-Mn-based metamagnetic shape memory alloys. J. Appl.
Phys. 2020, 128, 045104. [CrossRef]

15. Zayak, A.; Adeagbo, W.; Entel, P.; Rabe, K. e/a dependence of the lattice instability of cubic Heusler alloys from first principles.
Appl. Phys. Lett. 2006, 88, 111903. [CrossRef]

16. Kuang, W.; Wang, H.; Li, X.; Zhang, J.; Zhou, Q.; Zhao, Y. Application of the thermodynamic extremal principle to diffusion-
controlled phase transformations in Fe-C-X alloys: Modeling and applications. Acta Mater. 2018, 159, 16–30. [CrossRef]

17. Wang, D.; Wang, X.X.; Jin, M.L.; He, P.; Zhang, S. Molecular level manipulation of charge density for solid-liquid TENG system
by proton irradiation. Nano Energy 2022, 103, 107819. [CrossRef]

18. Zhang, B.; Hao, M.; Yao, Y.; Xiong, J.; Li, X.; Murphy, A.B.; Sinha, N.; Antony, B.; Ambalampitiya, H.B. Determination and
assessment of a complete and self-consistent electron-neutral collision cross-section set for the C4F7N molecule. J. Phys. D 2023,
56, 134001. [CrossRef]

19. Zhang, B.; Hao, M.; Xiong, J.; Li, X.; Koopman, J. Ab initio molecular dynamics calculations on electron ionization induced
fragmentations of C4F7N and C5F10O for understanding their decompositions under discharge conditions. Phys. Chem. Chem.
Phys 2023, 25, 7540–7549. [CrossRef]

20. Akai, H.; Akai, M.; Kanamori, J. Electronic structure of impurities in ferromagnetic iron. II. 3d and 4d impurities. J. Phys. Soc.
Japan 1985, 54, 4257–4264. [CrossRef]

21. Anisimov, V.I.; Antropov, V.P.; Liechtenstein, A.I.; Gubanov, V.A.; Postnikov, A.V. Electronic structure and magnetic properties of
3d impurities in ferromagnetic metals. Phys. Rev. B 1988, 37, 5598–5602. [CrossRef]

22. Drittler, B.; Stefanou, N.; Blügel, S.; Zeller, R.; Dederichs, P.H. Electronic structure and magnetic properties of dilute Fe alloys
with transition-metal impurities. Phys. Rev. B 1989, 40, 8203–8212. [CrossRef] [PubMed]

23. Kulikov, N.I.; Demangeat, C. Spin polarization of disordered Fe-Cr and Fe-Mn alloys. Phys. Rev. B 1997, 55, 3533–3542. [CrossRef]
24. Medvedeva, N.; Van Aken, D.; Medvedeva, J.E. Magnetism in bcc and fcc Fe with carbon and manganese. J. Phys. Condens Mat.

2010, 22, 316002. [CrossRef] [PubMed]
25. Medvedeva, N.; Van Aken, D.C.; Medvedeva, J.E. The effect of carbon distribution on the manganese magnetic moment in bcc

Fe–Mn alloy. J. Phys. Condens. Matter 2011, 23, 326003. [CrossRef] [PubMed]
26. Rahman, G.; Kim, I.G.; Bhadeshia, H.K.D.H.; Freeman, A.J. First-principles investigation of magnetism and electronic structures

of substitutional 3d transition-metal impurities in bcc Fe. Phys. Rev. B 2010, 81, 184423. [CrossRef]
27. Comtesse, D.; Herper, H.C.; Hucht, A.; Entel, P. A first-principles study aided with Monte Carlo simulations of carbon doped

iron-manganese alloys. Eur. Phys. J. B 2012, 85, 1–13. [CrossRef]
28. King, D.J.; Middleburgh, S.C.; Burr, P.A.; Whiting, T.; Fossati, P.; Wenman, M.R. Density functional theory study of the magnetic

moment of solute Mn in bcc Fe. Phys. Rev. B 2018, 98, 024418. [CrossRef]
29. Schneider, A.; Fu, C.C.; Barreteau, C. Local environment dependence of Mn magnetism in bcc iron-manganese alloys: A first-

principles study. Phys. Rev. B 2018, 98, 094426. [CrossRef]

170



Materials 2023, 16, 6679

30. Schneider, A.; Fu, C.C.; Waseda, O.; Barreteau, C.; Hickel, T. Ab initio based models for temperature-dependent magnetochemical
interplay in bcc Fe-Mn alloys. Phys. Rev. B 2021, 103, 024421. [CrossRef]

31. Kou, B.; Kou, Z.; Liu, Y.; Han, P. First principles study on interstitial C and substitutional Mn in bcc iron: Structural stability and
elastic properties. Mater. Res. Innov. 2014, 18, S2-775–S2-779. [CrossRef]

32. Music, D.; Takahashi, T.; Vitos, L.; Asker, C.; Abrikosov, I.A.; Schneider, J.M. Elastic properties of Fe–Mn random alloys studied
by ab initio calculations. Appl. Phys. Lett. 2007, 91, 191904. [CrossRef]

33. Zhang, H.; Lu, S.; Zhou, M.; Punkkinen, M.P.; Johansson, B.; Vitos, L. Ab initio determination of the elastic properties of
ferromagnetic body-centered cubic Fe-Mn-Al alloys. J. Appl. Phys. 2015, 118, 103904. [CrossRef]

34. Gebhardt, T.; Music, D.; Hallstedt, B.; Ekholm, M.; Abrikosov, I.A.; Vitos, L.; Schneider, J. Ab initio lattice stability of fcc and hcp
Fe–Mn random alloys. J. Phys. Condens. Matter 2010, 22, 295402. [CrossRef] [PubMed]

35. Acciarri, M.; La Roca, P.; Guerrero, L.; Baruj, A.; Curiale, J.; Sade, M. Effect of FCC anti-ferromagnetic ordering on the stability of
phases in Fe60−xMn30Cr10Co10 high entropy alloys. J. Alloys Compd. 2020, 823, 153845. [CrossRef]

36. Choi, Y.; Dong, Z.; Li, W.; Lizárraga, R.; Kwon, S.K.; Vitos, L. Density functional theory description of paramagnetic hexagonal
close-packed iron. Materials 2022, 15, 1276. [CrossRef]

37. Nakano, J.; Jacques, P.J. Effects of the thermodynamic parameters of the hcp phase on the stacking fault energy calculations in the
Fe–Mn and Fe–Mn–C systems. Calphad 2010, 34, 167–175. [CrossRef]

38. Wang, C.; Zu, W.; Wang, H.; Wang, Y. First-principles study on stacking fault energy of γ-Fe–Mn alloys. Met. Mater. Int. 2021,
27, 3205–3213. [CrossRef]

39. Okatov, S.V.; Kuznetsov, A.R.; Gornostyrev, Y.N.; Urtsev, V.N.; Katsnelson, M.I. Effect of magnetic state on the γ−α transition in
iron: First-principles calculations of the Bain transformation path. Phys. Rev. B 2009, 79, 094111. [CrossRef]

40. Perdew, J.P.; Burke, K.; Ernzerhof, M. Generalized gradient approximation made simple. Phys. Rev. Lett. 1996, 77, 3865–3868.
[CrossRef]

41. Kresse, G.; Furthmüller, J. Efficient iterative schemes for ab initio total-energy calculations using a plane-wave basis set. Phys.
Rev. B 1996, 54, 11169–11186. [CrossRef]

42. Blöchl, P.E.; Jepsen, O.; Andersen, O.K. Improved tetrahedron method for Brillouin-zone integrations. Phys. Rev. B 1994,
49, 16223–16233. [CrossRef] [PubMed]

43. Herper, H.; Hoffmann, E.; Entel, P. Ab initio investigations of iron-based martensitic systems. J. Phys. 1997, 7, C5-71–C5-76.
[CrossRef]

44. Kittel, C. Introduction to solid state physics, 6th ed. Phys. Today 1957, 10, 43–44. [CrossRef]
45. Wang, C.S.; Klein, B.M.; Krakauer, H. Theory of magnetic and structural ordering in Iron. Phys. Rev. Lett. 1985, 54, 1852–1855.

[CrossRef]
46. Clementi, E.; Raimondi, D.L.; Reinhardt, W.P. Atomic screening constants from SCF functions. II. Atoms with 37 to 86 electrons.

J. Chem. Phys. 2004, 47, 1300–1307. [CrossRef]
47. Schilfgaarde, M.; Abrikosov, I.; Johansson, B. Origin of the Invar effect in iron–nickel alloys. Nature 1999, 400, 46–49. [CrossRef]
48. Yan, H.L.; Liu, H.X.; Zhao, Y.; Jia, N.; Bai, J.; Yang, B.; Li, Z.; Zhang, Y.; Esling, C.; Zhao, X.; et al. Impact of B alloying on ductility

and phase transition in the Ni-Mn-based magnetic shape memory alloys: Insights from first-principles calculation. J. Mater. Sci.
Technol. 2021, 74, 27–34. [CrossRef]

49. Abrahams, S.C.; Guttman, L.; Kasper, J.S. Neutron diffraction determination of antiferromagnetism in Face-centered cubic (γ)
iron. Phys. Rev. 1962, 127, 2052–2055. [CrossRef]

50. Lintzen, S.; von Appen, J.; Hallstedt, B.; Dronskowski, R. The Fe–Mn enthalpy phase diagram from first principles. J. Alloys
Compd. 2013, 577, 370–375. [CrossRef]

51. Krauss, G.; Thompson, S.W. Ferritic microstructures in continuously cooled low-and ultralow-carbon steels. ISIJ Int. 1995,
35, 937–945. [CrossRef]

52. Calcagnotto, M.; Ponge, D.; Raabe, D. On the effect of manganese on grain size stability and hardenability in ultrafine-grained
ferrite/martensite dual-phase steels. Metall. Mater. Trans. A 2012, 43, 37–46. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

171



Citation: Wang, J.; Zhang, S.; Jiang, L.;

Srivatsa, S.; Huang, Z. Prediction of

Grain Size in a High Cobalt

Nickel-Based Superalloy. Materials

2023, 16, 5776. https://doi.org/

10.3390/ma16175776

Academic Editor: Irina Hussainova

Received: 4 July 2023

Revised: 7 August 2023

Accepted: 21 August 2023

Published: 23 August 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

materials

Article

Prediction of Grain Size in a High Cobalt Nickel-Based Superalloy
Jingzhe Wang 1,2 , Siyu Zhang 1,2, Liang Jiang 3, Shesh Srivatsa 4 and Zaiwang Huang 1,2,*

1 State Key Laboratory of Powder Metallurgy, Central South University, Changsha 410083, China;
wangjingzhe@csu.edu.cn (J.W.)

2 Powder Metallurgy Research Institute, Central South University, Changsha 410083, China
3 Institute for Advanced Studies in Precision Materials, Yantai University, Yantai 264005, China
4 Srivatsa Consulting LLC, Cincinnati, OH 45249, USA
* Correspondence: huangzaiwang@csu.edu.cn; Tel.: +86-0731-88830938

Abstract: With the advancement in computational approaches and experimental, simulation, and
modeling tools in recent decades, a trial-and-validation method is attracting more attention in the
materials community. The development of powder metallurgy Ni-based superalloys is a vivid
example that relies on simulation and experiments to produce desired microstructure and properties
in a tightly controlled manner. In this research, we show an integrated approach to predicting the grain
size of industrial forgings starting from lab-scale cylindrical compression by employing modeling
and experimental validation. (a) Cylindrical compression tests to obtain accurate flow stress data and
the hot working processing window; (b) double-cone tests of laboratory scale validation; (c) sub-scale
forgings for further validation under production conditions; and (d) application and validation on
full-scale industrial forgings. The procedure uses modeling and simulation to predict metal flow,
strain, strain rate, temperature, and the resulting grain size as a function of thermo-mechanical
processing conditions. The models are calibrated with experimental data until the accuracy of the
modeling predictions is at an acceptable level, which is defined as the accuracy at which the results
can be used to design and evaluate industrial forgings.

Keywords: high-temperature alloys; powder metallurgy; crystal structure; computer simulations;
compression test; flow stress

1. Introduction

Powder metallurgy nickel-based superalloys are widely used to fabricate high-pressure
turbine disks in aircraft due to their excellent performance at elevated temperatures. In
past decades, the alloy compositions have always been optimized to meet higher operating
temperatures. Controlling dynamic recrystallization grain size in a repeatable manner is
a major concern during the hot working of structural materials, especially for large-scale
components, since it significantly affects subsequent processing [1,2], heat treatment [3,4],
and properties [5,6]. There is a need to accurately predict the dynamic recrystallization
grain size, which depends on deformation temperature, strain, and strain rate [7,8]. To
realize this, two concerns must be addressed: (1) precisely predicting local processing
parameters throughout the component; (2) having precise dynamic recrystallization grain
size models based on simulated local parameters and using experimental results to calibrate
their accuracy. To date, an integrated approach that can be used to predict grain size using
a step-wise method from lab-scale specimens to full-scale forgings is lacking.

Flow stress was often obtained using cylindrical compression specimens over a range
of temperatures, strains, and strain rates. From the measured load-stroke curves, the
corresponding true stress true strain data [9,10] (herein denoted by flow stress) were ob-
tained [11]. The flow stress was then corrected by considering the effects of friction [12,13],
adiabatic temperature rise, and non-homogeneous deformation [14,15]. The flow stress
data were validated by conducting double-cone (DC) tests to generate a range of strain and
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strain rates for a single specimen [16,17]. The measured load-stroke and final dimensions
from the DC tests were compared with finite element models using the corrected flow stress
data. When the difference between the predicted and experimental load-stroke data as well
as the final specimen dimension was within an acceptable range, typically less than 5%,
the flow stress and deformation models were believed to be accurate enough and could be
used to simulate sub-scale and full-scale industrial forgings. The predicted strain, strain
rate, and temperature can also be used in dynamic recrystallization grain size models. This
procedure ensures that each step is validated before using the data in the subsequent step.
If an attempt is made to directly validate the dynamic recrystallization grain size models, it
is not difficult to isolate the cause of any discrepancy between the predicted and measured
dynamic recrystallization grain sizes.

Certain positions on the deformed double cones were selected for experimental mea-
surements and used to validate the simulated dynamic recrystallization grain size [18]. The
positions were selected to cover a range of thermo-mechanical conditions that are typically
encountered with industrial forgings [19]. When the difference between the experimentally
observed and the simulated dynamic recrystallization grain size falls to an acceptable value,
the dynamic recrystallization grain size model is considered validated and suitable for
prediction at any position within the forging. In this research, we will provide an integrated
approach to predicting dynamic recrystallization grain size using a step-wise method from
laboratory specimens to full-scale industrial forgings.

2. Materials and Methods

A high-cobalt powder metallurgy Ni-based superalloy was designed by our research
group [20,21]. The alloy powder was prepared by argon gas atomization and sieved using
a mesh size of 10–63 µm. The alloy powder was consolidated using hot isostatic pressing at
1100 ◦C/150 MPa for 4 h. Subsequently, hot extrusion was performed using an extrusion
ratio of 6:1 at 1100 ◦C. To reduce the retained metallurgical strain, the extruded billet was
heated at 1080 ◦C for 2 h and then air cooled. The cylindrical and double-cone specimens
were machined from the extruded billets using electrical discharge machining.

Cylindrical specimens (Φ8 × 12 mm height) and double-cone (DC) specimens
(Φ20 × 16 mm height) shown in Figure 1 were used for hot compression experiments.
Three layers composed of boron nitride powder, mica, and graphite foil (as shown in
Figure 2) were applied on the specimen’s bottom and top ends to minimize interfacial friction
between the dies and the specimen. Prior to hot compression, the furnace was heated to the
test temperature, and then the specimen was loaded into the furnace until it reached the test
temperature. The specimen was soaked for 15 min to obtain a uniform temperature.
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Figure 2. Schematic of cylindrical and double-cone specimens for hot compression. Three-layered
structures composed of boron nitride powder, mica, and graphite foil are coated on the bottom and
top planes of specimens.

Compression tests were conducted over a range of temperatures from 1010 ◦C to
1121 ◦C. Three strain rates (0.0032 s−1, 0.01 s−1, and 0.032 s−1) were chosen for compression,
and the height reduction of the specimens was set to 50%, corresponding to a true effective
compression strain of 69.3%. After compression, the specimens were immediately pulled
out and quenched in the water to freeze the microstructure.

The compressed specimens were cut into two halves along the center-axis plane
(along the compression direction) and prepared by mechanical grinding, polishing, and
vibration polishing for electron backscatter diffraction (EBSD) observation (detector: Oxford
instrument, software: AztecCrystal, data analysis software, HKL Channel 5). Under a
scanning electron microscope (SEM), the acceleration voltage was 15 kV and the working
current was 3 mA. Finite element modeling (FEM) was performed using DEFORM-2D
software (Scientific Forming Technology Cooperation, Columbus, OH, USA).

3. Results and Discussion

Figure 3 shows cylindrical compression true stress true strain curves (Figure 3a–c) over
a range of temperatures and strain rates for the same nominal compressive strain of 50%.
The flow stress is lower at higher temperatures and lower strain rates. As has been widely
demonstrated in previous research, alloys compressed at a higher temperature and lower
strain rate have lower strength [9,22]. The true stress true strain curves were obtained from
the load-stroke curves after corrections due to interfacial friction and adiabatic temperature
rise (the details of flow curve correction can be found in our previous work [21]). The
load-stroke predicted by the corrected flow curve is shown in Figure 3d–f, which is in good
agreement with the experimentally measured ones.

The corrected flow curve data were validated using DC compression data. Compres-
sion tests for lab-scale DC specimens can produce strains and strain gradients similar to
full-scale forgings. Figure 3g–i show load-stroke data at different temperatures and strain
rates. The predicted load-stroke data are very close to the experimental results. Hence, the
simulated working parameters in the deformed DC specimens can be used with confidence
for microstructure models. If the agreement with the predicted and measured loads is not
at an acceptable level, the flow stress must be corrected again.

The calibration and validation of the constitutive model of the alloy and the finite-
element hot deformation simulation are critical to predicting the location-specific process
conditions within a laboratory specimen or a forging component. Thus, the accurate
simulation of local deformation parameters is the primary aim since these are necessary
to calculate microstructure information such as grain size and dynamic recrystallization
(DRX) fraction [13]. Figure 4a shows geometric changes in the compression of a cylindrical
specimen. The FEM results in Figure 4b show that there are strain gradients in the deformed
specimen. Figure 4c shows the microstructure of the cylindrical specimen at positions P1
(hub area) and P2 (effective strain corresponds to 0.7), which are dependent on local
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working parameters. Based on our simulation, the strain gradient between P1 and P2 is
relatively small, corresponding to a small change in grain microstructures.
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Figure 4. Dependence of grain size on the position inside a deformed cylindrical specimen. (a) Geo-
metrical change of cylindrical specimen and effective strain distribution after 50% compression strain
at 1121 ◦C and 0.01 s−1. (b) Effective strain varies from the rim to the core regions based on FEM.
(c) EBSD measurement of grain size at two typical positions on a different effective stain.

As mentioned previously, accurate simulation of local deformation parameters is
the prime aim of calculating microstructure information such as grain size and dynamic
recrystallization fraction. Figure 5a shows geometric changes in the compression of the DC
specimen. The finite element simulation (FES) results in Figure 5b show that there is a strain
gradient from the hub to the rim of a compressed DC specimen at 1121 ◦C and 0.01 s−1.
Figure 5c shows the effective strain variation curves of the center lines of the cylindrical
and DC specimens. The central effective strain range of the DC specimen (0.21–1.2) is
significantly larger than that of the cylindrical specimen (0.59–0.93). The change in the
effective strain is small from the hub to the rim of the cylindrical specimen, and the change
in the corresponding microstructure, such as grain size, is also small (Figure 5c,d). In
contrast, multiple positions span a wide effective strain range from the hub to the rim of
the deformed DC specimen. Five different locations (P1–P5 assigned in Figure 5b) were
selected, and the grain size and DRX fraction were measured using the EBSD method.
Microscopic observations (Figure 5d) show that grain sizes are strongly dependent on
position (local processing parameters).
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Figure 5. Dependence of grain size on the position inside a deformed double-cone specimen. (a) The
geometry of the double-cone specimen and effective strain distribution after 50% compression strain
at 1121 ◦C and 0.01 s−1. (b) Effective strain varies from the rim to the core regions based on FEM.
(c) Comparison of the variation range of centerline equivalent strain between cylindrical and DC
specimens. (d) EBSD measurement of the DC specimen’s grain size at five typical positions with
different effective strains.
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Moreover, we can compare grain size information between cylindrical and DC speci-
mens. The grain size information from cylindrical and DC specimens was compared. P1
and P2 in Figure 4c correspond to P2 and P3 in Figure 5d. The grain morphology and
grain size of cylindrical and DC specimens are similar at the same effective strain position.
With the increase in effective strain at the same hot compression temperature, the grain
morphology evolves from equiaxed grain to non-equiaxed grain with an irregular shape,
and many fine grains appear in the middle part. The appearance of these fine grains
indicates the onset of recrystallization nucleation in the specimen.

The Avrami equations [23,24] (Equations (1)–(3)) are used to calculate the DRX volume
fraction [25,26] and its average grain size [27], where A1, n1, A2, n2, A3, and n3 are the
material constants, Q1 and Q2 are the material activation energies,

.
ε (s−1) is the strain rate,

ε is the true strain, εc is the critical strain, ε0.5 is the strain when the DRX volume fraction is
50%, R is the gas constant (8.314 J/(mol•K)), and T (◦C) is the absolute temperature.

ε0.5 = A1
.
ε

n1 exp
(

Q1
RT

)
(1)

XDRX = 1− exp
[

A2

(
ε− εc

ε0.5

)n2
]

(2)

dDRX = A3
.
ε

n3 exp
(

Q2
RT

)
(3)

Based on the alloy composition used in this research, these equations are determined:

ε0.5 = 8.71× 10−6 .
ε
−0.24 exp

(
114071

RT

)
(4)

XDRX = 1− exp

[
−0.604

(
ε− εc

ε0.5

)0.401
]

(5)

dDRX = 1.88× 106 .
ε
−0.17 exp

(
167323

RT

)
(6)

The equations were used as an input into FEM. To validate modeling results, ex-
perimental results were compared with the modeling results at five different positions
(Figure 6a,c). The grain size can be determined based on EBSD measurements (Figure 6e).
The difference should be less than 5% for the next step.

Figure 6a is a contour plot of dynamic recrystallization (DRX) volume fraction (DRVF)
at different positions (Equations (4) and (5)). The DRVF decreases from the hub to the rim of
the deformed DC specimen. A comparison of the experimental and predicted DRX volume
fractions is shown in Figure 6b. Similarly, the average DRX grain size can be calculated
using Equation (6), and the DRX grain size varies from the hub to the rim of the deformed
specimen, as shown in Figure 6c. A comparison of the experimental and predicted results
is shown in Figure 6d,e which show that the DRX, substructure, and deformed grains
depend on local deformation parameters. The DRVF of the DC specimens increases with
the increase in the true strain, but the slope rapidly decreases. In contrast, the grain size
of the DRX shows similar behavior, but the slope increases with the increasing true strain.
The prediction and experimental results of the DRX volume fraction and the grain size
demonstrate the accuracy of the model and the feasibility of the method.

Figure 7 shows the result of the microstructural characterization of the material before
and after the hot compression tests by EBSD. The results show that the initial microstructure is
equiaxed with uniform grain size before the hot compression test. After the hot compression
test, the initial microstructure of the specimen is deformed, and uniform equiaxed crystals
almost do not exist. In their place are newly formed, dynamically recrystallized small grains
and morphologically deformed, irregular large grains. Hot compression not only causes
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the deformation of the original grain but also destroys the grain boundaries in the original
material structure. The newly nucleated, dynamically recrystallized grains grow from the
boundary of the original grain and gradually grow to replace the original grain.
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Figure 8 shows the workflow for predicting microstructures from cylindrical compres-
sion to DC compression and the forging of production-scale components.
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Firstly, flow curves were obtained using cylindrical compression specimens over a
range of temperatures, strains, and strain rates. From the measured load-stroke curves, the
corresponding true stress-true strain data [4], i.e., flow curves, were obtained [5]. The flow
curves were then corrected to account for the effects of friction [6], adiabatic temperature
rise, and non-homogeneous deformation [7,8], such that the constitutive models were
established to describe alloy behavior during hot deformation and were integrated into the
finite element simulation.

Secondly, double-cone (DC) specimen compression tests were conducted to generate
a wider range of strain and strain rates [9] within a single specimen [10]. The measured
load-stroke and final dimensions from the DC tests were compared with the finite element
simulation using the corrected flow curve data. When the difference between the predicted
and experimental load-stroke data and the final dimensions was within an acceptable
range, typically less than 5%, the flow curves and finite element forging simulation were
considered validated.

Thirdly, the grain microstructures of the compressed cylindrical specimens were char-
acterized to calibrate the grain size model. The predicted processing conditions, including
strain, strain rate, and temperature, were inputs for the grain size model to quantify the effect
of processing parameters on the grain microstructure inside the DC specimen.

Furthermore, selected locations within the deformed double cones were experimen-
tally characterized for grain microstructures and used to validate the simulated grain
size [11]. The selected locations have processing conditions that cover a range of thermo-
mechanical conditions that are typically encountered in industrial forgings [12]. When the
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difference between the experimentally observed and the simulated grain size falls to an
acceptable value, the grain size model is accepted.

This workflow is vital to establishing reliable prediction of grain microstructures from
laboratory cylindrical compression testing to DC compression testing and production-scale
component forging.

4. Conclusions

A three-step procedure is outlined to establish modeling and simulation for the pre-
diction of grain microstructures in laboratory specimens. The constitutive model and flow
curve data for a powder-metallurgy high-cobalt superalloy are calibrated with the flow
curve data of cylindrical compression specimens and with friction, adiabatic heating, and
non-homogeneous deformation corrections. The hot deformation behavior and simulation
tool are validated with double-cone specimens, which have a much broader range of ef-
fective strain; thus, the location-specific processing conditions are reliably predicted. The
grain microstructures of the cylindrical and DC specimens are experimentally character-
ized, and they are used to calibrate and validate grain microstructure models. The effects
of thermomechanical processing on the grain microstructure in a high-cobalt nickel-base
superalloy are predicted and comparable with the experimental observations. To predict
the grain microstructure during thermomechanical processing, this integrated experimen-
tal modeling approach enables the calibration and validation of constitutive models and
simulation with cylindrical and DC compression specimens and provides modeling and
computational capabilities that are capable of industrial forging simulations.
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Abstract: To study the effects of Fe content and cold drawing strain on the microstructure and
properties, Cu-Fe alloys were prepared via powder metallurgy and hot extrusion. Scanning electron
microscopy was applied to observe the Fe phase, and the ultimate tensile strength was investigated
using a universal material testing machine. Alloying with an Fe content below 10 wt.% formed a
spherically dispersed Fe phase via the conventional nucleation and growth mechanism, whereas a
higher Fe content formed a water-droplet-like Fe phase via the spinodal decomposition mechanism
in the as-extruded Cu-Fe alloy. Further cold drawing induced the fiber structure of the Fe phase
(fiber strengthening), which could not be destroyed by subsequent annealing. As the Fe content
increased, the strength increased but the electrical conductivity decreased; as the cold drawing strain
increased, both the strength and the electrical conductivity roughly increased, but the elongation
roughly decreased. After thermal–mechanical processing, the electrical conductivity and strength
of the Cu-40Fe alloy could reach 51% IACS and 1.14 GPa, respectively. This study can provide
insight into the design of high-performance Cu-Fe alloys by tailoring the size and morphology of the
Fe phase.

Keywords: Cu-Fe wire; powder metallurgy; cold drawing; ultimate tensile strength; electrical
conductivity; Fe phase

1. Introduction

Cu-X alloys, where X is a BCC-type metal element (Nb, Ta, Cr, or Fe), are generally
recognized to exhibit both high strength and high electrical conductivity [1–5]. Among
these BCC-type metal elements, Fe is the most abundant element in the Earth’s crust. In
addition, the plastic flow behavior of Fe is similar to that of Cu; therefore, Cu-Fe alloys
can be plastically deformed to high strain levels at room temperature [4,5]. Accordingly,
Cu-Fe alloys are widely used in industrial fields [6–9]. The industrial applications of Cu-Fe
wire are mainly in the electronics, electrical, and communication fields, such as wires and
cables, where the focus is on strength and conductivity. Nevertheless, the Cu-Fe alloy is
an immiscible binary alloy, and liquid phase separation takes place during solidification,
especially in Cu-Fe alloys with a high Fe content [10,11]. Therefore, numerous defects are
easily generated when casting Cu-Fe components [11]. Furthermore, a coarse Fe phase is
also unfortunately inevitable, owing to the low cooling rate during solidification [12,13].
These aspects greatly lower the mechanical properties of Cu-Fe alloys, thus restricting their
application.

Many attempts have been made to improve the mechanical performance of Cu-Fe
alloys by refining the grain size (i.e., grain boundary strengthening) [14,15], work hardening
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effect [16,17], and aging treatment (i.e., precipitation strengthening) [8,16]. In addition
to the above methods, reducing the size of the Fe phase is another effective strategy to
improve the comprehensive performance of Cu-Fe alloys. Pang et al. [7] reported that
the ultimate tensile strength (UTS) and electrical conductivity (EC) of a cast Cu-10Fe
alloy with an initial Fe phase size of 25 µm were 466 MPa and 63% IACS, respectively.
Wang et al. [8] reduced the Fe phase size of the same alloy to 20 µm through dual-melt
mixed casting and subsequent mechanical processing, leading to an enhancement in UTS to
608 MPa but a reduction in EC to 54%. The increased strength was due to grain boundary
strengthening and dislocation strengthening, while the improved EC but reduced strength
upon subsequent annealing could be ascribed to grain growth and reduced dislocation
density [4]. Zou et al. [18] introduced a novel casting process with an alternating magnetic
field to prepare a Cu-14Fe alloy with a finer Fe phase size of 18 µm. The resultant UTS and
EC could reach 605 MPa and 48% IACS, respectively. Recently, Wang et al. [19] prepared
a Cu-15Fe alloy via spark plasma sintering (SPS) of atomized powder, refining the Fe
phase size to ~2 µm after sintering. This led to a further increase in UTS to 750 MPa but a
reduction in EC to 22% IACS.

Powder metallurgy is an effective method to enhance the mechanical performance of
Cu-Fe alloys via reducing both the grain size of the Cu matrix and the Fe phase size, but
this approach is generally detrimental to the EC. The reduced EC can be mainly attributed
to the enhanced interface scattering, impurity scattering, and dislocation scattering [20].
The reduced EC of powder-metallurgy Cu-Fe alloys can be partly ascribed to its finer grain
size, which leads to increased interface scattering. Moreover, due to the ultrahigh cooling
rate during the atomization of powder, it becomes difficult to precipitate the Fe solute from
the powder matrix, giving rise to a greater impurity scattering of electrons. Improving the
EC becomes a key issue to improve the comprehensive performance of powder-metallurgy
Cu-Fe alloys.

To this end, a combination of cyclic cold drawing and annealing was applied to
powder-metallurgy Cu-Fe alloys with various cold drawing strain levels, aimed at en-
hancing the precipitation of Fe solute from the Cu matrix and improving the electrical
conductivity by reducing the Fe impurity scattering of electrons. Therefore, in this study,
Cu-Fe alloys with different Fe contents were prepared via powder metallurgy, and rod-
shaped embryos were obtained via vacuum sintering. Cu-Fe alloy wires under different
cold drawing strains were prepared via cold drawing and annealing treatments. The
microstructure, EC, and mechanical properties of the wires with different Fe compositions
and after various cold drawing strains were investigated in detail.

2. Materials and Methods

Powders of Cu-5Fe, Cu-10Fe, Cu-20Fe, and Cu-40Fe (wt.%) alloys were prepared via
the Ar gas atomization process. The metal powders were placed into a rubber tube, the two
ends of which were sealed. The rubber tube containing metal powders was compressed us-
ing cold isostatic pressure equipment (LDJ500/1500-300YS, Sichuan Airlines West Sichuan
Machinery Co., Ltd., Ya’an, China) to obtain the metal embryos. The pressure of the cold
isostatic press was set to 130–150 MPa. The embryos after cold isostatic pressing were
subsequently placed into a tubular furnace (SK-G06123K-2R, Kejing Material Technology
Co., Ltd., Hefei, China) for sintering under a nitrogen atmosphere containing 4% hydrogen.
Sintering was conducted at 950 ◦C for 4 h, before cooling in the furnace. The embryo body
was cylindrical with a length of 90 mm and a diameter of 20 mm. Then, the cylindrical
embryos were hot-extruded to obtain rods with a diameter of 7.5 mm. The hot extrusion
was performed at 900 ◦C. The rods (d = 7.5 mm) were drawn into wires with various
diameters at room temperature. The drawing equipment used in this experiment was a
semiautomatic multi-station pipe-drawing machine (L-B70-A, Shengfei Mechanical Equip-
ment Manufacturing Co., Ltd., Wuxi, China). The stretching mold used in this experiment
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was a conical mold, and the drawing method was linear horizontal drawing. During cold
drawing, the deformation strain is usually defined by the following formula:

η = ln(A0/A f ), (1)

where A0 is the initial cross-sectional area and A f is the final cross-sectional area. A0

in Equation (1) was 43.80 mm2 before cold drawing. At cold drawing strains of 0, 1.26,
2.00, 2.64, and 4.03, the wires were taken out for annealing at 450 ◦C for 1 h to study the
microstructure and properties of the Cu-Fe alloys, as schematically shown in Figure 1.
An intermediate heat treatment between the cold drawing steps helped to appropriately
eliminate a large amount of residual stress stored in the alloy due to deformation, thereby
facilitating subsequent cold drawing. Furthermore, Equation (1) was utilized to calculate
the deformation strain of the Fe phase (ηFe) under various cold drawing strains, by inputting
both the initial and the final Fe phase areas.
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Figure 1. Thermal–mechanical processing flow.

A field emission scanning electron microscope (SEM, Quanta 650 FEG, FEI, Boston,
MA, USA) was used for the microstructure observation. The surface morphologies of Cu-Fe
alloys were observed using the scanning electron microscope through the backscattered
electron (BSE) imaging mode, since the atomic numbers of Cu and Fe differ and the two
phases can be clearly distinguished under this mode. The instrument used for EC in this
work was the QJ36s direct-current low-resistance tester. We measured each sample three
times and took the average value as the resistance value (R, Ω). Then, we converted the
resistance (ρ, Ω·m) into conductivity (σ, %IACS), according to the resistivity of annealed
pure copper based on the international standard:

σ =
ρCu

ρ
=

ρCu·L
S·R (2)
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where σ is the conductivity (%IACS), ρCu is the resistivity of international standard annealed
pure copper (ρCu = 1.724 Ω·m), ρ is the resistivity of the sample (ρ, Ω·m), R is the resistance
value of the sample (R, Ω), and L and S are the length (L, m) and cross-sectional area of
the tested sample (S, m2), respectively. Mechanical properties were investigated by using
a universal material testing machine (INSTRON 5982, Instron, Norwood, MA, USA). An
80 mm long wire was cut; the upper and lower collets held 30 mm, respectively, leaving
20 mm as the gauge distance; and the strain rate was 1.0 × 10−3 s−1. The conductivity and
ultimate tensile strength were taken as the average of the three measured results.

3. Results and Discussion
3.1. As-Textured Cu-Fe Alloys

Figure 2 shows the microstructures of various Cu-Fe alloys before the cold drawing.
From the cross-sectional morphologies, a dark Fe phase is uniformly distributed, and
no obvious dendrite structure of the Fe phase is observed in any Cu-Fe alloy. From the
longitudinal section, for all alloys, the Fe phase is slightly elongated along the longitudinal
direction during hot extrusion. Using Image-J 2.35 software, mean Fe phase sizes in Cu-
5Fe, Cu-10Fe, Cu-20Fe, and Cu-40Fe are quantitatively determined to be 0.43, 0.85, 1.07,
and 1.78 µm, respectively, as shown in Figure 3. In both Cu-5Fe and Cu-10Fe alloys, the
spherical Fe particles are observed to be randomly distributed in the Cu matrix. However,
in Cu-20Fe and Cu-40Fe alloys with higher Fe contents, the Fe phase presents irregular
shapes such as petal-like or water droplet shapes, which are interconnected together in the
Cu matrix. This can be ascribed to the occurrence of phase separation in the liquid phase in
Cu-Fe alloys [21–23].

A large metastable miscibility gap (i.e., bimodal curve) exists in the Cu-Fe binary
system above 1200 ◦C [21]. The liquid phase separation of Cu and Fe has a strong impact
on the resultant microstructure of the alloy during the solidification. Shi et al. believed that
the concentration of solute elements plays a decisive role in the microstructure of binary
alloys with spinodal decomposition [21]. They carried out a phase-field simulation on
spinodal decomposition within a liquid droplet. The results showed that when the volume
fraction of two phases differs greatly, the minority phase always forms discrete second-
phase droplets embedded in the matrix of the major phase; if the volume fraction of the two
phases is close, they will form an interpenetrating or bicontinuous morphology, in which
each phase forms a continuous interconnection structure. The interconnected structures
will break into a series of droplets during further solidification. Their simulation results are
in good agreement with the morphologies of the Fe phase in the present work [21].

Materials 2023, 16, x FOR PEER REVIEW 4 of 13 
 

 

where σ is the conductivity (%IACS), 𝜌𝜌𝐶𝐶𝑢𝑢 is the resistivity of international standard an-
nealed pure copper (𝜌𝜌𝐶𝐶𝐶𝐶 = 1.724 Ω·m), 𝜌𝜌 is the resistivity of the sample (𝜌𝜌, Ω·m), 𝑅𝑅 is the 
resistance value of the sample (R, Ω), and L and S are the length (L, m) and cross-sectional 
area of the tested sample (S, m2), respectively. Mechanical properties were investigated by 
using a universal material testing machine (INSTRON 5982, Instron, Norwood, MA, 
USA). An 80 mm long wire was cut; the upper and lower collets held 30 mm, respectively, 
leaving 20 mm as the gauge distance; and the strain rate was 1.0 × 10−3 s−1. The conductivity 
and ultimate tensile strength were taken as the average of the three measured results. 

3. Results and Discussion 
3.1. As-Textured Cu-Fe Alloys 

Figure 2 shows the microstructures of various Cu-Fe alloys before the cold drawing. 
From the cross-sectional morphologies, a dark Fe phase is uniformly distributed, and no 
obvious dendrite structure of the Fe phase is observed in any Cu-Fe alloy. From the lon-
gitudinal section, for all alloys, the Fe phase is slightly elongated along the longitudinal 
direction during hot extrusion. Using Image-J 2.35 software, mean Fe phase sizes in Cu-
5Fe, Cu-10Fe, Cu-20Fe, and Cu-40Fe are quantitatively determined to be 0.43, 0.85, 1.07, 
and 1.78 μm, respectively, as shown in Figure 3. In both Cu-5Fe and Cu-10Fe alloys, the 
spherical Fe particles are observed to be randomly distributed in the Cu matrix. However, 
in Cu-20Fe and Cu-40Fe alloys with higher Fe contents, the Fe phase presents irregular 
shapes such as petal-like or water droplet shapes, which are interconnected together in 
the Cu matrix. This can be ascribed to the occurrence of phase separation in the liquid 
phase in Cu-Fe alloys [21–23].  

 
Figure 2. Microstructures of (a,e) Cu-5Fe, (b,f) Cu-10Fe, (c,g) Cu-20Fe, and (d,h) Cu-40Fe alloys in 
terms of (a–d) the cross-section and (e–h) the longitudinal section. Red arrows are used to point out 
the location of Fe phase.  

Figure 2. Microstructures of (a,e) Cu-5Fe, (b,f) Cu-10Fe, (c,g) Cu-20Fe, and (d,h) Cu-40Fe alloys in
terms of (a–d) the cross-section and (e–h) the longitudinal section. Red arrows are used to point out
the location of Fe phase.
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A schematic figure describing the liquid phase separation and the resultant microstruc-
ture of the Cu-Fe alloy with different Fe contents is given in Figure 4. For the Cu-5Fe,
Cu-10Fe, and Cu-20Fe alloys, the volume fraction of the Fe phase is lower in comparison
with the Cu matrix (Figure 4a–d). During the liquid–liquid separation stage, the liquid
droplets of the Fe phase are dispersed as the core in the Cu matrix (Figure 4b). Owing to
the interface energy, some discrete droplets will gather to form a gourd-shaped or slightly
larger spherical Fe phase (indicated by the red arrow in Figure 2b,c). Therefore, the Fe
phase in the alloy presents a regular spherical dispersion in the Cu matrix (Figure 2a–c)
during the process of atomization, where the cooling rate is extremely high. In the Cu-40Fe
alloy with a close volume fraction of the Fe phase and Cu phase (Figure 4e–h), the two
phases form a continuous interpenetrating structure in the liquid–liquid separation stage.
Due to the different surface energy of the two phases, this interconnected structure will
break, forming a series of incompletely agglomerated contours (Figure 4h). During the
aging process at lower temperature, a small amount of secondary Fe phase precipitates
from the Cu matrix (Figure 4d,h) [24,25]. The secondary Fe phase generally exhibits a
size ranging from several to dozens of nanometers, which is much finer compared to the
primary phase [6,8,9]. Since the fraction of the secondary Fe phase is extremely low, its
influence on the main morphology of the Fe phase can be ignored. Therefore, the overall
size and morphology of the Fe phase in the Cu-Fe alloy are mainly determined by the
primary Fe phase. As shown in Figure 4, in the Cu-Fe alloy with a low Fe content, the phase
separation takes place via the conventional nucleation and growth of the Fe phase [26,27].
In the Cu-Fe alloy with a high Fe content, the phase separation is characterized by spinodal
decomposition [28,29] in a very short time [10], forming the water-droplet-like Fe phase.
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3.2. Cu-Fe Alloys after Cold Drawing and Annealing

Figures 5 and 6 show the cross-sectional and longitudinal microstructures of the four
Cu-Fe alloys after cold drawing with various η, respectively. From the cross-sectional
morphology, with increasing cold drawing strain (η), the Fe phase gradually becomes finer
(Figure 5) and is elongated significantly along the drawing direction (Figure 6). Figure 7a
quantitatively plots the evolution of the Fe phase size with respect to η. As η increases
from 0 to 4.03, the Fe phase in the Cu-40Fe alloy decreases from 1.78 to 0.72 µm. As the
Fe content decreases, the reduction rate/slope of the Fe phase size during drawing with
respect to the cold drawing strain decreases obviously. The lowest reduction rate of Fe in
the Cu-5Fe alloy is observed, i.e., from 0.43 (η = 0) to 0.27 µm (η = 4.03). In addition, the
reduction in the Fe phase slows down with the increase in strain. The deformation strain
(ηFe) of the Fe phase—where the Fe phase in alloys before cold drawing is considered as
the initial size—is plotted in Figure 7b with respect to the cold drawing strain. Obviously,
under the same cold drawing strain, the ηFe increases with the Fe content, except for Cu5Fe.
A possible reason for the abnormal ηFe of the Cu-5Fe alloy is that the initial cross-sectional
area of the Fe phase is too small to determine the accurate ηFe during cold drawing. Despite
that, the deformation of the Fe phase is more severe in the Cu-Fe alloy with a higher Fe content.

Furthermore, another interesting point is that when η > 2, the ηFe of Cu10Fe, Cu20Fe,
and Cu40Fe alloys increases sharply (Figure 7b). This is because when the cold drawing
strain is high enough, the Fe phase will fracture into several parts, greatly refining the
size of the Fe phase and leading to the increase in ηFe. Note that during the cold drawing,
both plastic and fracture deformations may occur for the Fe phase, but which one is the
dominant deformation mode depends on the morphology of the Fe phase to some extent.
To be specific, for the Cu5Fe alloy, the Fe phase is regularly spherical; thus, it will extend
uniformly along the drawing direction via the plastic deformation during the drawing
process. However, for Cu20Fe and Cu40Fe alloys, the Fe phase is mostly presented in
irregular-water-droplet and interconnected shapes; thus, it will tend to fracture during the
drawing process. Typical experimental evidence can be found in Figure 6(b4,c3), where an
obvious necking phenomenon takes place along the elongation direction of Fe-phase fibers.
It must be mentioned that plastic deformation can reduce the Fe fiber spacing and fracture
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deformation can decrease the Fe phase size. Stepanov et al. [30] reported that the tensile
strength and the average spacing of the Fe fiber conform to the Hall–Patch relationship
as [30,31]

σc = σ0 + k·λ− 1
2 (3)

where σ0 is a constant (MPa), usually close to the initial strength of the undeformed
alloy [32]; k is the coefficient of fiber strengthening (MPa·µm−1/2); and λ is the spacing
between the fibers (µm).
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Figure 5. Cross-sectional structures of various Cu-Fe alloys after the cold drawing with various η.
The structures of Cu-5Fe, Cu-10Fe, Cu-20Fe, and Cu-40Fe are shown in (a1–d1’), (a2–d2’), (a3–d3’),
and (a4–d4’), respectively. The structures of Cu-Fe alloys under η of 1.26, 2.00, 2.64, and 4.03 are given
in (a1–a4), (b1–b4), (c1–c4), and (d1–d4), (d1’–d4’), respectively.
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η. The structures of Cu-5Fe, Cu-10Fe, Cu-20Fe, and Cu-40Fe are shown in (a1–d1), (a2–d2), (a3–d3),
and (a4–d4), respectively. The structures of Cu-Fe alloys under η of 1.26, 2.00, 2.64, and 4.03 are given
in (a1–a4), (b1–b4), (c1–c4), and (d1–d4), respectively.
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The tensile stress–strain curves of four Cu-Fe alloys with various η are shown in
Figure 8, and the UTS, elongation, and electrical conductivity of the alloys are summa-
rized in Figure 9. With the increase in η, for each Cu-Fe alloy, the UTS increases but the
elongation decreases (Figure 9a), which could be ascribed to the reduced Fe fiber spacing
and the refined Fe phase size. Note that with the increase in Fe content, the effect of fiber
reinforcement is more obvious. That means that the Cu-Fe alloy with a higher Fe content
is more suitable for the cold drawing deformation to improve mechanical strength. The
Cu-10Fe alloy exhibits the largest elongation among all Cu-Fe alloys (Figure 9b). This may
be correlated with the unique morphology of the Fe phase, i.e., slender fibers (Figure 6(d2)),
which exhibits a good interface with the Cu matrix. Instead, it is difficult for the spherical
or ellipsoidal Fe phase in the Cu-5Fe alloy to deform; thus, cracks may easily nucleate near
the interface between the Fe phase and Cu matrix, while irregular-shaped and a vast Fe
phase in Cu-20Fe and Cu-40Fe alloys presumably accelerates the propagation of cracks,
both leading to the premature cracking of the Cu-Fe alloy. Despite that, with the increase
in deformation strain, the elongation of the alloys in the tensile test decreases roughly
due to more sessile dislocations stored in the alloy. In terms of the electrical conductivity,
it increases gradually as the cold drawing strain increases from 0 to 2.64, but changes
randomly as the cold drawing strain increases from 2.64 to 4.03 (Figure 9c).

The dissolved Fe atoms in the Cu matrix can greatly lower the electrical conductivity
of alloys. Verhoeven et al. reported that the electrical resistivity increases by 9.2 µΩ/cm
for each 1 wt.% Fe alloying in a Cu matrix [4]. For Cu-Fe alloys, the scattering effect of
Fe solute in the Cu matrix and the interface between the Fe phase and Cu matrix are the
main factors lowering the electrical conductivity. Note that after the cold drawing, the
samples are subjected to heat treatment at 450 ◦C for 1 h, which greatly improves the
electrical conductivity of the alloy. A study by Niu et al. demonstrated that the critical
temperature of drastic thermal grooving and rapid grain growth for the layered structure
of Cu and Fe is 500 ◦C [33]. This suggests in the study that the annealing cannot damage
the Fe fibers; thus, it will not weaken the strengthening effect of Fe fibers. Meanwhile,
annealing can improve the electrical conductivity of the alloy, presumably associated with
the precipitation process and the dislocation short-circuit diffusion path of solute atoms [34].
The diffusion coefficients of Fe solute atoms during aging are calculated as [35]

D0 = DL·(1 − f ) + DP· f (4)
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where D0 is the diffusion coefficient, DL is the diffusion coefficient of the lattice, f is the
fraction of atoms in the dislocation, and Dp is the diffusion coefficient in the dislocation. The
diffusion coefficient of atoms in the dislocation (Dp) is much larger than that in the lattice
(DL). After drawing deformation, the dislocations stored in the alloy provide a fast diffusion
channel for the precipitation of Fe atoms. In addition, Li et al. reported that the greater
the degree of deformation, the lower the activation energy of solute atom precipitation
in the alloy [36]. With the gradual increase in cold drawing strain, the activation energy
required for the precipitation of Fe solute atoms in the alloy is reduced gradually and
it is easier for the precipitation behavior to occur. Therefore, the electrical conductivity
increases with the increase in cold drawing strain (Figure 9c). Note that this argument may
not work well at the high cold drawing strain of 4.03 (Figure 9c), presumably because of
the large-deformation-induced mechanical alloying of Fe atoms from Fe fibers into the Cu
matrix [30].

1 
 

 

Figure 8. Engineering stress–engineering strain curves of Cu-Fe alloys after cold drawing with
various η. (a) Cu-5Fe, (b) Cu-10Fe, (c) Cu-20Fe, and (d) Cu-40Fe.
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3.3. Comparison of Properties

Ultimate tensile strength and electrical conductivity are important properties for Cu
alloys. Synchronously increasing the mechanical strength and electrical conductivity of Cu
alloys has been one of the research hotspots in recent decades. Pang et al. reported that
the conductivity of a Cu-5Fe alloy prepared by casting and rolling is 63% IACS and the
ultimate tensile strength is 466 MPa [7]. Zhang et al. reported that the conductivity of a
Cu-30Fe alloy prepared by powder metallurgy and cold rolling was 38% IACS, and the
strength was 826 MPa [37]. These, in combination with the previous studies, reveal a simple
law: the Cu-Fe alloy with a low Fe content has a high EC but a low UTS, while the Cu-Fe
alloy with a high Fe content tends to have a high UTS but a low EC [6,7,18,19,25,32,37–42].

In this study, a synchronous improvement in EC and UTS is achieved on the Cu-xFe
(x = 5, 10, 20, and 40 wt.%) alloy wires, by the combination of the powder metallurgy
technique, hot extrusion, cold drawing, and annealing treatments. For the Cu-5Fe alloy,
the EC and UTS reach 72% IACS and 536MPa, respectively, while the EC and UTS of the
Cu-40Fe alloy are 51% IACS and 1.14 GPa, respectively, which are obviously higher than
those of previously reported Cu-Fe alloys with the same composition (Figure 10).
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4. Conclusions

In this study, Cu-xFe (x = 5, 10, 20, and 40 wt.%) alloy wires were prepared by powder
metallurgy with the process of cold isostatic pressing, vacuum sintering, hot extrusion,
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and cold drawing and annealing treatments. The microstructures, mechanical properties,
and electrical conductivity of the alloys were analyzed. The conclusions can be drawn
as follows:

(1) The Fe phase in the as-extruded Cu-Fe alloys is uniformly dispersed. However,
with the increase in Fe content, the Fe phase size increases, and the morphology of
the Fe phase transforms from a discrete spheroid to interconnected water droplets,
whose formation mechanism is the typical precipitation and spinodal decomposition,
respectively.

(2) During the cold drawing, the major deformation mechanism of the Fe phase is plastic
deformation for Cu-Fe alloys with a low Fe content, while the combination of plastic
and fracture deformations should be the dominant mechanism of the Fe phase for
Cu-Fe alloys with a high Fe content. As the cold drawing strain increases, the Fe
phase spacing is reduced and the Fe phase size is gradually refined, leading to the
gradually enhanced mechanical strength of the alloy.

(3) The combination of the powder metallurgy technique, hot extrusion, cold drawing,
and annealing treatments achieves the synchronous improvement in electrical conduc-
tivity and mechanical strength of Cu-Fe alloys, which are superior to other reported
Cu-Fe alloys.
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Abstract: The microstructural characteristic evolution was investigated during thermomechanical
processing of Ti-29Nb-9Ta-10Zr (wt %) alloy, which consisted of, in a first stage, in a Multi-Pass
Rolling with increasing thickness reduction of 20%, 40%, 60%, 80%, and 90%; in step two, the
multi-pass rolled sample with the highest thickness reduction (90%) was subjected to a series of
three variants of static short recrystallization and then to a final similar aging. The objective was to
evaluate the microstructural features evolution during thermomechanical processing (phase’s nature,
morphology, dimensions, and crystallographic characteristics) and to find the optimal heat treatment
variant for refinement of the alloy granulation until ultrafine/nanometric level for a promising
combination of mechanical properties. The microstructural features were investigated by X-ray
diffraction and SEM techniques through which the presence of two phases was recorded: the β-Ti
phase and the α′′-Ti martensitic phase. The corresponding cell parameters, dimensions of the coherent
crystallite and the micro-deformations at the crystalline network level for both recorded phases were
determined. The majority β-Ti phase underwent a strong refinement during the Multi-Pass Rolling
process until ultrafine/nano grain dimension (about 9.8 nm), with subsequent slow growing during
recrystallization and aging treatments, hindered by the presence of sub-micron α′′-Ti phase dispersed
inside β-Ti grains. An analysis concerning the possible deformation mechanisms was performed.

Keywords: beta-titanium alloys; multi-pass rolling; recrystallization; XRD; SEM

1. Introduction

For hard tissue replacement, titanium and its alloys represent an important metallic
biomaterial due to its excellent biocompatibility and high mechanical strength, comparable
to that of cobalt alloys or stainless steel, but with low Young modulus that favors the
reducing of the well-known “stress shielding effect” [1–3]. For permanent bone implants
that require high strength coupled with low elastic modulus, the β-type titanium alloys are
most appreciated among other two possible types, α- or α/β-type Ti-alloys [4–7]. Therefore,
β-Titanium alloys with non-toxic Nb, Ta, and Zr alloying elements are of maximum interest
nowadays [1,2,8–10]. The TNTZ (Ti-Nb-Ta-Zr) alloys represent an appreciated selection of
β-Ti alloys not only for their non-toxic and biocompatibility character, but also for good
β-stabilizing capacity of alloying elements which is required knowing that the single β-
phase structure has an easier ability for mechanical processing [11,12]. The β-stabilizing
character of niobium has been well known for a long time [9,10]. The same applies for the
tantalum [13,14]. Regarding zirconium, even if it is classified as a neutral alloying element,
it can favor the stabilization of the β phase in the presence of β stabilizers [15], in this
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case Nb and Ta. Also, the toughness of titanium alloys can be increased by zirconium,
as niobium does [16,17], and the association of both, niobium and zirconium, facilitate a
decrease of the elastic modulus [2]; finally, the suppression of the formation of the omega
phase assured by zirconium presence [18] represents another important benefit of TNTZ
alloys. Thus, referring entirely to the improvement of the mechanical biocompatibility
of β-type TNTZ alloys, apart from the above chemical composition, one of the most
used and recognized as beneficial methods is the thermomechanical processing, which
includes, among others, the grain refinement of the alloy to ultrafine or even nanometer
dimensions [3,19–21]; this nanometric structure can assure the alloy necessary bio-structural
and bio-mechanical properties dictated by particular implant destination/localization and
by other mechanical and biochemical demands. A single β-phase structure has an easy
ability for mechanical processing, and can achieve a low elastic modulus, but with a
moderate mechanical strength [20,22–24]; generally, the obtained elastic modulus can be
around 55 GPa, which is a satisfactory value comparative to that for cortical bone of about
30–35 GPa [25], but with not-so-high strength, generally not exceeding 550 MPa, which
may be insufficient for hip implant applications [14]. For higher strength values, a suitable
way may be a structural combination of two phases [26,27]: the majority β phase and a
small amount of orthorhombic α′′ martensitic phase, depending on the β-phase stability,
sufficient to ensure a desirable increase in the mechanical strength of the β phase, but with
keeping the low modulus of elasticity through a controllable dispersion, dimension, and
quantity of α′′ phase [12,28–30]. Comparative to hexagonal-α′ martensitic phase or to ω
phase, the orthorhombic-α′′ martensitic phase has the lowest Young modulus [18], even
comparable to that of the β phase [31], but with the possibility of strength enhancing.

Thus, it follows that, by combining the two aspects, i.e., the creation of a structure
consisting of β phase with a small/controllable amount of orthorhombic martensitic α′′

phase, on the one hand, and the refinement of the structure granulation, on the other hand,
an efficient method can result for improving the mechanical biocompatibility of TNTZ
alloys. The present study follows this objective and proposes for the experimental program
the Ti-29Nb-9Ta-10Zr (wt %) alloy, that is, part of the β-type TNTZ system which has
been shown the most appreciated results regarding good biocompatibility and low Young
modulus [32,33]. The chemical composition has been selected based on the abovementioned
considerations regarding the influence of Nb, Ta, and Zr as alloying elements; thus, to
unsure a high stability of β phase, the related literature reports the following necessary
intervals: Nb between 20 and 40 wt %, Ta between 7 and 13 wt %, and Zr between 3
and 10 wt % [12,34–36]. The selection of the proposed chemical composition also took
into account the promising results of already-experimented alloys with close chemical
compositions: Ti-29Nb-13Ta-4.6Zr [7], Ti-30Nb-6Zr-5Ta [7,21], Ti-36Nb-2Ta-3Zr-0.3O [22],
Ti-29Nb-13Ta-5Zr [37], and Ti–35Nb–3Zr–2Ta [38].

As concerning obtaining an efficient grain refinement combined with a controllable
stress-induced martensitic phase formation, in general, one of the severe plastic defor-
mations (SPD) methods can be applied: multi-pass rolling (MPR), accumulative roll bonding
(ARB), equal-channel angular pressing (ECAP), and high-pressure torsion (HPT) [39–42]. The
desired grain refinement can be achieved through one or more SPD structural mechanisms
such as dislocation slip, twinning, and stress-induced martensite (SIM) formation [36,43],
depending on the stability of the β phase and of the deformation extent [39,40,44]. For the
present study, the MPR method has been selected as a part of a complex thermomechanical
process proposed for experiments together with a static short recrystallization and aging
treatments capable of obtaining ultrafine/nanometric grains with an optimal combination
of mechanical properties. Consequently, the aim of the present study is to examine the
effects of MPR severe plastic deformation in conjunction with some heat treatments (re-
crystallization and aging) on the evolution of the Ti-29Nb-9Ta-10Zr alloy microstructure
through XRD analysis and SEM visualizations.
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2. Materials and Methods

The experimental program (Figure 1) comprises the following stages: the obtaining of
the initial sample—S-1, with the proposed chemical composition necessary to perform the
multi-pass rolling (MPR) procedure; the applying of the MPR process to the initial stage
with increasing deformation degree using a total thickness reduction of 20%, 40%, 60%,
80%, and 90% in order to reduce the grain size step-by-step, until ultrafine/nanometric
size, by severe plastic deformation; the applying of a series of short recrystallizations
and aging treatments on the highest deformed sample (90%) in order to study the pro-
cess of microstructure remodeling after a heavy deforming and hardening of the sample;
the microstructural analysis of all experimented stages through XRD analysis and SEM
visualizations in order to establish the phase nature changing with all dimensional and
morphological evolutions.
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Figure 1. The experimental thermomechanical processing schema of the studied Ti-29Nb-9Ta-10Zr
(wt %) alloy.

The proposed alloy for the experimental program has the following chemical com-
position (wt %): Titanium—52%; Niobium—29%; Tantalum—9%; Zirconium—10%. Con-
sidering that the elements amount with β-stabilizing character represents almost one half
of the entire composition, it is expected that the structure of the studied alloy can be
included in the class of near-beta titanium alloys. This aspect will be analysed by XRD
envisaged analysis. The obtaining of the initial sample lot (S-1) of the studied alloy starts
from high-purity elemental components and comprises the following stages: the alloy
synthesis in a levitation induction melting furnace, FIVE CELES—MP25 (Five’s Group
Company, Paris, France), with a nominal power of 25 kW, melting capacity of 30 cm3, and
using a high vacuum of 10−4–10−5 mbar. Then, the obtained sample lot in as-cast condition
was subjected to a homogenisation treatment at 1223 K (950 ◦C) with holding time of 6 h,
followed by furnace cooling for obtaining a homogeneous structure without casting defects.
After that, for refinement of the coarse homogenised microstructure, a plastic deformation
by cold rolling was applied with a total thickness reduction of about 60%. Finally, prior to
the multi-pass rolling (MPR) procedure, a completely alloy recrystallization was performed
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at 1123 K (850 ◦C)/30 min/water quenching (w.q.). The whole above thermo-mechanical
processing route applied for obtaining the S-1 structural state has been established based on
prior results [45–47]. The cold rolling was applied using a Mario di Maio LQR120AS rolling
mill (Mario di Maio Inc., Milano, Italy) with a 3 m/min rolling speed and no lubrication;
before this procedure, the homogenized alloy was cleaned using an ultrasonic bath at 60 ◦C
in ethylic alcohol. The applied heat treatments were realized in a GERO SR 100 × 500-type
oven (Carbolite-Gero Inc., Neuhausen, Germany) under a high vacuum.

The MPR process of the above-established S-1, measuring 20 mm × 20 mm × 60 mm,
was applied using the same Mario di Maio LQR120AS rolling mill with a 3 m/min rolling
speed and no lubrication. The total reduction degree (εtot) for each of five applied steps
was successively increased from 20% to 40%, 60%, 80%, and finally 90%. For each of these
variants, the MPR process was performed with a reduction of 10% per pass.

The samples processed by MPR with εtot = 90% were subjected to a series of three
variants of static short recrystallization, R1 (780 ◦C/5 min/w.q.), R2 (830 ◦C/5 min/w.q.),
and R3 (880 ◦C/5 min/w.q.), and a final aging-A (400 ◦C/5 min/w.q.) similar for all
recrystallization variants (R1 + A; R2 + A; R3 + A) in order to find the optimal variant
for reforming the strong deformed shape of the grain in an equiaxial one by kipping as
much as possible the obtained ultrafine/nanometric size of the grains. The same GERO
SR 100 × 500-type oven (Carbolite-Gero Inc., Neuhausen, Germany) under a high vacuum
as for the homogenization treatment was used for these heat treatments too; the rate of
temperature increase was about 15 ◦C/s.

The microstructural features evolution was highlighted through X-ray diffraction
(XRD) analysis completed with scanning electron microscopy (SEM) analysis. The XRD
analysis was performed at room temperature using a Philips PW 3710 diffractometer, with
Cu Kα12 radiation source), and with a scanning interval in the range of 30–90◦ for the 2θ
(◦) using a step size of 0.02◦. The rolling direction was set to be parallel to the direction of X-
rays projected onto the sample surface. The main objective of this analysis was to determine
the formed phases with their crystallographic characteristics. Therefore, the recorded XRD
patterns were simulated and fitted. For the XRD pattern simulation has been used the
MAUD v2.33 software package, by which the phase lattice parameters were calculated. The
fitting procedure was performed using the PeakFit v4.12 software package for determining
the position and intensity of each peak, and the peak broadening—FWHM (Full Width
at Half Maximum). It must be mentioned that, in the fitting procedure, a pseudo-Voigt
diffraction line profile was used.

The microstructural analysis was completed by scanning electron microscopy (SEM)
visualization using a SEM microscope—TESCANVEGA II—XMU (Tescan Orsay Holding,
Brno, Czech Republic). For better observing the evolution of the grain texturing/deformation,
the MPR samples were examined mainly in the RD–ND cross section (RD—rolling direction;
ND—normal direction).

For preparing the metallographic samples for microscopically observation and the
test surfaces for XRD, the following stages were applied: the alloy cutting using a Metkon
MICRACUT 200-type machine (Metkon Instruments Inc., Bursa, Turkey) with diamond
cutting disks; the fixing of the obtained specimens on a specific epoxy resin of a Buehler
Sampl-Kwick type, abraded with 1200-grit SiC paper using a Metkon Digi prep ACCURA
machine (Metkon Instruments Inc., Bursa, Turkey); the mechanical polishing of the obtained
metallographic samples using 6, 3, and 1 µm polycrystalline diamond suspension first, and
0.03 µm colloidal silica secondly, on a Buehler VibroMet2 machine (Buehler Ltd., Lake Bluff,
IL, USA).

3. Results and Discussion

The microstructural characterization of the studied Ti-29Nb-9Ta-10Zr (wt %) alloy
was made based on X-ray diffraction analysis and SEM imaging. All resulted data were
discussed and compared for evaluating the structural stability of the majority β-solid
solution, the grain-refinement capability during the applied MPR process of deforma-
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tion, and the grain morphology evolution during the short recrystallizations and aging
applied afterwards.

In order to ensure a complete analysis of the microstructural characteristics of the
tested samples, it was considered useful to determine the two characteristic temperatures,
important for a β-type titanium alloy: the β-transus temperature—Tβ and the starting
temperature of the martensitic transformation—Ms.

Considering the temperature Tβ, it strongly depends on the type of alloying elements
used, α-stabilizers or β-stabilizers, since the former increase Tβ and the others decrease Tβ.
Neutral elements have no influence on Tβ [48]. Consequently, for the determination of Tβ,
the established equation from [49] was applied, based on which it results that Tβ = 813 ◦C
for the currently studied alloy.

Referring to the second characteristic temperature—Ms, it can be calculated depending
on the alloy composition using the equation in [50], a special formula that was determined
with particular reference to β-Ti alloys with high β stability. By applying this formula, it
follows that Ms = −40 ◦C for the currently studied alloy.

3.1. The Phase Analysis Resulted from X-ray Diffraction Investigation

The investigations and analysis by XRD diffraction were made on all experimented
samples, beginning with the initial state one (S-1) and continuing with samples obtained
after each MPR stage, then after MPR (90%) plus three different variants of recrystallization
(R1, R2, and R3), and, finally, after MPR (90%) with three recrystallizations and a similar
aging (R1 + A; R2 + A; R3 + A). All obtained XRD patterns were fitted to deconvolute
observed cumulative diffraction peaks and to obtain for each constitutive peak its position,
intensity, and broadening. Figures 2 and 3 present the recorded XRD patterns; in addition,
the Supplementary Materials present the detailed zooms of cumulative diffraction peaks
and the Rietveld plots for all examined samples (Figures S1–S12).

For all analyzed samples, the presence of two phases in variable proportions, β-Ti
solid solution and α′′-Ti martensitic phase, can be observed as a microstructural common
denominator. No other secondary phases were recorded. By indexing, it results that the
β-Ti phase corresponds to the body-centered cubic (bcc) system—Im-3m space group, and
the α′′-Ti phase corresponds to the orthorhombic system—Cmcm space group. For both
presented phases, the corresponding lattice parameters (a for β phase, and a, b, c for α′′

phase) were calculated based on data corresponding to peaks’ position; the obtained data
are indicated in Table 1.

The major diffraction peaks observed for the β-Ti phase are (110) and (211), and for
the α′′-Ti phase major peaks are (020), (002), (220), and (202). To better highlight these ob-
servations, detailed zooms of cumulative diffraction peaks corresponding to 2θ = (37–40◦)
and 2θ = (68–72◦) scattering angles were realized for all samples (Figures 2 and 3). For the
magnified interval 2θ = (37–40◦) of scattering domain, the sequence order of the cumulative
indexed peaks is: α′′(020)–β(110)–α′′(002); for the second magnified interval 2θ = (68–72◦)
of scattering domain, the sequence is α′′(220)–β(211)–α′′(202).

As concerning the intensities of the major diffraction peaks, those corresponding to
β-solid solution are evidently much higher than for the martensitic α′′ phase, showing
by this the stability of β phase and its majority presence. Another interesting aspect
concerns the dominant β-phase peak intensities, the (110) and (211) peaks, observed for
all experimented variants: the strongest peak among the β planes in all samples is the
(110) peak constantly, followed by the (211) peak. It is well known that the common rolling
textures of strong {001}β<110>β and weak {211}β<110>β for body-centered cubic (bcc)
metals are formed by cold rolling [51]; however, the (211) peak becomes, vice versa, greater
than (110) for the sample MPR 90% + R1, indicating by this that the texture is changed in
this case, a phenomenon which could be correlated with the heating temperature applied
for R1 (780 ◦C), which is lower than the β-transus temperature determined above (813 ◦C);
for the following two recrystallizations, the heating temperatures are higher than β-transus
(830 ◦C and 880 ◦C, respectively).
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Figure 2. XRD patterns of the Ti29Nb-9Ta-10Zr alloy corresponding to following stages: (a) initial
state—S-1; (b) MPR processed with ε = 20%; (c) MPR processed with ε = 40%; (d) MPR processed
with ε = 60%; (e) MPR processed with ε = 80%; (f) MPR processed with ε = 90%.

The data from Table 1 indicate that the crystallographic cell parameter (a) of the β
phase remains essentially constant (~0.330 nm), the applied severe deformation being
accommodated either by a twinning process, which is reported to help active the β-Ti bcc
grain refinement during the SPD process [34,52,53], and by a SIM process, reported also to
occur in some β-Ti alloys [35,54,55]. The SIM process is proved by XRD patterns, but, due
to tiny and broad peaks of the recorded orthorhombic-α′′ martensitic phase, the proportion
of the formed phase is smaller than for the β phase. The same observation and correlation
of constantly preserving the β-phase cell parameter (a) at about 0.330 nm corresponds
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to recrystallized and aged samples also, when the relaxation of the micro-deformations,
internal to the β phase, occur. As for the α′′ orthorhombic phase, the three corresponding
lattice parameters, a, b, and c, have a slight variation: a small decrease during the MPR
process, when a crystallographic texture can develop for the samples highly deformed, and
a return during recrystallization and aging.

Comparative to other β-Ti alloys with a more active SIM process during severe plastic
deformation [34,54,55], the present studied alloy does not record a substantial activity of
this process due to very small recorded diffraction peaks of the α′′ phase. Reports about
correlations between the Nb, Ta, and Zr chemical amounts, and α′′ martensitic phase
volume fraction show that the last one decreases (or even its formation can be suppressed)
if the Nb content is between 23 and 38 wt %, Ta between 4 and 7 wt %, and Zr is higher
than 4 wt % [34,52].
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Figure 3. XRD patterns of the Ti29Nb-9Ta-10Zr alloy corresponding to following stages: (a) MPR
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Table 1. Average crystalline network parameters corresponding to β-Ti and α′′-Ti phases identified
for all analyzed stages of the studied alloy (MPR—multi-pass rolled sample; R—recrystallized sample;
A—aged sample).

Structural State β-Ti Phase α”-Ti Phase

a [nm] a [nm] b [nm] c [nm]

S-1: Initial Sample 0.330 0.329 0.478 0.462

MPR (εtot = 20%) 0.330 0.323 0.474 0.462

MPR (εtot = 40%) 0.330 0.323 0.472 0.462

MPR (εtot = 60%) 0.330 0.321 0.470 0.460

MPR (εtot = 80%) 0.330 0.322 0.472 0.462

MPR (εtot = 90%) 0.329 0.321 0.471 0.461

MPR (εtot = 90%) + R1 0.331 0.330 0.476 0.466

MPR (εtot = 90%) + R2 0.331 0.333 0.479 0.469

MPR (εtot = 90%) + R3 0.330 0.326 0.476 0.448

MPR (εtot = 90%) + R1 + A 0.330 0.326 0.477 0.469

MPR (εtot = 90%) + R2 + A 0.331 0.331 0.475 0.465

MPR (εtot = 90%) + R3 + A 0.330 0.333 0.478 0.464

For the samples processed by MPR (Figure 2), the intensity of the α′′-phase diffraction
peaks (very tiny at the beginning) starts to gradually grow, but slowly, remaining of much
lower intensity compared to those of the β phase, resulting that the α′′ phase formed by
the “stress induced martensite” (SIM) process during the severe plastic deformation—MPR
remains a secondary and minor phase. Conversely, the main action is proved to be the
refinement of the β grains based on constantly decreasing the β-phase peaks intensity,
with visible peaks width broadening. For the Figure 3 corresponding to samples processed
by MPR followed by a short recrystallization with three different heating temperatures
(780 ◦C, 830 ◦C, and 880 ◦C) and similar short holding time (5 min), and a short aging
(400 ◦C/5 min/w.q.), the intensity of the β-phase diffraction peaks gradually returns to
higher values, with sharper peaks, denoting a gradual growing of the β grains.

Table 2 indicate the dimensions of the coherent crystallite (D, nm) and the micro-
deformations (ε, %) at the crystalline network level corresponding to both β-Ti and α′′-Ti
phases that were determined using the Williamson–Hall equation [51] for the FWHM
parameter. It can be observed that the coherent crystallite dimensions (D, nm) of the β
phase decrease constantly with increasing of the deformation degree due to the abovemen-
tioned strong refinement process; the diminution is about three times, from 26.92 nm to
ultrafine/nanometric size of 9.84 nm. This can be considered the most important result of
the present experimental program.

Regarding the micro-deformations (ε, %) corresponding to β-Ti and α′′-Ti phases,
the values from Table 2 show that those of the β phase gradually decrease with the de-
formation degree enhancement (until MPR-60%), from 0.28% to 0.14%, due to twinning
accumulation inside β grains followed by their splitting for β-grains refinement; after that,
the micro-deformations begin to increase slowly (from 0.14% to 0.22%) due to α′′-grain
gradual formation. The twinning process is also validated by SEM images. On the contrary,
the micro-deformation corresponding to the α′′ phase gradually increases with the enhance-
ment of the deformation degree because of the predisposition of the α′′ crystallites (even in
poor quantities), first to forming and then to accommodate between/inside the β grains.
After recrystallization and aging, the β grains increase in size while the α′′–martensitic
grains dissolute in the β phase and diminish in quantity; therefore, the micro-deformations
decrease drastically for both phases present, to a minimum of about 0.04%.
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Table 2. The average dimensions of the coherent crystallite (D, nm) and micro-deformations (ε,
%) corresponding to β-Ti and α′′-Ti phases identified for all analyzed stages of the studied alloy
(MPR—multi-pass rolled sample; R—recrystallized sample).

Structural State
β-Ti Phase α”-Ti Phase

ε [%] D [nm] Phase’s % ε [%] D [nm] Phase’s %

S-1: Initial Sample 0.05 26.92 99.52 ± 0.61% 0.06 - 0.48 ± 0.12%

MPR (εtot = 20%) 0.28 24.16 97.79 ± 1.17% 0.22 7.32 2.21 ± 0.68%

MPR (εtot = 40%) 0.26 11.72 94.19 ± 1.84% 0.28 6.84 5.81 ± 1.09%

MPR (εtot = 60%) 0.14 11.48 91.38 ± 1.31% 0.35 8.43 8.62 ± 1.01%

MPR (εtot = 80%) 0.18 10.19 89.67 ± 1.27% 0.89 7.65 10.33 ± 1.89%

MPR (εtot = 90%) 0.22 9.84 89.35 ± 1.48% 0.92 9.12 10.65 ± 1.04%

MPR (εtot = 90%) + R1 0.36 108.22 95.54 ± 0.85% 0.44 9.33 4.46 ± 0.66%

MPR (εtot = 90%) + R2 0.39 112.63 97.15 ± 0.94% 0.42 9.64 2.85 ± 0.38%

MPR (εtot = 90%) + R3 0.40 138.65 97.87 ± 1.25% 0.41 10.08 2.13 ± 0.07%

MPR (εtot = 90%) + R1 + A 0.04 138.82 93.66 ± 1.34% 0.06 9.31 6.34 ± 0.54%

MPR (εtot = 90%) + R2 + A 0.07 156.76 97.73 ± 0.96% 0.04 7.83 2.27 ± 0.11%

MPR (εtot = 90%) + R3 + A 0.09 186.33 97.94 ± 0.47% 0.04 8.24 2.06 ± 0.09%

3.2. The Phase Analysis Resulted from SEM Imaging

The SEM images obtained after analysis using a scanning electron microscope were
grouped in two: Figure 4 for the samples processed by MPR with different deformation
degree, and Figure 5 for the samples processed by MPR (90%), followed by three variants of
short recrystallization and short aging. The SEM images from Figures 4 and 5 correspond
to the RD-ND examined cross section and show the characteristic microstructural features
for each tested sample.

The first important aspect to emphasize is related to the fact that the SEM images
indicate the majority presence of the β phase. By the presence of a high amount of β-
stabilizing alloying elements, 48% cumulative for Nb, Ta, and Zr, it was to be expected that
the resulted microstructure will be formed of the majority β phase.

Another important aspect relates to the observation that the cold severe rolled mi-
crostructure, composed of visible deformed β grains, becomes more and more elongated
and textured along the RD direction (Figure 4); also, at high deformation degree, it becomes
fragmented due to shear deformation produced by MPR processing. Starting with the first
stage of MPR processing, MPR (20%), the β grains have a visible twinning tendency which
favors an increasing successive grain refinement [14,20,51]. The sub-micron grains of the
α′′-Ti phase, formed by SIM process, are dispersed inside β-Ti grains, but they are not
visible from the SEM images due to their nanometric dimensions. The visible elongated
microstructural features corresponding to the β phase are in agreement with the XRD
results already discussed, showing a cumulative deformation mechanism (more active
twinning and additionally active SIM transformation). Following the recrystallization
(Figure 5), the β-grain dimension begins to increase back constantly with enhancing of
the recrystallization temperature. Thus, the gradual morphological rehabilitation of the
previously highly deformed and textured nanometric β grains to an equiaxial shape, with
gradually increasing sizes to about 108 nm and 186 nm, preserve however the ultrafine
character of the final obtained microstructure. This part of the experiments could make
it possible to find an optimal final variant of thermo-mechanical processing, with a good
balance of necessary mechanical properties.
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state—S-1; (b) MPR processed with ε = 20%; (c) MPR processed with ε = 40%; (d) MPR processed
with ε = 60%; (e) MPR processed with ε = 80%; (f) MPR processed with ε = 90%.
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As concerning the α″-grain size (Table 2), no significant dimensional variations are 
observed as in the case of the β phase. However, an interesting variation during the MPR 

Figure 5. XRD patterns of the Ti29Nb-9Ta-10Zr alloy corresponding to the following stages: (a) MPR
(90%) + R1 (780 ◦C/5 min/w.q.); (b) MPR (90%) + R2 (830 ◦C/5 min/w.q.); (c) MPR (90%) + R3
(880 ◦C/5 min/w.q.); (d) MPR (90%) + R1 + A (400 ◦C/5 min/w.q.); (e) MPR (90%) + R2 + A
(400 ◦C/5 min/w.q.); (f) MPR (90%) + R3 + A (400 ◦C/5 min/w.q.).
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As concerning the α′′-grain size (Table 2), no significant dimensional variations are
observed as in the case of the β phase. However, an interesting variation during the MPR
process can be noted, from 7.32 nm (for MPR 20%) to a smaller one 6.84 nm (for MPR
40%), and again to larger dimensions (9.12 nm for MPR 90%). The reason for such variable
evolution may be that the α′′ grains decrease during MPR, due to an inevitable crushing
process (achieving 6.84 nm for the MPR-40%); concomitantly, new α′′ grains are forming
by SIM process in the following MPR stage, with again increased dimension (8.43 nm for
MPR-60%), which will be also crushed subsequently; so, an alternative forming-crushing
process occurs with variable α′′-grains dimensions, but not significantly.

After recrystallization, the grains of the α′′ phase preserve some constancy of their
values, but with a strong decrease in the amount of phase, from 10.65% to 2.13%, due to
their dissolution process in the β phase. Compared to similar variants of recrystallization
and aging, the SEM image corresponding to the [MPR-90% + R1 + A] stage (Figure 5d)
shows visibly thicker limits of the β phase due to a higher amount of secondary α′′ phase
present here (6.34% versus 2.27% or 2.06%), because the heating temperature of 780 ◦C is
lower than β-transus (813 ◦C) and allows a somewhat more pronounced precipitation of
the α′′ secondary phase, compared to similar treatments but with higher temperatures than
β-transus (830 ◦C and 880 ◦C, respectively).

Thus, a distinction should be made between the α′′ phase that forms following the
SIM transformation by applying a severe plastic deformation, and the same α′′ phase that
once dissolves into the β phase upon recrystallization and can then precipitate through
aging, but not consistently, because the treatment is of short duration (5 min).

In the end, the experimental validation of the microstructural features and other
detailed aspects concerning the β-phase stability and its accented refinement process by
combining MPR with recrystallization/aging until nanometric dimensions is obtained
mainly by XRD data acquisition and processing, and by some relevant SEM imaging.
The refinement process of the β phase until nanometric grain dimensions through the
experimented thermomechanical process permits the selection of a suitable processing
variant function of possible particular aspects of a real application/situation.

4. Conclusions

A β-type Ti-based alloy was studied concerning the β-phase stability evolution and
the microstructural and crystallographic features evolution when subjected to severe plas-
tic deformation, a MPR processing in this case, and a subsequent combination of short
recrystallization and aging.

Using XRD analysis and SEM imaging, the β-phase stability and the ability of α′′-
martensitic phase formation through stress-induced martensitic transformation were evaluated.

For both recorded phases, the β-Ti phase and α′′ martensitic phase, the crystallo-
graphic cell parameters, the coherent crystallite dimensions, the phase quantities and the
micro-deformations at the crystalline network level were determined by analyzing and
processing the data obtained through X-ray diffraction. For verifying and validating the
XRD results, the relevant SEM images corresponding to each experimented stage were
added.

As a consequence, based on the provided analysis, it has been established/highlighted
the following: a good β-phase stability during the entire thermo-mechanical proposed pro-
cess; the deformation mechanism during MPR process, mainly by twinning and seconded
by SIM transformation; the pronounced refinement of the β phase until nanometric grain
dimensions. Further studies need to clarify more exactly the involvement, intensity and
sequence of the plastic deformation mechanisms that take place in the alloy microstructure
by studying the evolution of the mechanical properties.

However, at this stage, the present study provides useful data to start the design of an
optimal processing route for the Ti29Nb-9Ta-10Zr alloy, with a good selection of possible
ultrafine/nanometric grains capable of suitable mechanical properties.
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Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/ma16083208/s1, Figures S1 to S12: The detailed zooms of cumula-
tive diffraction peaks (top) and the Rietveld plot (down) for the Ti29Nb-9Ta-10Zr alloy corresponding
to initial state—Figure S1; MPR (20%)—Figure S2; MPR (40%)—Figure S3; MPR (60%)—Figure S4;
MPR (80%)—Figure S5; MPR (90%)—Figure S6; MPR (90%) + R1 (780 ◦C/5 min/w.q.)—Figure S7;
MPR (90%) + R2 (830 ◦C/5 min/w.q.)—Figure S8; MPR (90%) + R3 (880 ◦C/5 min/w.q.)—Figure
S9; MPR (90%) + R1 (780 ◦C/5 min/w.q.) + A (400 ◦C/5 min/w.q.)—Figure S10; MPR (90%) + R2
(830 ◦C/5 min/w.q.) + A (400 ◦C/5 min/w.q.)—Figure S11; MPR (90%) + R3 (880 ◦C/5 min/w.q.) + A
(400 ◦C/5 min/w.q.)—Figure S12.
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Abstract: The aim of this study was to investigate the impact of the addition of a minor quantity
of Si on the microstructure evolution, heat treatment response, and mechanical properties of the
Al–4.5Cu–0.15Ti–3.0Mg alloy. The microstructure analysis of the base alloy revealed the presence
of α-Al grains, eutectic α-Al-Al2CuMg (S) phases, and Mg32(Al, Cu)49 (T) phases within the Al
grains. In contrast, the Si-added alloy featured the eutectic α-Al-Mg2Si phases, eutectic α-Al-S-Mg2Si,
and Ti-Si-based intermetallic compounds in addition to the aforementioned phases. The study
found that the Si-added alloy had a greater quantity of T phase in comparison to the base alloy,
which was attributed to the promotion of T phase precipitation facilitated by the inclusion of Si.
Additionally, Si facilitated the formation of S phase during aging treatment, thereby accelerating
the precipitation-hardening response of the Si-added alloy. The as-cast temper of the base alloy
displayed a yield strength of roughly 153 MPa, which increased to 170 MPa in the Si-added alloy. As
a result of the aging treatment, both alloys exhibited a notable increase in tensile strength, which was
ascribed to the precipitation of S phases. In the T6 temper, the base alloy exhibited a yield strength of
270 MPa, while the Si-added alloy exhibited a significantly higher yield strength of 324 MPa. This
novel Si-added alloy demonstrated superior tensile properties compared to many commercially
available high-Mg-added Al–Cu–Mg alloys, making it a potential replacement for such alloys in
various applications within the aerospace and automotive industries.
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1. Introduction

Aluminum–copper–magnesium (Al–Cu–Mg)-based alloys, such as A201 and A206,
are the strongest casting alloys of aluminum [1]. The copper content in these alloys varies
between 4 and 10% by weight, with most alloys containing around 4.5%. Magnesium
is an essential component of these alloys, and depending on the amount of magnesium
present, they can be categorized into low-magnesium- and high-magnesium-containing
Al–Cu–Mg alloys [1,2]. Aluminum alloys such as A201 and A206, which have a magnesium
content below 1%, are renowned for their high strength and toughness. They also possess
excellent corrosion resistance, and their precipitation hardening during heat treatment
results in the highest tensile strength among all aluminum casting alloys [1–5]. However,
these alloys have some disadvantages, including a relatively high tendency to hot tearing
and low corrosion resistance [6–10]. Alloys with higher magnesium content (1.5~6%), such
as 240, 242, and 243 alloys, are renowned for their superior hardness, high specific strength,
and thermal stability at elevated temperatures. These alloys are commonly employed
in applications where wear resistance and thermal stability are crucial factors, such as
the production of pistons for internal combustion engines (e.g., 242 and A242 alloys) and
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air-cooled cylinder heads for aircraft engines [1]. Alloys with high magnesium content
(such as 240, 242, and 243) exhibit better fluidity and resistance to hot tearing than those
with low magnesium content (such as A201 and A206) [1,2].

In the Al–Cu–Mg ternary phase diagram, the Al2CuMg (S) intermetallic compound
(IMC) is comparable to Mg2Si in the Al–Mg–Si ternary phase diagram. It divides the diagram
into two sections on the Al-rich corner: α-Al + Al2Cu (θ) + S andα-Al + Mg32(Al, Cu)49 (T) + S.
A quasi-binary eutectic reaction (L => α-Al + S) occurs at a Cu/Mg ratio of 2.40, resulting
in various non-variant reactions in the Al-rich corner of Al–Cu–Mg ternary alloys [2]. Low-
Mg-containing alloys in the α-Al + θ + S section of the diagram are primarily composed of a
primary α-Al matrix and eutectic α-Al-θ phases, along with a small amount of eutectic α-Al-S
phases [3,5,11–20]. High-Mg-containing Al–Cu–Mg commercial alloys have compositions
lying in the α-Al + S + θ and α-Al + S sections of the diagram [1,2,19–21]. However, due to
their higher Mg content, these alloys have a significantly greater amount of eutectic α-Al-S
phases than low-Mg-containing alloys.

However, the development of Al–Cu–Mg alloys with compositions in the α-Al + S
+ T section of the Al–Cu–Mg ternary phase diagram has received very little attention so
far, according to the authors’ knowledge [19–21]. High-Mg-containing Al–Cu–Mg alloys
exhibit significantly higher tensile strength compared to Al–Si-based commercial alloys
in the as-cast condition. However, compared to other heat-treated Al alloys such as A356
and A206 alloys, their response to heat treatment is less effective [1]. This is because the
high Mg content leads to the formation of a higher amount of S phases in the as-cast
microstructure, which do not dissolve during solution heat treatment, thus decreasing the
heat treatment response of these alloys [20]. However, selecting a composition within the
α-Al + S + T section of the Al–Mg–Cu ternary phase diagram results in the formation of
T precipitates that can be dissolved during solution heat treatment, thus improving the
precipitation hardening of high-Mg-containing alloys. In addition, the incorporation of
minor quantities of other elements (such as Si, Ag, Mn, Zn, Ge, and Sn) has been reported
to have a significant impact on the microstructure evolution and heat treatment response
of Al–Cu–Mg alloys with low Mg content [11–19,21]. Despite extensive studies on Al–Cu–
Mg alloys with low Mg content, there has been limited research on how alterations in
chemical composition impact the microstructure evolution and heat treatment response of
Al–Cu–Mg alloys that contain a high Mg content.

The enhancement in tensile strength through the development of new Al–Cu–Mg
alloys with high Mg content is of great importance to the aerospace and automotive
industries, given their good thermal stability at elevated temperatures. The primary
objective of this study was to modify the chemical composition of these alloys to enhance
their strength. Specifically, the study aimed to investigate the impact of adding small
amounts of other elements to the Al–Cu–Mg alloys with high magnesium content, located
in the α-Al + S + T section of the Al–Mg–Cu ternary phase diagram. The study focused on
analyzing the solidification behavior, microstructure evolution, heat treatment response,
and mechanical properties of the Al–4.5Cu–0.15Ti–3.0Mg alloy with the inclusion of a small
amount of Si.

2. Materials and Methods

The chemical composition of the experimental alloys utilized in the investigation is
presented in Table 1. The base material employed in the study was high-purity aluminum
ingots with a purity level of 99.99%. To form the experimental alloys, copper, magnesium,
titanium, and silicon were introduced into the melt through the use of Al–50%Cu, Mg
+ Al2Ca, Al–5%Ti–1%B, and Al–25%Si master alloys, respectively. The melting process
involved melting an aluminum ingot in an induction furnace at ambient atmosphere,
followed by alloying at temperatures of 760–800 ◦C. After melting the pure aluminum,
the melt was maintained at around 750 ◦C for a brief duration to ensure the uniform
distribution of the alloying elements. To remove hydrogen gas and oxide inclusions, gas
bubbling filtration (with Ar gas) was utilized for a duration of 15 min. The temperature
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was kept at approximately 700 ◦C throughout the degassing process. After degassing, the
melt was held at approximately 690 ◦C for 5 min before being poured into a preheated
steel mold at the same temperature for all alloys. The experimental alloys underwent a
two-step heat treatment. The first step was a solution heat treatment at a temperature of
477 ◦C for 10 h, followed by water quenching. The second step was an aging treatment,
which was carried out at 200 ◦C for 20 h. For the hardness measurements at various aging
times, the Brinell hardness machine from Buehler (Uzwil, Switzerland) was employed. For
each condition, five measurements were taken for every specimen, and the mean of these
five measurements is presented.

Table 1. Nominal composition of the alloys that were investigated.

Alloy Compositions (Mass%)

Cu Mg Ti Si Al

B43 4.5 3.0 0.15 - bal.

S43 4.5 3.0 0.15 0.5 bal.

The theoretical calculations were performed using JMatPro 11.2 software. The differen-
tial scanning calorimetry (DSC, TA Q1000 instrument, TA instruments, Milford, MA, USA)
experiments involved heating the samples of each alloy in an alumina pan within a furnace,
and the specimens were heated at a rate of 10 ◦C per minute in an argon atmosphere
ranging from 100 ◦C to 700 ◦C. For the precipitation behavior of the investigated alloys,
the as-quenched samples were heated between 30 ◦C and 580 ◦C under an argon atmo-
sphere at a rate of 10 ◦C per minute while placed in pure aluminum pans in the furnace.
The microstructure of the experimental alloys was examined using optical microscopy
(OM, Nikon, Tokyo, Japan) and field emission-scanning electron microscopy (FE-SEM, FEI
model Quanta 200 F) with energy-dispersive spectroscopy (EDS, EDAX, Pleasanton, CA,
USA). Prior to OM observation, the samples were prepared by grinding, micro-polishing,
and etching in Keller’s reagent. FE-SEM analysis was conducted under specific conditions,
including an accelerating voltage of 20 KV and a working distance of 10.0 mm. The tensile
samples were prepared as per ASTM standard B557 and tested using a universal tensile
testing machine (DTU-900MHN, Daekyung Tech, Gumisi, Republic of Korea) with a strain
rate of 1.5 mm/min and an extensometer gauge length of 30 mm.

3. Results and Discussion

Table 2 shows all of the non-variable eutectic reactions that have taken place on the
aluminum-rich corner of the Al–Cu–Mg–Si quaternary phase diagram [2]. The introduction
of a small quantity of silicon into the Al–Cu–Mg ternary system results in the development
of Mg2Si phases through either a ternary reaction (L => α-Al + S + Mg2Si) or a quaternary
reaction (L => α-Al + Al2Cu + Al2CuMg (S) + Mg2Si), depending on the ratio of Cu to
Mg and the amount of Si (as presented in Table 2). In this study, theoretical calculations
were conducted using JMatPro 7.0 software (based on equilibrium cooling) to explore
the formation of different phases in the alloys examined during the solidification pro-
cess. Based on the theoretical calculations shown in Figure 1a, it is predicted that the B43
(Al–4.5Cu–0.15Ti–3.0Mg) alloy consists of α-Al, eutectic α-Al-S, Al3Ti intermetallic com-
pounds (IMCs), and T phases. A univariant eutectic (L => α-Al + S) reaction is predicted to
end the solidification process in this alloy. Additionally, it is predicted that the T phases
precipitate out once the solidification process is completed and the temperature decreases
to 250 ◦C. On the other hand, apart from the phases observed in the B43, the formation of
Mg2Si phases is also predicted in the S43 (Al–4.5Cu–0.15Ti–3.0Mg–0.5Si) alloy (Figure 1b)
through the following univariant reaction: L => α-Al + Mg2Si at around 560 ◦C. Further-
more, it is predicted that the addition of silicon decreases the precipitation temperature
of the T phases to below 150 ◦C and reduces their amount compared to the B43 base alloy
(Figure 1a). A decrease in the amount of T phases in the Si-added alloy (S43) is linked to
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the consumption of magnesium in the creation of eutectic α-Al-Mg2Si phases, resulting in
a lower amount of magnesium within the Al matrix for the precipitation of T phases.

Table 2. Non-variant reactions that are formed at the Al-rich corner of the Al–Cu–Mg-Si quaternary
phase diagram, as documented in reference [2].

Eutectic Reaction
Composition (Mass%) Temperature (◦C)

Cu Mg Si

L => Al + Al2CuMg (quasi-binary eutectic) 24.5 10.1 - 518

L + Al2CuMg (S) => Al + Mg32(Al, Cu)49 (T) 10 26 - 467

L => Al + Al2Cu + Al2CuMg (S) + Mg2Si 33 6–7 0.3 500

L => Al + Mg2Si + Al2CuMg (S) 23 10.3 0.3 516

L + Al2CuMg (S) => Al + Mg32(Al, Cu)49 (T) + Mg2Si 10 25 0.3 467
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Figure 2 shows the DSC results of the B43 and S43 alloys, revealing solidus tempera-
tures of approximately 493 ◦C and 500 ◦C, respectively. In the B43 alloy, a eutectic peak
was detected in addition to the peak related to the α-Al matrix, indicating the formation
of a quasi-binary eutectic reaction (L => α-Al + S). The S43 alloy exhibited an additional
peak, likely indicating the formation of binary eutectic (α-Al-Mg2Si) phases due to the
addition of 0.5%Si. These results suggest that the solidification process in the B43 base
alloy ends with an univariant binary (α-Al-S) reaction, while in the S43 alloy, solidification
ends with either a binary (α-Al-S) or a ternary (α-Al-Mg2Si-S) eutectic reaction (as per
Table 2). Both alloys showed exothermic peaks below 300 ◦C, with peak #1 likely indicating
the precipitation of T phases, consistent with the phase diagram in Figure 1. Notably, the
formation temperatures of both alloys were almost identical, contrary to the theoretical
calculations. Peak #2 may be linked to the formation of GPB zones or solute clusters. Peak
#3 observed between 250 and 280 ◦C could be associated with the precipitation of S” or S′

phases, as suggested in prior research [20–23].
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Figure 2. Differential scanning calorimetry (DSC) curves of the investigated alloys, which were 
heated at a rate of 10 °C per minute. 

The optical microscopy (OM) micrographs of the investigated alloys showed that the 
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S or α-Al-S and α-Al-S-Mg2Si phases at the grain boundaries and T precipitates within the 
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36.4 µm, which was reduced to 29.7 µm in the S43 alloy. The size of the globular grains in 
the S43 alloy (Figure 3b) was slightly smaller than that in the base alloy (Figure 3a) due to 
the addition of silicon, which increased the solute concentration on the solid/liquid inter-
face and the formation of binary eutectic α-Al-Mg2Si phases at higher temperature, sup-
pressing the grain growth. The scanning electron microscopy (SEM) analysis shown in 
Figures 4 and 5 confirmed that the microstructure of the base alloy consisted of α-Al grains 
(#1), eutectic α-Al-S phases (#2), and T phases (#3) within the Al grains. In contrast, the Si-
added alloy featured the eutectic α-Al-Mg2Si phases, eutectic α-Al-S-Mg2Si, and Ti-Si 
based intermetallic compounds (#4) in addition to the aforementioned phases. The SEM-

Figure 2. Differential scanning calorimetry (DSC) curves of the investigated alloys, which were
heated at a rate of 10 ◦C per minute.

The optical microscopy (OM) micrographs of the investigated alloys showed that the
microstructures primarily consisted of globular grains of α-Al matrix with eutectic α-Al-S
or α-Al-S and α-Al-S-Mg2Si phases at the grain boundaries and T precipitates within the
α-Al matrix, as seen in Figure 3. The globular grains present in the B43 alloy had a size of
36.4 µm, which was reduced to 29.7 µm in the S43 alloy. The size of the globular grains in
the S43 alloy (Figure 3b) was slightly smaller than that in the base alloy (Figure 3a) due
to the addition of silicon, which increased the solute concentration on the solid/liquid
interface and the formation of binary eutectic α-Al-Mg2Si phases at higher temperature,
suppressing the grain growth. The scanning electron microscopy (SEM) analysis shown in
Figures 4 and 5 confirmed that the microstructure of the base alloy consisted of α-Al grains
(#1), eutectic α-Al-S phases (#2), and T phases (#3) within the Al grains. In contrast, the Si-
added alloy featured the eutectic α-Al-Mg2Si phases, eutectic α-Al-S-Mg2Si, and Ti-Si based
intermetallic compounds (#4) in addition to the aforementioned phases. The SEM-EDS
analysis of the second phases also confirmed that the eutectic Al-Mg2Si phases were formed
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through an univariant eutectic (L => α-Al + Mg2Si) reaction. The elemental composition of
these second phases was determined by SEM-EDS analysis. The morphology of eutectic
phases (Figure 4a,b) was significantly changed with the addition of silicon (Figure 4d,e),
indicating that an univariant eutectic (α-Al-S-Mg2Si) reaction ended solidification in the
S43 alloy instead of the quasi-binary eutectic (L => α-Al + S) reaction. The addition of
Si also caused the formation of coarse Ti-Si based IMCs, which are undesirable as they
decrease the grain refinement efficiency of Ti by decreasing the amount of free Ti in the
alloy melt.
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The T phases (#2) were formed (Figure 4c,f) during the solidification process, when
the temperature fell below the solidus temperature, as mentioned earlier. Although the
theoretical calculations in Figure 1 showed that the addition of Si decreased the amount of
T precipitates, the OM micrographs of the B43 alloy (Figure 3a) and S43 alloy (Figure 3b)
revealed a noteworthy rise in the amount of T phase in the Si-added alloy. The Al matrix in
the B43 alloy contained approximately 5.0 at% Mg (#1 and #2), which decreased to about
2.80 at% (#3 and #4) in the S43 alloy, as shown in Figure 6. This reduction in the amount
of Mg contents in the Al matrix can be related to the formation of eutectic α-Al-Mg2Si
phases and an increasing amount of T precipitates. Previous studies on Si addition in
Al–Cu–Mg with a low Mg/Cu ratio showed that Si addition significantly reduced the
dislocation density and stabilized GPB zones, resulting in a more uniform distribution
of fine precipitates than Si-free alloys [19,21]. A similar mechanism is more likely in the
current Si-added alloy, leading to a significant increase in the amount of T phase in Figure 3b.
Therefore, it can be concluded that the addition of Si encourages the precipitation of T
phases within the Al matrix.

Figure 7 displays the OM micrographs of the investigated alloys in both the as-cast
and as-quenched tempers. The investigation revealed that very little modification in the
eutectic α-Al-S, α-Al-Mg2Si, and α-Al-S-Mg2Si phases occurred upon exposing these alloys
to the solution heat treatment, causing a significant amount of remnant phases in the
as-quenched alloys (Figure 7c,d). However, a considerable dissolution of T precipitates
was achieved after the solution heat treatment. Figure 8 shows the variation in hardness
values against aging time for the investigated alloys. There was a considerable difference
in the hardness of the alloys in the as-quenched states, with B43 and S43 alloys exhibiting
hardness values of 27 and 62 HBR, respectively. This difference can be ascribed to the
existence of Mg2Si phases in the S43 alloy, which did not dissolve during the solution
treatment, thus maintaining the same yield strength achieved in the as-cast condition.
Nonetheless, a significant increase in the hardness of the B43 alloy was observed after only
1 h of aging treatment, reaching a peak hardness of 65 HRB after 8 h of aging treatment.
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Thereafter, a slight decrease in hardness was observed before becoming almost constant
for the rest of the aging time. In contrast, the S43 alloy initially exhibited a decrease in
hardness values for up to 2 h before bouncing back upward. Upon further exposure of
the S43 alloy at 200 ◦C, the hardness slightly decreased before starting to increase again
and reaching a peak hardness value of ~73 HRB at ~16 h of aging treatment. These results
clearly reveal that the minor Si addition in the S43 alloy resulted in a more noteworthy
increase in the peak hardness value than the B43 base alloy.
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existence of Mg2Si phases in the S43 alloy, which did not dissolve during the solution 
treatment, thus maintaining the same yield strength achieved in the as-cast condition. 
Nonetheless, a significant increase in the hardness of the B43 alloy was observed after only 
1 h of aging treatment, reaching a peak hardness of 65 HRB after 8 h of aging treatment. 
Thereafter, a slight decrease in hardness was observed before becoming almost constant 
for the rest of the aging time. In contrast, the S43 alloy initially exhibited a decrease in 
hardness values for up to 2 h before bouncing back upward. Upon further exposure of the 
S43 alloy at 200 °C, the hardness slightly decreased before starting to increase again and 
reaching a peak hardness value of ~73 HRB at ~16 h of aging treatment. These results 
clearly reveal that the minor Si addition in the S43 alloy resulted in a more noteworthy 
increase in the peak hardness value than the B43 base alloy. 

Figure 6. FE-SEM micrographs of (a) the B43 alloy and (b,c) the S43 alloy in their as-cast condition.
The table below the micrographs provides the composition of the points indicated in the micrographs.

The existing literature [19–23] suggests that as-quenched Al–Cu–Mg alloys consist of
a supersaturated solid solution (SSSS), which is a high-energy state that transforms into
GPB zones as the first stage of precipitation hardening. The growth in these GPB zones
leads to the formation of the S” metastable phase, which subsequently converts to another
metastable phase (S′ phase) over time. Eventually, the S phase, which represents the stable
phase, is formed through the growth of the S′ phase. While this sequence is most commonly
reported, some studies [21–23] have reported solute clusters as the starting point for precipitate
formation instead of GPB zones. In these cases, atomic clusters are observed as the first
stage of precipitate formation, which are distinct from GPB zones as they lack well-defined
characteristics such as proper shape, composition, and crystal structure. Regarding the
evolution of hardness during the aging treatment, prior research [20–23] has identified two
distinct peaks in Al–Mg–Cu alloys. The initial peak in hardness is linked to the formation of
atomic clusters or GPB zones, which account for up to 60% of the total hardening attained
during aging. The subsequent precipitation of S” and S phases corresponds to the second
stage of precipitation hardening, occurring later in the aging process.
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The DSC analysis (Figure 9) of the as-quenched alloys showed three distinct en-
dothermic peaks (A, C, and D) and one exothermic peak (B) for both B43 and S43 alloys.
Previous studies on Al–Cu–Mg alloys with high Mg content have also reported similar DSC
curves [20–22]. According to these studies, endothermic peak A is related to the dissolution
of atomic clusters (GPB/S”/T phases), while peaks C and D represent the dissolution of S
precipitates and partial melting of S + T phases, respectively. Exothermic peak B represents
the formation of S phases. The area of peak B, representing the formation of S phases,
increased significantly in the S43 alloy compared to the B43 alloy, indicating a considerable
increase in the precipitation of S phases. Previous studies have shown that the addition
of Si in Al–Mg–Cu alloys enhances the precipitation of the S phase by stabilizing GPB
zones, resulting in a more uniform precipitation of fine S precipitates and higher peak
hardness [19,21]. Based on the current results and previous studies, it can be concluded
that the higher hardness of the S43 alloy compared to the B43 alloy can be attributed to
Si-induced uniform precipitation of S”/S phases in the former alloy. The Si addition in
the S43 alloy is believed to have reduced the number of dislocations and forced the S
phases to nucleate on homogeneously distributed GPB zones, resulting in a more uniform
distribution of fine S precipitates and higher peak hardness [19,21].
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Figure 10 displays the tensile properties of the investigated alloys in different tempers.
In the as-cast condition, the B43 alloy achieved a yield strength of around 153 MPa, while
the S43 alloy achieved a yield strength of 170 MPa (Figure 10a). This increase in tensile
strength can be attributed to the presence of Mg2Si phases and an increasing amount of T
precipitates within the Al matrix of the S43 alloy. However, this improvement in tensile
strength in the S43 alloy comes at the cost of ductility, as elongation decreased to 0.5%. After
undergoing the solution heat treatment process, the B43 alloy exhibited a decrease in yield
strength but a significant increase in ultimate tensile strength and elongation (Figure 10b).
Additionally, the S43 alloy showed a higher yield strength in the as-quenched condition
compared to that achieved in the as-cast condition. This trend is similar to that reported
in Al–Mg–Si ternary alloys with high Mg content, and it is attributed to the breaking of
eutectic phases and redistribution of Mg2Si phases [24]. Furthermore, subjecting these
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alloys to the aging treatment at 200 ◦C led to a significant increase in their tensile strengths
compared to those achieved in the as-cast and as-quenched conditions. These enhanced
strengths were achieved with improved elongations compared to the as-cast condition.
After an exposure time of 8 h, the B43 alloy reached a yield strength of 234 MPa, while the
S43 alloy attained a yield strength of 245 MPa (Figure 10c). Moreover, a longer exposure
time of 16 h led to a further significant enhancement in the yield strengths in both alloys,
resulting in a yield strength of 270 MPa in the B43 alloy and 324 MPa in the S43 alloy
(Figure 10d). However, this enhancement was associated with a decrease in elongation,
which decreased to below 1% for both alloys. Nevertheless, both alloys, and the Si-added
alloy in particular, exhibited much better tensile properties than many commercial alloys
such as A240, A242, and A243 alloys [1].
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4. Conclusions

This study aimed to explore how the addition of a small amount of Si impacts
the microstructure evolution, heat treatment response, and mechanical properties of the
Al–4.5Cu–0.15Ti–3.0Mg alloy. The following conclusions can be inferred from this research:

The microstructure analysis of the base alloy revealed the presence α-Al grains, eutec-
tic α-Al-S phases, and T phases within the Al grains. In contrast, the Si-added alloy featured
the eutectic α-Al-Mg2Si phases, eutectic α-Al-S-Mg2Si, and Ti-Si-based intermetallic com-
pounds in addition to the aforementioned phases. The study found that the Si-added alloy
had a greater quantity of T phase in comparison to the base alloy, which was attributed to
the promotion of T phase precipitation facilitated by the inclusion of Si. Additionally, Si
facilitated the formation of S phase during the aging treatment, thereby accelerating the
precipitation hardening response of the Si-added alloy.

The as-cast temper of the base alloy displayed a yield strength of roughly 153 MPa, which
increased to 170 MPa in the Si-added alloy. As a result of the aging treatment, both alloys
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exhibited a notable increase in tensile strength, which was ascribed to the precipitation of
S phases. In the T6 temper, the base alloy exhibited a yield strength of 270 MPa, while the
Si-added alloy exhibited a significantly higher yield strength of 324 MPa. This novel Si-added
alloy demonstrated superior tensile properties compared to many commercially available
high Mg-added Al–Cu–Mg alloys, making it a potential replacement for such alloys in various
applications within the aerospace and automotive industries.
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