## $\geqslant$ energies

# Advanced DC-DC Power Converters and Switching Converters II 

Edited by<br>Salvatore Musumeci<br>mdpi.com/journal/energies

# Advanced DC-DC Power Converters and Switching Converters II 

# Advanced DC-DC Power Converters and Switching Converters II 

Editor
Salvatore Musumeci

## Editor

Salvatore Musumeci
Politecnico di Torino
Torino
Italy

Editorial Office
MDPI
St. Alban-Anlage 66
4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Energies (ISSN 1996-1073) (available at: https://www.mdpi.com/journal/energies/special_issues/ 9B4QCLQ7D1).

For citation purposes, cite each article independently as indicated on the article page online and as indicated below:

Lastname, A.A.; Lastname, B.B. Article Title. Journal Name Year, Volume Number, Page Range.

ISBN 978-3-7258-1353-7 (Hbk)
ISBN 978-3-7258-1354-4 (PDF)
doi.org/10.3390/books978-3-7258-1354-4

Cover image courtesy of Salvatore Musumeci
© 2024 by the authors. Articles in this book are Open Access and distributed under the Creative Commons Attribution (CC BY) license. The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons Attribution-NonCommercial-NoDerivs (CC BY-NC-ND) license.

## Contents

About the Editor ..... vii
Salvatore Musumeci
Energy Conversion Using Electronic Power Converters: Technologies and Applications Reprinted from: Energies 2023, 16, 3590, doi:10.3390/en16083590 ..... 1
Yan Li, Shulin Liu, Zhenqin Liang, Yuqing Zhang and Yijun Shen
Temperature Characteristic Analysis of the Output Intrinsically Safe Buck Converter and Its Design Consideration
Reprinted from: Energies 2022, 15, 7308, doi:10.3390/en15197308 ..... 10
Jeong-Sang Yoo, Yong-Man Gil and Tae-Young Ahn
Steady-State Analysis and Optimal Design of an LLC Resonant Converter Considering Internal Loss Resistance
Reprinted from: Energies 2022, 15, 8144, doi:10.3390/en15218144 ..... 23
Hu Xiong, Jiayuan Li, Bin Xiang, Xiaoguang Jiang and Yuan Mao
A High Frequency Multiphase Modular Hybrid Transformerless DC/DC Converter for High-Voltage-Gain High-Current Applications
Reprinted from: Energies 2023, 16, 2518, doi:10.3390/en16062518 ..... 42
Giordano Luigi Schiavon, Eloi Agostini, Jr. and Claudinor Bitencourt Nascimento
Quasi-Resonant Single-Switch High-Voltage-Gain DC-DC Converter with Coupled Inductor and Voltage Multiplier Cell
Reprinted from: Energies 2023, 16, 3874, doi:10.3390/en16093874 ..... 59
Salvatore Musumeci and Vincenzo Barba
Gallium Nitride Power Devices in Power Electronics Applications: State of Art and Perspectives Reprinted from: Energies 2023, 16, 3894, doi:10.3390/en16093894 ..... 73
Shanshan Wang, Ming Gao and Jianjiang Shi
A Family of Zero-Voltage-Transition Magnetic Coupling Bidirectional DC/DC Converters
Reprinted from: Energies 2023, 16, 4760, doi:10.3390/en16124760 ..... 91
Dariusz Świsulski and Piotr Warda
Implementation of an Adaptive Method for Changing the Frequency Division of the Counter Clock Signal in a Frequency-to-Code Converter
Reprinted from: Energies 2023, 16, 5399, doi:10.3390/en16145399 ..... 109
Kuo-Ing Hwu, Zhi-Fan Lin and Pei-Ching Tseng
Boost Converter with Main Switch Possessing ZVT and ZCT and Auxiliary Switch Possessing ..... ZCS
Reprinted from: Energies 2023, 16, 5504, doi:10.3390/en16145504 ..... 130
Fabio Corti, Antonino Laudani, Gabriele Maria Lozito, Martina Palermo, Michele Quercio, Francesco Pattini and Stefano Rampino
Dynamic Analysis of a Supercapacitor DC-Link in Photovoltaic Conversion Applications Reprinted from: Energies 2023, 16, 5864, doi:10.3390/en16165864 ..... 155
Matteo Sucameli and Claudio Adragna
LLC Resonant Converters as Isolated Power Factor Corrector Pre-Regulators-Analysis and Performance Evaluation
Reprinted from: Energies 2023, 16, 7114, doi:10.3390/en16207114 ..... 174
Jiaxin Qian, Huipin Lin, Hongtao Tong, Mingyu Gao and Zhiwei He
A Dynamic Transition Algorithm Integrated with Hybrid Modulation for CLLC Resonant Converters
Reprinted from: Energies 2023, 16, 7173, doi:10.3390/en16207173 ..... 205
Hyung-Jun Byun, Jung-Min Park, Junsin Yi and Chung-Yuen Won
Zero-Voltage-Switching Analysis Model of the Triple-Active-Bridge Converter Reprinted from: Energies 2023, 16, 7763, doi:10.3390/en16237763 ..... 224
Sebastiano Grasso, Salvatore Bellinvia, Nunzio Salerno and Santi Agatino Rizzo
A Simple and Economical System for Automatic Near-Field Scanning for Power Electronics Converters
Reprinted from: Energies 2023, 16, 7868, doi:10.3390/en16237868 ..... 246
Walid Emar, Haitham Issa, Hasan Kanaker, Osama Fares and Hani Attar
A New Double-Switch SEPIC-Buck Topology for Renewable Energy Applications Reprinted from: Energies 2024, 17, 238, doi:10.3390/en17010238 ..... 263

## About the Editor

## Salvatore Musumeci

Salvatore Musumeci received his MS Laurea degree and PhD in Electrical Engineering from the University of Catania in 1991 and 1995, respectively. From 1996 to 2001, he worked at the Research and Development Department of STMicroelectronics of Catania with his industrial research activity focused on the applications of silicon power devices. From 2001 to 2017, he participated in various activities and research collaborations with the Department of Electrical, Electronics, and Systems Engineering at the University of Catania. From 2018 to 2022, he worked as a researcher at the Energy Department of the Politecnico di Torino. He is currently an Associate Professor in the same department, focusing on the topics of electrical converters, machines, and drives. He is also involved with the Power Electronics Innovation Center (PEIC), an interdepartmental competence center of the Politecnico di Torino focused on power electronics applications.

His research interests include advanced power devices, switching power converter applications, high-efficiency industrial motors, magnetic materials and their applications, battery management systems, and automotive power electronics applications.

## Editorial

# Energy Conversion Using Electronic Power Converters: Technologies and Applications 

Salvatore Musumeci

Citation: Musumeci, S. Energy Conversion Using Electronic Power Converters: Technologies and Applications. Energies 2023, 16, 3590. https://doi.org/10.3390/en16083590

Received: 2 November 2022
Accepted: 5 February 2023
Published: 21 April 2023


Copyright: © 2023 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).

Department of Energy "Galileo Ferraris", Politecnico di Torino, 10129 Torino, Italy; salvatore.musumeci@polito.it; Tel.: +39-011-090-7127

## 1. Introduction

Nowadays, energy conversion plays a crucial role in sustainable growth and development. In the past, energy conversion was achieved using electromechanical converters based primarily on rotating machines. In recent years, conversely, the energy conversion process has been performed by several power electronic circuits [1].

Power electronic converters are switching circuital structures used to achieve efficient energy conversion systems for various applications such as renewable energy conversion, smart grid arrangement, energy storage management, and sustainable transport. Power electronic converter systems are composed of several switching topologies, each related to the specific application. Power electronic circuit solutions are continuously under study to improve existing converter topologies or create new ones. Furthermore, the improvement in technologies of power electronic devices and passive components is leading to the unceasing development of the qualities of converters such as high efficiency, high gain, high power density, and fast transient response. To use a corporeal analogy, muscles are represented by the topological structure, whereas the brain function of the power converters is performed by increasingly performing control techniques. Advanced topologies and control methods are necessary to respond to the progressively more challenging demands of modern applications. Thus, the research of advanced design criteria, the use of innovative technologies, and improved regulating techniques are required to reach the target of obtaining more efficient, compact, cost-effective, and sustainable energy conversion systems [2].

In the field of power converter application to energy conversion, several articles have contributed to the growth of knowledge within the portion of the scientific community that is involved in the publications and use Energies to exchange and build knowledge and skills in this strategic technological area of development. In this Editorial, a variety of articles have been selected to disseminate the technical-scientific contributions most read and cited by the scientific community, whether belonging to the journal Energies or another publication. The time frame considered in the choice of the selection of the significant articles ranges from 2020 to 2022.

The next section provides a classification of the considered paper contributions according to the main topics. Furthermore, the specific focus and the worth of each article are summarized.

## 2. Overview of the Contributions

The articles included in this editorial on energy conversion using power converters review some of the significant contemporary trends in the strategic power engineering field.

For the sake of clarity and the effectiveness of this Editorial, the paper's contributions have been selected and thus inserted into four, more general categories. For each energy conversion category considered, the contribution of each article to evolving the state of the art in the related topics is indicated.

### 2.1. Renewable Energy Conversion System

Solar photovoltaic (PV) systems are much more attractive in the current energy conversion scenario due to their continuous technological development. In renewable energy conversion applications from PV sources, DC-DC power converters are used in several non-isolated and isolated topologies [3]. These electronic power converters are necessary to regulate the voltage of the source to bring it to the values required by the DC or AC bus onto which the photovoltaic systems are inserted. The basic boost power converter and its circuit evolution used to adjust the PV output voltage [4] is one of the stimulating subjects of the current research objectives. In PV source systems, the maximum power point tracking (MPPT) methods are implemented to extract maximum power. The boost converter, regulated by the MPPT control technique, is an optimum workbench to investigate the maximum power extraction in a PV system. In [5], C.H. Hussaian Basha and C. Rani investigate several MPPT techniques suitable for boost converter topology. Their paper carried out a comprehensive comparative analysis of the recent MPPT techniques developed. Furthermore, the MPPT methods in static and dynamic irradiation conditions were evaluated to find the optimum duty cycle control.

The limit of the basic boost converter topology is the step-up gain achievable by the actual converter operation compared with the ideal one. Generally, PV systems need stepup voltage management to grid connection. To further increase the boost converter's gain, in [6] Amir Farakhor et al. used three winding-coupled inductors without increasing the number of switches. The topology solution, at the expense of greater passive components circuit complexity, increased the step-up voltage attainable, reducing the voltage stress across the driven single switch [7].

An improvement of the boost converter efficiency may be achieved by the reduction of switching power losses. The soft switching techniques address the improvement of the energy conversion efficiency of the power converter interfacing with the PV system [8]. Following this design approach, Khairy Sayed et al. in [9] present an advanced softswitched boost-type converter using an additional resonant cell. The circuital topology achieved is denominated edge resonance switched-capacitor (ER-SC) boost converter. The boost circuit is composed of coupled resonant inductors, an auxiliary switch, some auxiliary diodes, and a resonant capacitor. The coupled inductors increase the gain of the DC-DC converter according to the winding turns ratio [10]. The boost operation conditions have been analyzed and discussed in continuous and discontinuous modes and the PWM modulation technique. Furthermore, the effectiveness of the proposed ER-SC boost converter has been experimentally tested. Finally, a comprehensive comparison with the state-of-the-art soft-switching topologies is presented and analyzed, highlighting both advantages and drawbacks.

From the above considerations, meeting high step-up requirements and attaining satisfactory efficiency are significant challenges in these power converter designs. An attractive suggestion is given by M. Karthikeyan et al. in [11] to achieve these design targets. The authors investigate a circuit integration between a Cuk with a boost converter, maintaining a single-switch circuit solution. This way, the high gain requirement is met with substantial efficiency. Furthermore, the converter topology obtained complements the benefits of boost and Cuk converters. The experimental results, obtained on the integrated power converter circuit, feature continuous current mode operation with low voltage stress on the controlled switch and diodes.

Usually, buck-boost DC-DC converters which are used to regulate the output voltage in PV systems, do not provide the isolation between input and output sides [12]. To achieve AC load utilization, the conventional converters produce DC voltages from the PV panels and then invert them into AC through open-loop inverters. A circuital isolation settlement is implemented by Tehzeeb-ul Hassan et al. The authors in [13] propose a push-pull boost converter topology with a computationally fast, rugged, and efficient MPPT algorithm using a fuzzy logic controller.

The MPPT method tracks the maximum power point (MPP) in real-time, while the push-pull boost converter allows for a high gain by adjusting the turn ratio of the highfrequency transformer [14].

### 2.2. Smart Grid Components and Applications

Nowadays, high-performance power conversion requirements are of increasing interest in microgrid and smart grid applications [15].

Issues like the analysis of power converter topologies and components, protection and monitoring, power quality, and optimization, when applied to smart distribution systems, are continuously under study by academic and industrial researchers. The research effort is oriented to keeping power converter solutions updated, with the latest technological developments and new challenges in energy conversion applied to power systems [16].

DC microgrids are a topic of great attention in the generation-storage and distribution of electrical energy. The DC-DC power converters play a crucial role in regulating the output voltage of various distributed generation (DG) units.

In [17], Javed Ahmad et al. present an improved DC-DC converter with quadratic voltage gain and reduced voltage stress across switching devices. The described converter topology is composed of a merger of a conventional boost converter and a quadratic boost converter (QBC) [18,19]. The high gain step-up converter is implemented to regulate the voltage of DG sources connected to DC microgrids [20]. Furthermore, in the paper, an interesting comparison with several step-up DC-DC converters applied in DG sources to interface the DC grid is made.

In [21], Sara J. Ríos et al. deal with a dual-active bridge (DAB) DC-DC converter applied to a DC microgrid, with a comprehensive point of view on the converter application. The DAB converter interfaces with the renewable energy source (RES) systems and the battery energy storage BES systems in a DC microgrid in a bidirectional way [22]. Thus, the power flow control investigation is carried out. Furthermore, the authors introduce a power management algorithm to select the proper operation of the RES system and BES system, based on load/generation power and state-of-charge of the battery conditions.

In energy conversion systems for AC grids, the quality of the waveform with reduced harmonic distortion and a convenient trade-off between cost and performance are fundamental targets to reach [23]. A three-level neutral-point-clamped (NPC) converter is widely used to achieve these design constraints [24].

In [25], Hao Lin et al. propose an integral sliding-mode control (ISMC)-based direct power control (DPC) strategy for application NPC converters to improve the system disturbance rejection ability. Experimental results show the effectiveness and the advantage of the control strategy developed for the NPC power converter, compared with a conventional PI-based DPC strategy. In AC grids, the integration of the high-power static synchronous compensator (STATCOM) and energy storage in the same system arouses particular interest.

Modular multilevel converter (MMC) topologies represent some attractive power converter topologies for energy storage and static synchronous compensator (ES-STATCOM) arrangement, providing a modular and scalable solution with high efficiency that manages high-power and high-voltage ratings in grid applications [26]. In [27], Sanjay K. Chaudhary et al. provide a dissertation on the MMC converter family application in ES-STATCOM applications. The paper describes and compares several MMC-based ES-STATCOM topologies for both centralized and distributed energy storage needs.

In power system applications, passive transformers are generally used to adjust the voltage request. They exhibit some drawbacks such as a possible DC offset and difficulty in controllability [28]. Noticeable volumes and costs are further limits which must be overcome in modern smart grids.

Solid-state transformers (SSTs) can be identified as promising power electronic structures to substitute for industrial transformers. Furthermore, SSTs improve and harmonize

AC and DC electrical grid interconnection. SST is composed of power converter advanced circuits and high-frequency transformers [29].

Currently, SST demands are growing significantly, as well as those of circuital structures.
In [30], Mohammed Azharuddin Shamshuddin et al. provide an overview of the concepts, topologies, control strategy, materials, and classification of SSTs. The paper's aim is to recognize and describe the several power electronic transformer structures available in the energy conversion area. Furthermore, the paper proposes a simplified terminology to identify and standardize the wide number of definitions and SST structures introduced in the current literature.

In electrical networks, the brief voltage reduction appearance (the so-called voltage sags) is a serious issue that lowers the power quality [31].

The short-time voltage reduction can be solved by a dynamic voltage recovery (DVR) system [32]. The DVR arrangement is a controlled power converter that can inject 3-phase voltage in series and synchronism with the distribution of supplied voltages to correct short voltage sags. In [33], Ali Moghassemi and Sanjeevikumar Padmanaban propose a comprehensive review of the DVR system. The topologies of the power converters involved and the control methods used are explored.

### 2.3. Energy Store Management and e-Mobility

Energy storage management (ESM) is a critical issue in environmental sustainability [34]. Battery energy storage systems (BESSs) are currently fundamental fundamental building blocks of ESM. BESSs are standalone system devices that permit energy from renewables (like solar, wind, etc) to be accumulated and then returned when customers need a surplus of power. It is composed of battery systems, bidirectional power converters (BPC), and a control system [35].

The prevalent storage technology is lithium-ion batteries, used in mobile phones, electronic equipment, and electric cars and in large-scale plants to help electricity grids guarantee a safe and reliable supply of energy [36].

In [37], Andrés Peña Asensio et al. furnish an overall analysis of the effect of the converter synchronizing methods on the contribution that BESS provide for the support of the inertial response of a power system. System solutions, based on phase-locked loop (PLL) synchronization, virtual synchronous machine (VSM) [38] and synchronization without PLL, are described and then compared. For this, time-domain simulations are used for an isolated microgrid (MG) effective example.

The increase in demand, both for energy storage technologies and electric vehicles, requires high-power DC-DC converters. In EVs, the power can come from fuel cell stacks, supercapacitors, and battery systems [39].

The described energy sources need to step up the voltages. The DC-DC converter for high-power conversion applications (i.e., resonant, full-bridge, or dual-active bridge) requires a high-frequency magnetic transformer for separating and coupling with the requested turn ratio of the input and output converter voltage [40]. The high-frequency transformer is a critical design matter. In [41] Muhammad Zeeshan Malik et al. propose a transformer-less high step-up boost converter. The single command switch topology presented features including a specific charge pump capacitor circuit and a capacitor-inductor-diode (CLD) cell, delivering high gain and quite a satisfactory efficiency. The modified boost converter has been investigated by several simulation results. Furthermore, a small-scale laboratory prototype has been developed for experimental validation.

Battery charging in electrical vehicles (EVs) is a meaningful topic to consider in the e-mobility field. Several converter solutions are presented in the literature [42]. In [43], a multi-leg interleaved DC-DC buck converter with digital control is introduced. Stefania Cuoghi et al. describe the design/tuning procedure for the control of an interleaved buck converter in the EV charger system. In the paper, the power converter's continuous and discrete-time model is carried out. Furthermore, reduced power converter operations, are explored using an experimental set-up of a three-switching legs interleaved buck converter.

From the experimental results arise an acceptable level of robustness under load variations of the control approach defined.

In [44] (by Khairy Sayed et al.), a full bridge phase-shift PWM DC-DC converter with a high-frequency transformer and current doubler rectifier in the second stage, designed for an onboard charger, is investigated.

The converter circuit operation is analyzed in detail and the design guidelines are provided. The effectiveness of the proposed converter is validated by several experimental results. In the paper, the current doubler rectifier solution presented achieves an improvement in the converter efficiency.

The battery source EVs are in full development. Battery-powered EVs have a high weight factor for available energy [45]. Currently, the range at full charge is limited to around 500 km . Fuel cells are an energy source substitute for battery-powered systems.

Fuel cells are particularly interesting for long-distance driving [46]. Furthermore, in EV applications, fuel cell stacks with hybrid energy storage systems, composed of batteries and supercapacitors, can be merged to fit the dynamic power demand required by the electric motor and auxiliary systems [47]. In [48], Ioan-Sorin Sorlei et al. explored fuel cell-based EV topologies and energy management strategies. In the paper, the main DCDC converters' topologies interfacing with the fuel cells were investigated and discussed. Furthermore, the advantages and disadvantages of three types of strategies (rule-based strategies, optimization-based strategies, and learning-based strategies) are described and evaluated.

Considering the power switches used in converter topologies, it is important to evaluate the impact of the new wide bandgap (WBG) semiconductor technologies. WBG power electronic devices such as silicon carbide ( SiC ) MOSFET and gallium nitride (GaN) FET represents the technological evolution of pure silicon devices [49]. SiC MOSFET and GaNbased devices display superior thermal performances compared to silicon MOSFETs [50,51].

WBG devices can be used to obtain high power density and efficient power converters. GaN technology devices are currently undergoing a significant evolution. In recent years, the need to increase the voltage limits of the GaN FET devices has represented a challenge to semiconductor manufacturers, who require these devices for their use in high-voltage power converters applications. Currently, technology with a maximum voltage of up to 650 V is available on the market, and a higher voltage can be obtained with cascode solution [52,53]. At low voltage (up to 200 V ) the GaN FETs are much attractive not only in DC-DC converters for their high switching frequency that can be reached (up to tens of MHz ) but also in DC-AC converters for AC motor control as described by the authors in [54]. In the paper, the efficiency and size of the electric motor control system are improved compared with Silicon (Si) MOSFET devices for small battery-powered electric vehicle systems (so-called micro-mobility or light mobility) such as e-kick scooters, e-bikes, electronic skateboards, hover boards, etc. This strengthening of qualities stems from the use of GaN FET switches.

## Wireless Power Transfer Applications

A wireless power transfer (WPT) system transmits electrical power based on technologies using time-varying electric, magnetic, or electromagnetic fields. There are different applications where WPT technology are applied such as electronic equipment (mobile phone, home appliances), Unmanned Aerial Vehicles (UAV), and charging system [55]. Nowadays, EV using WPT technologies to charge the battery is quite widespread. Generally, WPT systems are composed of a primary power converter that transmits the power, a coupling system, and a secondary power converter that releases the power to a load. In some specific applications, the power flow can be unidirectional or bidirectional [56]. The main WPT solutions on the market are achieved by the use of the inductive coupling method, the so-called inductive power transfer (IPT). However, capacitive power transfer (CPT) at the present time is growing in use, especially for lower power [57]. Furthermore, the WPT methods in EV battery chargers are classified into the static charging technique
and dynamic charging technique. The static charging technique is achieved by IPT and CPT solutions, while the dynamic wireless power transfer (DWPT) technique is obtained by the IPT system.

Nowadays, DWPT systems are becoming increasingly pivotal for moving electric vehicle (EV) charging solutions. This attractive charging technique features an issue with the misalignment tolerance between the coupling inductors. In [58], Eiman ElGhanam et al. propose a DWPT charging system for EVs with improved misalignment tolerance based on inductor-capacitor-capacitor (LCC) compensation. A class D inverter is used on the primary side of the coupling inductors, while a boost rectifier circuit is selected on the secondary side to obtain the AC-DC conversion stage. The detailed DWPT charging system design is discussed. The design constraints and solutions include EV specifications, inductive links, compensation network constraints, and power electronic converter circuits. CPT is a valid charging technique in several wireless power transfer applications. In perspective, CPT can result in lower cost and higher reliability than IPT because it does not need coupling coils and related shields. Furthermore, CPT features the capability to transfer power through metal barriers thanks to the coupling capacitive effect. In lowpower transfer solutions, a single-device converter structure may be used. In [59], F. Corti et al. present a complete, detailed design of an E-Inverter for CPT charging systems which is suitable for electronic equipment or small drones. The design procedure guarantees both zero voltage switching (ZVS) and zero derivative switching (ZDS) conditions for the switching device (a silicon MOSFET) at an optimum coupling coefficient, thus enabling high transmission and conversion efficiency. An experimental prototype at 24 V of input voltage with 100 kHz of switching frequency is used for the design validation. The tested prototype can transfer 83.5 Wat at optimal capacitive coupling with a maximum efficiency of $92.5 \%$.

### 2.4. Power Converters Prototyping Methodology

In power converters for energy conversion, the design methodology will need a noticeable effort to achieve the targets of satisfactory static and dynamic performances, high efficiency, thermal management, and reduced volumes involved. The hardware in the loop (HIL) is a cost-effective technique that allows for the simulation of the system under design, avoiding setting up expensive and cumbersome actual converter structures to validate the effectiveness and accuracy of the control methods [60]. HIL utilizes a hardware platform to build, e.g., a microprocessor or FPGA, and the required number of channels and I/O types to test the implemented system. The hardware platform and the real-time model of the power converter topology are interfaced to simulate the whole system under investigation with a quite satisfactory approximation with respect to the real one system. In [61] Leonel Estrada et al. use a well-known and flexible platform such as LabVIEW application software for HIL simulation. The topology of the considered power converter is obtained by means of differential equations that define each state of the converter circuit. The developed method takes place in 5 steps:

- Converter under test design
- Numerical modeling
- off-line simulation of the numerical model using fixed-point representation
- implementation in a Field-Programmable Gate Array (FPGA).

In the paper, two examples of the HIL application technique are detailed: a buck converter and a three-phase Voltage Source Inverter (VSI) system. The results obtained are compared with the simulation of commercial software and actual power converter tests, showing the effectiveness of the HIL technique proposed. The methodology presented is suitable for people with not quite enough experience in the use of software languages and tools such as very high-speed integrated circuit hardware description language (VHDL), real-time simulation (RTS), and HIL simulation tools.

## 3. Conclusions

The collection of articles in this Editorial provides some indications of the directions of the current research development for the power converters topologies, control methods and technologies applied to the energy conversion field. For homogeneity of investigations presented, three of the most significant sectors have been identified in the area of energy conversion, and the Special Issue is arranged along these lines.

1. Renewable Energy Conversion System
2. Smart Grid Components and Applications
3. Energy Store Management and e-Mobility

The last section is dedicated to the power converter's prototyping methodology. It will be helpful for giving useful suggestions to the designers of power converters in this strategic research field.

The articles considered in the different sections show the vitality of the research on this trending topic and will contribute noticeable development opportunities, ideas, and valuable skills to the international research community.

Funding: the authors have received no funding for preparing this Editorial.
Conflicts of Interest: The authors declare no conflict of interest.
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#### Abstract

Aiming at the unreliability resulting from ignoring the temperature effect and randomness of switching frequency in the traditional design method of an intrinsically safe Buck converter, a reliable design method based on the minimum frequency and considering the temperature characteristic is proposed. The theoretical design range of capacitance is deduced according to the maximum output ripple voltage and output intrinsic safety performance requirements. Considering the temperature characteristics of the capacitor, the actual maximum and minimum capacitances are obtained corresponding to the theoretical design capacitance within a given temperature range. It is pointed out that the actual minimum capacitance increases with the decrease of switching frequency, while the actual maximum capacitance is independent of frequency. Therefore, it can be deduced that there exists a minimum frequency which can meet the requirements of both output ripple voltage and intrinsically safe performance. When the actual maximum capacitance equals the actual minimum capacitance, the analytic expression of the minimum frequency is obtained. Assuming a capacitance adjustment, the actual working frequency of the converter corresponding to the minimum frequency is deduced. The design flow of an intrinsically safe Buck converter based on the minimum switching frequency considering the temperature characteristic is presented. The correctness of the theoretical analysis and the feasibility of the proposed design method are verified by experimental results. This design method can also be applied to other types of intrinsically safe converters.
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## 1. Introduction

The switching power supply used in coal mines, petrochemical plants and other hazardous environments must meet anti-explosive requirements [1,2]. An intrinsically safe anti-explosive power supply guarantees compliance with the anti-explosive requirements because of the electrical parameters of the circuit [3]. Because there is no bulky explosionproof shell, the safe power supply has the remarkable advantages of small size, light weight, high safety performance, low cost, simple manufacturing process and easy maintenance. Because of this, the anti-explosive power supply should be designed as intrinsically safe as possible [4]. The Buck converter is one of the most commonly used topologies of the switching power supply, and it contains inductor and capacitor. When the inductor is broken or the capacitor is short-circuited, the fault energy of the converter may ignite the specified explosive gas resulting in fire and explosion [5]. Therefore, it is very important to study the intrinsic safety performance of the converter. Generally, large capacitors are selected to meet the output ripple voltage index. However, there is always the possibility that the converter will ignite flammable and explosive gas due to an output short-circuit. Therefore, the intrinsic output safety characteristic corresponding to the output short-circuit discharge in a Buck converter must be considered.

When designing the converter, it is contradictory to choose both the energy storage element to satisfy the output ripple voltage index and the intrinsic safety requirement. That
is, the inductance and capacitance required to meet the intrinsic safety performance should be as small as possible. In order to meet the output ripple voltage index, the inductance and capacitance should be as large as possible. This contradiction makes the parameter design of an intrinsically safe converter more complicated [4-6].

At present, according to the output ripple voltage index and the output intrinsic safety requirements, the parameter design range of the converter is obtained under ideal conditions $[7,8]$. Because the converter is a multi-objective and multi-parameter nonlinear system, some scholars use a genetic algorithm and particle swarm optimization algorithm to optimize the parameters of the converter [9-12]. In addition, in the design of an intrinsically safe switching converter, the maximum intrinsically safe output power under the given parameters is specified to avoid the problem of blindly proposing the intrinsically safe output power $[13,14]$. The design method of the intrinsically safe converter based on the maximum intrinsically safe output power is proposed [15]. References [16-19] analyzed the performance and reliability of the converter by capacitor and illustrated the effect of temperature on capacitor life. However, the influence of temperature on capacitance, electrical performance and intrinsic safety requirements of the converter was not analyzed.

Although the design methods mentioned above solve some practical problems, the existing design methods usually select the operating frequency randomly according to experience. The design range of inductor and capacitor is obtained according to the electrical performance index and intrinsic safety requirements of the converter. Due to the arbitrary choice of switching frequency, the value range of inductor and capacitor parameters may not exist because the frequency is too small or the switching loss of the circuit may too large due to the high frequency, which reduces the efficiency of the converter. In addition, the capacitance at the output of the converter will change with the temperature. Even if the switching frequency is constant, with the change of temperature, the actual capacitance may be larger than the nominal value, leading to the converter not meeting the requirements of output intrinsic safety. Likewise, the actual capacitance may be smaller than the nominal value, which makes the converter not meet the requirements of output ripple voltage index. However, the existing design method does not consider the influence of temperature. As a result, the range of the designed capacitance is unreliable.

In order to solve this problem, a design method based on the minimum frequency and considering the temperature characteristic is proposed. The main contributions of this paper are as follows.

The reliable actual capacitance value range, considering the temperature characteristics corresponding to the theoretical maximum and minimum capacitance is deduced based on the requirements of the output intrinsic safety and maximum output ripple voltage index This can solve the unreliability issue. The minimum switching frequency is defined, and its expression is derived, which can avoid the blind selection problem of operating frequency in parameter design. The capacitance adjustment is introduced, which can avoid the unreasonable problem of the capacitance design range.

## 2. Theoretical Parameter Design of the Capacitor

The composition circuit diagram of a Buck converter is shown in Figure 1.


Figure 1. Schematic diagram of a Buck converter.

From Figure 1, $V_{\mathrm{i}}$ and $V_{\mathrm{o}}$ are the input and output voltages, respectively. VT and VD are the switching tube and current-continuing diode of the converter, respectively. $L$ and $C$ are the inductor and capacitor of the converter, respectively. $R_{\mathrm{L}}$ is the load resistance.

For the output intrinsically safe switching converters, it is necessary to meet both the specified electrical performance index and the output intrinsic safety requirements [20-22]. Through analyzing the electrical characteristics of the converter, the minimum theoretical capacitance $C_{\min }$ can be obtained, and the maximum theoretical capacitance $C_{\max }$ can be generated by analyzing the output intrinsic safety requirements.

### 2.1. Minimum Theoretical Capacitance

The output ripple voltage of the switching converter is not only relevant to the inductor and capacitor, but also to the operating mode of the converter. In the dynamic operating range, when the designed converter works in CCM, the output ripple voltage $V_{\mathrm{pp}}$ can be expressed as shown in Equation (1) [8,23].

$$
\begin{equation*}
V_{\mathrm{PP}}=\frac{V_{\mathrm{o}}\left(V_{\mathrm{i}}-V_{\mathrm{o}}\right)}{8 L C f^{2} V_{\mathrm{i}}} \tag{1}
\end{equation*}
$$

where $f$ is the switching frequency.
In Equation (1), the maximum output ripple voltage is obtained when the inductor $L$ is the minimum value. If the Buck converter works in CCM, the inductor $L$ needs to meet [23]

$$
\begin{equation*}
L \geq L_{C}=\frac{R_{\mathrm{L}}\left(V_{\mathrm{i}}-V_{\mathrm{o}}\right)}{2 f V_{\mathrm{i}}} \tag{2}
\end{equation*}
$$

where $L_{C}$ is the critical inductance of the Buck converter working in CCM and DCM. When $L=L_{\mathrm{C}}$, the maximum output ripple voltage $V_{\mathrm{pp}, \max }$ is

$$
\begin{equation*}
V_{\mathrm{PP}, \max }=\frac{V_{\mathrm{o}}}{4 f C R_{L, \min }} \tag{3}
\end{equation*}
$$

It can be seen from Equation (3) that the maximum output ripple voltage of the Buck converter increases with decreasing the capacitance $C$. It is noted that there must be a minimum capacitance to satisfy the maximum output ripple voltage index. According to Equation (3), the minimum theoretical capacitance $C_{\text {min }}$ can be obtained as

$$
\begin{equation*}
C_{\min }=\frac{1}{4 m f R_{L, \min }} \tag{4}
\end{equation*}
$$

where $m$ is $V_{\mathrm{pp}, \max } / V_{\mathrm{o}}$.

### 2.2. Maximum Theoretical Capacitance

Since the output short-circuit discharge energy of the converter is related to inductors [6,23-26], capacitors, the switching states and the operating mode of the converter, the intrinsic safety criterion of simple capacitor circuit cannot be directly used to judge the intrinsic safety performance of the converter. However, by analyzing the maximum output short-circuit discharge energy of the converter and using the energy equivalence principle, the Buck converter can be equivalent to a simple capacitor circuit, and then the output intrinsic safety criterion of the converter is obtained according to the critical ignition voltage curve of the simple capacitor circuit.

The output short test circuit of the Buck converter is shown in Figure 2.


Figure 2. Output short test circuit of the Buck converter.
From Figure 2, G is the safety spark test device. When the two electrodes of G contact, the output is short-circuited.

Assuming that the load changes from $R_{\mathrm{L}, \min }$ to $R_{\mathrm{L}, \max }$, the input voltage changes from $V_{\mathrm{i}, \min }$ to $V_{\mathrm{i}, \max }$, the maximum output short-circuit discharge energy [8] of the Buck converter is

$$
\begin{equation*}
W_{\max }=\frac{V_{i, \max }^{2} V_{o}^{2} \Delta t^{2}\left(V_{i, \max }-V_{o}\right)}{2 L\left[V_{i, \max } f V_{H}^{2} T_{C}-V_{o}^{2}\left(V_{i, \max }-V_{o}\right)\right]}+\frac{V_{i, \max }^{2} \Delta t^{2}}{L}+\frac{C V_{o}^{2}}{2}=W_{\max }^{\prime}+\frac{C V_{o}^{2}}{2} \tag{5}
\end{equation*}
$$

where $\Delta t$ is the response time of the output short-circuit protection circuit. $T_{\mathrm{C}}$ is the output short-circuit spark discharge time. $V_{\mathrm{H}}$ is the average value of the spark discharge voltage. $W^{\prime}{ }_{\text {max }}$ is the equivalent energy in addition to the energy released by the capacitor. So, $W^{\prime}$ max $^{\prime}$ is

$$
\begin{equation*}
W_{\max }^{\prime}=\frac{V_{i, \max }^{2} V_{o}^{2} \Delta t^{2}\left(V_{i, \max }-V_{o}\right)}{2 L\left[V_{i, \max } f V_{H}^{2} T_{C}-V_{o}^{2}\left(V_{i, \max }-V_{o}\right)\right]}+\frac{V_{i, \max }^{2} \Delta t^{2}}{L} \tag{6}
\end{equation*}
$$

According to the energy equivalence principle, the Buck converter is equivalent to a simple capacitor circuit (as shown in Figure 3), the equivalent capacitance $C_{e}$ can be obtained as

$$
\begin{equation*}
C_{\mathrm{e}}=\frac{2 W_{\max }}{V_{o}^{2}}=C+\frac{2 W_{\max }^{\prime}}{V_{o}^{2}}=C+C_{\mathrm{e}}^{\prime} \tag{7}
\end{equation*}
$$

where $C^{\prime}{ }_{\mathrm{e}}$ is the equivalent capacitance corresponding to the effective energy transferred from the input power supply and inductor to the output short-circuit point, that is $C^{\prime}{ }_{\mathrm{e}}=\frac{2 \mathrm{~W}^{\prime}{ }_{\max }}{V_{o}^{2}}$.


Figure 3. Equivalent simple capacitor circuit.
From Figure 3, S is the equivalent switch of a simple capacitor circuit. When the two electrodes of $G$ are disconnected and $S$ is closed, $C_{e}$ is charged. When the two electrodes of $G$ are closed and $S$ is disconnected, $C_{e}$ is discharged.

The non-explosive intrinsic safety criterion to meet the output intrinsic safety requirements is

$$
\begin{equation*}
C_{\mathrm{e}}<C_{\mathrm{B}} \tag{8}
\end{equation*}
$$

where, $C_{B}$ is the critical ignition capacitance corresponding to the output voltage $V_{\mathrm{o}}$. It can be found from the critical ignition voltage curve of a simple capacitor circuit. When the equivalent capacitance $C_{e}$ is less than the critical ignition capacitance $C_{B}$, the Buck converter satisfies the requirement of output intrinsic safety. Therefore, the maximum equivalent capacitance $C_{e, \text { max }}$ of the Buck Converter is $C_{B}$. Substituting Equations (5) and (6) into Equation (7), the maximum theoretical capacitance $C_{\max }$ of the output intrinsically safe Buck converter is

$$
\begin{equation*}
C_{\max }=C_{\mathrm{B}}-C_{\mathrm{e}}^{\prime}=C_{\mathrm{B}}-\frac{2 V_{i, \max }^{2} \Delta t^{2}}{L V_{o}^{2}}-\frac{V_{i, \max }^{2} \Delta t^{2}\left(V_{i, \max }-V_{o}\right)}{L\left[V_{i, \max } f V_{H}^{2} T_{C}-V_{o}^{2}\left(V_{i, \max }-V_{o}\right)\right]} \tag{9}
\end{equation*}
$$

At present, the output power of the intrinsically safe switching converter is not too high; $V_{\mathrm{i}}$ and $V_{\mathrm{o}}$ are relatively low. It makes $C_{\mathrm{B}}$ corresponding to $V_{\mathrm{o}}$ relatively large (for example, assuming that $V_{\mathrm{o}}$ is 18 V , the corresponding $C_{\mathrm{B}}$ is $50 \mu \mathrm{~F}$ ), and in the practical application [4], $\Delta t$ is $1-2 \mu \mathrm{~s}$. Here, $f$ is from a few hundred kilohertz to several megahertz; $L$ is tens of microseconds; $T_{\mathrm{C}}$ is tens of microseconds; $V_{\mathrm{H}}$ is $8-9 \mathrm{~V}$. According to the above parameters, $C^{\prime}{ }_{e}$ is at least one order of magnitude smaller than $C_{B}$. Therefore. $C_{\max }$ can be expressed as

$$
\begin{equation*}
C_{\max } \approx C_{B} \tag{10}
\end{equation*}
$$

From Equation (10), it can be seen that the maximum theoretical capacitance $C_{\text {max }}$ of the output intrinsically safe Buck converter is only determined by the output intrinsic safety requirements $C_{B}$, which is independent on the switching frequency $f$.

Combined with Equation (4) and Equation (10), it can be concluded that the theoretical range of capacitance $C$ satisfying both output ripple voltage and intrinsic safety requirements is

$$
\begin{equation*}
\frac{1}{4 m f R_{L, \min }} \leq C \leq C_{\mathrm{B}} \tag{11}
\end{equation*}
$$

According to Equation (11), the maximum and minimum capacitance can be determined. In addition, the maximum capacitance is independent of switching frequency, while the minimum capacitance is inversely proportional to switching frequency.

### 2.3. Actual Value Range of Capacitance Considering Temperature Characteristics

With the change of ambient temperature, the capacitance of the switching converter also changes. If the capacitance exceeds the upper limit $C_{\max }$, the converter cannot meet the requirements of output intrinsic safety. Similarly, if the capacitance is less than the lower limit $C_{\min }$, the converter cannot meet the requirements of output ripple voltage. Therefore, the range of theoretical capacitance is not reliable. The temperature characteristics of capacitance must be considered, and the practical capacitance value range can be obtained based on the theoretical value range of capacitance.

Supposing that in Equation (11), the capacitance at room temperature $\left(25^{\circ} \mathrm{C}\right)$ is C . The actual capacitance at a certain temperature is $C^{\prime}$. The maximum and minimum values of the ratio $C^{\prime}$ to $C$ is defined as $A_{\mathrm{T}}$ and $B_{\mathrm{T}}$, respectively. Therefore, the maximum and minimum values of the actual capacitance considering the temperature characteristics can be expressed as $A_{\mathrm{T}} C$ and $B_{\mathrm{T}} C$, respectively.

In order to ensure that the minimum capacitance within the given temperature range can still meet the requirements of output ripple voltage index, the minimum value of actual capacitance $B_{\mathrm{T}} C$ should be greater than Equation (11), the lower limit $C_{\min }$. Similarly, the maximum capacitance must satisfy the requirements of output intrinsic safety, the maximum value of actual capacitance $A_{\mathrm{T}} C$ should be less than Equation (11), the upper limit $C_{\text {max }}$. According to Equation (11), the actual value range of capacitance considering temperature characteristics is

$$
\begin{equation*}
\frac{1}{4 B_{T} m f R_{L, \min }} \leq C \leq \frac{C_{\mathrm{B}}}{A_{T}} \tag{12}
\end{equation*}
$$

From Equation (12), the maximum and minimum values of the actual capacitance considering the temperature characteristics can be expressed as follows, respectively.

$$
\begin{align*}
& C_{T, \max }=\frac{C_{B}}{A_{T}} \\
& C_{T, \min }=\frac{1}{4 B_{T} m f R_{L, \min }} \tag{13}
\end{align*}
$$

It can be seen that the minimum value $C_{T, \text { min }}$ considering temperature characteristics of an intrinsic safe Buck converter increases with the decrease of switching frequency $f$, while the maximum value $C_{T, \max }$ is independent of $f$.

## 3. Design of Minimum Switching Frequency

Since the maximum capacitance $C_{T, \text { max }}$ is independent of $f$ considering temperature characteristics, while the minimum capacitance $C_{T, \text { min }}$ increases with the decrease of $f$, it is pointed out that there must be a minimum switching frequency to make the capacitance range effective. When $C_{T, \min }$ equals to $C_{T, \max }$, the minimum switching frequency $f_{\min }$ is obtained as

$$
\begin{equation*}
f_{\min }=\frac{A_{T}}{4 B_{T} m C_{B} R_{L, \min }} \tag{14}
\end{equation*}
$$

The actual switching frequency $f$ of the converter must be greater than $f_{\min }$.
Assuming that the expected value of capacitance $C$ range from $C_{T, \min }^{\prime}$ to $C_{T, \max }$, where $C^{\prime}{ }^{\prime}$, min is the minimum value of the actual capacitance; $\Delta C$ is the differential capacitance value of $C_{T, \max }$ and $C^{\prime}{ }_{T, \text { min }}$. Then, the actual value range of $C$ can be expressed as

$$
\begin{equation*}
\frac{C_{B}}{A_{T}}-\Delta C \leq C \leq \frac{C_{B}}{A_{T}} \tag{15}
\end{equation*}
$$

When $C^{\prime}{ }_{T, \min }=C_{T, \min }$, the actual operating frequency $f$ of the converter can be expressed as

$$
\begin{equation*}
f=\frac{C_{B} f_{\min }}{C_{B}-A_{T} \Delta C} \tag{16}
\end{equation*}
$$

In Equation (16), it can be seen that the actual switching frequency $f$ of the Buck converter is related to the temperature coefficient $A_{T}$, the minimum switching frequency $f_{\min }$ and the differential capacitance value $\Delta C$. The actual switching frequency $f$ is increases with the increase of $\Delta C$.

## 4. Optimization Design Method and Design Example

### 4.1. Optimization Design Method

An optimal design method of output for an intrinsically safe Buck converter based on minimum switching frequency and considering temperature characteristics is proposed. The specific design process is shown in Figure 4.

First of all, the critical ignition capacitor $C_{B}$ corresponding to the output voltage $V_{\mathrm{O}}$ can be determined according to the critical ignition curve of the simple capacitor circuit. $A_{\mathrm{T}}$ and $B_{\mathrm{T}}$ are obtained according to the temperature characteristic curve of the capacitor.

Then, the minimum switching frequency of the converter is calculated according to Equation (14). Based on the expected capacitance variation $\Delta C$, the range of the actual capacitance $C$ is determined according to Equation (15). The actual operating frequency is calculated according to Equation (16).

Finally, the value of inductance is determined according to the output ripple voltage index.


Figure 4. Proposed design method of an intrinsically safe Buck converter.

### 4.2. Design Examples

An output intrinsically safe Buck converter prototype was designed to verify the correctness of the above theoretical analysis and the proposed design method. We suppose that the specific indexes of the prototype are $V_{\mathrm{i}}=20-24 \mathrm{~V}, V_{\mathrm{o}}=18 \mathrm{~V}, V_{\mathrm{pp}, \max }=1 \% V_{\mathrm{o}}, R_{\mathrm{L}}=9-60 \Omega$. The ambient temperature ranges from $-25^{\circ} \mathrm{C}$ to $85^{\circ} \mathrm{C}$.

In order to verify the feasibility of the proposed design method, three groups of different parameters are set for experiments. According to the design process shown in Figure 4, the specific parameters are designed as follows:
(1) Determining the values of $C_{\mathrm{B}}, A_{\mathrm{T}}$ and $B_{\mathrm{T}}$.

When $V_{\mathrm{o}}=18 \mathrm{~V}$, the corresponding critical ignition capacitance $C_{\mathrm{B}}$ is $50 \mu \mathrm{~F}$ according to the critical ignition curve of a simple capacitor circuit.

Aluminum electrolytic capacitance is selected as the output filter capacitor. The temperature characteristics curve [27] is shown in Figure 5.


Figure 5. Temperature characteristics of aluminum electrolytic capacitor.

It can be seen from Figure 5 that $A_{\mathrm{T}}$ and $B_{\mathrm{T}}$ are about 1.055 and 0.84 , respectively, within the temperature variation range $\left(-25^{\circ} \mathrm{C}\right.$ to $\left.85^{\circ} \mathrm{C}\right)$.
(2) Solving the minimum switching frequency $f_{\text {min }}$.

According to Equation (13), the maximum capacitance $C_{T, \max }$ is $47.4 \mu \mathrm{~F}$. The fitting curve of the minimum actual capacitance $C_{T, \text { min }}$ versus frequency is shown in Figure 6.

Figure 6 shows that the minimum actual capacitance increases with the decrease of switching frequency. When the minimum actual capacitance is equal to the maximum actual capacitance, the minimum switching frequency considering the temperature characteristics is obtained. Substituting $R_{\mathrm{L}, \min }=9 \Omega, m=0.01, A_{\mathrm{T}}=1.055, B_{\mathrm{T}}=0.84$ and $C_{\mathrm{B}}=50 \mu \mathrm{~F}$ into Equation (14), the minimum switching frequency $f_{\text {min }}$ is 69.8 kHz .
(3) Determining the value range of the actual capacitance $C$ and the switching frequency $f$.

We set the three different groups of $\Delta \mathrm{C}$ as $5 \mu \mathrm{~F}, 20 \mu \mathrm{~F}$ and $30 \mu \mathrm{~F}$, respectively. According to Equation (15), the calculated and actual values of capacitance $C$ are shown in Table 1.


Figure 6. Fitting curve of the minimum actual capacitance versus frequency.
According to Equation (16), the calculated and actual values of the switching frequen$\operatorname{cies} f$ are shown in Table 1, respectively.

Table 1. Calculated and actual values of the prototype.

| Experimental Group | $\Delta \mathrm{C}(\mu \mathrm{F})$ | Parameter | Calculated Value <br> (Value Range) | Actual Value <br> (Value Range) |
| :---: | :---: | :---: | :---: | :---: |
| Group 1 |  | $\mathrm{C}(\mu \mathrm{F})$ | $(42.4,47.4)$ | $(43,47)$ |
|  | 5 | $f(\mathrm{kHz})$ | 78 | 80 |
|  | $\mathrm{L}(\mu \mathrm{H})$ | 14.1 | 15 |  |
| Group 3 | $\mathrm{C}(\mu \mathrm{F})$ | $(27.4,47.4)$ | $(28,47)$ |  |
|  | 20 | $f(\mathrm{kHz})$ | 120.7 | 120 |
|  |  | $L(\mu \mathrm{H})$ | 9.4 | 10 |
| 30 | $C(\mu \mathrm{~F})$ | $(17.4,47.4)$ | $(18,47)$ |  |
|  |  | $f(\mathrm{kHz})$ | 190.1 | 190 |

(4) Determining the actual lower limit of inductance $L$.

When $f$ is $80 \mathrm{kHz}, 120 \mathrm{kHz}$ and 190 kHz , the minimum values of the inductance $L_{\text {min }}$ can be obtained as $14.1 \mu \mathrm{H}, 9.4 \mu \mathrm{H}$ and $5.9 \mu \mathrm{H}$.

It can be seen from Table 1 that the larger the capacitance variation range $\Delta C$ is, the larger the range of capacitance $C$ is, the higher the switching frequency $f$ is, and the smaller the required inductance $L$ is. However, too large a frequency will lead to large switching loss and reduced efficiency. Therefore, it is not recommended to use excessively large $\Delta C$ in practical application.
(3) Analysis of experimental results. In order to verify the correctness of the above parameters, the output ripple voltage and safety spark experimental tests were carried out on the prototype, as shown in Figure 7.


Figure 7. The experimental prototype.
(1) Verification of output ripple voltage index.

At room temperature, the lower limits of the capacitor design range in Table 1 is taken as the filter capacitors of the converter. When the temperature drops to the lower limit of the given range $\left(-25^{\circ} \mathrm{C}\right)$, the peak-to-peak values of the output ripple voltage corresponding to the above three conditions are $173 \mathrm{mV}, 159 \mathrm{mV}$ and 152 mV , respectively. When the temperature rises to $85^{\circ} \mathrm{C}$, the output ripple voltage still meets the specified index requirements. The output ripple voltages under different temperatures are shown in Table 2 (considering temperature characteristics method) for the three groups.

Table 2. Output ripple voltage of the prototype.

| Design Method | Parameter |  | Vpp/mV |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $-25^{\circ} \mathrm{C}$ | $25^{\circ} \mathrm{C}$ | $85^{\circ} \mathrm{C}$ |
| Considering temperature characteristics | Group 1 | $\begin{gathered} f=80 \mathrm{kHz} \\ C=43 \mu \mathrm{~F} \\ L=15 \mu \mathrm{H} \end{gathered}$ | 173 | 150 | 112 |
|  | Group 2 | $\begin{gathered} f=120 \mathrm{kHz} \\ \mathrm{C}=28 \mu \mathrm{~F} \\ L=10 \mu \mathrm{H} \end{gathered}$ | 159 | 142 | 108 |
|  | Group 3 | $\begin{gathered} f=190 \mathrm{kHz} \\ \mathrm{C}=18 \mu \mathrm{~F} \\ L=7 \mu \mathrm{H} \end{gathered}$ | 152 | 138 | 106 |
| Without considering Temperature characteristics | Group 4 | $\begin{gathered} f=80 \mathrm{kHz} \\ C=35 \mu \mathrm{~F} \\ L=16 \mu \mathrm{H} \end{gathered}$ | 191 | 172 | 166 |
|  | Group 5 | $\begin{gathered} f=80 \mathrm{kHz} \\ \mathrm{C}=48 \mu \mathrm{~F} \\ L=16 \mu \mathrm{H} \end{gathered}$ | 158 | 131 | 122 |

It can be seen from Table 2 that the output ripple voltage of the Buck converter increases with the decrease of temperature, when the lowest temperature is $-25^{\circ} \mathrm{C}$, the output ripple voltage is the maximum value, and it is less than the given index. It indicates that even for the lower limit of capacitance value, the output ripple voltage still meets the design requirements when the lowest temperature is taken. With the increase of the capacitance or the temperature, the output ripple voltage of the converter is less than the limit value of the maximum output ripple voltage.
(2) Safety spark test and verification of intrinsic safety performance.

The intrinsically safe spark test device is shown in Figure 8.


Figure 8. Intrinsically safe spark test device.
According to the curve of capacitance change rate shown in Figure 5, it is found that the capacitance increases gradually with the increase of temperature. Therefore, the upper limit of the capacitance design range at room temperature is taken as the filter of the converter considering the most dangerous situation. The prototype was placed in a humidifier to adjust its temperature to $85^{\circ} \mathrm{C}$, and the safety spark test was carried out on the safety spark test device based on IEC standard.

The experimental results show that the specified explosive gas was not ignited. It indicates that the designed prototype of the Buck converter can meet the intrinsically safe requirements even at the specified highest temperature when the maximum capacitance is taken. Therefore, any capacitor in the range of capacitance value considering temperature characteristics obtained from Equation (15) can make the converter meet the output intrinsic safety requirements under a given temperature condition. The corresponding safety spark test results at different temperatures are shown in Table 3 (considering temperature characteristics method).

Table 3. Safety spark test results of the prototype.

| Design Method | Parameter |  | Safety Spark Test |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $-25{ }^{\circ} \mathrm{C}$ | $25^{\circ} \mathrm{C}$ | $85{ }^{\circ} \mathrm{C}$ |
| Considering temperature characteristics | Group 1 | $\begin{gathered} f=80 \mathrm{kHz} \\ \mathrm{C}=47 \mu \mathrm{~F} \\ L=15 \mu \mathrm{H} \end{gathered}$ | safe | safe | safe |
|  | Group 2 | $\begin{gathered} f=120 \mathrm{kHz} \\ C=47 \mu \mathrm{~F} \\ L=10 \mu \mathrm{H} \end{gathered}$ |  |  |  |
|  | Group 3 | $\begin{gathered} f=190 \mathrm{kHz} \\ C=47 \mu \mathrm{~F} \\ L=7 \mu \mathrm{H} \end{gathered}$ |  |  |  |
| Without considering temperature characteristics | Group 4 | $\begin{gathered} f=80 \mathrm{kHz} \\ \mathrm{C}=35 \mu \mathrm{~F} \\ L=16 \mu \mathrm{H} \end{gathered}$ | safe | safe | safe |
|  | Group 5 | $\begin{gathered} f=80 \mathrm{kHz} \\ \mathrm{C}=48 \mu \mathrm{~F} \\ L=16 \mu \mathrm{H} \end{gathered}$ | safe | safe | unsafe |

(3) Comparative analysis and discussion.

In order to compare and analyze the influence of temperature on the electrical performance and intrinsic safety requirements of the converter, two groups of different parameters were set to test the Buck converter without considering the temperature characteristics of the capacitor. According to (11), the value range of capacitance is $(34.7 \mu \mathrm{~F}, 50 \mu \mathrm{~F})$ when $f$ is 80 kHz . The minimum inductance $L_{\min }$ is $14 \mu \mathrm{H}$. The values of inductance, capacitance and their experimental results are shown in Table 3 (without considering temperature characteristics).

It can be seen from Tables 2 and 3 (without considering temperature characteristics) that the selected capacitance of Group 4 is close to the minimum value, and the capacitance of Group 5 is close to the maximum value. When the temperature is reduced to $-25^{\circ} \mathrm{C}$, the output ripple voltage of Group 4 is greater than the specified requirement. However, when the temperature rises to $85^{\circ} \mathrm{C}$, Group 5 does not meet the output intrinsic safety requirements. It indicates that the value range of capacitance without considering the temperature characteristics is not reliable in a certain temperature range.

Therefore, in order to obtain a reliable converter parameter design range that meets the requirements of the specified output intrinsic safety and output ripple voltage indexes, the temperature characteristics of the capacitor must be considered within a given range of temperature when designing the intrinsically safe Buck converter.

## 5. Conclusions

A reliable design method of an output intrinsic safety Buck converter considering the temperature characteristics is proposed. The conclusions are as follows.
(1) The actual capacitance design range satisfying the output ripple voltage and output intrinsic safety requirement was obtained in a certain temperature variation range. It was concluded that the maximum actual capacitance allowed by the output intrinsic safety requirement is independent of operating frequency, and the minimum actual capacitance meeting output voltage ripple requirement increases with the decrease of operating frequency.
(2) It is pointed out that there must be a minimum switching frequency, which makes the converter meet both the output voltage ripple and output intrinsic safety requirement. The expression of a minimum switching frequency was derived through letting the minimum actual capacitance equal the maximum actual capacitance. Considering the influence of temperature on both the output voltage ripple and output intrinsic safety requirement, the actual operating frequency can be obtained.
(3) An optimal design method of an output intrinsically safe Buck converter considering temperature characteristics was proposed in a given temperature variation range.

This design method can also be applied to other switching converters. It plays an important role in the development and application of intrinsically safe converters.
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#### Abstract

In this paper, a steady-state model of an LLC resonant half-bridge converter with internal loss resistance is proposed, in order to maximize power conversion efficiency, and steady-state characteristic equations of DC voltage gain and input impedance are derived for the optimal design of the converter. First, to confirm the validity of the steady-state characteristic equation and the optimal design process, a prototype converter with a maximum output of 2 kW was designed. Through comparison of simulation, calculation, and experimental results obtained from the prototype test, it is shown that the calculation results proposed in this paper were closer to the experimental results than the calculation results obtained under the lossless condition. In addition, the relationship between the switching frequency and the load current of the prototype was compared, in order to determine the operating range of the switching frequency, which is important in the converter design stage. In this case, it was confirmed that the calculated value reflecting the internal loss showed a close result. In conclusion, we confirm the usefulness of the analysis results reflecting the internal loss resistance proposed in this paper and the optimal design process.


Keywords: LLC resonant converter; steady-state analysis; internal power losses; AC equivalent circuit; internal resistance; DC voltage gain

## 1. Introduction

The climate crisis has been steadily emerging, where the biggest cause of climate change is known to be greenhouse gas and carbon emissions. There is an urgent need for low-loss power conversion technology that can reduce carbon emissions in the process of generating, distributing, and consuming power energy. Therefore, the technical demand for a high-efficiency power conversion device for the efficient use of limited electric energy is increasing. A switching power supply with AC input can be divided into an AC-DC rectifier and a DC-DC converter. In particular, the DC-DC converter uses various types of circuit methods, based on the position of the power semiconductor switch and the structure of the transformer. Among the insulated circuit methods using transformers, the LLC resonant converter, which is suitable for medium- to high-capacity scenarios, is a circuit method that has attracted attention in various industrial fields, due to its advantages such as low loss, high efficiency, and small number of parts needed [1-3]. The LLC resonant converter has low switching loss as well as low voltage and current surges, as both the main switch and the rectification switch operate in a soft-switching condition. In addition, it is known that the effective current value of the device is small, such that the conduction loss is small and, thus, high-efficiency power conversion is achievable [4,5].

Figure 1 shows the basic circuit structure of a half-bridge LLC resonant converter. In the figure, the main switches of the converter are S1 and S2, and the two switches are controlled with a fixed duty of $50 \%$ and a variable switching frequency. On the primary side of the transformer, there are three resonant components: The resonant capacitor $C_{R}$, resonant inductor $L_{R}$, and magnetizing inductor $L_{M}$. Meanwhile, the rectifying diode,
output capacitor, and load resistor are shown on the secondary side. Figure 2 shows the operation waveform of the LLC resonant converter operating in steady-state. As can be seen from the figure, the primary side voltage $v_{p}$ of the transformer switches its polarity with the same area size due to the secondary side output voltage $V_{o}$ of the transformer, while the current $i_{L M}$ of the magnetizing inductor, which is configured in parallel, operates as a triangular waveform with a constant slope [6-8]. As the current resonates with the two resonant components $C_{R}$ and $L_{R}$, the main switch and the diode show zero current switching (ZCS) characteristics and so the LLC resonant converter has low switching loss and high-efficiency power conversion characteristics. Meanwhile, due to the resonance waveform having the same sized area, the magnetic flux density of the core uses both positive and negative polarities for the primary current of the transformer. Therefore, the core size and core loss may be reduced by increasing the core utilization [9-11].


Figure 1. Basic circuit structure of half-bridge LLC resonant converter.


Figure 2. Operating waveform of LLC resonant converter in steady-state.
In general, the steady-state characteristic design formula used in the circuit design process of LLC resonant converters is based on an ideal equivalent model that does not reflect internal power loss. For this reason, it is well-known that there exists a difference between the design result of an LLC resonant converter and the operating characteristics of the actual circuit. In particular, errors occur in the operating switching frequency range, which is an important criterion when designing a converter [12,13]. In addition, these errors are the biggest obstacle to the optimal design of important devices, such as transformers and inductors, whose basic characteristics change depending on the operating frequency.

In this paper, an AC equivalent circuit model considering the internal loss resistance of the LLC resonant converter is proposed. From the proposed AC equivalent circuit, important steady-state characteristic equations necessary for converter design, such as

DC voltage gain and input impedance, are derived. In order to verify the validity of the results of the equivalent circuit and the steady-state characteristic equation, the calculation result of the steady-state characteristic, as well as those of the simulation and experimental circuit, were compared and confirmed [14-17]. In particular, the steady-state characteristic equation was applied to the optimal design process of the LLC resonant converter, in order to determine the main element values, and the results were used in an experimental circuit with a resonant frequency of 125 kHz and a maximum output of 2 kW .

## 2. Steady-State Analysis of LLC Resonant Converter

### 2.1. AC Equivalent Circuit

Figure 3 shows the equivalent circuit expressing the series parasitic resistances of each element in the LLC resonant converter of Figure 1. In the figure, the main switch is an ideal switch, the output capacitor and the load resistance are equivalent to a constant voltage, and the internal parasitic resistance is shown in series with the important components. In particular, the equivalent circuit in Figure 3 is divided into two equivalent circuits for each state, according to the operating state of switches S1 and S2 when operating in steady-state, as shown in Figure 4. In general, a non-switching linear equivalent circuit is required to derive the steady-state characteristic expression reflecting the internal loss resistance. In a previous study, the fundamental harmonic approximation (FHA) approximation method $[18,19]$, which could approximate a square wave by a sine wave, has been used. In this paper, the internal power loss resistance is reflected in the circuit, and the input and output voltages are converted using an FHA approximation method to propose an equivalent circuit with loss resistance, as shown in Figure 5. At this time, existing parasitic resistors in each major element in Figure 3 could be simplified to three series resistors $r_{1}, r_{2}$, and $r_{3}$, as shown in the equivalent circuit of Figure 5. The load resistance $R_{L}$ is expressed as the AC equivalent resistance $R_{A C}$ converted to the primary side of the transformer, as in Equation (1):

$$
\begin{equation*}
R_{A C}=\frac{8 N^{2}}{\pi^{2}} R_{L} \tag{1}
\end{equation*}
$$



Figure 3. Equivalent circuit of LLC resonant converter with internal resistance.


Figure 4. Equivalent circuit for each state of the LLC resonant converter in steady-state: (a) When switch S1 is turned on; and (b) when switch S2 is turned on.


Figure 5. AC equivalent circuit of LLC resonant converter with internal loss resistance.

### 2.2. DC Conversion Ratio

First, Equations (2)-(6) are defined to derive the steady-state characteristic expression:

$$
\begin{gather*}
K_{L}=\frac{L_{M}}{L_{R}}  \tag{2}\\
Z_{o}=\sqrt{\frac{L_{R}}{C_{R}}}  \tag{3}\\
\omega_{o}=\frac{1}{\sqrt{L_{R} C_{R}}}  \tag{4}\\
\omega_{n}=\frac{\omega_{f}}{\omega_{o}}  \tag{5}\\
Q=\frac{Z_{o}}{R_{A C}} \tag{6}
\end{gather*}
$$

where
$Z_{o}$ denotes the characteristic impedance;
$L_{M}$ denotes the magnetizing inductance;
$L_{R}$ denotes the resonant inductance;
$K_{L}$ denotes the inductance ratio;
$C_{R}$ denotes the resonant capacitor;
$\omega_{0}$ denotes the resonant angular frequency;
$\omega_{n}$ denotes the angular normalized frequency;
$\omega_{f}$ denotes the angular switching frequency.
In order to obtain the DC voltage gain in the steady-state for the AC equivalent circuit of Figure 5, the voltage gain $M$ is defined as in Equation (7). At this time, the ratio between the input voltage $v_{S}(t)$ and the output voltage $v_{A C}(t)$ can be calculated through the impedance ratio of the equivalent circuit, and the result is shown as Equation (8), where the internal resistance $r_{K}$ used in the equation is given in Equation (9).

$$
\begin{gather*}
M=\frac{v_{A C}(t)}{v_{S}(t)}  \tag{7}\\
M=\frac{\left(\frac{r_{2}}{Z_{o}}\right)+j \omega_{n} K_{L}}{K_{L}\left(\frac{r_{K}}{Z_{o}^{2} K_{L}}+1-\omega_{n}^{2}\right) Q+j \omega_{n}\left[\left(\frac{r_{2}+r_{3}}{R_{A C}}+1\right)+\left(\frac{r_{1}+r_{3}}{R_{A C}}+1\right) K_{L}-\frac{1}{\omega_{n}^{2}}\left(\frac{r_{2}+r_{3}}{R_{A C}}+1\right)\right]}  \tag{8}\\
r_{K}=r_{1} r_{2}+r_{2} r_{3}+r_{3} r_{1}+r_{1} R_{A C}+r_{2} R_{A C}, \tag{9}
\end{gather*}
$$

In order to calculate only the magnitude of the input and output voltage gain $M$ in Equation (8), the absolute values of both sides need to be obtained, and the result is shown in Equation (10). Meanwhile, it is expected that the products of the parasitic resistances $r_{1} r_{2}$, $r_{2} r_{3}$, and $r_{3} r_{1}$ among the internal resistances of Equation (9) are very small; if the values of the products of the parasitic resistances are assumed to be zero, then Equation (11) can be derived. Assuming that each parasitic resistance is equal to the same resistance $r$, as in

Equation (12), it is arranged as Equation (13). At this time, the ratio between the internal parasitic resistance $r$ and the characteristic impedance $Z_{o}$ is defined as the internal loss equivalent resistance $R_{K}$, expressed as in Equation (14).

$$
\begin{gather*}
|M|=\frac{\sqrt{\left(\frac{r_{2}}{Z_{0}}\right)^{2}+\omega_{n}^{2} K_{L}^{2}}}{\sqrt{K_{L}^{2}\left(\frac{r_{K}}{Z_{o}^{2} K_{L}}+1-\omega_{n}^{2}\right)^{2} Q^{2}+\omega_{n}^{2}\left[\left(\frac{r_{2}+r_{3}}{R_{A C}}+1\right)+\left(\frac{r_{1}+r_{3}}{R_{A C}}+1\right) K_{L}-\frac{1}{\omega_{n}^{2}}\left(\frac{r_{2}+r_{3}}{R_{A C}}+1\right)\right]^{2}}} .  \tag{10}\\
r_{K} \approx\left(r_{1}+r_{2}\right) R_{A C}  \tag{11}\\
r_{1} \approx r_{2} \approx r_{3} \approx r  \tag{12}\\
\frac{r_{2}+r_{3}}{R_{A C}} \approx \frac{r_{1}+r_{3}}{R_{A C}} \approx \frac{r_{1}+r_{2}}{R_{A C}} \approx \frac{2 r}{R_{A C}}=2 Q\left(\frac{r}{Z_{0}}\right)=2 Q R_{K}  \tag{13}\\
R_{K}=\frac{r}{Z_{o}} \tag{14}
\end{gather*}
$$

From the above assumptions and approximations, the DC input and output voltage ratio $M$ of Equation (10) can be arranged as Equations (15) and (16). If the internal loss equivalent resistance $R_{K}$ is 0 , it becomes Equation (17). Equation (17) is the same as the DC input and output voltage gain equation obtained from the existing lossless AC equivalent circuit. Therefore, Equation (16) can be used as the steady-state DC voltage gain characteristic expression of the LLC resonant converter reflecting the internal loss resistance depicted in Figure 3.

$$
\begin{gather*}
M=\frac{2 N V_{o}}{V_{I N}}  \tag{15}\\
M=\frac{\sqrt{1+\left(\frac{R_{K}}{\omega_{n} K_{L}}\right)^{2}}}{\sqrt{\left(2 Q R_{K}+1\right)^{2}\left[1+\frac{1}{K_{L}}\left(1-\frac{1}{\omega_{n}^{2}}\right)\right]^{2}+\left(\frac{2 R_{K}}{\omega_{n} Q K_{L}}+\frac{1}{\omega_{n}}-\omega_{n}\right)^{2} Q^{2}}}  \tag{16}\\
M=\frac{1}{\sqrt{\left[1+\frac{1}{K_{L}}\left(1-\frac{1}{\omega_{n}^{2}}\right)\right]^{2}+\left(\frac{1}{\omega_{n}}-\omega_{n}\right)^{2} Q^{2}}} \tag{17}
\end{gather*}
$$

### 2.3. Frequency Characteristics of Voltage Gain

The frequency characteristics of the DC voltage gain in Equation (15) for the LLC resonant converter reflecting the internal loss resistance were analyzed. Table 1 shows each convergence value for the normalized angular velocity $\omega_{n}$ in Equation (15). First, when $Q=0$, the load current is 0 from Equations (1) and (6) and in this case, the LLC resonant converter is in a no-load state. When the normalized angular velocity $\omega_{n}$ approaches 0 , the voltage gain is 0 ; when the normalized angular velocity $\omega_{n}$ approaches infinity, the voltage gain converges to a constant value $\frac{K_{L}}{K_{L}+1}$, expressed in terms of the inductance ratio $K_{L}$. In addition, when the normalized angular velocity is 1 , it is expressed as a value reflecting the internal loss equivalent resistance $R_{K} ;$ it can be seen that the voltage gain infinitely increases when the normalized angular velocity is a specific value $\frac{1}{\sqrt{K_{L}+1}}$. When the $Q$ value is large, the voltage gain is 0 at a low normalized angular velocity; when the normalized angular velocity $\omega_{n}$ is 1 , it can be seen that the voltage gain is expressed as a value reflecting the value of the internal loss resistance. In particular, when the normalized angular velocity is 1 and the internal loss resistance value is 0 in both cases, the voltage gain becomes 1 . This result is the same as the frequency response characteristic of the existing voltage gain [20-22].

Table 1. DC voltage gain $M$ of converter according to each normalized frequency $\omega_{n}$.

| Conditions | $Q=0$ | $Q=\infty$ |
| :---: | :---: | :---: |
| $\omega_{n}=0$ | $M=0$ | $M=0$ |
| $\omega_{n}=\frac{1}{\sqrt{K_{L}+1}}$ | $M=\infty$ | - |
| $\omega_{n}=1$ | $M=\sqrt{\left(\frac{R_{K}}{K_{L}}\right)^{2}+1}$ | $M=\frac{\sqrt{1+\left(\frac{R_{K}}{K_{L}}\right)^{2}}}{2 Q R_{K}+1}$ |
| $\omega_{n}=\infty$ | $M=\frac{K_{L}}{K_{L}+1}$ | $M=0$ |

Figure 6 shows the frequency characteristics of the voltage gain when the inductance ratio $K_{L}$ is 4 . Figure 6a shows when $Q$ is 0 , and Figure 6 b shows when $Q$ is 3 . Figure 6 a shows the frequency characteristics of the LLC resonant converter voltage gain under the no-load condition. As can be seen from the figure, as for the conventional voltage gain, when the normalized angular velocity is $\frac{1}{\sqrt{K_{L}+1}}$, the voltage gain increases infinitely; meanwhile, when the normalized angular velocity increases, the voltage gain converges to $\frac{K_{L}}{K_{L}+1}$. However, when $\omega_{n}$ is $1, M$ has a value greater than 1 , due to internal loss. When $Q$ is 3 , unlike the existing frequency characteristics, when $\omega_{n}$ is 1 , the voltage gain is not 1 but, instead, a peak value smaller than 1 reflecting the internal loss resistance [23,24]. The frequency characteristic in Figure 6 is the same as the convergence value in Table 1.


Figure 6. DC voltage gain $M$ of LLC resonant converter according to each normalized frequency $\omega_{n}$ : (a) When $Q$ is 0 ; and (b) when $Q$ is large.

Figure 7 shows the voltage gain frequency characteristics for several $Q$ values. Figure 7a shows a characteristic graph when the internal loss resistance $R_{K}$ is 0 , and Figure 7 b shows a characteristic graph when the internal loss resistance $R_{K}$ is 0.03 . As can be seen from Figure 7 b , when $\omega_{n}$ is 1 , if there is an internal loss resistance, the voltage gain does not reach 1, and it can be seen that the peak value decreases as $Q$ increases. Figure 8 shows the voltage gain obtained by comparing the calculated value and the experimental value when the inductance ratio $K_{L}$ is 1.4 , the transformer turn ratio $N$ is 1.05 , and the characteristic impedance $Z_{o}$ is 61.24 . In the figure, $Q$ is set as $0.69,1.37$, or 6.85 , and when $\omega_{n}$ is 1 , it can be seen that the voltage gain does not reach 1 and the peak value decreases as $Q$ increases. This result is consistent with the above description, and the fact that the experimental value and the calculated value were consistent (within a certain range) supports the validity of the steady-state characteristic expression of Equation (15).


Figure 7. Frequency characteristics of DC voltage gain $M$ for LLC resonant converter according to internal loss resistance $R_{K}$ : (a) When the internal loss resistance $R_{K}$ is 0 ; and (b) when $R_{K}$ is 0.03 .


Figure 8. Frequency characteristics of the DC voltage gain $M$.

### 2.4. Input Impedance Characteristics

Figure 9 shows the equivalent circuits used to analyze the input impedance characteristics of the AC equivalent circuit with internal loss resistance. Figure 9a is the circuit used to find the input impedance for the AC equivalent circuit of Figure 5, and Figure 9b is the equivalent circuit in which the components in each branch are expressed by their respective impedances. Equation (18) was used to derive the normalized input impedance $Z_{N}$ from Figure 9 a . In this case, the normalized input impedance $Z_{N}$ is the ratio of the input impedance $Z_{I N}$ and the characteristic impedance $Z_{0}$. If Equation (18) is divided into real and imaginary terms and the absolute value is taken, Equation (19) is obtained [25,26]. If the internal resistance is set to 0 in Equation (19), Equation (20) is obtained, and it can be seen that this is the same as the existing lossless input impedance characteristic equation. In order to analyze the frequency characteristics of the normalized input impedance $Z_{N}$, Equations (21) and (22) were obtained by substituting zero and infinity for $Q$, respectively. Table 2 summarizes the convergence results of the normalized input impedance $Z_{N}$, according to the normalized angular velocity $\omega_{n}$. It was found that the normalized angular velocity $\omega_{n}$, which becomes the lowest value of the normalized input impedance $Z_{N}$, differs depending on the $Q$ value; in particular, each lowest value corresponds to about twice the internal equivalent resistance $R_{K}$. The junction of the two conditions can be derived from the conditional expression of Equation (23), and the normalized angular velocity $\omega_{n}$ and the normalized input impedance $Z_{N}$ at this time are expressed by Equations (24) and (25),
respectively. Figure 10 shows the frequency characteristic graph of Equation (19), and the results of Table 2 are reflected in the graph [27].

$$
\begin{equation*}
Z_{N}=\frac{Z_{I N}}{Z_{o}}=\left(R_{K}+j \omega_{n}-j \frac{1}{\omega_{n}}\right)+\left(\frac{R_{K}+j \omega_{n}\left(R_{K} Q+1\right) K_{L}}{1+2 R_{K} Q+j \omega_{n} Q K_{L}}\right) \tag{18}
\end{equation*}
$$

$$
\begin{gather*}
\left|Z_{N}\right|=\sqrt{\left[R_{K}+\frac{R_{K}+\omega_{n}^{2}\left(R_{K} Q+1\right) Q K_{L}^{2}}{\left(1+2 R_{K} Q\right)^{2}+\omega_{n}^{2} Q^{2} K_{L}^{2}}\right]^{2}+\left[\omega_{n}-\frac{1}{\omega_{n}}+\frac{\omega_{n} K_{L}}{\left(1+2 R_{K} Q\right)^{2}+\omega_{n}^{2} Q^{2} K_{L}^{2}}\right]^{2}}  \tag{19}\\
\left|Z_{n}\right|=\left|\frac{Z_{I N}}{Z_{o}}\right|=\sqrt{\left(\frac{\omega_{n}^{2} K_{L}^{2} Q}{1+\omega_{n}^{2} K_{L}^{2} Q^{2}}\right)^{2}+\left(\omega_{n}-\frac{1}{\omega_{n}}+\frac{\omega_{n} K_{L}}{1+\omega_{n}^{2} K_{L}^{2} Q^{2}}\right)^{2}}  \tag{20}\\
\left|Z_{N}\right|_{Q=0}=\sqrt{4 R_{K}^{2}+\left(\omega_{n}-\frac{1}{\omega_{n}}+\omega_{n} K_{L}\right)^{2}}  \tag{21}\\
\left|Z_{N}\right|_{Q=\infty}=\sqrt{\left(R_{K}+\frac{R_{K} \omega_{n}^{2} K_{L}^{2}}{4 R_{K}^{2}+\omega_{n}^{2} K_{L}^{2}}\right)^{2}+\left(\omega_{n}-\frac{1}{\omega_{n}}\right)^{2}}  \tag{22}\\
\left|Z_{N}\right|_{Q=0}=\left|Z_{N}\right|_{Q=\infty}  \tag{23}\\
\omega_{n}=\sqrt{\frac{2}{K_{L}+2}}  \tag{24}\\
\left|Z_{N}\right|=\sqrt{4 R_{K}^{2}+\frac{K_{L}^{2}}{2 K_{L}+4}} \tag{25}
\end{gather*}
$$



Figure 9. The input impedance $Z_{N}$ of the AC equivalent circuits: (a) Equivalent circuit of input impedance $Z_{N}$; and (b) simplified equivalent circuit of input impedance $Z_{N}$.


Figure 10. The frequency characteristic of the normalized input impedance $\left|Z_{N}\right|$ : (a) At $Q=0$ and infinity; and (b) for various values of $Q$.

Table 2. Normalized input impedance $Z_{N}$ of the converter, according to each normalized frequency $\omega_{n}$.

| Conditions | $Q=0$ | $Q=\infty$ |
| :---: | :---: | :---: |
| $\omega_{n}=0$ | $\left\|Z_{N}\right\|=\infty$ | $\left\|Z_{N}\right\|=\infty$ |
| $\omega_{n}=\frac{1}{\sqrt{K_{L}+1}}$ | $\left\|Z_{N}\right\|=2 R_{K}$ | $\left\|Z_{N}\right\|=\sqrt{R_{K}^{2}+\frac{K_{L}^{2}}{1+K_{L}}}$ |
| $\omega_{n}=1$ | $\left\|Z_{N}\right\|=\sqrt{4 R_{K}^{2}+K_{L}^{2}}$ | $\left\|Z_{N}\right\|=2 R_{K}$ |
| $\omega_{n}=\infty$ | $\left\|Z_{N}\right\|=\infty$ | $\left\|Z_{N}\right\|=\infty$ |

## 3. Optimal Design of LLC Resonant Converter

### 3.1. Optimal Design Process

The design process of an LLC resonant converter with internal loss, using the steadystate analysis results mentioned in the previous section, is detailed here. First of all, it is necessary to determine the maximum $Q$ value in the $D C$ voltage gain range required for design, as in the previous research. The peak value of $M$ appearing at a specific $Q$ value occurs at the lowest point of the normalized input impedance of Equation (26) and, in this case, it can be obtained under the condition that the imaginary term is 0, as in Equation (27). Equation (28), which summarizes Equation (27), is the normalized angular velocity $\omega_{n} \max$ at which $M$ becomes maximum for a specific $Q$ value [28].

$$
\begin{align*}
Z_{N}=\left[R_{K}+\frac{R_{K}+\omega_{n}^{2}\left(R_{K} Q+1\right) Q K_{L}^{2}}{\left(1+2 Q R_{K}\right)^{2}+\omega_{n}^{2} Q^{2} K_{L}^{2}}\right] & +j\left[\omega_{n}-\frac{1}{\omega_{n}}+\frac{\omega_{n} K_{L}}{\left(1+2 Q R_{K}\right)^{2}+\omega_{n}^{2} Q^{2} K_{L}^{2}}\right]  \tag{26}\\
\omega_{n \max }- & \frac{1}{\omega_{n \max }}+\frac{\omega_{n \max } K_{L}}{\left(1+2 Q R_{K}\right)^{2}+\omega_{n \max }^{2} Q^{2} K_{L}^{2}}=0  \tag{27}\\
& \omega_{n \max }=\left(\sqrt{\left(A^{2}+B\right)}-A\right)^{\frac{1}{2}}  \tag{28}\\
A= & \frac{K_{L}+B}{2 Q_{\max }^{2} K_{L}^{2}}-\frac{1}{2}, \quad B=\left(1+2 R_{K} Q_{\max }\right)^{2}
\end{align*}
$$

Substituting the result of Equation (28) into Equation (29) for DC voltage gain, an expression satisfying Equation (30) is obtained, where $Q$ is proportional to the load current as in Equation (31). Figure 11 is a graph of the results obtained from Equations (27) and (30). Figure 11a is the graph from Equation (30) for each $K_{L}$ value, and Figure 11 b is the graph from Equation (27) for each $K_{L}$ value. Figure 11c is a $Q-M$ graph according to the internal equivalent resistance, from which it can be seen that the peak value of $M$ is relatively low when there is an internal equivalent resistance in the figure [29,30]. Figure 11d shows the peak value of $M$ at a specific value of $Q$. In general, this graph serves as a criterion for finding an important $Q$ value in the design process of an LLC resonant converter under a given $D C$ voltage gain.

$$
\begin{equation*}
M_{\text {peak }}=\frac{\sqrt{1+\left(\frac{R_{K}}{\omega_{n} K_{L}}\right)^{2}}}{\sqrt{\left(2 Q_{\max } R_{K}+1\right)^{2}\left[1+\frac{1}{K_{L}}\left(1-\frac{1}{\omega_{n}^{2}}\right)\right]^{2}+\left(\frac{2 R_{K}}{\omega_{n} Q_{\max } K_{L}}+\frac{1}{\omega_{n}}-\omega_{n}\right)^{2} Q_{\max }^{2}}} \tag{29}
\end{equation*}
$$

$$
\begin{gather*}
\left(2 Q R_{K}+1\right)^{2}\left[1+\frac{1}{K_{L}}\left(1-\frac{1}{\omega_{n}^{2}}\right)\right]^{2}+\left(\frac{2 R_{K}}{\omega_{n} Q K_{L}}+\frac{1}{\omega_{n}}-\omega_{n}\right)^{2} Q^{2}-\frac{1+\left(\frac{R_{K}}{\omega_{n} K_{L}}\right)^{2}}{M^{2}}=0  \tag{30}\\
Q=\left(\frac{Z_{o} \pi^{2}}{8 N^{2} V_{o}}\right) I_{o} \tag{31}
\end{gather*}
$$



Figure 11. Characteristic graph of peak $D C$ voltage gain $M$ : (a) Peak $D C$ voltage gain $M$ vs. normalized frequency $\omega_{n} ;(\mathbf{b}) Q$ vs. Normalized frequency $\omega_{n} ;(\mathbf{c}) \mathrm{DC}$ voltage gain $M$ in accordance with internal loss resistance $R_{K}$; and (d) DC voltage gain $M$ in accordance with inductance ratio $K_{L}$.

Figure 12 below shows the operation range of the LLC resonant converter, partially enlarged in the DC voltage gain characteristic graph of Figure 7. In the figure, $M$ takes the maximum and minimum values of the normalized angular velocity $\omega_{n}$, according to the input voltage range, and the operation area is formed as a closed loop connecting the points A, B, C, and D. At this time, within a specific $Q$ value range proportional to the load current, the peak value of $M$ can be determined as in Equation (27). In order to design a stable control system in the LLC resonant converter, it is necessary to ensure that the peak value of $M$ is on the outer left side of the operating range, as shown in the figure [31].

Table 3 shows the design specifications of the LLC resonant converter designed in this paper. The input voltage range is $360-400 \mathrm{~V}$, the maximum output is about 2 kW , the output voltage is 54 V , the resonance frequency is 125 kHz , and the inductance ratio is 8 . At the normal input voltage of 390 V in Table 3, the transformer turn ratio is given as in Equation (32). Although the maximum output is 2 kW when the maximum output including the margin is 2.250 kW , the AC resistance $R_{A C}$ is as given in Equation (33). The maximum and minimum voltage gain, with respect to the input voltage, are shown in Equations (34) and (35), respectively. If the peak value of $M$ for $Q$ is obtained from Equation (30), it can be obtained from two points, as shown in Figure 13. Point A is the case with internal equivalent resistance, and point $B$ is the lossless case [32]. From the figure, it can be seen that $Q$ is about 0.44 at point $A$, and about 0.52 at $B$. In general, the difference in
$Q$ value affects the operating switching frequency range. The characteristic impedance is expressed in Equation (37), and the resonant components that play an important role in the operation of the converter are expressed in Equations (38)-(40).

$$
\begin{gather*}
N=\frac{V_{I N(\text { nom })}}{2 V_{o}}=\frac{380}{2 \times 54}=3.5  \tag{32}\\
R_{A C}=\frac{8 N^{2} V_{o}^{2}}{\pi^{2} P_{o(\max )}}=\frac{8 \times 3.5^{2} \times 54}{\pi^{2} \times 2250}=12.9 \Omega  \tag{33}\\
M_{\min }=\frac{2 N V_{o}}{V_{I N(\max )}}=\frac{2 \times 3.5 \times 54}{400}=0.95  \tag{34}\\
M_{\max }=\frac{2 N V_{o}}{V_{I N(\min )}}=\frac{2 \times 3.5 \times 54}{360}=1.05  \tag{35}\\
Q_{\max }=0.44  \tag{36}\\
Z_{o}=Q R_{A C}=5.7 \Omega  \tag{37}\\
C_{R}=\frac{1}{2 \pi f_{0} Z_{o}}=226 \mathrm{nF}  \tag{38}\\
L_{R}=\frac{Z_{o}}{2 \pi f_{o}}=7.3 \mu \mathrm{H}  \tag{39}\\
L_{M}=K_{L} L_{R}=58.4 \mu \mathrm{H} \tag{40}
\end{gather*}
$$



Figure 12. Operating range of LLC converter.
Table 3. Design Conditions for LLC Resonant Converters.

| Parameter | Symbol | Value | Unit |
| :---: | :---: | :---: | :---: |
| Input voltage range | $V_{I N}$ | $360-400$ | V |
| Nominal input voltage | $V_{I N}(n o m)$ | 380 | V |
| Output voltage | $V_{o}$ | 54 | V |
| Maximum output power | $P_{o} \max$ | 2.0 | kW |
| Maximum output current | $I_{0} \max$ | 36 | A |
| Resonant frequency | $f_{0}$ | 125 | kHz |
| Inductance ratio | $K_{L}$ | 8 | - |

### 3.2. Circuit Simulation Results and Comparison

To verify the LLC resonant converter design result in the previous section, a circuit simulation was performed in this paper. We used the simulation software PSIM 11.0, and the circuit diagram is shown in Figure 14. In the figure, the internal resistances of the converter reflect the internal losses. A photocoupler was applied to isolate the control signal, and a frequency-limited voltage-controlled oscillator (VCO) circuit was used to
stabilize the output voltage. Figure 15 shows the steady-state result waveform of the PSIM simulation obtained under two load conditions. In Figure 15a, the load current is about 4 A, while in Figure 15b the load current is about 36 A-the maximum output. At a typical input voltage of 390 V , the switching frequency was close to the resonance frequency, and both the magnetization current and the resonance current showed stable waveforms. This result is considered to indirectly confirm that the previously designed main resonant components were designed relatively appropriately [33-35].


Figure 13. Internal loss resistance and change in $Q$ value.


Figure 14. PSIM simulation schematic of a half-bridge LLC resonant converter.


Figure 15. Steady-state waveform result of half-bridge LLC resonant converter with PSIM simulation: (a) At low load power; and (b) at full load power.

## 4. Experimental Results

In order to verify the design result of the LLC resonant converter in the previous section, an experimental circuit was constructed and its characteristics were analyzed. Table 4 shows the models and electrical specifications of the main components used in the experimental circuit. In Figure 16, Vishay's 650 V class MOSFET was used for the main switch and the gate on-resistance was $39 \mathrm{~m} \Omega$. Six resonant capacitors were used in parallel to increase the current rating, and a ferrite core (PQ3552 model) was used for the transformer. The rectifying diode on the secondary side of the transformer applied a synchronous rectifier circuit to reduce the rectification loss, and the on-resistance of the rectifier switch was $5.1 \mathrm{~m} \Omega$. Figure 17 provides a photograph of the experimental configuration, which shows the experimental circuit and measuring instruments used for the test. The power supply used in the experiment was a 61,505 from Chroma (Foothill Ranch, CA, USA), the electronic load was a PLA5K-600-300 from Amrel (San Diego, CA, USA), the power analyzer was a WT1802E from YOKOGAWA (Tokyo, Japan), and the oscilloscope was a 44MXS-B from LeCroy (Chestnut Ridge, NY, USA). Figure 18 shows the steady-state operation waveform of the experimental circuit. Figure 18a,b shows the results when the input voltage was 390 V whereas Figure 18c,d shows the results when the input voltage was 400 V . Figure 18a,c shows when the load current was at 4 A whereas Figure $18 b, d$ shows when the load current was at 36 A . In the figure, the waveforms represent the resonance current $i_{L R}$, magnetizing current $i_{L M}$, the transformer primary current $i_{p}$, and the transformer primary voltage $v_{p}$, from the top. In the figure, each current and voltage waveform maintained a stable state, with respect to load change and input voltage change, and was controlled at an appropriate switching frequency state. In particular, when the input voltage was 390 V , the waveforms of the experimental result and the PSIM simulation result were similar.

Table 4. Main components and electrical ratings used in the experimental circuit.

| Parameter | Symbol | Value | Specifications |
| :---: | :---: | :---: | :---: |
| Main switch | $S_{1,2}$ | SiHG73N60E | $650 \mathrm{~V}, 73 \mathrm{~A}, 39 \mathrm{~m} \Omega$ |
| Resonant capacitor | $C_{R}$ | 234 nF | $39 \mathrm{nF} \times 6$ |
| Resonant inductor | $L_{R}$ | $7 \mu \mathrm{H}$ | PQ 3535 |
| Resonant inductor | $L_{M}$ | $58 \mu \mathrm{H}$ | PQ 3535 |
| Transformer turns ratio | $N$ | $35: 10: 10$ | PQ 3552 |
| Rectifier switch | $D_{1,2}$ | IPP051N15N5 | $150 \mathrm{~V}, 120 \mathrm{~A}, 5.1 \mathrm{~m} \Omega$ |
| Output capacitor | $C_{o}$ | $960 \mu \mathrm{~F}$ | $120 \mu \mathrm{~F} \times 8$ |



Figure 16. Basic schematic for experimental circuit.


Figure 17. Experimental circuit and experimental configuration.
Figure 19 shows the relationship between the DC voltage gain and frequency measured in the experimental circuit. Figure 19a shows the comparison of experimental values, calculated values, and simulation results of input voltage and switching frequency when the load current was maintained at 4 A . Figure 19 b shows the results for the voltage gain $M$ versus the normalized angular velocity $\omega_{n}$. When the load was small, the difference between the case with and without the internal equivalent resistance was not large. The difference between the experimental value and the calculated value in the figure is thought to be due to the fundamental harmonic approximation (FHA) approximation method, which increases the error at no load, being used for the voltage gain equation derived from the AC equivalent circuit. Figure 20 shows the measured voltage gain characteristics when the load current was 36 A . Figure 20a shows the results for the input voltage versus the switching frequency, while Figure 20b shows the results for the voltage gain $M$ versus the normalized angular velocity $\omega_{n}$. As can be seen from the figure, as the load power increases, the calculated, simulation, and experimental values showed similar trends; however, it can be seen that the lossless conditions and the experimental values showed a large difference. Therefore, the steady-state characteristic equation and design process derived in this paper are considered to be valid. Figure 21 compares the relationship between the switching frequency and the load current of the experimental circuit. Figure $21 \mathrm{a}, \mathrm{b}$ shows the results under input voltages of 390 V and 400 V , respectively. The load current was measured up to 35 A . In the figure, the solid line denotes the calculated value and the dotted line is the simulation value. In the figure, when the internal equivalent resistance is $R_{K}=0$, the switching frequency decreases according to the load current, but the
decrement is significantly smaller than the experimental value. On the other hand, when the internal equivalent resistance is $R_{K}=0.025$, it presented more similar characteristics to the experimental value. Therefore, the AC equivalent circuit, steady-state characteristic equation, and optimal design proposed in this paper are effective in the actual design, in terms of the amount of change in switching frequency with respect to input voltage and load current change. Figure 22 shows the power conversion efficiency of the experimental circuit. When the input voltage was a typical voltage of 390 V , the maximum efficiency was $97.6 \%$; even at an input voltage of 420 V , it was $97.3 \%$. As previously mentioned through equivalent circuits and derived equations in Sections 2 and 3, the parasitic resistance of the main components is required to be considered for a more precise and optimal design of the LLC resonant converter. In particular, since switching frequency and resonant frequency are generally from hundreds of kHz to MHz , most of the power loss occurs from switching loss in main switches, conduction loss in transformer winding, and core loss in the core of transformer and inductors [36].


Figure 18. Experimental waveform in steady-state: (a) At an input voltage of 390 V and load current of 4 A ; (b) at an input voltage of 390 V and load current of 36 A ; (c) at an input voltage of 400 V and load current of 4 A ; and (d) at an input voltage of 400 V and load current of 36 A .


Figure 19. Frequency characteristics of $D C$ voltage gain $M$ at low load current: (a) Input voltage characteristics in accordance with switching frequency variation; and (b) DC voltage gain $M$ characteristic in accordance with normalized frequency variation.


Figure 20. Frequency characteristics of $D C$ voltage gain $M$ at high load current: (a) Input voltage characteristics in accordance with switching frequency variation; and (b) DC voltage gain $M$ characteristic in accordance with normalized frequency variation.


Figure 21. Load characteristics of switching frequency: (a) Input voltage of 390 V ; and (b) input voltage of 400 V .


Figure 22. Measured power conversion efficiency of the experimental circuit.

## 5. Discussion

In order to confirm the validity of the steady-state characteristic equation and the optimal design process, a converter with a maximum output of 2 kW , an input voltage of 390 V , an output voltage of 54 V , and a resonance frequency of 125 kHz was designed, and we compared the simulation, calculation, and experimental results. First, at low output current, there was a difference between the experimental value and the calculated value due to the fundamental harmonic approximation (FHA) method, which increases the error at no load, being used for the voltage gain equation. As the load power increased, the calculation, simulation, and experimental results showed similar trends. In particular, it could be seen that the calculation results proposed in this paper were closer to the experimental results than the calculation results under the lossless condition. From this, it can be seen that the steady-state characteristic equation reflecting the internal loss resistance derived in this paper and the optimal design process are helpful in actual design.

Next, the relationship between the switching frequency and the load current of the experimental circuit was compared, in order to determine the operating range of the switching frequency, which is important in the converter design stage. The load current was measured up to 35 A . When the internal equivalent resistance was calculated as 0 , the switching frequency decreased according to the load current, but the amount of decrement was significantly smaller than the experimental value. When the internal equivalent resistance was considered, the switching frequency characteristics were similar to the experimental results. The experimental and calculation results were compared in the switching frequency characteristic graph when the converter operated under light load and maximum load conditions. In this case, it was confirmed that the calculated value reflecting the internal loss also showed a close result.

## 6. Conclusions

In this paper, a steady-state model of an LLC resonant half-bridge converter with internal loss resistance was proposed, and steady-state characteristic equations of DC voltage gain and input impedance were derived. From the frequency characteristic graph of DC voltage gain, it was revealed that the voltage gain was reduced, compared to the previous case where the internal equivalent circuit was not considered. Additionally, the optimal design process of important components required for the design of LLC resonant converters was shown, using the characteristic equations and graphs of the input impedance.

The change of the switching frequency with respect to the load current at each input voltage was compared with the calculated value and the experimental result. As a result, it was possible to confirm the usefulness of the analysis results, reflecting the internal loss resistance proposed in this paper and the process of optimal design. The power conversion efficiency of the experimental circuit showed a maximum of $97.6 \%$ when the input voltage
was 390 V , and the maximum efficiency remained as high as $97.3 \%$ when the input voltage was 420 V .
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#### Abstract

In order to meet the demands of desirable efficiency, transformerless DC/DC equipment with great voltage step-down are inevitable needed. This research offers a unique type of highfrequency, high-voltage-gain DC/DC converter, which comprises a switched capacitor (SC) converter and a buck converter. Thanks to the transformation of a two-stage converter to a single-stage converter, it has a considerable ratio of step-down voltage transformation and a reasonable duty cycle. In addition, it can permit low voltage stress on the switches. The simple control method and easy driving circuit implementation makes it scalable for high-power-level devices. Low cost can be realized as fewer components are needed. Under all operational circumstances, total soft-charging and low equipment voltage stresses are accomplished. Compared to those classic high-voltage-gain converters, the proposed converter exhibits merits of higher efficiency, higher flexibility, lower ripples, and lower costs. A comprehensive analysis is carried out for the converter's steady-state operations. With a 1 MHz switching frequency, a 900 W prototype of a 20-time converter is constructed, with a peak efficiency of $92.5 \%$. Simulations and experiments verify the effectiveness of the theoretical investigation of the converter's operation.


Keywords: high-frequency hybrid converter; DC microgrids; high efficiency; low-voltage-stress; high-voltage conversion ratio; cost-effective

## 1. Introduction

In an inter-grid scenario with a lot of distributed generation (DG), the traditional power grid architecture, which is made up of numbers of power stations, transmission, and distribution networks, will be displaced by a number of microgrids [1]. For instance, DC microgrids are well used in car, airplane, data center, and boat systems [1-7]. In many applications, a DC bus is used to distribute power so that lighting systems, motor drives, and devices that store energy can work together. A high-gain converter is needed to ensure that the DC voltage buses feed low-voltage loads, such as those in records centers, in a way that is both efficient and good for the power quality.

Step-down conversion is often carried out using DC/DC buck converters since they have fewer active switches and passive components. However, for high-duty cycle operation, the energy efficiency of the converter decreases substantially. Traditional buck $\mathrm{DC} / \mathrm{DC}$ converters have a limited voltage gain as they lose a lot of power when the voltage goes very high [4,5]. They are not good for applications that need a lot of voltage gain. To get a huge voltage gain, a two-stage converter consisting of two cascaded buck converters has been suggested [8]. To stop the beat-frequency effect, a set of controllers that work together would have to be used to control the active switches. The controller's design would become more challenging as a result [8]. Additionally, if the input voltage and load value vary, instability is quite probable [9].

The switched capacitor (SC) converter belongs to a non-isolated DC/DC converter that may boost voltage while preserving efficiency [10-18]. SC converters without magnetic components would be tiny and powerful. Dickson, Fibonacci (FIB), series-parallel, and other high-voltage-gain SC converters have been studied previously [19-27]. Generally, the SC converter cannot achieve both high efficiency and sufficient line and load regulation [28-31]. Efficiency will suffer greatly if precision control is sought [28-30]. A two-stage DC/DC converter may improve control and voltage gain. The standard buck converter is utilized in the second stage, owing to regulatory considerations and the necessity for high-voltage-gain with few components. Additionally, multi-phase buck converters may provide a significant current capacity for high-power applications. The regulation issue is often solved and voltage gain is increased by using two-stage $\mathrm{DC} / \mathrm{DC}$ conversion [32]. Figure 1 depicts the system diagram for this two-stage converter topology. A multiphase buck converter with regulation makes up the second stage, whereas the first stage is made up of an uncontrolled SC converter. Most of the high-voltage-gain is produced by the first-stage converter, while precise control is produced by the second stage. The design has two downsides, despite its advantages: (a) the two-stage design has a larger bill of materials (BOM) cost since it has more circuit components; and (b) the efficiency may drastically decrease with two switching stages and large switching losses by the relative components.


Figure 1. Conventional two-stage $\mathrm{DC} / \mathrm{DC}$ converter with high-voltage-gain.
For high-voltage and high-current devices, a hybrid transformerless DC/DC converter with great efficiency is discussed in this article. With substantially less switches as well as y control. It has a reasonable duty cycle, and low cost because it combines a two-stage into one stage, which minimizes the number of components needed. To reduce current ripple, the recommended converter employs interleaving control. The principle of the suggested converter is validated, and the improved performance is shown in both simulations and experiments. Fair comparisons among the proposed converter and other popular singlestage converters are given in Table 1. Here, the star symbols (i.e., "*") indicate the polarities of the transformer. It is exhibited that even with a larger voltage gain, the suggested circuit can implement a higher efficiency.

Table 1. Comparisons among different single-stage converters.

| The Converter <br> Topology in | Voltage Gain <br> (Times) | Output Power <br> (W) | Switching <br> Frequency <br> (kHz) | Peak Efficiency <br> $\mathbf{( \% )}$ |
| :---: | :---: | :---: | :---: | :---: |
| $[33]$ | 15 | 2000 | 100 | 90 |
| $[34]$ | 15 | 2000 | 100 | 92 |
| $[35]$ | 16.6 | 100 | 100 | 90 |
| $[36]$ | 16.6 | 300 | 100 | 92.5 |
| Proposed | 20 | 900 | 100 | 92.5 |

## 2. Operation Principle and Configuration for the Designed DC/DC Converter

This section describes the suggested DC/DC SC-buck converter's system architecture and modular design. The suggested converter's operating theory is then described.

### 2.1. System Topology and Modular Scheme

The suggested SC-buck converter is depicted in Figure 2. On the basis of the aforementioned theories, some assumptions are completed first.


Figure 2. Configuration of the suggested converter at the system level.
a. Each switching component in the recommended converter is perfect.
b. Voltage variation between the capacitors is ignored; therefore, all capacitors have ideal values to maintain virtually constant holding voltages throughout operation. As a result, the capacitors are assumed as ideal voltage sources.
c. The dead-time between activating one switch and deactivating a complimentary switch is minimal compared to the conduction time of each switch, and may therefore be ignored. The dead-time is excluded from the examination of circuit structure in order to make it simpler.
d. Every switch within the modules has equal switching frequency while the suggested converter is working in steady-state.

The suggested $M$-phase converter contains $N$ programmable modules of SC-buck circuits in each of its phases. With the exception of the first module, which is devoid of a flying capacitor, $C_{B 0}$, each phase is made up of two complementary MOSFETs, a flying $\operatorname{MOSFET} \Phi_{i}(i=0,1,2, \ldots,-1)$ and a bottom $\operatorname{MOSFET} \bar{\Phi}_{i}(i=0,1,2, \ldots, N-1)$, a flying capacitor $C_{\mathrm{B}(i)}(i=1,2, \ldots, N-1)$, and an input capacitor $C_{i}(i=0,1,2, \ldots, N-1)$. The design of each module in the proposed converter's switched-capacitor-buck circuit is shown in Figure 3.


Figure 3. Configuration of the SC-circuit model.

The proposed converter's input and output voltages are represented by $v_{\mathrm{IN}}$ and $v_{\text {OUT }}$, respectively; the inductor currents on $L_{i}(i=0,1,2, \ldots, N-1)$ and the voltages acros $C_{B(i)}(i=1,2, \ldots, N-1)$ are represented by $i_{L i}(i=0,1,2, \ldots, N-1)$ and $v_{\mathrm{B}(i)}(i=1,2, \ldots, N-1)$. Additionally, $\overline{d_{i}}(i=0,1,2, \ldots, N-1)$ is used to denote the duty ratios of the MOSFETs. The bottom MOSFETs' complementary duty ratios $d_{i}$ $(i=0,1,2, \ldots, N-1)$ are shown as $\Phi_{i}(i=0,1,2, \ldots, N-1)$. Evidently, $d_{i}+\overline{d_{i}}=1$.

The steady-state functioning of $L_{i}(i=0,1,2, \ldots, N-1)$ is given by the following expressions to achieve voltage-second balance.

$$
\left\{\begin{array}{c}
V_{\mathrm{OUT}}=\left[V_{\mathrm{B}(i+1)}-V_{\mathrm{B}(i)}\right]  \tag{1}\\
V_{\mathrm{B}(N)}=V_{\mathrm{IN}} \\
V_{\mathrm{B} 0}=0
\end{array}(i=0,1,2, \ldots, N-1)\right.
$$

On the basis of (1), the voltage gain $M$ can be obtained as

$$
\begin{equation*}
M=\frac{V_{\mathrm{OUT}}}{V_{\mathrm{IN}}}(i=1,2,3, \ldots, N) \tag{2}
\end{equation*}
$$

To achieve charge equilibrium across all $C_{\mathrm{B}(i)}$, the following expression is derived:

$$
\begin{equation*}
I_{L 0} D_{0}=I_{L 1} D_{1}=I_{L 2} D_{2}=I_{L(N-1)} D_{N-1} \tag{3}
\end{equation*}
$$

According to (3), each inductor's steady-state current will be the same because the flying MOSFET's duty ratios are equal.

The benefits that the modular design can reduce the intricacy of the power converter system and provide uniform thermal distribution are realized in the majority of applications by spreading the inductor currents evenly. It is desirable for the converter to maintain a constant temperature throughout with no hot areas. This means that all devices will experience the same power stress distribution. It allows the converter to provide the most power at the required temperature.

Consequently, the duty ratios, $D_{i}$, of each flying MOSFET are all adjusted to the same value.

$$
\begin{equation*}
D_{0}=D_{1}=D_{2}=\ldots=D_{N-1}=D \tag{4}
\end{equation*}
$$

where $D$ stands for the flying MOSFETs' consistent duty ratio to ensure equitable current sharing.

Substitute (4) into (1) and (2),

$$
\begin{equation*}
M=\frac{V_{\mathrm{OUT}}}{V_{\mathrm{IN}}}=\frac{D}{N}(i=1,2,3, \ldots, N) \tag{5}
\end{equation*}
$$

The $M$ in (5) is equivalent to that of an $N$-phase buck converter with a $N: 1$ ratio SC converter that is duty-cycle-regulated. It should be noted that the duty ratios are designed for the proposed circuit operating at the continuous current mode (CCM).

### 2.2. Operating Principle

The duty cycle should be near to $1 / 2$ for optimal efficiency in typical buck converters [4]. Based on the design procedure in [33], both the maximum and lowest duty cycles must be constrained to optimize the converter in terms of efficiency, cost, and size. Consequently, the value of $N$ can be obtained from (5). In this research, a three-phase converter with four modules in each phase is used to show the working concept.

Figure 4 a depicts the converter in steady-state operation with three phases and four modules working in each phase. The flying MOSFET 0 and 2 are controlled by signal PWM1, while MOSFET 3 and MOSFET 4 are controlled by PWM-2 that is in reverse phase with PWM-1. The converter's matching timing diagram is depicted in Figure 4b. In Figure 4a, the converter is shown operating in three phases, with four modules operating in each
phase as it would in a typical situation. Signal PWM-1 is in charge of controlling the flying MOSFETs 0 and 2. Signals in PWM-2 that are out of phase with PWM-1 are used to control components 3 and 4 . Figure 4 displays the suggested converter's timing diagram, b.


Figure 4. (a) Schematic diagram of the suggested converter; and (b) the corresponding timing schematic.

The switches controlled through PWM-1 will "ON", whereas the switches controlled through PWM-2 will "OFF" in state I. Consequently, the switches controlled through the complement of PWM-1 will "OFF" and the switches controlled through the complement of PWM-2 will "ON". According to Figure $5 \mathrm{a}, V_{\mathrm{IN}}$ charges the $C_{\mathrm{OUT}}$ and the $C_{\mathrm{B} 2}$ through $L_{1}$ and $L_{3}$, respectively. For $C_{\mathrm{B} 2}$ and $C_{\mathrm{OUT}}$, respectively, $C_{\mathrm{B} 1}$ and $C_{\mathrm{B} 3}$ are simultaneously
discharged. Meanwhile, $V_{\text {IN }}$ charges $L_{0}$ and $L_{2}$, storing energy in $L_{0}$ and $L_{2}$. The voltage on Cout powers the load.


Figure 5. Equivalent circuit diagrams for the three distinct operational states for each phase.
Every switch controlled through PWM-1 will "OFF" and every switch controlled through PWM-2 will "ON" in state II. Consequently, the switches operated by PWM-1's complement will "ON," while the switches operated by PWM-2's complement will "OFF." According to Figure $5 \mathrm{~b}, \mathrm{C}_{\mathrm{B} 1}$ and $C_{\mathrm{B} 3}$ are charged by the $V_{\mathrm{IN}}$ via $L_{0}$ and $L_{2}$. The load and $C_{\mathrm{B} 3}$ are being concurrently discharged by $C_{\mathrm{OUT}}$ and $C_{\mathrm{B} 2}$, respectively. While this is happening, $V_{\text {IN }}$ charges $L_{1}$ and $L_{3}$ and stores energy in them.

All switches under PWM-1 control will "OFF", while the switches under PWM-2 control will "OFF" in state III. The switches that are controlled by PWM-1 and PWM-2's complementary are therefore "ON". The flying capacitors do not charge or discharge, since all of the flying MOSFETs are deactivated. $V_{\text {IN }}$ charges and stores energy in inductors $L_{0}-L_{3}$. The simultaneous supply of the load by the voltage on Cout is shown in Figure 5c.

The following equations are deduced based on (4) and the assumption that all flying MOSFETs' duty ratios $D_{i}(i=1,2,3)$ are set to be the same to $D$ in order to realize an equitable current sharing condition across $L_{0}-L_{3}$.

$$
\left\{\begin{array}{c}
V_{\mathrm{B} 1} D=V_{\text {OUT }}  \tag{6}\\
\left(V_{\mathrm{B2} 2}-V_{\mathrm{B} 1}\right) D=V_{\text {OUT }} \\
\left(V_{\mathrm{B3}}-V_{\mathrm{B} 2}\right) D=V_{\text {OUT }} \\
\left(V_{\text {IN }}-V_{\mathrm{BB} 3}\right) D=V_{\text {OUT }}
\end{array}\right.
$$

Therefore, (6) can be rewritten as

$$
\left\{\begin{array}{c}
V_{\mathrm{OUT}}=\frac{D}{4} V_{\mathrm{IN}}  \tag{7}\\
V_{\mathrm{B} 1}=\frac{1}{4} V_{\mathrm{IN}} \\
V_{\mathrm{B} 2}=\frac{2}{4} V_{\mathrm{IN}} \\
V_{\mathrm{B} 3}=\frac{3}{4} V_{\mathrm{IN}}
\end{array}\right.
$$

Based on (7), $C_{\mathrm{B}(i)}(i=1,2,3)$ throughout this converter owns an offset voltage $V_{\mathrm{B}(i)}$ ( $i=1,2,3$ ) that resembles that of conventional converters.

According to (7), the steady-state voltage gain $M$ with $N=4$ is obtained as

$$
\begin{equation*}
M=\frac{V_{\mathrm{OUT}}}{V_{\mathrm{IN}}}=\frac{D}{4} \tag{8}
\end{equation*}
$$

which matches (2) when $N$ equals to 4 .
In line with the operating principle illustrated above, each flying capacitor is continually softly charged/discharged, efficiently mitigating the loss made by the flying capacitors' voltage ripple owning to the converter's hybrid architecture, which interconnects the buck inductor with the SC stage. In conventional SC-based converters, this crucial function will prevent the inrush current. This eliminates the charge-sharing losses that normally occur during charging. Because of this, the hybrid converter proposed here will always be gently charged, no matter the tolerance of the flying capacitors.

### 2.3. Interleaving Procedure

With the right gate driving signal control, $360 / 4$ interleaving between each module of the suggested converter might be put into practice. The timing diagram of the gate signals of $\Phi_{i}(i=0,1,2,3)$ is shown in Figure 6. This circuit combines a four-module switching capacitor converter with a standard four-phase interleaved buck converter. This may lead to the cancellation of four-phase current ripple and a significant decrease in current ripple. As a result, the current stress on the capacitors may be mitigated, and it would be possible to avoid using the enormous capacitor bank that is often needed to buffer the substantial current ripple. The corresponding current and voltage stresses for the switches are provided in Table 2.


Figure 6. Timing schematic of the gate signals for the MOSFET $\Phi_{\mathrm{i}}(i=0,1,2, \ldots, N-1)$ with flawless interleaving operation under four modules in each phase for the suggested converter.

Table 2. Voltage and current stresses of the switches.

| Power Switches | Voltage Stress | Current Stresss |
| :---: | :---: | :---: |
| $\Phi_{N-1}$ | $\left(V_{\text {OUT }} / N\right)$ | Peak of $I_{L(N-1)}$ |
| $\Phi_{i}(i=0,1, \ldots, N-2)$ | $2\left(V_{\text {OUT }} / N\right)$ | Peak of $I_{L i}(i=0,1, \ldots, N-2)$ |
| $\Phi_{i}(i=0,1, \ldots, N-1)$ | $\left(V_{\text {OUT }} / N\right)$ | Peak of $I_{L i}(i=0,1, \ldots, N-1)$ |

### 2.4. Circuit Design and Optimization

Switching frequency, the number of modules in the converter, maximum output current, input voltage, and output voltage are the key parameters that need to be specially designed for optimizing the layout of the circuit.

The inductance of the inductor for each module can be calculated using

$$
\begin{equation*}
L=\frac{V_{\mathrm{IN}} \cdot(1-D)}{\Delta I_{L} \cdot f_{s}} \tag{9}
\end{equation*}
$$

where the inductor current ripple is $\Delta I_{L}=\alpha \cdot I_{O_{M A X}}$ and $\alpha$ is typically 0.2 or 0.3 .

The capacitance of the flying capacitor for each module is derived using

$$
\begin{equation*}
C=\frac{I_{O_{M A X}} \cdot D}{\Delta V_{C} \cdot N \cdot f_{s}} \tag{10}
\end{equation*}
$$

where $\Delta V_{C}$ is the voltage ripple across the flying capacitors. The capacitances are determined by the switching frequency, load current, duty cycles of the flying active switches, number of modules, and desired voltage ripples. The voltage ripples are required to be controlled at the lowest level for high efficiency.

For the power switches, the maximum voltages are obtained through a scaling function of $N$. All switches' current rating are obtained by the peak value of their inductor currents.

## 3. Simulation and Experimental Verifications

First, simulation was finished to confirm the facticity of the suggested converter in interleaved operation. Table 3 displays the simulated parameters. The proposed converter is regulated in the reverse mode. The input voltage of the prototype is 2.4 V , while the output voltage is 48 V , which is a typical DC bus voltage for low-voltage DC microgrids. Figure 7a represents the full-load current waveforms of $L_{1}-L_{4}$. The voltage waveforms of the capacitors $C_{B 1}-C_{B 3}$ are shown in Figure 7 b . The average voltages on $C_{B 1}-C_{B 3}$ are 12 V , 24 V , and 36 V , respectively, with an output voltage of 48 V , as anticipated in (7). Figure 7c shows the input current and output voltage at full load. The voltage across FET $\Phi_{1}$ and $\overline{\Phi_{1}}$ is also processed, as shown in Figure 7d. Based on Table 3, the highest voltage stress for FET $\Phi_{i}(i=0,1,2)$ is 24 V . The highest voltage stress for FET $\bar{\Phi}_{i}(i=0,1,2,3)$ and $\Phi_{3}$ is 12 V .

Table 3. Main parameters of the simulation as well as hardware.

| Depiction | Symbols | Values |
| :---: | :---: | :---: |
| Inductor | $L_{0}-L_{3}$ | $0.2 \mu \mathrm{H}$ |
| Flying Capacitor | $C_{\mathrm{B} 1} C_{\mathrm{B} 3}$ | $47 \mu \mathrm{~F}$ |
| Resistor Load | $R_{\mathrm{OUT}}$ | 6.95 mOhm |
| Output Voltage | $V_{\mathrm{OUT}}$ | 2.4 V |
| Output Power | $P_{\mathrm{OUT}}$ | 900 W |
| Input Voltage | $V_{\mathrm{IN}}$ | 48 V |

A prototype of the suggested hybrid DC/DC converter was built with $M=3$, meaning three phases were active, and $N=4$, meaning four modules were activated in each phase (see Figure 8). The hardware prototype consists of three stages. The power rating of each phase equals to 300 W , and $V_{\text {OUT }}$ equals to 2.4 V ; thus, the output current of each phase equals to 125 A . Each step of the prototype model consists of four parts. With an output voltage of 2.4 V , each module's flying capacitors and power inductor will carry around 31 A of current, while each module's power inductor will carry about 31 A of current. Three different types of components are used: (a) power MOSFETs, (b) inductors, and (c) capacitors. Three PCB boards, such as a DSP control board, a power stage board, and a signal processing board, are used in each step of the setup. The power stage board also comprises six components. The board can function in a four-module configuration when four modules are active and two are deactivated. A complete list of the parts used in the setup is provided in Table 4. The DSP TMS320F28335 is used to build the digital closed-loop controller. BSC009NE2LS5 MOSFETs are being used. The MOSFET has a turn-on resistance of less than $1 \mathrm{~m} \Omega$ and a rated voltage of 30 V . The drivers and control logic circuitry of the MOSFET would be further manufactured and combined onto a semiconductor chip to provide a more desirable way. The required ripple voltage, the flying active switches' duty cycle, the number of modules, and the output current at full-load frequency all affect the flying capacitor's capacitance. Voltage ripple should be as little as feasible to maximize efficiency. The efficiency of the flying capacitor will be enhanced by its own value. The capacitances of the flying capacitors are $47 \mu \mathrm{~F}$, with the ripple of the
peak-to-peak capacitor voltage being lower than 1 V . Flying capacitors may be thought of as a continuous voltage source/sink because of their low voltage ripple in comparison to their DC value. Electrical properties like input impedance, power losses, etc., are often connected with capacitance levels in the most of DC-DC converters. To produce less voltage ripple than DC flying capacitors, Class-II multilayer ceramic capacitors (MLCCs) with low equivalent series resistance (ESR) would be adopted. Additionally, to achieve a higher power density, class-II MLCCs sometimes provide a high capacitance per unit area. The flying capacitors employed in this setup are Class-II (e.g., X7R, X6S, etc.) MLCC capacitors. More capacitors should be added in parallel if the current rating of the selected capacitor is insufficient. For this setup, ten $4.7 \mu \mathrm{~F}$ MLCCs in parallel connection are adopted for each module, and the total capacitance is $47 \mu \mathrm{~F}$. The current grade for every MLCC equals 4 A . The size of the MLCC piece is $0.6 \mathrm{~mm} \times 0.3 \mathrm{~mm}$. According to the operating principle of our suggested design, because of the hybrid design of the suggested converter, which connects the buck inductor to the SC stage, each flying capacitor can be softly charged/discharged during all operating periods. In conventional switched capacitor-based converters, this crucial characteristic will prevent the inrush current. Therefore, complete soft-charging functioning and low device strains are accomplished under all working circumstances.


Figure 7. Simulated results of the suggested converter in the reverse operation mode with (a) inductor $L_{0}-L_{3}$ current (A), (b) voltage for the converter capacitor $C_{B 1}-C_{B 3}(V)$, (c) input current (A) and output voltage (V); and (d) device $\Phi_{3}$ and $\overline{\Phi_{3}}$ drain-to-source voltage (V).

In general, the current ratings of all power MOSFET switches may be derived from the peak inductor current. In reality, all switch current ratings are identical to power inductor current values. The power MOSFET utilized in the experimental setup is manufactured by Infineon and has the component number BSC009NE2LS5. The device's current flow under full load is substantially less than the maximum continuous drain current of 100 A . Full load current may flow via this MOSFET. This power MOSFET is put in a $4 \mathrm{~mm} \times 4 \mathrm{~mm}$ package to power both the bottom and flying MOSFETs. The size of power MOSFETs may be decreased via system integration by further combining a pair of flying MOSFETs and a bottom MOSFET into a single package (which is not shown here to illustrate the concept). The prototype power inductor is a Wurth part with part number 744323020, based on the current that each module's power inductor conducts. The saturation current of the inductor
equals 52 A , which is a lot larger than its peak current. Its dimensions are 10.2 mm by 10.2 mm (with a height equal to 5 mm ). The test condition and the simulation condition are the same, as shown in Table 3.


Figure 8. Experimental setup of the suggested converter (a) single-phase for a power rating of 300 W ; (b) three-phase for a power rating of 900 W .

Table 4. Components for the prototype.

| Depiction | Part\# |
| :---: | :---: |
| Inductor | $744323020(0.2 \mu \mathrm{H})$ |
| Level Shifter | ADUM5240 |
| Switching Device | BSC009NE2L55 |
| Gate Driver | LTC4440 |
| Flying Capacitor CB1 | C3216X7R1H475K160AC |
| Flying Capacitor CB2 | C3216X7R1H475K160AC |
| Flying Capacitor CB3 | C3216X7R1H475K160AC |
| Digital Controller | TMS320F28335 |

Figure 9 illustrates the observed waveforms of the current and voltage. Figure 9a illustrates the observed PWM signals of $\Phi_{i}(i=0,1,2,3)$, and Figure 9 b represents the observed waveforms of the output voltage and capacitor voltages $C_{B 1}-C_{B 3}$. As demonstrated,
the voltage on $C_{B 1}$ is $12 \mathrm{~V}, C_{\mathrm{B} 2}$ is 24 V , and $C_{\mathrm{B} 3}$ is 36 V , which corresponds to the previous analysis. Figure 9c illustrates the current waveforms flow through $L_{0}-L_{3}$ under full load conditions (i.e., 900 W for 3 phases). The observed drain-to-source voltage's waveforms for $\Phi_{1}$ and $\overline{\Phi_{1}}$ are shown in Figure 9d. The aforementioned findings indicate that the suggested converter can realize a four-phase interleaved operation.

(a)

(b)

(c)

Figure 9. Cont.

(d)

Figure 9. (a) PWM signals on MOSFETs $\Phi_{i}(i=0,1,2,3)(\mathbf{b})$ voltages cross $C_{\mathrm{B} 1}-C_{\mathrm{B} 3}$ and output voltage (c) currents for $L_{0}-L_{3}$ (d) drain-to-source voltage on $\Phi_{1}$ and $\overline{\Phi_{1}}$.

The observed efficiency of the suggested converter switching at 1 MHz while operating in interleaved mode is shown in Figure 10. The input/output voltage are observed through the fluke multimeters under the high-resolution mode to achieve the most accurate results. The output current is tested with programmable chroma loads. The converter's measured maximum efficiency is $92.5 \%$, as depicted in Figure 10.


Figure 10. Observed efficiency for the converter under 2.4 V output voltage and 900 W output power.
Similar investigations were also conducted for the suggested circuit with $N=5$. Four modules are with the load conditions in Table 3, and one module is load-free. The switching signals of the four modules with loads are shown in Figure 11a, while the switching signals of the rest module are shown in Figure 11b. The corresponding waveforms of $V_{\text {OUT }}, I_{\text {OUT }}$, and $V_{\mathrm{DS}}$ for $\Phi_{1}$ are presented in Figure 12.

(a)

(b)

Figure 11. (a) PWM signals on MOSFETs $\Phi_{i}(i=1,2,3,4)$ and (b) PWM signals of MOSFETs $\Phi_{0}$ and $\overline{\Phi_{0}}$ of the studied circuit with $N=5$.


Figure 12. Waveforms of $V_{\text {out }}, I_{\text {out }}$, and $V_{\mathrm{DS}}$ for $\Phi_{1}$ for the proposed circuit with $N=5$.

## 4. A Comparison for Several Types of High-Voltage-Gain-Converters

Adopting two-stage DC/DC conversion is one common method for achieving highcurrent capacity, high-voltage-gain, and appropriate regulation all at the same time, as was previously described. Figure 13a shows a typical two-stage system for high-current and -power applications. A four-phase buck converter is formed as the first stage, while the second is a switched-capacitor converter with a $4: 1$ ratio. For applications requiring high-voltage-gain, this two-stage converter is often employed. Compared to single-phase buck operation, four-phase buck operation can achieve precise regulation with rapid reaction and readily manage high-power and high-current strains. Figure 13b shows the suggested converter acquiring the same voltage gain and power rating as the two-stage method to allow for a fair comparison. Given the same voltage gain and power rating, the two-stage system has eighteen active switches in each phase, while the suggested hybrid converter has eight active switches in each phase. All switches from the SC converter stage can be saved, resulting in a low BOM cost. With just one switching stage and fewer switching devices needed, the suggested converter may also achieve substantially greater efficiency with only one set of active switches and lower switching losses. In addition, Table 5 compares the performance of the suggested converter to converters from earlier stages. The recommended converter is proven to have a higher efficiency with the same voltage gain.


Figure 13. (a) Traditional two-stage solution with high-voltage-gain step-down conversion for highcurrent and -power devices. (b) Suggested conveter.

Table 5. Comparisons for the high-voltage-gain converters.

| Converter in | Voltage Gain <br> (Times) | Scalability | Switching <br> Frequency <br> (kHz) | Peak <br> Efficiency (\%) |
| :---: | :---: | :---: | :---: | :---: |
| [33] | 20 | Poor | 1000 | $90 \%$ |
| Cascaded multi-phase buck | 20 | Medium | 1000 | $91.7 \%$ |
| Proposed | 20 | Very good | 1000 | $92.5 \%$ |

## 5. Conclusions

In this work, a novel class of high-frequency transformerless converters is presented for high-efficiency applications that need high-voltage step-down ratios. The characteristics can be summarized as follows.
a. A high-voltage step-down ratio that is adjustable and has a medium duty cycle.
b. High efficiency due to the employment of low-voltage, high-powered switching devices and the smaller number of MOSFETs in the single merging stage, making it suitable for high-frequency operation.
c. Due to the interleaved operation, there is no pulsing current and minimal current ripple.
d. The total cost is relatively low because of the hybrid design using less MOSFETs and the integration of two-stage converters to single-stage converters.
e. Inherent modularity and scalability for high-power applications.
f. Mitigation current and voltage spike issues and electro-magnetic interference (EMI) concerns as a result of the flying capacitors' soft-charging action.

The research analyzes the recommended converter's steady-state performance. A 48 V to $2.4 \mathrm{~V}, 900 \mathrm{~W}$ converter system was created to illustrate the benefits of the recommended topology. The highest efficiency was 92.5 percent. The validity of the theoretical analysis was determined by simulation and experimentation. Applications needing a high-current, high-voltage-gain, and high-power hold a lot of potential for the recommended converter. The suggested hybrid converter may therefore be used in power conversion applications.
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#### Abstract

This paper introduces a quasi-resonant high-efficiency high-step-up DC-DC converter requiring a reduced number of components. The proposed circuit uses a coupled inductor associated with voltage multiplier cells to ensure high-voltage-gain operation without the necessity of an extremely high number of turns ratio. Quasi-resonant operation guarantees zero current switching (ZCS) for some diodes of the converter. A detailed steady-state analysis is carried out aiming at the adequate design of the circuit. Experimental results taken from the testing of a 400 W prototype operating in closed loop with an input voltage range of $25-48 \mathrm{~V}$, output voltage of 400 V and switching frequency of 100 kHz validate the analysis carried out and demonstrate the feasibility of the proposed converter.
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## 1. Introduction

Techniques associated with the generation of electrical energy have been improved to address the challenges associated with climate change and contribute to sustainable development. In this sense, production of electrical energy from renewable resources, such as wind, solar and biomass, is not an alternative anymore but a necessity [1,2]. Considering photovoltaic (PV) and fuel cell (FC) systems, the voltage levels are usually low and in the form of direct current (DC), diverging from the usual alternate current (AC) system that prevails in the distribution of electricity in most segments [3]. Thus, in order to adapt the voltage levels while taking into account technical and economic aspects, electronic energy processing is mandatory, from which low cost and high efficiency are expected. In this sense, high-step-up DC-DC converters are widely employed in applications where the primary energy source is characterized by a voltage level much lower than that required for the end use [4-8].

Providing energy to a DC distribution system or conditioning the voltage as an intermediate stage of a DC-AC conversion system are some applications of DC-DC converters. One of the main challenges in the use of such converters is to avoid expressive switching and conduction losses. Therefore, using circuits with a reduced number of components, featuring low-voltage stress on the semiconductors and with the ability of recycling the leakage energy are key to improving the overall system efficiency. However, achieving all these characteristics is not an easy task. One classic example is the boost converter, which is indeed a simple circuit but exhibits poor performance under high-voltage-gain conditions [9]. Addressing the limitations of the boost converter by the use of techniques to improve the voltage gain has been extensively investigated in the literature [10-12]. Among the several techniques discussed in [12], one can be highlighted: boost-based solutions using a single active switch, a single coupled inductor and voltage multiplier cells (VMCs), such as the boost-flyback and the boost associated with VMCs introduced in [13] and [14], respectively, in addition to other solutions recently reported in the literature [15-19]. In all these examples, voltage gain is dependent on the duty cycle $(D)$ and on the number
of turns ratio ( $n$ ) of the coupled inductor. As a result, higher voltage conversion ratios can be achieved without extreme duty cycle values, and therefore a higher efficiency is expected, since conduction and switching losses are lower compared to the conventional step-up converters.

Converters employing a single active switch and reduced number of diodes and capacitors are usually not suited for applications where the power processed is higher than a few hundred watts. However, these circuits are interesting for processing energy from PV modules rated in the range of 200-600 W. In this sense, this work introduces a high-voltage-gain DC-DC converter based on the boost configuration using coupled inductor and voltage multiplier cells, as depicted in Figure 1. The key features of the proposed circuit that make it suitable for PV applications are: high efficiency; reduced number of components; low voltage stress on the semiconductors; and voltage distribution among the output capacitors. In addition, quasi-resonant characteristics guarantee ZCS operation for diodes $D_{2}$ and $D_{3}$, thus contributing to improving the system efficiency [20-22]. In addition, a high voltage conversion ratio can be achieved if compared with similar topologies, even though a relatively low number of turns ratio of the coupled inductor is adopted. Therefore, weight, volume and magnetic losses can be minimized.


Figure 1. Proposed high-voltage-gain DC-DC converter employing coupled inductor and voltage multiplier cells.

## 2. Principle of Operation in Steady State

The proposed high-step-up DC-DC converter depicted in Figure 1 contains a VMC composed of the winding $N_{s}$ of the coupled inductor associated with the pairs $D_{2} / C_{2}$ and $D_{3} / C_{3}$. Since this topology is able to impose high voltage levels on the capacitors, adopting a number of turns ratio close to one is possible without the need for overly high values of duty cycle. The steady-state analysis of the proposed converter is carried out for deriving a mathematical model that allows the proper choice of every component contained in the circuit. In this sense, the following assumptions are made:

- All elements are considered ideal, except for the leakage inductance of the coupled inductor;
- The voltage on the capacitors and the magnetizing current are assumed to be ripple free;
- The analysis is carried out within one period of the switching frequency $f_{s}$.

Six operating stages are verified from the analysis of the converter during one switching period, as depicted in Figure 2. From these six stages, only four are relevant in terms of the energy processed by the system. Hence, transition stages regarding the intervals $\Delta t_{1}$ and $\Delta t_{4}$ will be neglected from the mathematical analysis.


Figure 2. Operating stages in steady state. First and fourth stages correspond to brief transition intervals that play minor roles in the energy processed by the system.

During the second and third stages, which correspond to the intervals $\Delta t_{2}$ and $\Delta t_{3}$, respectively, switch $S$ is turned on, the magnetizing inductance $L_{m}$ stores energy, and capacitors $C_{2}$ and $C_{3}$ provide energy that has been stored during the previous stages to the system. These intervals are characterized as linear stages, since resonance between the leakage inductance $L_{k}$ and the capacitors contained in the circuit is not expressive. This operational condition is finished when $S$ is turned off.

The fifth and sixth stages, defined by the intervals $\Delta t_{5}$ and $\Delta t_{6}$, occur when $S$ remains in the off state. During these stages, energy stored in $L_{m}$ is provided to the circuit. Resonance between $L_{k}, C_{1}$ and $C_{3}$ becomes expressive during the fifth stage. In this sense, if it is guaranteed that the resonant frequency is higher than the switching frequency, $D_{2}$ operates with ZCS, thus contributing to increasing the system efficiency. It is noteworthy that the fifth stage plays a crucial role in defining the voltage gain of the converter. Regarding the sixth stage, the converter returns to a linear operating characteristic.

Figure 3 presents the main theoretical waveforms regarding the converter operation in steady state. As can be seen, an abrupt change in $i_{L k}$ occurs at the end of interval $\Delta t_{3}$, which is a simplifying assumption justified by the fact that the fourth stage corresponds to a very brief transition state, during which the energy processed can be neglected.


Figure 3. Main theoretical waveforms within one switching period for steady-state operation.

## 3. Mathematical Model

Fundamental information regarding the operation of the proposed converter can be extracted from the mathematical model of the circuit, such as the voltage conversion ratio and voltage stress on the semiconductor devices. Such knowledge is key to designing the circuit properly, aiming at reduced conduction and switching losses to ensure highefficiency operation.

### 3.1. Steady-State Analysis

The proposed mathematical model takes into consideration the following definitions:

$$
\begin{align*}
& \Delta t_{i}=t_{i}-t_{i-1} ; T_{s}=\frac{1}{f_{s}} ; n=\frac{N_{s}}{N_{p}} ; \lambda=\frac{L_{k}}{L_{m}} ; k=\frac{L_{m}}{L_{k}+L_{m}} ;  \tag{1}\\
& M=\frac{V_{o}}{V_{\text {in }}} ; M_{\mathrm{C} 1}=\frac{V_{\mathrm{C} 1}}{V_{\text {in }}} ; M_{\mathrm{C} 2}=\frac{V_{\mathrm{C} 2}}{V_{\text {in }}} ; \quad M_{\mathrm{C} 3}=\frac{V_{\mathrm{C}}}{V_{\text {in }}}
\end{align*}
$$

where $i$ defines the interval of each stage beginning at $t_{i-1}$ and ending at $t_{i} ; T_{s}$ corresponds to the switching period; $f_{s}$ is the switching frequency; $n$ defines the number of turns ratio of the coupled inductor; the factors $\lambda$ and $k$ relate the magnetizing and leakage inductances; and $M, M_{C 1}, M_{C 2}$ e $M_{C 3}$ correspond to the total and partial static gains of the circuit.

The fundamental equation for $i_{L k}(t)$ valid for the interval $\Delta t_{2}$ is given by (2).

$$
\begin{equation*}
I_{L m}=I_{L k 1}+\left(1-\frac{M_{C 1}-M_{C 2}}{n}\right) \frac{\Delta t_{2}}{\lambda L_{m}} V_{i n} \tag{2}
\end{equation*}
$$

The energy balance of the algebraic sum of the leakage and magnetizing inductances yields (3).

$$
\begin{equation*}
M_{C 2}+M_{C 3}-M_{C 1}=\frac{1}{1-D} \tag{3}
\end{equation*}
$$

Equation (4) can be determined from the analysis of the equivalent circuit of the second stage depicted in Figure 2b.

$$
\begin{equation*}
M_{C 1}-M_{C 2}=n k \tag{4}
\end{equation*}
$$

As previously mentioned, resonance between $L_{k}$ and the pair $C_{1} / C_{3}$ is expressive during the fifth stage of the proposed high-step-up DC-DC converter. Thus, the analysis of this stage can be carried out using the current and voltage on these elements.

Currents on $C_{1}$ and $C_{3}$ can be written in terms of $i_{L k}(t)$ as given by (5) and (6), respectively.

$$
\begin{gather*}
i_{C 1}(t)=\frac{I_{L m}}{n}-\frac{(1+n)}{n} i_{L k}(t)  \tag{5}\\
i_{C 3}(t)=-\left(\frac{I_{L m}}{n}+I_{o}\right)+\frac{(1+n)}{n} i_{L k}(t) \tag{6}
\end{gather*}
$$

Equation (7) provides the voltage on the leakage inductance during the resonant stage.

$$
\begin{equation*}
v_{L k}(t)=V_{i n}-V_{o}+\frac{(1+n)}{n} v_{C 1}(t)-\frac{1}{n} v_{C 3}(t) \tag{7}
\end{equation*}
$$

Differentiating (7) results in

$$
\begin{equation*}
\frac{d v_{L k}(t)}{d t}=\frac{(1+n)}{n} \frac{d v_{\mathrm{C} 1}(t)}{d t}-\frac{1}{n} \frac{d v_{\mathrm{C} 3}(t)}{d t} . \tag{8}
\end{equation*}
$$

Equation (8) can be rewritten in terms of the currents on $C_{1}$ and $C_{3}$, as given by

$$
\begin{equation*}
L_{k} \frac{d^{2} i_{L k}(t)}{d t^{2}}=\frac{(1+n)}{n C_{1}} i_{C 1}(t)-\frac{1}{n C_{3}} i_{C 3}(t) \tag{9}
\end{equation*}
$$

Substituting (5) and (6) into (9) results in the differential equation

$$
\begin{equation*}
L_{k} C_{e q} \frac{d^{2} i_{L k}(t)}{d t^{2}}+i_{L k}(t)=A \tag{10}
\end{equation*}
$$

where

$$
\begin{gather*}
C_{e q}=\frac{n^{2}}{(1+n)}\left[\frac{C_{1} C_{3}}{C_{1}+(1+n) C_{3}}\right],  \tag{11}\\
A=\frac{1}{(1+n)}\left[I_{L m}+\frac{n C_{1}}{C_{1}+(1+n) C_{3}} I_{o}\right] . \tag{12}
\end{gather*}
$$

Applying the Laplace transform in (10) results in (13), which represents the current $i_{L k}(t)$ in the $s$ domain.

$$
\begin{equation*}
I_{L k}(s)=\frac{\frac{A \omega_{o}^{2}}{s}+s I_{L k 2}}{s^{2}+\omega_{o}^{2}} \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{0}=\frac{1}{\sqrt{L_{k} C_{e q}}} \tag{14}
\end{equation*}
$$

At this time, current $i_{L k}(t)$ during the fifth stage can be determined by applying the inverse Laplace transform in (13), as given by (15). It is noteworthy that the resonant frequency $f_{o}$ must be higher than the switching frequency $f_{s}$ to guarantee ZCS for $D_{3}$.

$$
\begin{equation*}
i_{L k}(t)=\left(V_{o}-\frac{1+n D}{1-D} V_{i n}-V_{C 3}\right) \frac{\sin \left(\omega_{o} t\right)}{n L_{k} \omega_{o}}+A+\left(I_{L k 2}-A\right) \cos \left(\omega_{o} t\right) \tag{15}
\end{equation*}
$$

Differentiating (15) and multiplying the result by $L_{k}$ provides the value of $v_{L k}$, as given by

$$
\begin{equation*}
v_{L k}(t)=\frac{1}{n}\left[V_{o}-V_{C 3}-\frac{(1+n D) V_{i n}}{(1-D)}\right] \cos \left(\omega_{0} t\right)+\omega_{0} L_{k}\left(I_{L k 3}-A\right) \sin \left(\omega_{o} t\right) \tag{16}
\end{equation*}
$$

Assuming that at $t=0 v_{L k}$ is approximately equal to 0 , one can derive the partial static gain $M_{C 3}$ as

$$
\begin{equation*}
M_{C 3}=M-\frac{1+n D}{1-D} \tag{17}
\end{equation*}
$$

The circuit analysis reveals that the static gain $M$ corresponds to the sum of $M_{C 2}$ and $M_{C 3}$, as given by (18), which allows computing $M_{C 2}$ as (19).

$$
\begin{gather*}
M=M_{C 2}+M_{C}  \tag{18}\\
M_{C 2}=\frac{1+n D}{1-D} \tag{19}
\end{gather*}
$$

Substituting (19) into (4) yields the value of $M_{\mathrm{C} 1}$ given by

$$
\begin{equation*}
M_{C 1}=\frac{1+n}{1-D}+n k \tag{20}
\end{equation*}
$$

Lastly, the total voltage gain $M$ can be determined by substituting (4) and (17) into (3).

$$
\begin{equation*}
M=\frac{2+n D}{1-D}+n k \tag{21}
\end{equation*}
$$

It can be concluded from (21) that lower values of $k$ yield lower voltage conversion ratios. On the other hand, if the leakage inductance is low, the factor $k$ tends toward one, and consequently the voltage gain converges to an ideal operating condition. In addition, the impact of $k$ is minimized when the number of turns ratio is lower.

Figure 4 presents several curves of the voltage gain $M$ as a function of the duty cycle $D$ for different values of $n$ and $k$. For the condition $n=1$, it is evident that the influence of $k$ is neglectable. On the other hand, as $n$ increases and $k$ decreases, the voltage gain deviates from the ideal case.


Figure 4. Voltage gain $M$ as a function of the duty cycle $D$ for different values of $n$ and $k$.
The unknowns $I_{L k 1}$ and $I_{L k 2}$, as well as the intervals $\Delta t_{2}$ and $\Delta t_{5}$, can be determined using (2) and (15) along with the average current on $D_{2}$ e $D_{3}$, which in turn are equivalent to the average output current $I_{0}$ and are given by (22) and (23), respectively.

$$
\begin{align*}
& \frac{1}{T_{s}} \int_{0}^{\Delta t_{5}} i_{C 1}(t) d t=I_{o}  \tag{22}\\
& \left(\frac{I_{L k 1}-I_{L m}}{2 n}\right) \frac{\Delta t_{2}}{T_{S}}=I_{o} \tag{23}
\end{align*}
$$

To complete the mathematical model of the proposed converter, it is fundamental that the equations defining the values of $C_{1}, C_{2}$ and $C_{3}$, the magnetizing inductance $L_{m}$ and the voltage stress on the semiconductor devices are derived.

Based on the operating stages depicted in Figure 2, it is possible to conclude that the values of $C_{1}, C_{2}$ and $C_{3}$ can be determined by (24), (25) and (26), respectively. However, $C_{1}$ and $C_{3}$ can also be determined using the resonance criterion given by (14) and (11), which is used in this work to calculate these capacitances.

$$
\begin{gather*}
C_{1}=\frac{1}{\Delta V_{C 1}} \int_{0}^{\Delta t_{5}} i_{C 1}(t) d t  \tag{24}\\
C_{2}=\frac{1}{\Delta V_{C 2}}\left[\int_{0}^{\Delta t_{5}}\left(\frac{i_{L k}(t)}{n}-I_{0}\right) d t+\frac{I_{L m}}{1+n} \Delta t_{6}\right]  \tag{25}\\
C_{3}=\frac{D T_{S} I_{0}}{\Delta V_{C 3}} \tag{26}
\end{gather*}
$$

where $\Delta V_{C 1}, \Delta V_{C 2}, \Delta V_{C 3}$ are the voltage ripples on $C_{1}, C_{2}$ and $C_{3}$, respectively.
The magnetizing inductance $L_{m}$ can be computed using

$$
\begin{equation*}
L_{m}=\frac{(1-D)\left(V_{C 1}-V_{C 3}\right) T_{S}}{n \Delta I_{L m}} \tag{27}
\end{equation*}
$$

where $\Delta I_{L m}$ is the current ripple on $L_{m}$.
It can be concluded from Figure 2 b ,e that the voltage stress on $D_{1}$ and $D_{2}$ is equal to the voltage on $C_{1}$ given by (20).

$$
\begin{equation*}
V_{D 1}=V_{D 2}=\left(\frac{1+n}{1-D}+n k\right) V_{i n} \tag{28}
\end{equation*}
$$

The voltage stress on $S$ and $D_{3}$ can be determined from the analysis of the second and fifth operating stages, resulting in

$$
\begin{equation*}
V_{S}=V_{D 3}=\frac{V_{i n}}{1-D} \tag{29}
\end{equation*}
$$

The proposed converter can be designed and validated in the laboratory based on the mathematical analysis detailed so far. Moreover, a detailed efficiency analysis can be performed to determine the advantages of the proposed circuit for the intended applications, especially PV and FC systems.

### 3.2. Control Strategy

As known, PV and FC systems require a proper control system to ensure maximum power point tracking (MPPT) operation. In such a system, the DC-DC converter stage is directly responsible for MPPT realization by means of controlling the input voltage or current. In this paper, a control strategy aiming at controlling the input current is adopted, in accordance with the schematic depicted in Figure 5.

In the proposed scheme, input voltage and current are measured using the digital signal processor TMS320F28377S, in which an input current compensator is implemented. First-order filters with a cutoff frequency of 1 kHz are used for signal conditioning and analog-to-digital conversion is performed with a sampling frequency equal to 100 kHz . In this work, a proportional-integral (PI) controller with proportional and integral gains of 0.005 and 15 , respectively, is used to adjust the input current, which in turn allows MPPT to be realized. It is noteworthy that the small-signal analysis of the proposed circuit is very extensive due to the high number of operating stages and quasi-resonant operation, and therefore it will not be detailed in this paper. Nevertheless, closed-loop operation will be investigated to demonstrate the suitability of the proposed converter for PV and FC applications.


Figure 5. Control strategy for the proposed converter.

## 4. Experimental Results

The experimental verification of the proposed converter is carried out using a 400 W prototype designed in consideration of the specifications shown in Table 1.

Table 1. Design specifications for a 400 W prototype.

| Symbol | Description | Value |
| :---: | :---: | :---: |
| $V_{\text {in }}$ | Input voltage | 48 V |
| $f_{s}$ | Switching frequency | 100 kHz |
| $P_{o}$ | Output power | 400 W |
| $V_{o}$ | Output voltage | 400 V |
| $n$ | Number of turns ratio | 1 |
| $k$ | Inductance factor | $95 \%$ |
| $L_{k}$ | Leakage inductance | $2 \mu \mathrm{H}$ |
| $f_{o}$ | Resonant frequency | $1.6 \cdot f_{s}$ |
| $\Delta I_{L m}$ | Current ripple on $L_{m}$ | $45 \%$ of $I_{i n}$ |
| $\Delta V_{C 3}$ | Voltage ripple on $C_{3}$ | $1 \%$ of $V_{C 3}$ |

As previously mentioned, the resonance criterion was adopted to determine the capacitances $C_{1}, C_{2}$ and $C_{3}$. In this sense, the leakage inductance was initially estimated as $L_{k}=2 \mu \mathrm{H}$. Next, Equation (14) was used to determine $C_{e q}$, which in turn can be used to calculate $C_{1}$ and $C_{3}$ using (11). It is noteworthy that $f_{0}$ was chosen to be higher than $f_{s}$, and thus ZCS is guaranteed for $D_{3}$. Based on the knowledge that the most expressive resonance occurs in the fifth stage, which corresponds to the interval $\Delta t_{5}$ that can last as long as $(1-D) \cdot T_{s}$, it was decided that $f_{o}=1.6 \cdot f_{s}$. The main results obtained from the design of the proposed converter are listed in Table 2 and a picture of the prototype is shown in Figure 6.

Table 2. Main design results.

| Parameter | Value |
| :---: | :---: |
| $D$ | 0.644 |
| $L_{m}$ | $80 \mu \mathrm{H}, \mathrm{E} 42 / 15, N_{p}=N_{s}=16$ |
| $C_{1}$ | $3 \mu \mathrm{~F} / 400 \mathrm{~V}$ |
| $C_{2}$ | $3 \mu \mathrm{~F} / 400 \mathrm{~V}$ |
| $C_{3}$ | $3 \mu \mathrm{~F} / 400 \mathrm{~V}$ |
| $D_{1}, D_{2}$ and $D_{3}$ | MUR 840 |
| $S$ | IRFP 4668 PBF |



Figure 6. Picture of the 400 W prototype of the proposed converter.
Voltage and current at the input and output are depicted in Figure 7a. Input current was measured before the decoupling capacitor $C_{i n}$, resulting in a filtered low-current ripple waveform. Figure 7 b shows the voltage on capacitors $C_{1}, C_{2}$ and $C_{3}$. The results are in accordance with the theoretical predictions given by (20), (19) and (17), respectively. The voltage and current on the switch $S$ are depicted in Figure 8a. The waveforms indicate dissipative commutation, but it is evident that the drain-to-source voltage is much lower than the output voltage. Consequently, a low- $R_{D S o n}$ MOSFET can be used, thus minimizing the conduction and switching losses on this device. Voltage and current on $D_{1}, D_{2}$ and $D_{3}$ are shown in Figures 8 b and $9 \mathrm{a}, \mathrm{b}$, respectively. These results confirm that the commutation of $D_{1}$ is dissipative, as a considerable reverse recovery current is observed. However, this reverse current does not appear on the switch current (c.f., Figure 8a), and therefore its impact on the switching losses becomes limited. It can be also verified that $D_{2}$ and $D_{3}$ operate with ZCS as a result of the resonant characteristic of the current on these devices. The most expressive resonance occurring during the fifth stage and predicted in the theoretical analysis is evident on the waveform of the current on $D_{3}$. The measured resonant frequency was approximately 190 kHz , deviating from the $160 \mathrm{kHz}\left(1.6 \cdot f_{s}\right)$ defined in Table 1. This difference was expected, because the actual leakage inductance of the coupled inductor measured in laboratory was $L_{k}=1.45 \mu \mathrm{H}$, a value lower than the $2 \mu \mathrm{H}$ estimated during design.


Figure 7. (a) Voltages and currents on the input and output; (b) Voltages on capacitors $C_{1}, C_{2}$ and $C_{3}$.


Figure 8. Voltage and current on (a) switch $S$; (b) diode $D_{1}$.


Figure 9. Voltage and current on (a) diode $D_{2} ;(\mathbf{b})$ diode $D_{3}$.
Efficiency measurements were taken using the power precision analyzer Yokogawa WT500 and are presented in Figure 10. Tests under three different situations were performed to create conditions in accordance with the specifications of $250-400 \mathrm{~W}$ solar modules. Figure 10a presents the efficiency curve versus output power considering input and output voltages fixed at 48 V and 400 V , respectively. A maximum efficiency of $96.9 \%$ was measured at $60 \%$ of rated output power, while the full-load efficiency was $96.46 \%$. Efficiency versus input voltage variation, maintaining the output power fixed at 400 W , is shown in Figure 10b. It is evident that the efficiency is considerably reduced at low input voltage due to increased current levels. A more realistic situation is when the output power decreases as the input voltage is reduced. Figure 10c shows the efficiency versus input voltage considering an output power variation of 250-400 W. Although an efficiency reduction is also observed as the input voltage decreases, the impact is not as severe as that verified in the test with $P_{o}$ fixed at 400 W .

Finally, closed-loop operation with the output voltage fixed at 400 V is demonstrated in Figure 11. Steps in the input current reference from 4.25 A to 8.75 A and from 8.75 A to 4.25 A were applied, and the response demonstrates the proper operation of the converter using the control strategy depicted in Figure 5. In the tests, the output voltage was regulated at 400 V by the electronic load NHR9430 operating in the constant voltage mode to emulate the behavior of a grid-tied inverter stage. It is also noteworthy that the input current was
measured before the filter capacitor $C_{i n}$, and hence its ripple is lower than the theoretical prediction depicted in the waveform of $i_{L k}$ (c.f., Figure 3).


Figure 10. Efficiency curves: (a) as a function of the output power with $V_{\text {in }}=48 \mathrm{~V}$ and $V_{o}=400 \mathrm{~V}$; (b) as a function of the input voltage ( $V_{i n}=38-48 \mathrm{~V}$ ) with $P_{o}=400 \mathrm{~W}$; and (c) as a function of the input voltage ( $V_{\text {in }}=25-40 \mathrm{~V}$ ) with variable output power ( $P_{o}=250-400 \mathrm{~W}$ ).


Figure 11. Closed-loop response for steps in the input current reference from 4.25 A to 8.75 A and from 8.75 A to 4.25 A . The output voltage is imposed by the electronic load NHR9430 operating in the constant voltage mode to emulate the behavior of a grid-tied inverter stage.

## Comparative Analysis

The proposed converter is compared with the high-voltage-gain topologies proposed in [5,6,13-17], as summarized in Table 3. In this comparative analysis, only circuits containing a single active switch and one coupled inductor with two windings are considered. In addition, it is assumed that the leakage inductance of the coupled inductor is much smaller than its magnetizing inductance. As can be concluded from Table 3, both the voltage gain $M$ and the voltage stresses on the semiconductors are usually related to the number of diodes and capacitors contained in the circuits. The circuits proposed in $[5,13]$ contain only two diodes and two capacitors, although in [5] the voltage stress on the switch and on the diode $D_{2}$ is equal to the entire output voltage level. As a result, higher conduction and switching losses are expected. The converters introduced in $[15,17]$ exhibit the higher voltage gains, but more diodes and capacitors are employed. The boost-flyback converter proposed in [13] presents the lower voltage conversion ratio, and also requires the use of an auxiliar snubber to prevent potentially destructive voltage spikes on $D_{3}$. As a consequence, if the same duty cycle is adopted, a higher number of turns ratio is required to reach the same voltage gain, and therefore weight and cost of the coupled inductor are also increased. It is also noteworthy that the snubber required for proper operation increases the losses of the circuit, which has an impact on the overall system efficiency. The converters proposed in $[6,14,16]$ present similar constructive and operational characteristics. The highest efficiencies are verified in the proposed converter and in the circuit introduced in [6]. However, the proposed converter has a higher voltage gain and was tested with a higher switching frequency.

Table 3. Comparison between boost-based high-step-up DC-DC converters using a single active switch and one coupled inductor with only two windings.

| Reference | Voltage Gain $\left(V_{o} / V_{i n}\right)$ | Voltage Stress on the Switch | Voltage Stress on the Diodes |  |  | Number of Capacitors | Number of Diodes | Efficiency $\boldsymbol{\eta}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $V_{D 1}$ | $V_{D 2}$ | $V_{D 3}$ |  |  |  |
| Proposed | $\frac{2+n}{1-D}$ | $\frac{V_{\text {in }}}{1-D}$ | $\left(\frac{1+n}{1-D}+n\right) V_{i n}$ | $\left(\frac{1+n}{1-D}+n\right) V_{i n}$ | $\frac{V_{\text {in }}}{1-D}$ | 3 | 3 | $\begin{aligned} & 96.5 \% @ 400 \mathrm{~W}, \\ & 100 \mathrm{kHz}, n=1 \end{aligned}$ |
| [5] | $\frac{1+n}{1-D}$ | $\frac{1+n}{1-D} V_{i n}$ | $\left(\frac{1+n}{1-D}-n+1\right) V_{i n}$ | $\frac{1+n}{1-D} V_{i n}$ | - | 2 | 2 | $\begin{gathered} 94 \% @ 300 \mathrm{~W}, \\ 100 \mathrm{kHz}, n=3 \end{gathered}$ |
| [6] | $\frac{1+n}{1-D}$ | $\frac{V_{i n}}{1-D}$ | $\frac{V_{i n}}{1-D}$ | $\frac{n V_{i n}}{1-D}$ | $\frac{n V_{i n}}{1-D}$ | 3 | 3 | $\begin{gathered} 96.5 \% @ 400 \mathrm{~W}, \\ 90 \mathrm{kHz}, n=1.72 \end{gathered}$ |
| [13] | $\frac{1+n D}{1-D}$ | $\frac{V_{i n}}{1-D}$ | $\frac{V_{i n}}{1-D}$ | Limited by the RCD snubber ${ }^{1}$ | Voltage stress on the snubber diode ${ }^{1}$ | 3 | 3 | $\begin{gathered} 93 \% @ 35 \mathrm{~W}, \\ 38 \mathrm{kHz}, n=2 \end{gathered}$ |
| [14] | $\frac{1+n}{1-D}$ | $\frac{V_{i n}}{1-D}$ | $\frac{V_{i n}}{1-D}$ | $\frac{n V_{i n}}{1-D}$ | $\frac{n V_{i n}}{1-D}$ | 3 | 3 | Not reported, $20 \mathrm{kHz}, n=1$ |
| [15] ${ }^{2}$ | $\frac{1+n}{1-D}+n$ | $\frac{V_{i n}}{1-D}$ | $\frac{V_{i n}}{1-D}$ | $\frac{n V_{i n}}{1-D}$ | $\frac{n V_{i n}}{1-D}$ | 4 | 4 | $\begin{gathered} 94.3 \% @ 400 \mathrm{~W}, \\ 50 \mathrm{kHz}, n=1 \end{gathered}$ |
| [16] | $\frac{1+n}{1-D}$ | $\frac{V_{i n}}{1-D}$ | $\frac{V_{i n}}{1-D}$ | $\frac{n V_{i n}}{1-D}$ | $\frac{n V_{i n}}{1-D}$ | 3 | 3 | $\begin{gathered} 94 \% @ 300 \mathrm{~W}, \\ 100 \mathrm{kHz}, n=6 \end{gathered}$ |
| $[17]^{3}$ | $\frac{2+n}{(1-D)^{2}}$ | $\frac{V_{\text {in }}}{(1-D)^{2}}$ | $\frac{V_{i n}}{1-D}$ | $\frac{D V_{i n}}{(1-D)^{2}}$ | $\frac{V_{i n}}{(1-D)^{2}}$ | 4 | 5 | $91.1 \% @ 500 \mathrm{~W}$, $40 \mathrm{kHz}, n=1.86$ |

${ }^{1}$ Voltage stresses were not reported in the paper. ${ }^{2}$ Voltage stress on the fourth diode is similar to $D_{2}$ and $D_{3}$.
${ }^{3}$ Voltage stresses on $D_{r 1}$ and $D_{o}$ are not included.

## 5. Conclusions

A novel high-step-up DC-DC converter based on the boost converter employing one coupled inductor and voltage multiplier cells was proposed in this paper. The circuit contains a single active switch, three diodes and three capacitors, and is capable of achieving a high conversion ratio even when a low number of turns ratio is adopted. It was demonstrated that using a low number of turns ratio minimizes the influence of the leakage inductance on the voltage gain. In addition, the resonant characteristic of the circuit provides ZCS operation for two of its diodes, thus reducing the switching losses and improving the system efficiency. A detailed efficiency analysis was performed in the laboratory, and the results demonstrate that the proposed converter is a viable solution for applications with a power rating on the order of a few hundred watts, since it is capable of providing high voltage gain with a reduced number of components.
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## Nomenclature

| Abbreviations |  |
| :---: | :---: |
| AC | Alternate Current |
| DC | Direct Current |
| FC | Fuel Cell |
| MPPT | Maximum Power Point Tracking |
| PI | Proportional-Integral |
| PV | Photovoltaic |
| VMC | Voltage Multiplier Cell |
| ZCS | Zero Current Switching |
| Symbols |  |
| $\Delta I_{L m}$ | Current ripple on $L_{m}$ |
| $\Delta t_{i}$ | Interval of the i-th operating stage |
| $\Delta V_{C 1}, \Delta V_{C 2}, \Delta V_{\text {C3 }}$ | Voltage ripple on $C_{1}, C_{2}$ and $C_{3}$ |
| $\lambda$ | Inductance factor 1 |
| $\omega_{0}$ | Resonant angular frequency |
| A | Simplifying term |
| $C_{e q 1}$ | Equivalent capacitance |
| D | Duty cycle |
| $f_{0}$ | Resonant frequency |
| $f_{s}$ | Switching frequency |
| $i_{C 1}, i_{C 2}, i_{C 3}$ | Instantaneous current on $C_{1}, C_{2}$ and $C_{3}$ |
| $i_{\text {in }}$ | Instantaneous input current |
| $i_{L k}$ | Instantaneous current on $L_{k}$ |
| $I_{L k}(s)$ | Laplace transform of $i_{L k}$ |
| $I_{L k 1}$ | Current on $L_{k}$ at $t=t_{1}$ |
| $I_{L k 2}$ | Current on $L_{k}$ at $t=t_{4}$ |
| $\mathrm{I}_{L m}$ | Average value of the current on $L_{m}$ |
| $I_{0}$ | Average value of the output current |
| k | Inductance factor 2 |
| M | Voltage gain |
| $M_{C 1}, M_{\text {C2 }}, M_{\text {C3 }}$ | Partial voltage gains on $C_{1}, C_{2}$ and $C_{3}$ |
| $n$ | Number of turns ratio |
| $R_{\text {DSon }}$ | On-resistance of the MOSFET |
| $T_{s}$ | Switching period |
| $v_{C 1}, v_{C 2}, v_{C 3}$ | Instantaneous voltage on $C_{1}, C_{2}$ and $C_{3}$ |
| $V_{D 1}, V_{D 2}, V_{D 3}$ | Maximum voltage stress on diodes $D_{1}, D_{2}$ and $D_{3}$ |
| $V_{\text {in }}$ | Input voltage |
| $V_{G S}$ | Gate-to-source voltage on the MOSFET |
| $v_{L k}$ | Instantaneous voltage on $L_{k}$ |
| $V_{0}$ | Output voltage |
| $V_{S}$ | Maximum voltage stress on switch $S$ |
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#### Abstract

High-electron-mobility transistors based on gallium nitride technology are the most recently developed power electronics devices involved in power electronics applications. This article critically overviews the advantages and drawbacks of these enhanced, wide-bandgap devices compared with the silicon and silicon carbide MOSFETs used in power converters. High-voltage and low-voltage device applications are discussed to indicate the most suitable area of use for these innovative power switches and to provide perspective for the future. A general survey on the applications of gallium nitride technology in DC-DC and DC-AC converters is carried out, considering the improvements and the issues expected for the higher switching transient speed achievable.
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## 1. Introduction

Wide-bandgap materials have begun to replace silicon in several power electronics applications. At present, gallium nitride $(\mathrm{GaN})$ is probably the most challenging technology in the field of power electronics, allowing for the development of attractive devices with increased power density, reduced on resistance, and very-high-frequency switching. The wide bandgap of the semiconductor material results in a high critical electric field, which can lead to designs of electronic devices with a shorter drift region and therefore a lower on-state resistance when compared to a silicon-based device featuring the same voltage rating [1]. Due to the high switching speed, GaN power electronic devices require a careful design of the power loop layout in converter applications [2]. Furthermore, appropriate packaging is necessary to both reduce the stray inductances and to dissipate the heat due to the device's high energy density. The substantial reduction in chip size compared to silicon power devices with the same current and voltage rate and the high switching frequency that is currently attainable (up to tens of MHz) [3] allows for a decrease in the power converter's global volume. The reduction in the power converter size is a key point for the integration of converters and actuators such as integrated modular motor drives (IMMDs) [4]. Furthermore, the reduction in switching power losses provides increasingly efficient solutions for converter applications featuring emerging opportunities for the expanding power electronics markets. There are several fields of power electronics applications benefiting from the technological advancements of GaN devices, especially in the low-voltage ( $<200 \mathrm{~V}$ ) power supply areas, which are, at present, having a growing impact on modern society, such as in telecom/datacom, server SMPS, and wireless charging. Furthermore, it also is an enabling technology for the integration of renewable energy with power converters, electric vehicles, industrial automation, and modular battery management systems (BMSs) [5], generally at a higher voltage rate (currently, 650 V is the standard for high-voltage GaN , with some power device fabrications achieving a maximum voltage of up to 1200 V ). The wide-bandgap semiconductors in all mentioned applications improve the power converters' features, reducing their weight, volume, and lifecycle cost [6]. Furthermore, the increasing demand for compact and long, autonomous, battery-powered portable devices has led to
the proposal of GaN technology as a possible attractive response for near-future applications. In China, which has a very representative global market index, consumer electronics applications are projected to grow from USD 79.6 million in 2021 to USD 964.7 million in 2027 in the power GaN device market (source: Power GaN report, Yole intelligence 2023). Figure 1 describes the evolution of the penetration of GaN devices into the market of power electronics, highlighting their applications [7]. Currently, cost is one of the significant limits, while the reliability and robustness are gradually improving as new generations of devices arrive on the market, thanks to the continuous effort of the application designers and engineers who highlight their limits and application opportunities.

## GaN POWER Devices: Long-Term Evolution



Figure 1. GaN power electronic devices in long-term evolution for the Chinese market (Source Power GaN report, Yole intelligence 2023 [7]).

In this article, the impact of the GaN technology in power electronics applications is described and discussed, considering the state of the art and a feasible outlook and perspectives. The article begins with an overview of gallium nitride technology, considering the advantages and drawbacks and examining possible developments. In the next sections, a general survey on the applications of GaN-based devices and their impact in improving the overall performance of the converters compared to competing power devices are described. The promising evolution of the future is also evaluated.

## 2. GaN Technology: Overview and Development

The first gallium nitride devices appeared recently, around 2004, as depletion-mode radio frequency (RF) transistors made in Japan by the Eudyna Corporation. The first semiconductor RF transistor used GaN on silicon carbide ( SiC ) substrates [8]. After a few years, the GaN-based technology began to be used in power electronics switches in different structural arrangements [9]. In 2009, Efficient Power Conversion (EPC) developed the first enhancement-mode GaN FET. Since this date, the evolution of GaN devices has carried on without stopping for increasingly ambitious targets.

The timeline of the development of GaN -based power devices and the main industrial players involved are depicted in Figure 2.


Figure 2. GaN power electronics devices milestones and main industrial players.
GaN power devices are wide-bandgap materials (WBG) belonging to the class of high-electron-mobility transistors (HEMTs). These semiconductor electronic transistors feature a two-dimensional electron gas (2DEG) created by a junction between two crystalline materials featuring diverse atomic spacing and band gaps. The polarization effect induces the 2DEG phenomena in the heterojunction ( $\mathrm{AlGaN} / \mathrm{GaN}$ ), causing the electron's high mobility [1]. Several factors have led power switch designers to put significant effort into making devices with WBG materials. To better recognize the causes behind the advanced performance of WBG power devices, a comparison of the significant material properties of silicon $(\mathrm{Si})$, silicon carbide $(\mathrm{SiC})$, and GaN is graphically depicted in Figure 3a. The SiC devices considered in Figure 3 are $4 \mathrm{H}-\mathrm{SiC}$ technology. Power electronics device manufacturers use this technology for its isotropic structure [10]. From Figure 3a arises better WBG material properties compared with Si , such as a high thermal conductivity and electron mobility and the breakdown electrical field. GaN and SiC have different behaviors with advantages and drawbacks, making one or the other preferable based on the type of application.

GaN has a lower thermal conductivity than the SIC; indeed, the conductivity of SiC is 2:5 times higher than Si ; this increased thermal conductivity feature transfers heat from the semiconductor device junction to the case in an improved way. Better thermal conductivity enables higher current/ power densities for SiC devices. Instead, the main GaN peculiarity is the HEMT property, which means that the mobility in the transistor channel is very high. The electron mobility is typically around $2000 \mathrm{~cm}^{2} / \mathrm{Vs}$, almost 100 times higher than SiC MOSFETs. This is a noticeable advantage regarding low ON resistance values. In this way is possible to obtain devices with a much smaller area [11]. Moreover, the switching transients are very short, achieving higher switching frequencies than the SiC devices. After the comparison of the device technologies discussed above, it may be asserted that SiC devices offer a higher power/current density. In contrast, GaN devices provide a lower conduction loss and a higher switching frequency. The device's applications cover different areas of technological development with some overlays, as summarized in Figure 3b. From the point of view of the cost, the SiC material currently has a lower cost than the GaN .

Most manufacturers achieve GaN on Silicon structures on which large-size Si substrates are used for the GaN epitaxial layer growth to exploit the existing facilities and know-how and decrease fabrication costs [12]. The current technological approach led to the development of GaN semiconductor power devices with a lateral structure. In the lateral structure, the electron flow between the source and drain terminals features an inhomogeneous distribution of the electric field in the device, showing a peak in specific
device areas; this phenomenon limits its full voltage-blocking technological potential [13]. Vertical structures for GaN power devices are under development [14]. As in silicon and SiC devices, the vertical design allows for an increase in the breakdown voltage by increasing the thickness of the voltage-blocking layer. The vertical structure is a promising solution for growing penetration in the high-voltage markets dominated by SiC and silicon devices. To develop competitive vertical GaN device structures, some issues must be overcome, such as ion implantation for $\mathrm{p}-\mathrm{GaN}$ and long-term reliability [15]. Reliability is a crucial constraint for the HEMT devices to be released into extended-power applications for the mass market. The device's reliability is studied by manufacturers in depth to achieve and fulfil standards to keep the GaN structure safe. In particular, the fabrication of the AlGaN crystal can be controlled accurately, and an imperfection or unexpected defects lead to failure in the switching operation [3]. Another aspect to consider related to the ruggedness of GaN devices is the conduction resistance $\mathrm{R}_{\mathrm{DS} \text { on }}$ during switching events.

GaN power transistors show a dynamic on resistance (Dynamic- $R_{D S o n}$ ) increase in switching-mode power converters [16]. In the lateral $\mathrm{AlGaN} / \mathrm{GaN}$ device structure, the amount of the electric field in the gate edge adjacent to the drain side region strongly influences the Dynamic- $\mathrm{R}_{\mathrm{DS} \text { on }}$ variation. Furthermore, the adjacent semiconductor states and the injection and trapping of electrons affect the regions' degradation, leading to an increase in device loss and temperature (undesired features in the GaN HEMT structure) [17,18].

In recent years, GaN power transistor designers have worked hard on controlling and reducing this phenomenon which leads to serious operating problems during switching in the power converters, degrading its performance with a decrease in the drain current $\left(\mathrm{I}_{\mathrm{D}}\right)$ during switching (called a current collapse) [19].

One example is the advent of the high-voltage, normally off GaN devices of the gate injection transistor (GIT) structure which effectively acts on the degradation of the Dynamic$\mathrm{R}_{\mathrm{DSon}}$. The device injects holes from an additional p-AlGaN layer at the AlGaN/GaN heterojunction to release the trapped electrons and increase the electron density in the channel by drastically reducing the on-state resistance [20].


Figure 3. (a) Radar chart of the key material properties of $\mathrm{Si}, 4 \mathrm{H}-\mathrm{SiC}$, and GaN devices at ambient temperature ( $25^{\circ} \mathrm{C}$ ). Source [21]. (b) $\mathrm{Si}, \mathrm{SiC}$, and GaN power electronics switch applications areas.

### 2.1. GaN Power Devices: Classifications and Operation

The transistors based on GaN technology are lateral structure power devices belonging to the field effect transistor (FET) family, with a current conduction channel between the drain and source terminals. A gate voltage modulates the conduction current. The natural operation, similar to FET devices, is in depletion mode, from which the simplest structure of a GaN FET is a normally on switch. A simplified structure of a depletion GaN FET is reported in Figure 4a. Generally, the gate electrode is made via a Schottky contact on
the surface of the layer. The Schottky barrier becomes inversely polarized through the application of a negative voltage to this electrode with respect to the source, bringing the device to the OFF state. Figure 4a highlights the 2DEG created in the heterojunction (AlGaN/GaN). However, the GaN power transistor designer has developed typically off structures to make the HEMT power electronics switch increasingly competitive with $\mathrm{SiC}-$ and Si-based GaN FET device structures.


Figure 4. (a) Normally on GaN (d-mode): simplified structure. (b) Normally off GaN (e-mode): simplified structure.

The normally off GaN FET is obtained via an enhanced structure (e-mode), as depicted in the simplified structure of Figure $4 b$ (considering the device in its off-state). The positively charged (p-type) GaN gate obtains the e-mode GaN (this is the first commercial device structural arrangement [8]). The layer is grown on top of the AlGaN barrier. The p-type layer effectively depletes the two-dimensional electron gas with $\mathrm{V}_{\mathrm{GS}}=0$, achieving a normally off device. The 2DEG is fully restored through a suitable positive voltage (greater than the threshold voltage) between the gate and the source.

If the gate voltage is under the device threshold voltage, an equivalent diode behavior appears, and reverse conduction can happen. The virtual equivalent diode in GaN features a voltage drop that is higher than the body diode of a Si MOSFET. It does not show a reverse recovery charge, $\mathrm{Q}_{\mathrm{rr}}$ (no minority carriers are involved in the conduction), at the turn-off [21].

Currently, the following GaN power transistor families are available in the HEMT device market (Figure 5).


Figure 5. (a) Normally on GaN (d-mode). (b) Normally off Cascode GaN (d-mode). (c) Direct-drive GaN (d-mode). (d) Normally off GaN (e-mode).

The normally on GaN shown in Figure 5a is the basic brick of HEMT GaN devices. The structure is an FET operating in depletion mode (d-mode). It features the lowest $\mathrm{R}_{\mathrm{DS} \text { on }}$ due to having the simplest structure [21]. The GaN FET is in an on state with a gate voltage $\left(\mathrm{V}_{\mathrm{GS}}\right)$ of 0 V , while it is turned off with a $\mathrm{V}_{\mathrm{GS}}$ equal to -15 V . Like the FET, the d -mode GaN is naturally bidirectional if the gate voltage polarization enables the conduction channel between the source and drain. Currently, this structure is not on the
market as a single power switch for the normally on state conditions, but it is used to achieve a cascode structure.

The cascode structure reported in Figure 5b attains a switch normally off, adding a low voltage (LV) MOSFET in series with the GaN source. The cascode solution combines the advantaged switching / conduction capability and the structural simplicity of d-mode GaN technology with the friendly gate-driving technique of the Si MOSFET. The GaN FET gate is connected to the MOSFET source to maintain the HEMT device in an on state, while the MOSFET is used for the switching transients. The reverse cascode operation appears when the GaN switch is turned off, the LV Si MOSFET is turned off. In this condition, a reverse voltage is applied to the GaN switch; a current flows through the body diode of the LV Si MOSFET and the channel of the normally on GaN FET with a reduced voltage drop (as it is a naturally bidirectional device). However, an overall lower off state reverse voltage (i.e., $<1 \mathrm{~V}$ ) during dead times is obtained. The cascode configuration may be used in low-voltage applications ( $<200 \mathrm{~V}$ ); nevertheless, in high-voltage applications (from 650 V up to 1200), it features a viable usage for higher-current switches [22].

The critical issues of the cascode arrangement are related to the following points:

- The complexity of the package solution;
- The increase in the stray inductances in the power loop;
- The presence of the reverse recovery of the MOSFET body diode;
- The quasi-uncontrolled GaN switching due to a lack of control drive of the HEMT gate.

Figure 5c shows a modified arrangement of the cascode configuration called a directdrive GaN power transistor. The d-mode GaN gate terminal is not connected to the low-voltage Si MOSFET source in the direct-drive operation. The Si MOSFET is used as a protection device to prevent series shoot through (i.e., requiring an enable gate signal after the converter start-up). The d-mode GaN FET can be directly driven with a negative unipolar voltage (i.e., $-15 \mathrm{~V}, 0 \mathrm{~V}$ ). The main advantage of this direct-drive arrangement approach is the capability to drive the d-mode GaN FET, exploiting its switching properties and avoiding the uncontrolled commutation of the conventional cascode implementation [21]. Compared to the previous cascode solution, the direct-drive connection increases stray inductances. Furthermore, the two gates available increase the device pin to four.

The enhancement-mode (e-mode) GaN power transistor (Figure 5d) is achieved when the depletion-mode device modifies the gate structure to shift the threshold voltage positively to create a conductive channel [8]. The switching HEMT device is similar to an enhancement-mode MOSFET. The driver circuit must supply a gate voltage from 0 V to +6 V . While the threshold voltage $\mathrm{V}_{\mathrm{GSth}}$ is low, in the range of $1-2 \mathrm{~V}$, the reverse conduction during the dead time is characterized by an equivalent diode conduction mechanism that causes a higher voltage drop than a MOSFET body diode, increasing the reverse conduction power losses. Currently, the e-mode GaN power transistors are the most widespread family of GaN FET devices and are the group to which the major efforts of academic and industrial designers are directed to optimize performance, as in the case of the high-voltage GIT structure (from Panasonic) already discussed, which was developed to reduce the degradation effect of the dynamic $R_{D S o n}$ [20].

### 2.2. Integration of GaN Structures

The first monolithic half-bridge in a single chip appeared in the GaN market arena in 2014 from EPC [23]. The half-bridge integration reduces the power loop inductances, decreasing the drain voltage peak. Furthermore, the power device's circuit space in the board layout is strongly reduced. In the DC-DC converter for synchronous Buck topology, non-symmetric-area devices are used to optimize the figure of merit (FOM) of the high-side and low-side devices [24]. This monolithic half-bridge solution was the crucial step that led to the integration of driving, control, and sensing with protection functions together in a power stage in the following years. Several GaN power device manufacturers have taken up these technological challenges by providing the market with various integrated solutions with power stages and multiple functions that can be used in typical applications
of both DC-DC and DC-AC converters. Figure 6 depicts some of the most attractive solutions developed in recent years. In Figure 6a, the low-voltage half-bridge monolithic arrangement (EPC $2152-80 \mathrm{~V}, 15$ A half-bridge as a power stage, from EPC) with two symmetric e-mode GaN transistors integrating all drive circuitry and a level shift with a bootstrap function is depicted [25]. All the power integrated circuits (ICs), power stages, and signal circuits are developed in GaN technology. The GaN FET symbol for EPC maintains the MOSFET drawing arrangement. This integrated half-bridge can be used in DC-DC converters as single switching legs and in inter-leaving arrangements and inverters for low-power brushless DC (BLDC) motors, such as in e-bike applications [26].


Figure 6. (a). Low-voltage switching leg power stage integrated with driver and protection circuit, source [25]. (b) High-voltage normally- off e-mode GaN FET integrated with driver and protection circuit from CGD, source [27]. (c) High-voltage direct-drive GaN FET (d-mode). From Texas Instruments, source [28]. (d) High-voltage normally-off (e-mode) GaN FET half bridge in SiP arrangement from STMicroelectronics [29].

Cambridge GaN Devices (CGD) offers several integrated circuit solutions (at 650 V ). In Figure 6b, the single e-mode high-voltage monolithic GaN power stage, ICeGaN ${ }^{\mathrm{TM}}$, with smart sensing and protection and controller and driver function is reported. The integrated solution is to drive it the same as a Si MOSFET. ICeGaN ${ }^{\text {TM }}$ accepts an input voltage $\mathrm{V}_{\text {in }}$ from 0 to 20 V , and the threshold voltage is augmented to 3 V for better driving control [27]. The application is oriented to a DC-DC single-switch converter, such as a quasiresonant Flyback converter, for consumer power supply. The Texas instrument provides the LMG341x family's integrated cascode solution (power stage: $600 \mathrm{~V} ; 40 \mathrm{~A}$ at $25^{\circ} \mathrm{C}$ ) with a direct-drive implementation and driver and protection circuits [28]. The schematic of the power integrated circuit (IC) is shown in Figure 6c. A key feature of the gate driver is the control of the slew rate during hard-switching transients. The protection circuits associated with the function direct-drive solution allow for an increase in the reliability of the integrated GaN-based cascode device.

STMicroelectronics has developed "MasterGaN" devices, an integrated platform (system-in-package, SiP ) embedding a silicon technology half-bridge driver with two emode GaN transistors in a switching-leg configuration (Figure 6d). Currently, the integrated switching-leg MasterGan1 features 600 V with 10 A at $25^{\circ} \mathrm{C}$ of drain current [29]. As shown
in Figure 6, the GaN devices' circuit symbol is still non-uniform; every manufacturer draws the GaN power transistor in a different mode. It is necessary to define a standard symbol in the future.

In this field of power, GaN transistor integration highlights the monolithic solution for two GIT GaN devices arranged in a single chip to obtain a bidirectional switch, which has been realized in recent years for applications in protection power switches for voltages up to 400 V and hybrid relays [30].

A system-on-chip (SoC) circuit is much more attractive for the reduced number of components and space occupied by the power converter achieved. The target of future integrated structures based on HEMT GaN technology is to achieve a single-power IC that is driven by a microcontroller with a simple digital signal, high switching performances, and adequate current density [31].

The power modules are another crucial target for obtaining high-current power switches to compete with SiC MOSFET devices in high-power applications. In [32], a prototype of a $650 \mathrm{~V} / 60 \mathrm{~A} \mathrm{GaN}$ power module in an SP1 package is described. The basic power stage is a cascode configuration (as reported in Figure 5b). In the power module, a switching leg with two cascode devices in parallel connection in the high-side and low-side positions, respectively, is implemented. Furthermore, an RC snubber is integrated to control the drain voltage slope. The power module production for high-current devices in e-mode GaN power transistors is related to the development of the vertical HEMT structure. It is a perspective to consider in the coming years.

### 2.3. Package Solutions

The package solution plays a crucial role in reducing parasitic inductances to allow for an increase in switching frequencies without high ringing in the converter circuit waveforms and while avoiding drain voltage overshoot. A low-inductance package design is crucial. A suitable package material and layout decrease heat dissipation and limit electromagnetic interference (EMI). A GaN FET features a die size smaller than a MOSFET of an equivalent current density and breakdown voltage characteristics, allowing for a noticeable decrease in the package volume. Furthermore, the GaN FET case must achieve efficient cooling paths on the top and bottom sides.

Furthermore, electrical insulation is requested for a ground-referenced heat sink for a half-bridge topology [33]. An illustrative example regarding low-voltage e-mode GaN devices relating to EPC manufacture is the chip-scale package (CSP) arrangement. This package layout has "solderable bars" on the device surface. The developed solution allows a direct solder onto a printed circuit board (PCB). The CSP achieves a noticeable decrease in stray inductance.

Furthermore, efficient cooling can be obtained. The CSP solution is illustrated in Figure 7. The solderable bars are depicted in Figure 7a with the pin connections. In Figure 7b, the package assembly on the PCB is described. Finally, a photo of a half-bridge circuit in a CSP arrangement on the PCB top layer is shown in Figure 7c.

For high-voltage, the Discretes Flat No-leads (DFN) package is used by several manufacturers for an achievable high-voltage (up to 1200 V ) that exhibits few stray inductances. For integrated GaN technology, the Quad Flat No-Lead (QFN) package is preferred, with some improvement as described in [34]. The growth of GaN devices in the semiconductor market goes hand in hand with the development of packages that can exploit the advantage of the switching characteristics of HEMT transistors, featuring a compact size to reduce parasitic inductance and the isolation strength capability to achieve the high-voltage switches that are increasingly demanded. Furthermore, the package solutions must exhibit a relevant heat dissipation capacity on both the bottom and high sides of the case.


Figure 7. (a). Package description of solderable bars with source, drain, gate, and substrate contacts. (b) Package on the PCB arrangement. (c) Picture of a top layer of a half-bridge PCB with two devices in the CSP package.

## 3. GaN in Power Electronics Applications

E-mode GaN FETs are already used in several power electronics application areas. At a low voltage, the superior characteristics of HEMT devices allow for the increasing use of GaN FETs over silicon MOSFETs. There are electrical benefits and a reduction in the space occupied, making HEMT components very attractive for producing compact and efficient electronic equipment. As mentioned above, the currently higher cost than the MOSFETs is the principal limit for the even more widespread use of GaN FETs. In high-voltage power electronics systems, other established devices in these fields include WBG SiC MOSFETs and the more technologically mature silicon super-junction (SJ) MOSFETs and IGBT devices. This condition causes GaN power transistors to be used for a restricted but crucial area of application with a need for higher switching frequencies. In [35], a comparison of power losses among several SiC MOSFETs, SJ silicon MOSFETs, and GaN FETs (in d-mode cascode switching devices) at 400 V of DC bus and a different load current amplitude performed on inductive switching (Figure 8a) versus the switching frequency, show clearly the area of the best application of the tested silicon and WBG devices, as reported in Figure 8b. However, the GaN power transistors in high-voltage applications are increasingly experimented with in various fields of power converter applications, such as battery chargers in the automotive area or photovoltaic inverters [36,37], to recognize the advantages and disadvantages of the GaN FETs applications (in d-mode cascode and e-mode configurations) in these critical areas of the sustainable development in energy conversion. Several power electronics applications are discussed in the following to overview of the GaN FETs' impact.


Figure 8. (a) Inductive-load-switching test circuit schematic. (b) Application areas trend for $\mathrm{SiC}, \mathrm{SJ}$, and GaN technologies. Drain-source voltage equal to 400 V , power levels in the range of 1 kW to 16 kW (current amplitude: $1 \mathrm{~A}-40 \mathrm{~A}$ ), and switching frequencies from 1 kHz to 500 kHz [35].

### 3.1. GaN for DC-DC Power Converters

The power brick DC-DC converter is strongly diffused in power supply arrangements for industrial and domestic electronic equipment such as game consoles, laptops, computers, servers, communication networking, and storage systems. The power brick that complies with the standard sizes and footprints settled by the Distributed-power Open Systems Alliance (DOSA) is the solution for a flexible modular power supply. The advantage of using the power brick is that the equipment design engineers do not need to be experts in power supply design [38]. The power brick comprises the switching topology (a synchronous buck or boost topology) and a controller. For example, a typical 1/16th brick has a 48 V input, an output voltage of 12 V , and 25 A of output current ( 300 W ). The power density per unit area is a crucial challenge for the brick arrangement. HEMT devices are excellent candidates for compact and high-efficiency modular power supply systems. The low-voltage GaN FETs feature a compact footprint with an outstanding FOM. The size and shape of the magnetic components can be improved via the increasing switching frequency achievable by GaN FETs. Furthermore, using high-switching HEMT devices reduces dead time in the implementation of a synchronous buck converter [39]. Choosing a GaN-compatible controller is a challenge for obtaining a high-performance power brick.

The advantages in terms of the main electrical parameters of a low-voltage e-mode GaN FET (GS61004B from GaN System in GaNPX ${ }^{\circledR}$ packaging) for a power brick application compared with an equivalent application trench-gate MOSFET (ISZ230N10NM6 from Infineon in a PG-TSDSON-8FL package) are reported in Table 1. The trench-gate-technology MOSFET device used has a very advantageous FOM (achieved by the product of $\mathrm{R}_{\mathrm{DS} \text { on }}$ and $\mathrm{Q}_{\mathrm{G}}$ ) when compared to MOSFET devices with an equivalent $\mathrm{R}_{\mathrm{DSon}}$ resistance. It features a very low gate charge $Q_{G}$ with respect to most MOSFETs available on the market. Despite the small $\mathrm{Q}_{\mathrm{G}}$ of the chosen MOSFET, the FOM is very favorable to the GaN FET device, as shown in the graph of Figure 9a, related to the results in Table 1. The output capacitor $\mathrm{C}_{\text {oss }}$ is a parameter related to the switching losses [21,40]. The MOSFET shows a higher $\mathrm{C}_{\text {oss }}$ than the GaN FET. In reverse conduction, the e-mode GaN power transistor shows an equivalent diode behavior with $\mathrm{Q}_{\mathrm{rr}}=0$ but with a higher voltage drop. Generally, the dead-time reverse-conduction losses are lower for the MOSFETs, but the dead-time duration is strongly reduced for GaN FET devices [41]. The switching characteristics are strongly advantageous for GaN FETs, as demonstrated by the FOM features. However, the high frequency that can be reached brings a crucial cure in the layout arrangement to reduce the stray inductances in the power loop and gate circuit. Furthermore, the GaN FET cost currently is higher than the cost of a Si MOSFET.

Table 1. Comparison of low-voltage ( 100 V ) main electrical parameters between a commercial e-GaN and an equivalent application trench-gate MOSFET device. The reference temperature is $25^{\circ} \mathrm{C}$.

| LV Device | $\mathbf{I}_{\mathbf{D}}(\mathbf{A})$ | $\mathbf{V}_{\mathbf{D S}}(\mathbf{V})$ | $\mathbf{V}_{\mathbf{G S}}(\mathbf{V})$ | $\mathbf{R}_{\text {Dson }}(\mathbf{m} \Omega)$ | $\mathbf{C}_{\mathbf{o s s}}(\mathbf{p F})$ | $\mathbf{Q}_{\mathbf{G}}(\mathbf{n C})$ | $\mathbf{Q}_{\mathbf{r r}}(\mathbf{n C})$ | $\mathbf{V}_{\mathbf{F}}(\mathbf{V})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| e-mode GaN | 38 | 100 | -10 to +7 | 16 | 110 | 3.3 | 0 | 2.3 |
| MOSFET | 31 | 100 | $\pm 20$ | 23 | 150 | 9.3 | 23 | 1 |

Table 2. Comparison of high-voltage ( 650 V ) main electrical parameters comparison among a commercial e-GaN and equivalent application SiC MOSFET and SJ MOSFET devices. The reference temperature is $25^{\circ} \mathrm{C}$.

| HV Device | $\mathbf{I}_{\mathrm{D}}(\mathbf{A})$ | $\mathbf{V}_{\mathrm{DS}}(\mathrm{V})$ | $\mathbf{V}_{\mathrm{GS}}(\mathrm{V})$ | $\mathbf{R}_{\mathrm{DSon}}(\mathrm{m} \Omega)$ | $\operatorname{Coss}(\mathbf{p F})$ | $\mathbf{Q}_{\mathrm{G}}(\mathbf{n C})$ | $\mathbf{Q}_{\mathrm{rr}}(\mathbf{n C})$ | $\mathbf{V}_{\mathbf{F}}(\mathbf{V})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| e-mode GaN | 30 | 650 | -10 to +7 | 50 | 65 | 6.1 | 0 | 3.3 |
| SiC MOSFET | 35 | 650 | -5 to 18 | 58 | 73 | 29 | 30 | 3 |
| SJ MOSFET | 30 | 650 | $\pm 20$ | 86 | 84 | 33 | 5100 | 1.2 |



Figure 9. (a) $\mathrm{R}_{\mathrm{DS} \text { on }}, \mathrm{Q}_{\mathrm{G}}$, and FOM comparison between a low-voltage ( 100 V ) e-mode GaN FET and Si MOSFET related to Table 1. (b) $\mathrm{R}_{\mathrm{DSon}}, \mathrm{Q}_{\mathrm{G}}$, and FOM comparison among a high-voltage e-mode GaN FET with a SiC and Si MOSFETs related to Table 2.

The LLC resonant converter is one of the topologies in which the use of e-mode GaN FETs allows for the achievement of the best power density [42]. The zero voltage switching achieved in an LLC converter permits an increase in efficiency, and the high switching frequency reachable (from 1 to tens of MHz ) dramatically reduces the resonant tank's size. The LLC converter is one of the much-used converter topologies for inductive wireless power transfer (WPT) systems [43]. Compared with traditional Si-based MOSFETs, the compact size obtained with HEMT devices is a crucial factor for wireless charging applications, especially in drone applications [44] where the available space for the charger is limited. Another relevant field of application is the lighting of LEDs for driving. GaN devices, with their high switching frequency and high-power density characteristics, enable compact and efficient driving systems that can be inserted into the lamp, reducing the overall size [45].

In high-current applications such as in the battery interface (for example, in a 48 V mild-hybrid system), the DC-DC converter is arranged with bidirectional switching legs in an interleaved solution [46]. The GaN FET used must be automotive-qualified. The interleaved solution is associated with a high switching frequency, allowing for a substantial reduction in the current ripple and a reduction in the size of the inductor. Furthermore, the monolithic solution described above (Section 2.2) permits a compact size layout that is crucial for automotive applications.

In high-voltage e-mode GaN FET applications, the battery charger is one of the most diffused power electronic systems. The HEMT device may make a solid effort to increase the switching performance and reduce the occupied converter volume. Considering a typical voltage of 400 V for the DC bus, the maximum rated voltage for the switching device in a common half-bridge topology used for these kinds of applications $\mathrm{V}_{\mathrm{DSmax}}$ is 650 V . Using this design constraint, three different technology-based devices are compared. In Table 2, the main electrical parameters for a high-voltage e-mode GaN FET (GS66508B from GaN System in e GaNPX ${ }^{\circledR}$ package) are compared with an equivalent application SiC MOSFET (SCT055HU65G3AG from STM, in U3PAK package) and a silicon super junction (SJ) MOSFET (SiHB100N60E from Vishay in D2PAK-TO-263). From Table 2, the better switching characteristics of the e-mode GaN FET arise.

Figure 9 b depicts the graphics of the FOM comparison in relation to the Table 2 results. In this range of voltage, the e-mode GaN FET can be an effective alternative at SiC and Si MOSFETs. Over the cost, the maximum voltage currently available due to the lateral physical structure is the main drawback limiting market penetration. One of the critical disadvantages of GaN-HEMTs in DC-DC converter applications is their reduced capability to withstand unclamped inductive switching (UIS) [47], which is caused
by the non-removable structure of holes generated by the avalanche breakdown. The UIS ruggedness and capability of GaN FET HEMTs can be improved via a technological design approach that implements a hole removal structure and optimized package thermal resistance [48].

Furthermore, short-circuit robustness (SC) has been studied recently. The experimental investigations in $[49,50$ ] show that high voltage (until 650 V ) GaN FET e-mode devices can sustain the SC for the standard $10 \mu$ s with a drain-source voltage $V_{D S}$ lower than about half the maximum expected voltage. This crucial fault condition must be further investigated to furnish detailed information to the GaN FET designers to improve the switch SC ruggedness.

Recently, developers of HEMT devices have also been experimenting with multilevel converters, such as flying capacitor inverter topology, to exploit the compactness of GaN transistors and the high switching frequencies in these power circuits [51]. The investigation into the application of the DC-DC modular multilevel converter (MMC) for solar electric propulsion in spacecraft power systems is described in [52]. For high voltages, d-mode GaN Power transistors in cascode configuration are currently used.

### 3.2. GaN in Motor Drive Applications

In recent years, the use of GaN FETs for low voltages has experienced remarkable development in applications for inverter drives for brushless direct current (BLDC) and AC motors (mostly for voltages $<200 \mathrm{~V}$ ) due to the possibility of reaching high switching frequencies ( $\geq 100 \mathrm{kHz}$ ), reducing the overall dimensions of the inverter, and therefore allowing for the integration of the motor, inverter, and control in a single compact system obtaining an efficient and integrated modular motor drive [53]. Light e-mobility devices, such as E-kick scooters, e-Bikes, skateboards, hoverboards, low-speed EVs, segways, mopeds, and e-scooters, benefit from the advantages of the HEMT GaN technology [54]. In lowvoltage motor drives, the DC bus voltage $\mathrm{V}_{\mathrm{DC}}$ is in the range of $24-96 \mathrm{~V}$. The switching frequency for a MOSFET-based inverter is equal to or below 40 kHz . The dead time with MOSFET switching legs is maintained from 200 ns to 500 ns . The dead-time length impacts the generation of a sixth harmonic on the electrical frequency of the generated torque. This harmonic amplitude influences the motor efficiency performance, increasing the mechanical vibration and the winding temperature [55]. Dead time in e-mode GaN FETs can be reduced to tens of ns, improving the quality of the waveform and drastically decreasing the sixth harmonic effect [56]. From the point of view of power losses, the reverse conduction in GaN FETs must be maintained as low as possible to avoid cross-conduction in the inverter legs as well as to reduce the power losses caused by the higher voltage drop of the equivalent diode conduction [57].

An e-mode GaN FET inverter easily reaches 100 kHz of switching frequency. By increasing the PWM frequency, a double-positive effect can be achieved. The first advantage is the current ripple reduction. The second advantage is the input voltage ripple decrease that consequently permits a DC link capacitor reduction. Furthermore, at a conventional motor drive switching frequency (maximum 40 kHz with Si MOSFET in low voltage applications), the DC link capacitor is generally arranged with the electrolytic capacitor. When increasing the switching frequency, the capacitance values decrease, allowing for the use of ceramic capacitors. The non-polarized capacitors feature a lower series resistance (ESR) with a minimum in the range of $100-200 \mathrm{kHz}$, showing good temperature stability and reliability. The substantial reduction in the inverter input filter also influences the inverter's efficiency and compactness [26]. From the above consideration, the low-voltage DC battery-powered motor is moving from a Si-MOSFET-based inverter to HEMT e-mode GaN technology in the coming years. In high-voltage inverter applications, there are several experimental prototypes and investigations from academic and industrial researchers. In [53], a three-phase inverter based on the e-mode GaN transistor GS66516T produced by GaN Systems is experimentally evaluated $\left(\mathrm{V}_{\mathrm{DC}}=350 \mathrm{~V}\right.$, an output rated current of 90 A for phase, at 20 kHz of switching frequency). Furthermore, an IMMD design approach
using GaN power transistors for inverter-driving permanent magnet synchronous motors (PMSMs) is presented in [58]. The application of high-voltage GaN power transistors in two-level and especially in multi-level inverters are in development, and exciting results are expected in the following years.

### 3.3. GaN for LIDAR Application

Light detection and ranging (LIDAR) identifies the technology that measures the distance to an object by illuminating it with laser light. Lidar is currently used as a remote recognition device for developing self-driving vehicles and for ADASs (advanced driver assistance systems).

Two modes of operation are prevalent in LIDAR applications: direct time of flight (DToF) and indirect time of flight [23]. The first LIDAR form sends individual pulses and measures the time of reflection to calculate the distances. The IToF method compares the phase of the transmitted and reflected signal pulse to calculate the distance of the target. In recent years, the IToF solution has grown for its versatility, simple design, and low cost. IToF is applied mainly in the medium range of distances (from 1 m to 10 m ). It is primarily used in robots, unmanned aerial vehicles (UAV), and autonomous drive vehicles. The principle of operation of the IToF is shown in Figure 10a.


Figure 10. (a) Indirect time of flight system principle. (b) Simplified power circuit for the laser-pulse current generation with an e-mode GaN FET power stage and integrated driver circuit(EPC21601). (c) Picture of the die where the GaN FET power stage and driver circuit are integrated.

The LIDAR laser requires a specific pulse current for operation in the ToF system. The current pulse must be obtained through a low-voltage circuit based on a switch capable of quickly managing high currents. The e-mode GaN FET is an excellent candidate for this kind of application. In this direction, the EPC has developed an integrated power stage and driver circuit with a voltage switching time of 750 ps at a typical voltage supply of 30 V with 15 A of the peak current that is suitable for LIDAR operation and an operative frequency up to 200 MHz [59]. One of the most-used circuit topologies for implementing such a pulse laser current is shown in Figure 10b, and the layout of the IC, with the power stage and control circuit, is depicted in Figure 10c. The benefit of HEMT GaN technology is the compactness of the integration solution, which reduces the circuit part count associated with the reachable high-switching transients.

## 4. Discussion

The advent of GaN HEMT technology for power electronics has brought a novel breath of fresh air to the semiconductor power device arena. Gallium nitride, which is grown as a thin film on top of a standard silicon substrate, creates new horizons for developing fast and compact devices for increasing efficiency and performing applications. The integration
capability in the lateral GaN devices developed by several manufacturers allows for a reduction in the count-part of components for developing effective and innovative highfrequency power circuits. HEMT characteristics lead to a revolutionary layout arrangement to avoid ringing voltage due to stray inductances on the power loop. The power stage and driver circuit integration (SoC) are moving toward this target. A crucial point in the challenge of the massive application of HEMT GaN power transistors is the development of packages able to reduce the parasitic inductances and optimize the thermal management in the bottom and upper sides of the case. The GaN FET in modules arrangement is a further challenge. The e-mode GaN FET in a vertical structure is a future target for increasing the modular arrangement capability and maximum voltage available. Currently, the maximum high-current and high-voltage technologies are obtained in the cascode configuration of d-mode GaN devices. To increase the voltage managed, a multilevel converter will be investigated extensively in terms of advanced topology, innovative layout, and thermal management. Moreover, the technology development for high-voltage devices is moving on an innovative concept, the multi-channel monolithic-cascode high-electron-mobility transistor ( $\mathrm{MC}^{2}$-HEMT), in which the low-voltage device is an e-mode GaN FET. Instead, the high-voltage device is a d-mode HEMT GaN FET. In [60], the voltage of the first devices developed was 3 kV , and the maximum voltage forecast for this new concept of GaN-based devices may go up to 10 kV .

In low-voltage applications, the e-mode GaN FETs feature broad application fields for superior performance compared to the equivalent pure silicon MOSFET devices. Si MOSFETs are still widely used due to the high knowledge of their static and dynamic characteristics in the various fields of power electronics and the maturity of the vertical structure technology. Meanwhile, the applications of lateral e-mode GaN FET devices are still under study, and the development of specific power converters is required. For example, Si MOSFETs have been investigated extensively in a parallel connection to obtain a fast and high current switch, while the behavior of GaN FETs is under study to optimize the parallel assembly $[61,62]$. Furthermore, another important limit for market penetration in consumer power electronics is the high cost. Cost reduction is a crucial future target for the extensive use of GaN FETs. GaN technology-manufacturing devices are working hard to obtain increasingly competitive construction processes. However, there are application fields, such as the case of LIDAR, where GaN FETs have become significantly necessary despite the high cost due to their high switching speed characteristics.

## 5. Conclusions

In this paper, an overview of HEMT GaN FET devices for low-voltage and high-voltage applications in the power electronics area are discussed, considering the state of the art and perspective. A GaN technology overview is presented, and the electrical characteristics are compared with pure Silicon and SiC MOSFETs. The high switching speed of the GaN power transistors allows for a compact design and more efficient power converters than Si and SiC MOSFETs. In the paper, the low-voltage and high-voltage device features and applications are evaluated to highlight their benefits and limits. From the outcome reported, the capability arises to use much more extensive e-mode GaN FETs in low-voltage power converters. The trend of growth of the e-mode GaN FETs shows that HEMT devices are moving on to substitute Si MOSFETs in several applications in the near future. In the high-voltage field, the use of GaN FETs in e-mode and d-mode in cascode configurations suffers from several competitors, such as Si IGBTs and SJ MOSFETs or WBG SiC MOSFETs. The lateral GaN FETs structure still does not reach the high current delivered by Si IGBT or WBG SiC modules. Still, for a lower current, the power converter compactness achievable with the GaN FETs is an enabling factor for its use in different types of applications, from lower power to medium power applications that require high frequencies of operation. The vertical structure of the GaN FETs would allow for the achievement of higher maximum voltages and modules that may be implemented more easily. Currently, vertical structure arrangement is under investigation, and significant results are expected in the next few
years. Finally, GaN FETs are promising devices for improving the efficiency, compactness, and high-frequency operation of battery-powered equipment, e-mobility devices, wireless power transfer chargers, etc. The benefits of the advantages of HEMT technology and its further improvements are foreseen for the near future.

Shortly, the main advantages and drawbacks of GaN FET power transistors applied in the power electronics converters investigated are summarized in Table 3.

Table 3. Main advantages and drawbacks of GaN FET in the investigated power electronics applications.

| Application | Advantages | Drawbacks |
| :---: | :---: | :---: |
| DC-DC power converters for power supply or battery charger applications | - Higher power density per unit area; <br> - High switching frequency achievable (tens of MHz); <br> - Size of magnetic components reduction; <br> - Dead time reduction. | - Higher cost than SIC MOSFET and Si MOSFET; <br> - Special cure in the PCB layout arrangement; <br> - Limits in maximum voltage reachable for the current physical lateral structure adopted; <br> - Critical UIS and short circuit management. |
| DC-AC Power converters for motor drive applications | - Decreasing the motor's sixth harmonic torque by reducing dead time; <br> - Output current ripple reduction thanks to a higher switching frequency; <br> - Input voltage ripple decrease and DC link capacitor reduction. | - Device cost; <br> - Special cure in the PCB layout arrangement; <br> - Both high dv/dt and voltage-ringing control to avoid motor insulation damage; <br> - Critical short-circuit fault condition management. |
| LIDAR | - Lower $\mathrm{R}_{\text {Dson }}$, which achieves lower conduction losses; <br> - Lower parasitic capacitances, decreasing in power losses during charging/discharging with the higher switching frequency; <br> - Smaller devices with less overheating, lower board-space requirements, and higher reliability. | - Higher cost than Si MOSFET; <br> - Special cure in the management of stray inductances with a design approach typical of RF circuits. |

To continue this overview work, the next evolution of the investigation into the e-mode GaN FET as a switch in power converter applications will regard two key points. The analysis of the monolithic structures' impact on the ruggedness and compactness of the power converter system and the realization of a high-current switch through an optimized parallel connection.
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#### Abstract

In this paper, a family of zero-voltage-transition (ZVT) magnetic coupling bidirectional $\mathrm{DC} / \mathrm{DC}$ converters (BDCs) is proposed. The coupling inductor has two functions: to serve as a filter; and to provide the auxiliary current. In addition, the phase-shifting control method is used to reduce the conduction loss of the auxiliary circuit. The auxiliary switches are all working under zero-current-switching (ZCS) conditions; thus, all the switches have no switching loss. Furthermore, compared with the traditional ZVT implementation method based on the coupled inductor, this topology avoids the input source current notch and has a smaller ripple. Finally, a prototype of 800 W BDC is built to verify the feasibility of the proposed topology.
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## 1. Introduction

With the continuous growth of systems with energy storage devices, research on bidirectional DC-DC converters has been greatly promoted. Bidirectional DC-DC converters are widely used in photovoltaic and energy storage systems [1,2], electric/hybrid vehicles [3,4], uninterrupted power supply systems [5], fuel cell power systems [6,7], etc. In these applications, converters are required to have low current ripple requirements at the energy storage port. If electrical isolation is not required between the high-voltage port and low-voltage port, the BDC topology is usually chosen due to its low cost and simple structure. For BDC, switching loss is the main reason for limiting frequency increases. Therefore, in order to achieve a high-efficiency and high-frequency power conversion of BDC, it is necessary to introduce soft-switching technology.

One effective method to achieve the purpose of soft-switching is to make the BDC work in near-critical conduction modes [8-10]. However, the input current has a larger ripple, which leads to a high conduction loss and easy core saturation.

Quasi-resonant technology realizes the zero-voltage-switching (ZVS) of the main switch by using LC resonance to generate zero voltage when the main switch is turned on $[11,12]$. However, a large circulating current exists in the circuit, which leads to an increase in conduction loss. In addition, the switching frequency changes in a wide range when the load changes greatly, which will make the design of passive devices more difficult.

Active clamp ZVS technology also needs to add a resonant inductor in the main circuit to realize the ZVS of the main switch [13,14]. The circulating current of the auxiliary circuit is large, which increases the conduction loss. Moreover, the main switch has high voltage stress.

As the auxiliary circuit is removed from the main circuit and the auxiliary switch operates only during the period before and after the main switch is turned on, the conduction loss in the ZVT converter is reduced, while the voltage stress of the main switch is lower than that of the quasi-resonant converter and active clamp converter [15-18]. These ZVT converters all need additional inductors as resonant inductors, which are disadvantageous
to the improvement of power density because of the large volume and weight of magnetic components. Several soft-switching technologies based on coupled inductors have been proposed in [19-28].

In [19], a coupled winding is added to the same core of the main inductor to realize the soft switching of the main switch. In the ZVT BDC proposed in [20], a coupled inductor and two unidirectional auxiliary switches are used in the auxiliary circuit. A ZVT BDC is described in [21], while the auxiliary circuit consists of a coupled inductor and two auxiliary switches. A family of ZVS Buck, ZVS Boost, and ZVS BDC topologies is presented in [22], and the auxiliary circuit consists of a coupled inductor and a diode. In [23], a family of ZVS magnetic coupling BDC topologies is proposed. In those BDCs, the additional circuits contain two auxiliary switches. Two auxiliary voltage sources composed of passive components are used in the auxiliary circuit of the ZVS BDC in [24]. A ZVT BDC is proposed in [25], in which the auxiliary circuit consists of a coupled inductor, two unidirectional switches, and an auxiliary capacitor. In [26], a ZVT BDC is studied, in which all the switches implement ZVS or ZCS conditions. In [27], several ZVS DC-DC converters based on coupled inductors are proposed by changing the connection position of the coupling branch. A ZVS magnetic coupling BDC with no current notch at the low-voltage port is proposed in [28]. In [29], a ZVT PWM BDC based on coupled inductors is proposed. This topology needs two cores, increasing the complexity of the system. An overview of soft-switching technologies for BDC is given in [30].

As shown in Figure 1, there is an input current notch in the ZVS BDCs proposed in $[20,21,23,24,26]$, which would hurt the life of storage equipment. In this paper, a family of ZVT magnetic coupling BDCs is proposed. The coupling inductor not only serves as a filter but also provides the auxiliary current. Compared with the traditional ZVS implementation method, this topology avoids the input source current notch and has a smaller ripple.


Figure 1. General circuit of ZVS BDCs with coupled filter inductors in [20,21,23,24,26]. (a) General circuit; (b) key waveforms of the input currents.

In Section 2, the topologies and operation process are demonstrated. In Section 3, the ZVT conditions of the main switches, the loss analysis, and the comparison between the proposed ZVT BDCs and the existing ZVT BDCs are given in detail. Moreover, the current frequency spectrum of the low-voltage port comparison between the proposed ZVT BDC and the traditional ZVT BDC is provided. In Section 4, the experimental results verify the validity of the topology. Finally, the conclusions are summarized.

## 2. Operation Process Analysis

### 2.1. Proposed ZVT BDCs

The ZVT magnetic coupling BDCs are shown in Figure 2. $S_{1}$ and $S_{2}$ are the switches of the main power circuit. $S_{S S 1}$ and $S_{S S 2}$ are the switches of the auxiliary circuit. $C_{S 1}, C_{S 2}$, and $C_{a}$ are the three auxiliary capacitors. The coupled inductor is equivalent to an ideal transformer $\mathrm{T}, L_{\mathrm{m}}$ (the excitation inductor), and $L_{\mathrm{r}}$ (the leakage inductor). $C_{1}$ and $C_{2}$ are
filter capacitors of Port 1 and Port 2. The difference between Topology 1 (as shown in Figure 2a) and Topology 2 (as shown in Figure 2b) is that the auxiliary circuit of Topology 1 is connected between Port 2 and the ground, and the auxiliary circuit of Topology 2 is connected between Port 1 and Port 2.


Figure 2. The proposed ZVS BDCs. (a) Topology 1; (b) Topology 2.
2.2. Operation Analysis of the Proposed ZVS BDCs
2.2.1. Operation Analysis of Topology 1

In Topology 1, as shown in Figure 2a, the switching process of each switch is shown in Figure 3. Taking the ZVS implementation of $S_{2}$ as an example, the switching process is analyzed, and the equivalent circuit of each stage is shown in Figure 4.


Figure 3. ZVS implementation of the main switch for topology 1. (a) ZVS implementation of $\mathrm{S}_{1}$; (b) ZVS implementation of $\mathrm{S}_{2}$.

Interval $1\left[t_{0}-t_{1}\right]$ : At $t_{0}, \mathrm{~S}_{\mathrm{SS} 2}$ is turned under the ZCS condition. The current $i_{\mathrm{SS}}$ increases because of the voltage clamp action of $C_{a}$, and the equivalent circuit is shown in Figure 4a.

Interval 2 [ $t_{1}-t_{2}$ ]: At $t_{1}, \mathrm{~S}_{2}$ is turned off under the ZVS condition because of $\mathrm{C}_{\mathrm{S} 1}$ and $C_{S 2}$. During this interval, $v_{\mathrm{S} 1}$ decreases, $v_{\mathrm{S} 2}$ increases, $C_{S 1}$ discharges, $C_{S 2}$ charges, and the equivalent circuit is shown in Figure 4b. The current $i_{S S}$ at the resonance stage is:

$$
\begin{gather*}
i_{\mathrm{SS}}=i_{\mathrm{L}}\left(t_{1}\right)+2 A_{11} C_{\mathrm{S}} \omega_{11} \sin \left(\omega_{11}\left(t-t_{1}\right)+\theta_{11}\right)  \tag{1}\\
\omega_{11}=\frac{1}{\sqrt{2 L_{\mathrm{r}} C_{\mathrm{S}}}} \tag{2}
\end{gather*}
$$

$$
\begin{align*}
A_{11} & =\sqrt{V_{\mathrm{ca}}^{2}+\left[\frac{i_{\mathrm{SS}}\left(t_{1}\right)-i_{\mathrm{L}}\left(t_{1}\right)}{2 C_{\mathrm{S}} \omega_{11}}\right]^{2}}  \tag{3}\\
\theta_{11} & =\arctan \frac{i_{\mathrm{SS}}\left(t_{1}\right)-i_{\mathrm{L}}\left(t_{1}\right)}{-2 \mathrm{C}_{\mathrm{S}} \omega_{11} V_{\mathrm{ca}}}+\pi \tag{4}
\end{align*}
$$



Figure 4. The equivalent circuit for each stage of Topology 1. (a) $t_{0}-t_{1}$; (b) $t_{1}-t_{2}$; (c) $t_{2}-t_{4}$; (d) $t_{4}-t_{5}$; (e) $t_{5}-t_{6} ;$ (f) $t_{6}-t_{7} ;\left(\right.$ g) $t_{7}-t_{9} ;$ (h) $t_{9}-t_{10}$.

Interval 3 [ $t_{2}-t_{3}$ ]: At $t_{2}, v_{\mathrm{S} 1}$ decreases to $0, v_{\mathrm{S} 2}$ increases to $V_{1}$, and $i_{\mathrm{S} 1}$ is a negative value, the equivalent circuit for this stage is shown in Figure 4c.

Interval $4\left[t_{3}-t_{4}\right]$ : At $t_{3}, \mathrm{~S}_{1}$ is turned on under the ZVS condition.
Interval $5\left[t_{4}-t_{5}\right]$ : The current $i_{\text {SS }}$ is reduced to 0 at $t_{4}$, and the equivalent circuit for this stage is shown in Figure 4d.

Interval $6\left[t_{5}-t_{6}\right]$ : $\mathrm{S}_{\mathrm{SS} 1}$ is turned on at $t_{5}$. The current $i_{\mathrm{SS}}$ increases because of the voltage clamp action of the capacitor $C_{a}$, and the equivalent circuit is shown in Figure 4 e .

Interval $7\left[t_{6}-t_{7}\right]: \mathrm{S}_{1}$ is turned off under ZVS condition at $t_{6}$ because of $C_{S 1}$ and $C_{S 2}$. During this period, $v_{S 1}$ increases, $v_{S 2}$ decreases, $C_{S 1}$ charges, $C_{S 2}$ discharges, and the equivalent circuit is shown in Figure 4f. The auxiliary current $i_{S S}$ at the resonance stage is:

$$
\begin{gather*}
i_{\mathrm{SS}}=i_{\mathrm{L}}\left(t_{6}\right)+2 A_{12} C_{\mathrm{S}} \omega_{12} \sin \left(\omega_{12}\left(t-t_{6}\right)+\theta_{12}\right)  \tag{5}\\
\omega_{12}=\frac{1}{\sqrt{2 L_{\mathrm{r}} C_{\mathrm{S}}}}  \tag{6}\\
A_{12}=\sqrt{\left(V_{1}-V_{\mathrm{ca}}\right)^{2}+\left[\frac{i_{\mathrm{SS}}\left(t_{6}\right)-i_{\mathrm{L}}\left(t_{6}\right)}{2 C_{\mathrm{S}} \omega_{12}}\right]^{2}}  \tag{7}\\
\theta_{12}=\arctan \frac{i_{\mathrm{SS}}\left(t_{6}\right)-i_{\mathrm{L}}\left(t_{6}\right)}{2 \mathrm{C}_{\mathrm{S}} \omega_{12}\left(V_{1}-V_{\mathrm{ca}}\right)} \tag{8}
\end{gather*}
$$

Interval $8\left[t_{7}-t_{8}\right]$ : At $t_{7}, v_{\mathrm{S} 1}$ increases to $V_{1}, v_{\mathrm{S} 2}$ decreases to 0 , and $i_{\mathrm{S} 2}$ is a negative value. The equivalent circuit for this stage is shown in Figure 4 g .

Interval $9\left[t_{8}-t_{9}\right]: \mathrm{S}_{2}$ is turned on under the ZVS condition at $t_{8}$.

Interval $10\left[t_{9}-t_{10}\right]$ : The current $i_{S S}$ is reduced to 0 at $t_{9}$, and the equivalent circuit for this stage is shown in Figure 4h.

### 2.2.2. Operation Analysis of Topology 2

In Topology 2, as shown in Figure 2b, the switching process of each switch is shown in Figure 5. The switching process of $S_{1}$ is analyzed, and the equivalent circuit of each stage is shown in Figure 6.


Figure 5. ZVS implementation of the main switch for Topology 2. (a) ZVS implementation of $S_{1}$; (b) ZVS implementation of $\mathrm{S}_{2}$.


Figure 6. The equivalent circuit for each stage of Topology 2. (a) $t_{0}-t_{1}$; (b) $t_{1}-t_{2}$; (c) $t_{2}-t_{4}$; (d) $t_{4}-t_{5}$; (e) $t_{5}-t_{6} ;$ (f) $t_{6}-t_{7}$; (g) $t_{7}-t_{9} ;$ (h) $t_{9}-t_{10}$.

Interval $1\left[t_{0}-t_{1}\right]$ : At $t_{0}, \mathrm{~S}_{\mathrm{SS} 2}$ is turned on under the ZCS condition.
Interval $2\left[t_{1}-t_{2}\right]$ : At $t_{1}, \mathrm{~S}_{2}$ is turned off under the ZVS condition. The current $i_{\mathrm{SS}}$ at the resonance stage is:

$$
\begin{gather*}
i_{\mathrm{SS}}=i_{\mathrm{L}}\left(t_{1}\right)+2 A_{21} C_{\mathrm{S}} \omega_{21} \sin \left(\omega_{21}\left(t-t_{1}\right)+\theta_{21}\right)  \tag{9}\\
\omega_{21}=\frac{1}{\sqrt{2{L_{\mathrm{r}} C_{\mathrm{S}}}^{2}}}  \tag{10}\\
A_{21}=\sqrt{\left(V_{1}+V_{\mathrm{ca}}\right)^{2}+\left[\frac{i_{\mathrm{SS}}\left(t_{1}\right)-i_{\mathrm{L}}\left(t_{1}\right)}{2 C_{\mathrm{S}} \omega_{21}}\right]^{2}}  \tag{11}\\
\theta_{21}=\arctan \frac{i_{\mathrm{SS}}\left(t_{1}\right)-i_{\mathrm{L}}\left(t_{1}\right)}{2 C_{\mathrm{S}} \omega_{21}\left(-V_{1}-V_{\mathrm{ca}}\right)}+\pi \tag{12}
\end{gather*}
$$

Interval 3 [ $t_{2}-t_{3}$ ]: At $t_{2}, v_{\mathrm{S} 1}$ decreases to $0, v_{\mathrm{S} 2}$ increases to $V_{1}$, and $i_{\mathrm{S} 1}$ is a negative value. Interval $4\left[t_{3}-t_{4}\right]$ : At $t_{3}, \mathrm{~S}_{1}$ is turned on under the ZVS condition.
Interval $5\left[t_{4}-t_{5}\right]$ : $S_{1}$ is on during this period.
Interval $6\left[t_{5}-t_{6}\right]$ : $\mathrm{S}_{\mathrm{SS} 1}$ is turned on under the ZCS condition at $t_{5}$.
Interval 7 [ $t_{6}-t_{7}$ ]: $\mathrm{S}_{1}$ is turned off under the ZVS condition at $t_{6}$. The current $i_{S S}$ at the resonance stage is:

$$
\begin{gather*}
i_{\mathrm{SS}}=i_{\mathrm{L}}\left(t_{6}\right)+2 A_{22} C_{\mathrm{S}} \omega_{22} \sin \left(\omega_{22}\left(t-t_{6}\right)+\theta_{22}\right)  \tag{13}\\
\omega_{22}=\frac{1}{\sqrt{2 L_{\mathrm{r}} C_{\mathrm{S}}}}  \tag{14}\\
A_{22}=\sqrt{V_{\mathrm{ca}}^{2}+\left[\frac{i_{\mathrm{SS}}\left(t_{6}\right)-i_{\mathrm{L}}\left(t_{6}\right)}{2 C_{\mathrm{S}} \omega_{22}}\right]^{2}}  \tag{15}\\
\theta_{22}=\arctan \frac{i_{\mathrm{SS}}\left(t_{6}\right)-i_{\mathrm{L}}\left(t_{6}\right)}{-2 C_{\mathrm{S}} \omega_{22} V_{\mathrm{ca}}} \tag{16}
\end{gather*}
$$

Interval 8 [ $\left.t_{7}-t_{8}\right]:$ At $t_{7}, i_{S 2}$ is a negative value.
Interval $9\left[t_{8}-t_{9}\right]: \mathrm{S}_{2}$ is turned on under the ZVS condition at $t_{8}$.
Interval $10\left[t_{9}-t_{10}\right]: S_{2}$ is on during this period.

### 2.3. Other ZVT BDC Topologies

In addition to the topologies shown in Figure 2, other ZVT BDCs based on coupled inductor are shown in Figure 7.


Figure 7. Other ZVT BDCs. (a) Topology 1; (b) Topology 2.

## 3. Performance Analysis

### 3.1. Analysis of Input Current Ripple

As shown in Figures 3 and $5, i_{\mathrm{L}}$ is nearly constant during the resonance stage $\left(t_{1}-t_{2}\right)$ and $\left(t_{6}-t_{7}\right)$, and the ripple of $i_{\mathrm{L}}$ is:

$$
\begin{equation*}
\Delta I_{\mathrm{L}} \approx \frac{V_{2}}{L_{\mathrm{m}}} d_{2} T_{\mathrm{S}} \tag{17}
\end{equation*}
$$

To further illustrate the advantages of the proposed ZVT BDCs, the harmonic comparison of $i_{\mathrm{L}}$ is compared between the ZVT BDC (shown in Figure 2a) and the traditional ZVS BDC (represented in [23]). Those two simulation models are built, with the simulation performed at the same voltage and power levels.

The simulation results are shown in Figures 8 and 9. Figure 8 shows the simulation results in Boost mode and Figure 9 in Buck mode. Figure 8a,b show the current $i_{2}$ and its harmonic analysis of ZVS BDC in [23], and when $P_{1}=800 \mathrm{~W}$, the harmonic amplitude of $i_{2}$ is $3.12 \mathrm{dBA}(100 \mathrm{kHz})$. Figure $8 \mathrm{c}, \mathrm{d}$ present the simulation results of the proposed ZVT BDC; the harmonic amplitude of $i_{2}$ is $0.63 \mathrm{dBA}(100 \mathrm{kHz})$. As shown in Figure 9, when $P_{2}=800 \mathrm{~W}$, the proposed ZVT BDC has a $1.89 \mathrm{dBA}(100 \mathrm{kHz})$ decrease in the harmonic amplitude of $i_{2}$ compared to ZVS BDC in [23].


Figure 8. Harmonic comparison in Boost mode. (a) Input current of ZVS BDC in [23]; (b) harmonic analysis of input current of ZVS BDC in [23]; (c) input current of ZVT BDC (shown in Figure 2a); (d) harmonic analysis of input current of ZVT BDC (shown in Figure 2a).

### 3.2. Loss Analysis

In order to theoretically analyze the loss comparison between the traditional BDC and the proposed ZVT BDC, two simulation models are established. These work at 100 kHz and 500 kHz , respectively. The parameters are shown in Table 1, the proposed ZVT BDC is shown in Figure 2a, and the loss estimation is shown in Table 2.

Table 1. Detail parameters of 800 W ZVS Boost converter.

| $f_{\mathbf{S}}=\mathbf{1 0 0} \mathbf{~ k H z}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Value | Parameter | Value | Parameter | Value | Parameter | Value |  |
| Parameter | 50 | $V_{1} / \mathrm{V}$ | 100 | $V_{2} / \mathrm{V}$ | 50 | $V_{1} / \mathrm{V}$ | 100 |
| $V_{2} / \mathrm{V}$ | $n$ | 1 | $P_{1 \max } / \mathrm{W}$ | 800 | $n$ | 1 |  |
| $P_{1 \text { max }} / \mathrm{W}$ | 800 | $L_{\mathrm{m}} / \mu \mathrm{H}$ | 130 | $L_{\mathrm{c}} / \mu \mathrm{H}$ | 0.85 | $L_{\mathrm{m}} / \mu \mathrm{H}$ | 160 |
| $L_{\mathrm{c}} / \mu \mathrm{H}$ | 3.8 | $C_{2} / \mu \mathrm{F}$ | 1000 | $C_{1} / \mu \mathrm{F}$ | 1000 | $C_{2} / \mu \mathrm{F}$ | 1000 |
| $C_{1} / \mu \mathrm{F}$ | 1000 | $C_{\mathrm{a}} / \mu \mathrm{F}$ | 200 | $C_{\mathrm{S}} / \mathrm{nF}$ | 1 | $C_{\mathrm{a}} / \mu \mathrm{F}$ | 80 |
| $C_{\mathrm{S}} / \mathrm{nF}$ | 2.2 |  |  |  |  |  |  |



Figure 9. Harmonic comparison in Buck mode. (a) Output current of ZVS BDC in [23]; (b) harmonic analysis of output current of ZVS BDC in [23]; (c) output current of ZVT BDC (shown in Figure 2a); (d) harmonic analysis of output current of ZVT BDC (shown in Figure 2a).

Table 2. Loss comparison.

| Loss <br> Source | $f_{\mathrm{S}}=\mathbf{1 0 0} \mathbf{~ k H z}$ |  | $f_{\mathrm{S}}=\mathbf{5 0 0} \mathbf{~ k H z}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Traditional BDC | Proposed BDC | Traditional BDC | Proposed BDC |
| $P_{\mathrm{C}_{-} \mathrm{S}}$ | 2.1 W | 2.5 W | 2.1 W | 3.1 W |
| $P_{\mathrm{C}_{\text {SS }}}$ | --- | 5.4 W | --- | 10.4 W |
| $P_{\mathrm{S}_{-} \mathrm{S}}$ | 19.1 W | --- | 95.5 W | --- |
| $P_{\text {RR }}$ | --- | 0.8 W | --- | 4.2 W |
| Core loss | 1.9 W | 2.1 W | 0.3 W | 0.4 W |
| Copper <br> loss | 2.7 W | 3.3 W | 2.9 W | 4.3 W |

For the proposed ZVT BDC, MOSFET IRFP4668 is applied as the main switch, and MOSFET SUP90142E is utilized as the auxiliary switch, respectively. The on-resistance of the main switch is $0.008 \Omega$, the on-resistance of the auxiliary switch is $0.017 \Omega$, and the diode forward voltage of the auxiliary switch is 0.85 V (the junction temperature ( Tj ) is $75^{\circ}$ ). The core of the coupled inductor is E220-18. In the traditional BDC model, the filter inductor adopts the magnetic core KS25060A, and the main switch adopts MOSFET IRFP4668.

For the traditional BDC, the main loss includes $P_{\mathrm{c}_{-} S}$ (conduction loss of $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ ), $P_{\mathrm{s}_{-} \mathrm{S}}$ (switching loss of $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ ), core loss, and copper loss. For the proposed ZVS BDC, the main loss includes $P_{\mathrm{C}_{-} \mathrm{S}}$ (conduction loss of $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ ), $P_{\mathrm{C}_{-} \mathrm{SS}}$ (conduction loss of $\mathrm{S}_{\mathrm{SS} 1}$ and $\mathrm{S}_{\mathrm{SS} 2}$ ), $P_{\mathrm{RR}}$ (Reverse recovery loss of $\mathrm{S}_{\mathrm{SS} 1}$ and $\mathrm{S}_{\mathrm{SS} 2}$ ), core loss, and copper loss.

When the switching frequency of the converter is increased to more than 500 kHz , the switching loss of the conventional BDC will greatly reduce the efficiency of the converter; the introduction of soft-switching measures is especially necessary.

### 3.3. Topology Comparison

The ZVS conditions can be realized when the circuit is operating under Buck mode or Boost mode in the ZVS BDC in $[19,22,27]$. Table 3 shows the topology comparison between the ZVS BDC in the existing literature and the proposed ZVS BDC (as shown in Figure 2a).

Table 3. Topology comparison.

| Topology | Number of Auxiliary Switches | Number of Auxiliary Diodes | Current <br> Notch | Voltage Stress of Auxiliary Switches |
| :---: | :---: | :---: | :---: | :---: |
| ZVT BDC [17] | 2 | 2 | exist | $\max \left\{D V_{1},(1-D) V_{1}\right\}$ |
| ZVS BDC [18] | 2 | 0 | exist | $\begin{gathered} \text { Buck: } V_{2} \\ \text { Boost: } V_{1}-V_{2} \end{gathered}$ |
| ZVT BDC [20] | 2 | 2 | exist | $(1+n D) V_{2}$ |
| ZVT BDC [21] | 2 | 0 | exist | $n D V_{1}$ |
| ZVS BDC [23] | 2 | 0 | exist | $\begin{gathered} \mathrm{S}_{\mathrm{a} 1}:(n+1) V_{2} \\ \mathrm{~S}_{\mathrm{a} 2}:(n+1)\left(V_{1}-V_{2}\right) \end{gathered}$ |
| ZVS BDC [24] | 2 | 2 | exist | Buck: $\max \left\{\left\|(n-1)\left(V_{1}-V_{2}\right)\right\|, V_{2}+n\left(V_{1}-V_{2}\right)\right\}$ Boost: $\max \left\{\left\|(n-1) V_{2}\right\|, V_{1}+(n-1) V_{2}\right\}$ |
| ZVT BDC [25] | 2 | 2 | no | Buck: >0.5 $V_{2}$ <br> Boost: $>0.5 V_{2}$ |
| ZVT BDC [26] | 2 | 0 | exist | $\begin{gathered} \mathrm{S}_{\mathrm{a} 1}:(n+1)\left(V_{1}-V_{2}\right) \\ \mathrm{S}_{\mathrm{a} 2}:(n+1) V_{2} \end{gathered}$ |
| ZVS BDC [28] | 2 | 2 | no | $\begin{gathered} \mathrm{S}_{\mathrm{SS} 1}: \frac{2}{3}\left[\frac{L_{1}\left(V_{1}-V_{2}\right)}{L_{1}+L_{\mathrm{c}}-2 M}+V_{2}\right]-\frac{1}{3} V_{1} \\ \mathrm{~S}_{\mathrm{SS} 2}:-\frac{2}{3} \frac{\left(L_{\mathrm{c}}-M\right) V_{2}}{L_{1}+L_{\mathrm{c}}-2 M}+\frac{1}{3} V_{1} \end{gathered}$ |
| Proposed ZVT BDCs | 2 | 0 | no | $\begin{aligned} & \mathrm{S}_{\mathrm{SS} 1}: V_{1}-V_{\mathrm{ca}} \\ & \mathrm{~S}_{\mathrm{SS} 2}: V_{\mathrm{ca}} \end{aligned}$ |

The topologies in $[17,18]$ construct auxiliary circuits by adding auxiliary inductors, and the topology in [24] constitutes an auxiliary circuit by adding an auxiliary inductor and introducing a coupling inductor. The topologies in [19-23,25-28] and this paper use coupling inductors to construct auxiliary branches, which reduce the number of inductors. In order to realize soft switching in both operating modes (Buck and Boost), two auxiliary switches are required. To reduce the loss of auxiliary circuits, the diodes in $[20,25,28]$ need to have good reverse recovery characteristics and low-forward voltage drops, which will increase the cost. In the topologies in [17-24,26], to realize the ZVT of main switches, notches exist in the current at Port 2. When Port 2 is connected to a battery, the current notch can adversely affect the battery life. However, the proposed ZVT BDC can avoid this notch phenomenon. For the topologies with no current notch in [25,28] and the proposed ZVT BDC, the current stress of the auxiliary switch depends on the current and ripple at Port 2, and the current stress is similar when the power and voltage levels are the same. In terms of voltage stress, the topology of the proposed ZVT BDC is less than that of [25].

## 4. System Design

### 4.1. Design of Initial Value $V_{c a}$

### 4.1.1. Design of Initial Value $V_{\text {ca }}$ in Topology 1

For Topology 1, shown in Figure 2a, in the switching process shown in Figure 3, the resonance process should be ignored to simplify the analysis. The voltage $V_{\mathrm{ca}}$ of the auxiliary capacitor $C_{\mathrm{a}}$ during the period $\left(t_{0}-t_{1}\right)$ is:

$$
\begin{equation*}
V_{\mathrm{ca}}=\frac{I_{\mathrm{SS}} L_{\mathrm{r}}}{t_{1}-t_{0}} \tag{18}
\end{equation*}
$$

During the period $\left(t_{5}-t_{6}\right)$, the voltage $V_{\mathrm{ca}}$ of $C_{\mathrm{a}}$ is:

$$
\begin{equation*}
V_{\mathrm{ca}}=V_{1}-\frac{I_{\mathrm{SS}} L_{\mathrm{r}}}{t_{6}-t_{5}} \tag{19}
\end{equation*}
$$

When the period $\left(t_{0}-t_{1}\right)$ and $\left(t_{5}-t_{6}\right)$ are the same, the phase-shifting duty cycles of the auxiliary switch $\mathrm{S}_{\mathrm{SS} 1}$ and $\mathrm{S}_{\mathrm{SS} 2}$ are the same. According to (18) and (19), the initial value $V_{\mathrm{ca}}=0.5 V_{1}$ can be obtained. Considering the resonant process in the dead time, the actual $V_{\mathrm{ca}}$ is different from $0.5 V_{1}$.

### 4.1.2. Design of Initial Value $V_{\mathrm{ca}}$ in Topology 2

For Topology 2, shown in Figure 2b, the switching process is shown in Figure 5. During the period $\left(t_{0}-t_{1}\right), V_{\mathrm{ca}}$ is:

$$
\begin{equation*}
V_{\mathrm{ca}}=-V_{1}+\frac{I_{\mathrm{SS}} L_{\mathrm{r}}}{t_{1}-t_{2}} \tag{20}
\end{equation*}
$$

During the period $\left(t_{5}-t_{6}\right), V_{\mathrm{ca}}$ is:

$$
\begin{equation*}
V_{\mathrm{ca}}=-\frac{I_{\mathrm{SS}} L_{\mathrm{r}}}{t_{6}-t_{5}} \tag{21}
\end{equation*}
$$

When the periods $\left(t_{0}-t_{1}\right)$ and $\left(t_{5}-t_{6}\right)$ are the same, the initial value $V_{\mathrm{ca}}=-0.5 V_{1}$ can be obtained according to (20) and (21). Considering the resonant process in the dead time, the actual $V_{\mathrm{ca}}$ is different from $-0.5 V_{1}$.

### 4.2. Design of the Coupled Inductor

In the topology shown in Figure 2, the turn ratio of transformer T is $n$, the primary side is connected to the main circuit, the excitation inductor acts as a filter, and the secondary side is connected to the auxiliary circuit. $i_{\mathrm{L}}$ is the current flowing through the excitation inductor, $i_{S S}$ is the current of the auxiliary circuit, $i_{S S}{ }^{\prime}$ is the current converted to the primary side, and $i_{S S}{ }^{\prime}=i_{S S} / n$. The current of Port 2 is:

$$
\begin{equation*}
i_{2}=i_{\mathrm{SS}}+i_{\mathrm{C}} \tag{22}
\end{equation*}
$$

The current $i_{\mathrm{c}}$ is:

$$
\begin{equation*}
i_{\mathrm{C}}=i_{\mathrm{L}}-i_{\mathrm{SS}}{ }^{\prime} \tag{23}
\end{equation*}
$$

According to (22) and (23), the current of port 2 is $i_{2}=i_{S S}+i_{\mathrm{L}}-i_{\mathrm{SS}}{ }^{\prime}$. Therefore, when $n=1, i_{2}=i_{\mathrm{L}}$.

In the topology shown in Figure 2, $L_{m}$ is the filter inductor for the BDC, duty cycle $d_{2}$ is $\left(1-V_{2} / V_{1}\right)$, and the current ripple for $i_{\mathrm{L}}$ is:

$$
\begin{equation*}
\Delta i_{L} \approx \frac{V_{2}}{L_{\mathrm{m}}} d_{2} T_{\mathrm{S}} \tag{24}
\end{equation*}
$$

The ripple $\Delta i_{2}=\Delta i_{\mathrm{L}}$, taking $\Delta i_{\mathrm{L}}=x_{1} i_{\mathrm{L}}, x_{1}$ is the ripple coefficient, and the value of $L_{\mathrm{m}}$ can be obtained according to the requirement of ripple.
4.2.1. Design of $L_{\mathrm{r}}$ in Topology 1

In Topology 1, the maximum value of auxiliary current $i_{S S}$ is:

$$
\begin{equation*}
\Delta i_{\mathrm{SSmax} \_1}=\frac{V_{1}-V_{\mathrm{ca}}}{L_{\mathrm{r}}} T_{\mathrm{S}} d_{\mathrm{SS} 1} \tag{25}
\end{equation*}
$$

For Buck mode, the following condition should be met to realize the ZVS of $\mathrm{S}_{1}$ :

$$
\begin{equation*}
I_{\mathrm{L}}+\frac{1}{2} \Delta i_{\mathrm{L}}+\Delta i_{\text {SSmax }_{\_} 1}>0 \tag{26}
\end{equation*}
$$

For Boost mode, the following condition should be met:

$$
\begin{equation*}
I_{\mathrm{L}}-\frac{1}{2} \Delta i_{\mathrm{L}}-\Delta i_{\text {SSmax } \_1}<0 \tag{27}
\end{equation*}
$$

From (26) and (27), the value of $L_{r}$ can be obtained.
4.2.2. Design of $L_{\mathrm{r}}$ in Topology 2

In topology 2 , the maximum value of auxiliary current iss is:

$$
\begin{equation*}
\Delta i_{\mathrm{SSmax} \_2}=\frac{-V_{\mathrm{Ca}}}{L_{\mathrm{r}}} T_{\mathrm{S}} d_{\mathrm{SS} 2} \tag{28}
\end{equation*}
$$

To realize the ZVS of $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$, the following conditions should be satisfied:

$$
\begin{align*}
& I_{\mathrm{L}}+\frac{1}{2} \Delta i_{\mathrm{L}}+\Delta i_{\text {SSmax_2 }>0}>0  \tag{29}\\
& I_{\mathrm{L}}-\frac{1}{2} \Delta i_{\mathrm{L}}-\Delta i_{\text {SSmax_2 }}<0 \tag{30}
\end{align*}
$$

From (29) and (30), the value of $L_{r}$ can be obtained.

### 4.3. Design of $C_{S}$

### 4.3.1. Design of $C_{S}$ in Topology 1

For Topology 1, according to the ZVS implementation process as shown in Figure 3b, dead time needs to satisfy:

$$
\begin{align*}
& \Delta t_{12}=t_{2}-t_{1}=\frac{1}{\omega_{11}}\left(\arccos \frac{-V_{\mathrm{ca}}}{A_{11}}-\arccos \frac{V_{1}-V_{\mathrm{ca}}}{A_{11}}\right)<t_{\mathrm{D}}  \tag{31}\\
& \Delta t_{67}=t_{7}-t_{6}=\frac{1}{\omega_{12}}\left(\arccos \frac{-V_{\mathrm{ca}}}{A_{12}}-\arccos \frac{V_{1}-V_{\mathrm{ca}}}{A_{12}}\right)<t_{\mathrm{D}} \tag{32}
\end{align*}
$$

At time $t_{7}$, the values of $i_{\mathrm{c}}$ and $i_{\mathrm{S} 2}$ are:

$$
\begin{align*}
& i_{\mathrm{C}}\left(t_{7}\right)=-2 A_{12} C_{\mathrm{S}} \omega_{12} \sin \left(\omega_{12}\left(t_{7}-t_{6}\right)+\theta_{12}\right)  \tag{33}\\
& i_{\mathrm{S} 2}\left(t_{7}\right)=-A_{12} C_{\mathrm{S}} \omega_{12} \sin \left(\omega_{12}\left(t_{7}-t_{6}\right)+\theta_{12}\right) \tag{34}
\end{align*}
$$

When $S_{2}$ is turned on, $i_{S 2}$ needs to meet:

$$
\begin{equation*}
i_{\mathrm{S} 2}\left(t_{\mathrm{S} 2 \_ \text {on }}\right)=i_{\mathrm{S} 2}\left(t_{7}\right)+\left(\frac{V_{\mathrm{ca}}}{L_{\mathrm{r}}}+\frac{V_{2}}{L_{\mathrm{m}}}\right) \times\left(t_{\mathrm{D}}-\Delta t_{67}\right)<0 \tag{35}
\end{equation*}
$$

According to (31)-(35), the value of $C_{S}$ can be obtained.

### 4.3.2. Design of $C_{S}$ in Topology 2

For Topology 2, according to the ZVS implementation process as shown in Figure 5a, in order to realize the ZVS of $\mathrm{S}_{1}$, the following conditions should be met:

$$
\begin{align*}
& \Delta t_{12}=t_{2}-t_{1}=\frac{1}{\omega_{21}}\left(\arccos \frac{-V_{1}-V_{\mathrm{ca}}}{A_{21}}-\arccos \frac{-V_{\mathrm{ca}}}{A_{21}}\right)<t_{\mathrm{D}}  \tag{36}\\
& \Delta t_{67}=t_{7}-t_{6}=\frac{1}{\omega_{22}}\left(\arccos \frac{-V_{1}-V_{\mathrm{ca}}}{A_{22}}-\arccos \frac{-V_{\mathrm{ca}}}{A_{22}}\right)<t_{\mathrm{D}}  \tag{37}\\
& i_{\mathrm{S} 1}\left(t_{\mathrm{S} 1 \_o n}\right)=i_{\mathrm{S} 1}\left(t_{2}\right)+\left(\frac{-V_{\mathrm{ca}}}{L_{\mathrm{r}}}+\frac{V_{1}-V_{2}}{L_{\mathrm{m}}}\right) \times\left(t_{\mathrm{D}}-\Delta t_{12}\right)<0 \tag{38}
\end{align*}
$$

According to (36)-(38), the value of $C_{S}$ can be obtained.

### 4.4. Design of $C_{a}$

### 4.4.1. Design of $C_{a}$ in Topology 1

As the voltage source of the auxiliary circuit, the voltage $V_{\mathrm{ca}}$ of the auxiliary capacitor $C_{\mathrm{a}}$ can be determined according to the duration of $\left(t_{0}-t_{1}\right)$ and $\left(t_{5}-t_{6}\right)$, and the voltage ripple $\Delta V_{\mathrm{ca}}$ is:

$$
\begin{equation*}
\Delta V_{\mathrm{ca}}=\frac{1}{\mathrm{C}_{\mathrm{a}}} \int_{t_{0}}^{\frac{T_{\mathrm{s}}}{2}} i_{\mathrm{SS}}(t) d t \tag{39}
\end{equation*}
$$

In order to simplify the analysis, ignoring the resonance process and according to (39) and Figure 3, $\Delta V_{\mathrm{ca}}$ can be obtained:

$$
\begin{equation*}
\Delta V_{\mathrm{ca}} \approx \frac{V_{1} V_{\mathrm{ca}} T_{\mathrm{S}}^{2} d_{\mathrm{SS} 2}^{2}}{2 C_{\mathrm{a}} L_{\mathrm{r}}\left(V_{1}-V_{\mathrm{ca}}\right)} \tag{40}
\end{equation*}
$$

Taking $\Delta V_{\mathrm{ca}}=x_{2} V_{\mathrm{ca}}, x_{2}$ is the voltage ripple coefficient, and the value of auxiliary capacitance $C_{\mathrm{a}}$ can be obtained according to the requirement of voltage ripple.

### 4.4.2. Design of $C_{a}$ in Topology 2

According to (39), and Figure 5, $\Delta V_{\mathrm{ca}}$ can be obtained:

$$
\begin{equation*}
\Delta V_{\mathrm{ca}} \approx-\frac{V_{1}\left(V_{1}+V_{\mathrm{ca}}\right) T_{\mathrm{S}}^{2} d_{\mathrm{SS} 2}^{2}}{2 C_{\mathrm{a}} L_{\mathrm{r}} V_{\mathrm{ca}}} \tag{41}
\end{equation*}
$$

Similarly, according to the ripple requirements, the value of the auxiliary capacitor $C_{a}$ can be obtained.

Taking the ZVT BDC (as shown in Figure 2a) design process as an example, a step-bystep design methodology working in Boost mode is given in Table 4. The other topologies and the design process in Buck mode are similar and will not be repeated.

### 4.5. Design of the Control Method

Figure 10 shows the implementation of the control method, which is divided into two cases (Buck mode and Boost mode). The PI regulator of the output voltage ( $V_{2}$ under Buck, $V_{1}$ in Boost) generates the modulation signal $v_{\text {ctrl }}$, and the phase difference between the carrier signals $v_{\text {triS1 }}$ and $v_{\text {triS2 }}$ is $180^{\circ}$, generating the drive signals of $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ by comparators. To obtain the driving signals of $\mathrm{S}_{\mathrm{SS} 1}$ and $\mathrm{S}_{\mathrm{SS} 2}$, firstly, judge the working mode of the system (Buck mode or Boost mode) according to the voltages and currents of Ports 1 and 2. The phase-shifting duty cycles $d_{\mathrm{SS} 1}$ and $d_{\mathrm{SS} 2}$ are calculated according to the working mode. In order to ensure that the auxiliary current is large enough, $d_{\mathrm{SS} 1}$ and $d_{\mathrm{SS} 2}$ require a certain amount of margin $\Delta d$. The phase-shifting controller shifts the carrier signals $v_{\text {triS1 }}$ and $v_{\text {triS2 }}$ according to $d_{\mathrm{SS} 1}$ and $d_{\mathrm{SS} 2}$, and the carrier signals of $\mathrm{S}_{\mathrm{SS} 1}$ and $\mathrm{S}_{\mathrm{SS} 2}, v_{\text {triSS1 }}$ and $v_{\text {triSS2 }}$, are obtained. The driving signals of $\mathrm{S}_{\mathrm{SS} 1}$ and $\mathrm{S}_{\mathrm{SS} 2}$ are generated by comparators.

Table 4. Step-by-step design methodology.

| Step 1 | Determine the voltages ( $V_{1}$ and $V_{2}$ ) and power level according to the system requirements. |
| :---: | :---: |
| Step 2 | Ignore the resonance process and select initial value of $V_{\mathrm{ca}}, V_{\mathrm{ca}}=0.5 V_{1}$. |
| Step 3 | Design $L_{\mathrm{m}}$ of T according to the requirements of current ripple, and $L_{\mathrm{m}} \geq \frac{V_{2} d_{2} T_{\mathrm{S}}}{x_{1} L_{L}}$. |
| Step 4 | Select $n=1$. |
| Step 5 | Design $L_{\mathrm{r}}$ of T according to $I_{\mathrm{L}}-0.5 \Delta i_{\mathrm{L}}-\Delta i_{\mathrm{SS}}<0$, in which $\Delta i_{\mathrm{SS}}=\frac{V_{1}-V_{\mathrm{ca}}}{L_{\mathrm{r}}} T_{\mathrm{S}} d_{\mathrm{SS} 1}$. |
| Step 6 | Determine value range of $\left(C_{\mathrm{S}}, t_{\mathrm{d}}\right)$ according to $\left\{\begin{array}{l}t_{12}<t_{\mathrm{d}} \\ t_{67}<t_{\mathrm{d}} \\ i_{\mathrm{S} 2}\left(t_{\mathrm{S} 2} \text { on }\right)<0\end{array}\right.$, and select $C_{\mathrm{S}}$ and $t_{\mathrm{d}}$. |
| Step 7 | Design $C_{\mathrm{a}}$ according to the requirements of voltage ripple, and $C_{\mathrm{a}} \geq \frac{1}{x_{2} V_{\mathrm{ca}}} \int_{t_{0}}^{\frac{T_{\mathrm{s}}}{2}} i_{\mathrm{SS}}(t) d t$. |
| Step 8 | Simulation and experimental verification. |



Figure 10. Control schematic diagram.

## 5. Experimental Verification

Using DSP TMS320F28377SPTPT as the controller, MOSFET IRFP4668 as the main switch, and MOSFET SUP90142E as the auxiliary switch, a BDC prototype is built, as shown in Figure 11. Detailed experimental parameters are shown in Table 5.


Figure 11. Experimental platform.
Table 5. Detail parameters of experimental platform.

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| $V_{2} / \mathrm{V}$ | $40 \sim 60$ | $V_{1} / \mathrm{V}$ | 100 |
| $f_{\mathrm{S}} / \mathrm{kHz}$ | 100 | $n$ | 1 |
| $L_{\mathrm{c}} / \mu \mathrm{H}$ | 3.8 | $L_{\mathrm{m}} / \mu \mathrm{H}$ | 130 |
| $C_{1}$ and $C_{2} / \mu \mathrm{F}$ | 1000 | $C_{\mathrm{S}} / \mathrm{nF}$ | 2.2 |
| $P_{1 \max }$ and $P_{2 \max } / \mathrm{W}$ | 800 | $\mathrm{C}_{\mathrm{a}} / \mu \mathrm{F}$ | 200 |

To verify the validity of the two ZVT BDCs shown in Figure 2, two sets of experiments were conducted, in each set of experiments; the power level is 800 W . The experimental waveforms of these two topologies operating in two modes (Buck and Boost) and two duty cycles $\left(d_{1}=0.4\right.$ and $\left.d_{1}=0.6\right)$ are given. The control method utilized in the experiments is shown in Figure 10.

Figures $12-15$ show the experimental waveforms of the topology shown in Figure 2a.


Figure 12. Experimental waveforms of BDC Topology 1 when $P_{1}=800 \mathrm{~W}, V_{1}=100 \mathrm{~V}$, $d_{1}=0.4(t-2 \mu \mathrm{~s} / \mathrm{div})$. (a) $v_{\mathrm{DS} 2}, v_{\mathrm{GS} 2}$, and $i_{\mathrm{c}} ;\left(\right.$ b) $v_{\mathrm{DS} 1}, v_{\mathrm{GS} 1}$, and $i_{2}$; (c) $v_{\mathrm{GSS} 1}, v_{\mathrm{GS} 2}$, and $i_{\mathrm{SS}}$; (d) $V_{1}, V_{2}$, and $V_{\text {ca }}$.


Figure 13. Experimental waveforms of BDC Topology 1 when $P_{1}=800 \mathrm{~W}, V_{1}=100 \mathrm{~V}$, $d_{1}=0.6(t-2 \mu \mathrm{~s} / \mathrm{div})$. (a) $v_{\mathrm{DS} 2}, v_{\mathrm{GS} 2}$, and $i_{\mathrm{c}} ;\left(\right.$ b) $v_{\mathrm{DS} 1}, v_{\mathrm{GS} 1}$, and $i_{2}$; (c) $v_{\mathrm{GSS}}, v_{\mathrm{GS} 2}$, and $i_{\mathrm{SS}}$; (d) $V_{1}, V_{2}$, and $V_{\text {ca }}$.


Figure 14. Experimental waveforms of BDC Topology 1 when $P_{2}=800 \mathrm{~W}, V_{1}=100 \mathrm{~V}$, $d_{1}=0.4(t-2 \mu \mathrm{~s} / \mathrm{div})$. (a) $v_{\mathrm{DS} 1}, v_{\mathrm{GS} 1}$, and $i_{\mathrm{c}} ;\left(\right.$ b) $v_{\mathrm{DS} 2}, v_{\mathrm{GS} 2}$, and $i_{2}$; (c) $v_{\mathrm{GSS} 2}, v_{\mathrm{GS} 1}$, and $i_{\mathrm{SS}}$; (d) $V_{1}, V_{2}$, and $V_{\text {ca }}$.


Figure 15. Experimental waveforms of BDC Topology 1 when $P_{2}=800 \mathrm{~W}, V_{1}=100 \mathrm{~V}$, $d_{1}=0.6(t-2 \mu \mathrm{~s} / \mathrm{div})$. (a) $v_{\mathrm{DS} 1}, v_{\mathrm{GS} 1}$, and $i_{\mathrm{c}} ;\left(\right.$ b) $v_{\mathrm{DS} 2}, v_{\mathrm{GS} 2}$, and $i_{2}$; (c) $v_{\mathrm{GSS} 2}, v_{\mathrm{GS} 1}$, and $i_{\mathrm{SS}}$; (d) $V_{1}, V_{2}$, and $V_{\text {ca }}$.

When ZVS BDC operates in Boost mode, $P_{1}=800 \mathrm{~W}, V_{1}=100 \mathrm{~V}$, Figures 12 and 13 are the experimental waveforms under the condition of $V_{2}=40 \mathrm{~V}$ and $V_{2}=60 \mathrm{~V}$, respectively. The main switches $S_{1}$ and $S_{2}$ are turned on and off under ZVS conditions, and the auxiliary switches $\mathrm{S}_{\mathrm{SS} 1}$ and $\mathrm{S}_{\mathrm{SS} 2}$ are turned on and off under ZCS conditions. When $V_{2}$ is 40 V and 60 V , in order to achieve the ZVS of $\mathrm{S}_{2}$, the phase shift angles between the drive signals $v_{\mathrm{GSS} 1}$ and $v_{\mathrm{G} 2}$ can be $60^{\circ}$ and $45^{\circ}$, respectively.

When ZVS BDC operates in Buck mode, $P_{2}=800 \mathrm{~W}, V_{1}=100 \mathrm{~V}$, Figures 14 and 15 are the experimental waveforms under the condition of $V_{2}=40 \mathrm{~V}$ and $V_{2}=60 \mathrm{~V}$, respectively. The main switches $S_{1}$ and $S_{2}$, are turned on and off under ZVS conditions, and the auxiliary switches $\mathrm{S}_{\mathrm{SS} 1}$ and $\mathrm{S}_{\mathrm{SS} 2}$ are turned on and off under ZCS conditions. When $V_{2}$ is 40 V and 60 V , in order to achieve the ZVS of $\mathrm{S}_{1}$, the phase shift angles between the drive signals $v_{\mathrm{GSS} 2}$ and $v_{\mathrm{G} 1}$ can be $60^{\circ}$ and $45^{\circ}$, respectively.

Figures 16-19 show the experimental waveforms of the topology shown in Figure 2b.


Figure 16. Experimental waveforms of BDC Topology 2 when $P_{1}=800 \mathrm{~W}, V_{1}=100 \mathrm{~V}$, $d_{1}=0.4(t-2 \mu \mathrm{~s} / \mathrm{div})$. (a) $v_{\mathrm{DS} 2}, v_{\mathrm{GS} 2}$, and $i_{\mathrm{c}}$; (b) $v_{\mathrm{DS} 1}, v_{\mathrm{GS} 1}$, and $i_{2}$; (c) $v_{\mathrm{GSS} 1}, v_{\mathrm{GS} 2}$, and $i_{\mathrm{SS}}$; (d) $V_{1}, V_{2}$, and $V_{\text {ca }}$.


Figure 17. Experimental waveforms of BDC Topology 2 when $P_{1}=800 \mathrm{~W}, V_{1}=100 \mathrm{~V}$, $d_{1}=0.6(t-2 \mu \mathrm{~s} /$ div $)$. (a) $v_{\mathrm{DS} 2}, v_{\mathrm{GS} 2}$, and $i_{\mathrm{c}}$; (b) $v_{\mathrm{DS} 1}, v_{\mathrm{GS} 1}$, and $i_{2}$; (c) $v_{\mathrm{GSS} 1}, v_{\mathrm{GS} 2}$, and $i_{\mathrm{SS}}$; (d) $V_{1}, V_{2}$, and $V_{\text {ca }}$.


Figure 18. Experimental waveforms of BDC Topology 2 when $P_{2}=800 \mathrm{~W}, V_{1}=100 \mathrm{~V}$, $d_{1}=0.4(t-2 \mu \mathrm{~s} / \mathrm{div})$. (a) $v_{\mathrm{DS} 1}, v_{\mathrm{GS} 1}$, and $i_{\mathrm{c}}$; (b) $v_{\mathrm{DS} 2}, v_{\mathrm{GS} 2}$, and $i_{2}$; (c) $v_{\mathrm{GSS} 2}, v_{\mathrm{GS} 1}$, and $i_{\mathrm{SS}}$; (d) $V_{1}, V_{2}$, and $V_{\text {ca }}$.


Figure 19. Experimental waveforms of BDC Topology 2 when $P_{2}=800 \mathrm{~W}, V_{1}=100 \mathrm{~V}$, $d_{1}=0.6(t-2 \mu \mathrm{~s} /$ div $)$. (a) $v_{\mathrm{DS} 1}, v_{\mathrm{GS} 1}$, and $i_{\mathrm{c}}$; (b) $v_{\mathrm{DS} 2}, v_{\mathrm{GS} 2}$, and $i_{2}$; (c) $v_{\mathrm{GSS} 2}, v_{\mathrm{GS} 1}$, and $i_{\mathrm{SS}}$; (d) $V_{1}, V_{2}$, and $V_{\text {ca }}$.

When ZVS BDC operates in Boost mode, $P_{1}=800 \mathrm{~W}, V_{1}=100 \mathrm{~V}$, Figures 16 and 17 are the experimental waveforms under the condition of $V_{2}=40 \mathrm{~V}$ and $V_{2}=60 \mathrm{~V}$, respectively. The main switches $S_{1}$ and $S_{2}$ are turned on and off under ZVS conditions, and the auxiliary switches $\mathrm{S}_{\mathrm{SS} 1}$ and $\mathrm{S}_{\mathrm{SS} 2}$ are turned on and off under ZCS conditions. When $V_{2}$ is 40 V and 60 V , in order to achieve the ZVS of $\mathrm{S}_{2}$, the phase shift angles between the drive signals $v_{\mathrm{GSS} 1}$ and $v_{\mathrm{G} 2}$ can be $60^{\circ}$ and $45^{\circ}$, respectively.

When ZVS BDC operates in Buck mode, $P_{2}=800 \mathrm{~W}, V_{1}=100 \mathrm{~V}$, Figures 18 and 19 are the experimental waveforms under the condition of $V_{2}=40 \mathrm{~V}$ and $V_{2}=60 \mathrm{~V}$, respectively. The main switches $S_{1}$ and $S_{2}$ are turned on and off under ZVS conditions, and the auxiliary switches $\mathrm{S}_{\mathrm{SS} 1}$ and $\mathrm{S}_{\mathrm{SS} 2}$ are turned on and off under ZCS conditions. When $V_{2}$ is 40 V and 60 V , in order to achieve the ZVS of $\mathrm{S}_{1}$, the phase shift angles between the drive signals $v_{\mathrm{GSS} 2}$ and $v_{\mathrm{G} 1}$ can be $60^{\circ}$ and $45^{\circ}$, respectively.

As shown in Figures 12-19, the current at Port 2 has no notch when these two proposed ZVT BDCs operate in both two modes (Buck and Boost). In Topology $1, V_{\mathrm{ca}}>0$, and in Topology 2, $V_{\mathrm{ca}}<0$. When the power circuit operates in Buck mode, the current $i_{\mathrm{c}}$ flowing through the bridge arm $\left(S_{1}\right.$ and $\left.S_{2}\right)$ changes from negative to positive before $S_{1}$ is turned on due to the auxiliary current. When the power circuit operates in Boost mode, $i_{\mathrm{c}}$ changes from positive to negative before $S_{2}$ is turned on, realizing ZVT conditions for $S_{1}$ and $S_{2}$.

When the average value of $i_{2}$ changes, the peak of $i_{\text {SS }}$ has different requirements. Thus, $d_{\text {SS1 }}$ and $d_{\mathrm{SS} 2}$ need to be adjusted. In addition, auxiliary switches are turned on and off under ZCS conditions.

As shown in Figure 20, the main loss sources of a traditional BDC include conduction loss of the main switch, switching loss of the main switch, copper loss and core loss of the inductor. The main loss sources of the proposed ZVS BDC include the conduction loss of the main switch, conduction loss of the auxiliary switch, RR loss of the auxiliary switch, copper loss, and core loss of inductor. For the traditional BDC topology, switching loss accounts for the largest proportion of the total loss, while for the proposed BDC , the largest source is conduction loss. As shown in Figure 21, compared to the traditional BDC, the maximum efficiency of the proposed BDC (shown in Figure 2a) can be improved by $1.2 \%$.


Figure 20. Loss analysis.


Figure 21. Efficiency curves with and without auxiliary circuit. (a) Boost; (b) Buck.
Through the theoretical analysis of the loss of traditional BDC, when the switching frequency is increased to more than 500 kHz , it is necessary to introduce the ZVT implementation measures. According to the efficiency curve of the existing topology, the loss analysis is carried out when the switching frequency is greater than 500 kHz , and the comparison of the theoretical efficiency values among different topologies under full load when the switching frequency $f_{\mathrm{S}} \geq 500 \mathrm{kHz}$ is shown in Table 6 .

Table 6. Efficiency comparison when the switching frequency $f_{S} \geq 500 \mathrm{kHz}$.

| Topology | Boost | Buck |
| :---: | :---: | :---: |
| ZVS BDC [17] | $96.7 \%$ | $95.2 \%$ |
| ZVS BDC [18] | $97.2 \%$ | $96.5 \%$ |
| ZVT BDC [20] | $95.7 \%$ | $95.6 \%$ |
| ZVT BDC [21] | $97.7 \%$ | $97.2 \%$ |
| ZVS BDC [23] | $97.5 \%$ | $97.5 \%$ |
| ZVS BDC [24] | $96.3 \%$ | $96.5 \%$ |
| ZVT BDC [25] | $95.3 \%$ | $95.4 \%$ |
| ZVT BDC [26] | $92.2 \%$ | $93.3 \%$ |
| ZVS BDC [28] | $96.4 \%$ | $96.2 \%$ |
| The proposed ZVT BDCs | $96.7 \%$ | $96.7 \%$ |

## 6. Conclusions

In this paper, several ZVT magnetic coupling BDCs are proposed. In these topologies, the excitation inductor of the transformer acts as a filter, and the leakage inductor is used to generate auxiliary current. When the turn ratio is $1: 1$, the current of the original side and the secondary side is the same but in the opposite direction. Thus, the current notch at the low voltage port can be eliminated. The main switches can achieve ZVT conditions, and the auxiliary switches can achieve ZCS conditions. In order to verify the feasibility of these ZVT BDCs, $100-\mathrm{kHz}$ and $800-\mathrm{W}$ prototypes are built, and the experimental results of two working modes (Boost and Buck) are shown. Through detailed theoretical analysis and experimental verification, all switches of the converter realize soft switching, and no current notch exists at the low-voltage port. Compared with the traditional BDC, the maximum efficiency can be increased by $1.2 \%$.
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#### Abstract

Processing physical quantities into an indirect signal is a standard method of transferring information about the measured quantity to the master system, which analyzes the data obtained from the acquisition system. The intermediate signal is very often the voltage, but another transmission medium can be the frequency of the output signal of the "physical quantity-to-frequency" converter. The article presents the implementation of the adaptive method of selecting the clock signal frequency of the counter working in the converter. The issue of selecting the clock signal frequency for the required processing range of the transducer is discussed in detail. The application of the method using the STM32L476RG microcontroller is presented. The principle of checking the processing range of the developed transducer model is discussed. The algorithms of transducer operation in basic and adaptive modes of measuring the period of the variable frequency signal are proposed. The results of operation, in both modes, of the transducer model of frequency processing are presented, along with the metrological analysis of the results. The influence of selected approximations used to reconstruct the measured quantity on the final presentation of the measurement result is discussed.


Keywords: instantaneous frequency; frequency measurement; frequency-to-code converter

## 1. Introduction

The conversion of physical quantities into an indirect signal is a constantly developing field of metrology [1-5]. It is used for data transmission and processing in master systems, which can be, for example, PCs or other microprocessor systems with sufficient computing performance for a given application. Very often, the intermediate signal is the voltage [6,7], which can be easily converted into a digital form using an analog-to-digital converter. Another possibility is to use the frequency of the transducer's output signal as an intermediate carrier of information [8]. The frequency itself can also provide information about the examined phenomenon, such as, for instance, the stability of power grid operation, the variability of the voltage generated by photovoltaic inverters, power plant frequency control capabilities [9], etc. The frequency of the signal can be directly processed into numerical values [6,10], but in the case of time-varying values, this issue is still the subject of many publications [1,11-16] and research on new solutions [17-24]. The intensity of the research is favored by: high availability of converters of physical quantities into frequency (X/f) [25], low sensitivity of the information transmission channel using the frequency signal to electromagnetic interference and amplitude attenuation [26,27], high accuracy of constant frequency measurement, and widely available programmable systems containing counters enabling high accuracy frequency measurement [28,29].

The increasing offer of $X / f$ converters and the continuous development and creation of new innovative constructions enabling the measurement of time-varying parameters have entailed the need to develop methods of variable-frequency processing [30].

Constant-frequency measurement is most often carried out using the digital method. Systems for digital measurement of constant frequency and period are well-known and widely described in the literature on metrology [6]. The frequency meter usually includes a counter system, a standard frequency generator, an input signal conditioning system, and a decoder to convert the information about the measured frequency read from the counter into readable form. The result of this decoding is presented on the display or passed to another part of the system. The operation of the frequency counter is based on the principle of summing up the pulses signaling the end of the current period and the beginning of the next period of the measured frequency signal [25]. The quotient of the number of summed pulses and the measurement time is an approximation of the measured frequency. In the case of period measurement, the pulses from the reference generator are summed up during the full period of the processed signal [17].

The length of the period is determined by the product of the counter state and the length of the clock signal period. Provided that the design of the instrument for measuring frequency and period has been developed correctly, i.e., a Schmitt trigger [25] is used in the input channel of the meter, and the conditions for stable operation of the reference signal generator have been ensured, the main source of the measurement error is the quantization error [31]. The constant frequency measurement result is stable and can be presented in a readable form on the instrument's display.

Unlike a constant frequency meter, processing a variable frequency signal into a clear presentation of the measurement data requires a more complex measurement system, which will allow for more advanced data processing. Although counter systems are also often used in this case [6,25], the further data processing procedure is more complicated. The variable frequency of the signal makes a direct presentation of the result on the display impossible. In addition, due to its variability, it seems reasonable to measure the frequency indirectly, through digital measurement of the period, or more precisely, subsequent periods of the processed signal. Knowledge of the length of successive periods will enable the most complete mapping of changes in the quantity processed by the $X / f$ converter. The consequence of the proposed method of frequency measurement is the need to collect the measurement data in order to present it in a clear form on a graph of the measurand $x(t)$ as a function of time. Typically, this data is later used to create other, more complex reports. Due to the nature of the operation of the system converting frequency into numerical values, this type of device is called a "frequency-to-code" converter and is marked with the symbol $\mathrm{f} / \mathrm{N}$ [10]. An example of the structure of the $\mathrm{f} / \mathrm{N}$ converter that allows continuous processing of the signal period using a single counter is shown in Figure 1.


Figure 1. Sample structure of the $\mathrm{f} / \mathrm{N}$ converter with single counter.
It is obvious that the acquisition of a volume-relevant set of numerical values for subsequent visualization, analysis, and archiving requires an adequately capacious memory in the system [32] and an interface that will allow for the effective transfer of the measurement data from the $\mathrm{f} / \mathrm{N}$ converter to the master computer. An alternative to storing the data in the RAM of the $f / N$ converter may be the transmission of consecutive numerical values
obtained during the measurement directly to the master computer. However, this requires a careful analysis of the possibilities of data acquisition and transmission by the $f / \mathrm{N}$ converter and the possibility of receiving and archiving the measurement data sent by the computer controlling the measurement process [33]. As a consequence, taking into account the need to store a large amount of data, regardless of the storage method, it becomes reasonable to develop methods to reduce the memory occupied by the stored data. One of the possibilities is to limit the transmitted single numerical values to a variable with an acceptable number of bits, corresponding to the number of bits in the counter register used. Usually, 8- and 16-bit counters are available, but some microprocessor systems also offer 32-bit counters. Often, universal counters in microprocessor structures can be configured to create a counter structure with a larger capacity. Figures $2-4$ show three graphs of theoretically achievable frequency measurement range for different sizes of the counter register. Each measurement range is limited by the assumption that the relative value of the quantization error will not exceed 1\%, i.e., the minimum number of pulses registered by the counter of the $f / N$ converter is 100 . The quantization error is calculated according to the formula:

$$
\begin{equation*}
\delta_{k}=\frac{T_{g}}{T_{x i}} 100 \% \tag{1}
\end{equation*}
$$

where: $T_{g}$-is the period of the clock generator signal with frequency $f_{g}$, and $T_{x i}$-is the period of the processed signal.

The lower limit of each of the presented ranges is the product of the maximum meter state and the length of the period $T_{g}$.

Figure 2 shows the measurement ranges for a meter with an 8-bit register, which gives a data set consisting of numbers with the least use of the measurement system memory. It can be seen that for the clock signal used by the counter with the frequency $f_{g}=80 \mathrm{MHz}$, it is theoretically possible to measure the maximum frequency of 800 kHz , while the lowest measurable frequency for $f_{g}=1 \mathrm{MHz}$ and the maximum state of the counter 255 is about 3921.57 Hz .

Unfortunately, it can be seen that the three selected frequencies $f_{g}$ allow processing only in a discontinuous frequency range of the processed signal. In order to enable measurement in a continuous range, a more frequent change of the $f_{g}$ frequency division degree would be required, which would generate additional data informing about the set frequency division degree [31]. As a consequence, the effect of memory saving would be minimal, while continuous changes in the frequency division could lead, in extreme cases, to unstable operation of the measurement system.


Figure 2. Measuring ranges for a counter with an 8-bit summing register.

Figure 3 shows the measurement ranges for a meter using a 16-bit register. The proposed frequencies of the clock signal allow obtaining a continuous measuring range, whereby for $f_{g}=80 \mathrm{MHz}$, the maximum range of 800 kHz is obtained, as before, while the minimum frequency for $f_{g}=1 \mathrm{MHz}$ and the maximum state of the counter 65535 is about 15.26 Hz.


Figure 3. Measuring ranges for a counter with a 16 -bit summing register.
Figure 4 shows the measurement ranges for a counter with a 32-bit register. In this case, it can be seen that the measuring range is the widest. Like for the previous counters, for $f_{g}=80 \mathrm{MHz}$, the limit value of the 800 kHz range is obtained, as imposed by the value of the minimum state of the counter register. In the range of the lowest frequencies, for $f_{g}=1 \mathrm{MHz}$ and the maximum counter value of $4,294,967,295$, a very significant reduction of the measurable values to the level of about $232 \mu \mathrm{~Hz}$ is obtained. However, the wide measurement range of the 32-bit counter requires twice as much memory to store the measurement data as the 16 -bit counter.


Figure 4. Measuring ranges for a counter with a 32-bit summing register.
In summary, it is reasonable to say that the $f / N$ converter with a 32-bit counter can be used when it is necessary to measure very low frequencies, while in other cases it seems better to use a 16-bit counter with switching the division degree of the clock signal frequency $f_{g}$ in the prescaler, depending on the instantaneous value of the measured frequency.

Taking into account the above considerations, it was assumed in the further part of the work that a 16-bit counter will be used in the tests, which will allow counting in the range from 0 to 65,535 and saving the instantaneous value of the summing register in an additional register.

The aim of the article is to present an example of the implementation of the method to change adaptively the frequency division of the counter clock signal working in the $f / \mathrm{N}$ converter and thus extend the range for low frequencies processed by the $f / N$ converter with a 16-bit counter.

## 2. Processing of Successive Periods of the Signal

The test signal frequency $f_{x i}$ corresponding to each successive period of $T_{x i}$ is determined indirectly. The value of $f_{x i}$ is calculated from the formula:

$$
\begin{equation*}
f_{x i}=\frac{1}{T_{x i}} \tag{2}
\end{equation*}
$$

Neglecting the quantization error (1), the approximate value of $T_{x i}$ is calculated as the product of the period $T_{g}$ and the state $N_{x i}$ of the $f / N$ converter counter:

$$
\begin{equation*}
T_{x i} \approx T_{g} N_{x i} \tag{3}
\end{equation*}
$$

One of the possible implementations of the functionality of the $f / N$ converter is the use of a microprocessor system [34], which typically includes counter circuits, memory, interfaces, and a reference frequency generator. Its structure enables the design of a system that implements the functionality of digital signal processing [33].

The principle of continuous processing of the period $T_{x i}$ of a variable frequency signal (hereinafter referred to as the frequency signal) by means of a system containing one counter (Figure 1) is shown in Figure 5 [31]. The first graph from the top presents the quantity $x(t)$ processed in the physical quantity-frequency converter, while the next graph shows the signal of the output voltage $U_{X f}(t)$ of the $X / f$ converter. The period of this signal is proportional to the instantaneous value of quantity $x(t)$. The third graph shows the voltage $U_{g}(t)$ generated at the output of the clock signal generator, and finally, the last graph presents the time-varying state $N(t)$ of the counter of the $f / N$ converter working continuously. The instantaneous values of the counter state $N_{i}$ are read at times $t_{i}$ of the occurrence of pulses constituting the boundary of successive periods $T_{x i}$.

$$
\begin{equation*}
x(t)=\frac{1}{S T_{x i}}=\frac{1}{S T_{g}\left(N_{i+1}+N_{\max } * O-N_{i}\right)} \tag{4}
\end{equation*}
$$

where $O$ is the number of recorded meter overflows and $S$ is the sensitivity of the $X / \mathrm{f}$ converter.

In normal practice, if only hardware processing of successive $N_{x i}$ values is required, only one case of overflow can be recorded. Storing the information about successive overflows requires the use of RAM to create an additional software counter. In applications requiring the fastest possible processing of subsequent $T_{x i}$ periods, a much better solution will be to use another counter that counts overflows or to replace the used counter with another unit with a larger capacity.

The absolute value of the total absolute error of processing the information about the quantity $x(t)$ carried by the frequency of the input signal by the $\mathrm{f} / \mathrm{N}$ converter is the sum of two errors. The first is the absolute frequency measurement error $\Delta_{\mathrm{fT}}$ resulting from the formation of the quantization error in the $T_{x i}$ measurement. The frequency $f_{x i}$ is calculated indirectly from the measured values of $T_{x i}$; hence, this error should be calculated using the total differential method:

$$
\begin{equation*}
\Delta_{f T}=\left|\frac{\partial f_{x i}}{\partial T_{x i}}\right|\left|\Delta T_{x i}\right| \tag{5}
\end{equation*}
$$



Figure 5. The principle of processing the period of variable frequency signal using a system with one counter [31].

Taking into account relations (2) and (4) and that the absolute quantization error of the $T_{x i}$ measurement is $\pm T_{x i}$, after relevant substitutions the relation for $\Delta_{f T}$ takes the form:

$$
\begin{equation*}
\Delta_{f T}=\left|\frac{\partial\left(S T_{x i}^{-1}\right)}{\partial T_{x i}}\right| T_{g} . \tag{6}
\end{equation*}
$$

Determining the derivative in the above relation gives the final formula for the error $\Delta_{f T}$ :

$$
\begin{equation*}
\Delta_{f T}=\frac{S T_{g}}{T_{x i}^{2}} \tag{7}
\end{equation*}
$$

The other component of the total error is the absolute averaging error [31]. Finally, for a sinusoidal test signal:

$$
\begin{equation*}
x(t)=X_{0}+X_{m} \sin (2 \pi F t) \tag{8}
\end{equation*}
$$

where $F$ is the frequency of $x(t), X_{m}$ is the amplitude of $x(t)$, and $X_{0}$ is the constant component of $x(t)$, the absolute total error is given by the formula:

$$
\begin{equation*}
\Delta_{\Sigma}=\frac{S T_{g}}{T_{x i}^{2}}+S X_{m}\left(1-\frac{\sin \pi F T_{x i}}{\pi F T_{x i}}\right) \tag{9}
\end{equation*}
$$

On the other hand, the total relative error of information processing related to the current value of the frequency $f_{x i}$ is given by the formula:

$$
\begin{equation*}
\delta_{\Sigma}=\left(\frac{T_{g}}{T_{x i}}+\frac{f_{m}\left(1-\frac{\sin \pi F T_{x i}}{\pi F T_{x i}}\right)}{f_{x i}}\right) \cdot 100 \% \tag{10}
\end{equation*}
$$

where $f_{m}$ is the amplitude of the frequency change calculated as the product of the amplitude of $x(t)$ and the sensitivity of the $\mathrm{X} / \mathrm{f}$ converter.

The graphs of the total error of information processing by the $\mathrm{f} / \mathrm{N}$ converter are shown in Figure 6 for different selected values of the converter counter clock frequency and the assumed frequency of the waveform $x(t)$ equal to 1 Hz .


Figure 6. Examples of total error graphs for $F=1 \mathrm{~Hz}$.

## 3. The f/N Converter Model

This article is intended to present a practical implementation of the method presented in [31] with the use of a selected microcontroller system. The experiments carried out during past studies [33] have revealed that there is a discrepancy between the theoretically achievable measurement range for a counter with a specific pulse summing capacity at a selected clock frequency $f_{g}$ and the range achievable in real conditions. The performed experiments have shown that the speed of implementation of many transducer functionalities is very important, including the execution of numerical operations by the processor, counter service, communication with the memory, and the interface used for communication with the master computer. The size of the operational memory needed for calculations and data storage is also important. It turned out that the performance of the popular 8-bit microcontrollers of the AVR family [33] allowed theoretically to process signal frequencies in a wide range. After assuming a quantization error of $1 \%$ and using a clock frequency of 16 MHz and a 16-bit counter, it should theoretically be possible to measure frequencies up to 160 kHz . Unfortunately, popular microcontrollers usually have a small amount of RAM, which significantly limits their ability to collect data. An attempt to transmit the measurement data directly resulted in a dramatic limitation of the measurement range down to about 10 kHz . Increasing the frequency of the tested signal meant that the microprocessor did not correctly detect limit pulses for subsequent $T_{x i}$ periods (Figure 5), and, as a result, the frequency was twice as high as that actually measured. The number of undetected limit pulses and the number of incorrect measurements increased with the increase in frequency measured [33].

Taking into account the above considerations, it was assumed that a more efficient 32-bit microcontroller with a memory size sufficient to collect enough data to evaluate the operation of the method would be used.

To create the $\mathrm{f} / \mathrm{N}$ converter model, the NUCLEO-L476RG runtime board was chosen to contain a 32-bit STM32L476RG microcontroller equipped with an ARM Cortex-M4 core.

In addition, the Nucleo-L476RG set was equipped with an ST-LINK programmer that allows the microcontroller to be programmed directly into the operating system via the USB interface and a dedicated application. The programmer also allows for debugging the processor's operation, i.e., for current analysis of the program stored in the flash memory of the microcontroller. Various programming languages and environments can be used to create the code for the microcontroller, e.g., Keil, IAR, and the environment developed by STM Microelectronics. A set of programming tools included in the STM32Cube was used in the work on the project of the $\mathrm{f} / \mathrm{N}$ converter discussed in the article.

A 16-bit general-purpose counter, T3, was selected to implement the f/N converter. According to the technical documentation of the module, this counter can be controlled at a maximum frequency of 80 MHz . The microcontroller clock signal frequency can be produced in various ways. After purchase, the development kit is configured to work with an internal RC resonant system producing a frequency of 16 MHz . Other useful alternatives for the implementation of the $f / N$ converter, which will give a more stable clock signal, are the external resonator and the resonator of the ST-LINK programmer. Measurement experiments were carried out to check the stability of the $f / N$ converter by measuring selected frequencies in the range of 1221 Hz to 200 kHz , each time collecting a set of data representing $24,000 T_{x i}$ periods. Due to the stability of the RC generator specified by the manufacturer at a level of $\pm 1 \%$, it was concluded that carrying out the test of the RC system was unnecessary. The operation of the checked $f / N$ converter was controlled sequentially from three clock signal sources: two external quartz resonators produced by different manufacturers with a resonant frequency of 16 MHz and the ST-LINK programmer generating a clock frequency of 8 MHz . For each set input frequency of the f/N converter, the average value from a series of 24,000 results was calculated, and then the absolute error was calculated as the difference between the calculated average value and the value that should be measured if the set frequency was measured without error. The results of the calculations in the form of the absolute error vs. frequency plot are shown in Figure 7. The waveforms $f_{g 1}$ and $f_{g 2}$ describe the graphs of errors obtained for clock signals from external resonators, while the graph $f_{g 3}$ represents the measurement error when using the clock signal from the ST-LINK programmer.


Figure 7. Absolute error of constant frequency measurement for individual resonators.
The average values of the absolute deviation of the $N_{x i}$ value from the set value show that the work with the clock signal sent from the programmer is the most stable, where the error for frequencies up to 100 kHz is practically negligible. The clock signals from the 16 MHz crystal oscillators are basically comparable to each other. In these two cases, some instability can be observed, but its scale is not high.

The next comparison criterion used to assess the operation of the $f / N$ converter was the number of large measurement errors generated, i.e., the frequency readings differing by more than $5 \%$ from the set value. The results are presented in Figure 8. The markings of the waveforms on the graph are analogous to those in Figure 7. Due to the need to present the stability of the $\mathrm{f} / \mathrm{N}$ converter, the maximum of the $y$-axis representing the number of registered deviations is limited to 3 . It can be seen that the occurrence of measured values deviating from the $N_{x i}$ value by more than $5 \%$ is a great problem in the field of
measurement errors. In this case, the transducer worked most stably using the programmer resonator.


Figure 8. The average number of recorded deviations above 5\% for individual resonators.
As a result of the conducted experiments, it was found that the clock signal generated in the programmer has the highest accuracy and stability and ensures the best working conditions for the $\mathrm{f} / \mathrm{N}$ converter. Consequently, it was assumed that the clock signal generated by the programmer of the development kit would be used for further work. The configuration of the microcontroller enabling the generation of the clock frequency $f_{g}=80 \mathrm{MHz}$ for the counter is shown in Figure 9.


Figure 9. Clock frequency configuration in the STM32CubeIDE environment.
The converter has been developed according to the structure shown in Figure 1. A 16-bit T3 counter was selected to work as the working counter of the $f / \mathrm{N}$ converter. The counter was connected to the processor's internal APB1 bus. The maximum settable clock frequency of 80 MHz was used (Figure 9).

The T3 counter allows you to select and change the frequency division of the counter's clock signal. It also has a register that captures the current value stored in the summing register. A global interrupt for the T3 counter with the number 1 has been set to handle the operation of the counter.

Instead of the $\mathrm{X} / \mathrm{f}$ converter, a programmable Agilent 33220A generator was used as the reference signal source [35]. The manual for the previous model of the generator marked HP 33120A [36], contains the information that the frequency signal is generated with an
accuracy of $0.05 \%$ for each pulse for a modulation frequency $F$ less than 600 Hz . Taking into account that the frequency $F$ expected to be set in the tests is in the range $0<F \leq 50 \mathrm{~Hz}$ [31], this accuracy was found satisfactory. The use of a programmable generator instead of the $X / f$ converter additionally made it possible to resign from the analysis of the $X / f$ converter error, which was considered unnecessary from the point of view of the present work.

The generated frequency signal was passed to the PA6 line of the microcontroller. A total of 90 kB of RAM was used for data collection, which allowed for the collection of 45,000 two-byte numbers representing successive $T_{x i}$ periods. The USART2 interface was used for data transmission to the master computer.

## 4. The Working Algorithm of the $f / \mathbf{N}$ Converter Model in the Basic Mode

Figure 10 shows the working algorithm that performs the processing of successive periods of the frequency signal in the basic mode. Turning on the microcontroller power supply starts the initialization of internal microcontroller modules and sets the default values of the system registers. The next step is to set the required configuration of the microcontroller pins and configure the USART2 interface. To obtain an acceptable transfer time, the data transfer rate was set to $1 \mathrm{Mb} / \mathrm{s}$. A frame of 8 data bits, 1 stop bit, and no parity check was used. After the configuration, communication with the PC is started. The last step is setting the parameters of the T3 counter. It can be seen that saving the counter state during the processing of successive $T_{x i}$ values will be forced at the rising edge of the frequency signal.


Figure 10. Algorithm of the $\mathrm{f} / \mathrm{N}$ converter implementing the basic operating mode.
After completing the configuration, the $\mathrm{f} / \mathrm{N}$ converter program sends its readiness for measurements to the PC.

Sending the command to start measurements by the PC starts the procedure of processing subsequent $T_{x i}$ periods. It is carried out by the main program in cooperation with the interrupt handling procedure generated when the T3 counter detects the rising edge of the frequency signal. The working algorithm of the procedure handling the interrupt generated by the counter is shown in Figure 11. Due to the need to obtain the maximum speed of the $\mathrm{f} / \mathrm{N}$ converter, the procedure contains only the commands necessary to carry out the measurements. Its task is to read the number $N_{i}$ from the counter, assign it to a variable in the program, and set a flag informing the main program about the readout.


Figure 11. Algorithm of the procedure reading the current state of the T 3 counter summing reg.
Further processing of the read information is performed in the main program. The stored value Ni is used to calculate the number $N_{x i}$, which represents the measured period $T_{x i}$. The current value of $N_{x i}$ is calculated from the formula:

$$
\begin{equation*}
N_{x i}=N_{i+1}+N_{\max } * O-N_{i} \tag{11}
\end{equation*}
$$

The counter overflow is detected by analyzing the sign of the difference between $N_{i}$ and $N_{i-1}$. A negative difference sign indicates that an overflow has occurred. Then, the maximum number of states that can be recorded by the counter is added to the difference; for a 16 -bit counter, it is $2^{16}$. The calculated $N_{x i}$ is stored in the RAM. Controlling the sign of the difference between the numbers $N_{i}$ and $N_{i-1}$ is sufficient under the assumption that $T_{x i}$ will not be greater than the product of $T_{g} * N_{\max }$. Otherwise, it is necessary to use the counter overflow count control.

The value of $N_{i}$, after calculating $N_{i-1}$, is stored as $N_{i-1}$ for calculation in the next iteration of the program. After reaching the complete set of data, the program stops the work of the T3 counter and generates the final report containing the saved data set and additional information about the measurement performed. The report is passed to the PC. Finally, the $\mathrm{f} / \mathrm{N}$ converter program waits for the next measurement start command.

Before testing the $\mathrm{f} / \mathrm{N}$ converter model, it was necessary to define the upper and lower measurement range limits. As already mentioned, the lower limit of the measurement range is the product of the period $T_{g}$ of the clock signal used and the capacity of the meter used. For the assumed clock frequency $f_{g}=80 \mathrm{MHz}$ and the counter capacity of 16 bits, the lower measurement limit is approximately equal to 1221 Hz .

Next, the upper limit of the measuring range was determined. It was assumed that a satisfactory method of determining the upper limit of the measurement range would be to analyze 1 million consecutive constant frequency measurements and verify that the measurement results are consistent with theoretical considerations and do not exceed the expected total error range (10). Measuring a frequency twice as low as expected would
mean that the $\mathrm{f} / \mathrm{N}$ converter model failed to detect the boundary between the $T_{x i}$ data and summed up their lengths, thus producing an erroneous result. The maximum frequency for which erroneous measurements are not recorded was considered the upper limit of the measurement range. Due to the need to expose the exact maximum and minimum values of all measurements, it was decided that instead of a histogram, a graph of the measured frequency in time would be presented.

The results of the measurements performed are shown in Figures 12-14. Figure 12 shows that the measured frequency of 111 kHz is processed correctly, and all results can be considered correct.


Figure 12. Measurement of $f_{x i}=111 \mathrm{kHz}$.
Figure 13 shows the effect of processing the 112 kHz frequency. It can be seen that there is a single frequency measurement with the value at half the set point range. In this case, there was also a problem with detecting the boundary between successive periods of the frequency signal.


Figure 13. Measurement of $f_{x i}=112 \mathrm{kHz}$.
Figure 14 shows the effect of processing the frequency of 113 kHz . It can be seen that the measurement problem occurred for ten $T_{x i}$ periods.


Figure 14. Measurement of $f_{x i}=113 \mathrm{kHz}$.
When converting the frequencies into numerical values, each subsequent measurement of the period is treated as a single measurement, and each incorrect reading of $T_{x i}$ will have a significant impact on the presentation of the final result. To minimize incorrect reproduction of the graph of frequency changes and, consequently, the processed physical quantity, a decision was made to consider the frequency of 111 kHz as the upper limit of the measurement range.

The total error graphs of the developed model of the $\mathrm{f} / \mathrm{N}$ converter are shown in Figure 15. The graph of the theoretical error is marked in red (10), while that of the error obtained from the experiment is marked in blue.


Figure 15. f/N converter error graph for $f_{g}=80 \mathrm{MHz}$.
It can be seen that the error recorded in the experiment does not exceed the theoretical value. There is also a significant influence of error averaging in the lower part of the measuring range. In order to determine the switching limit of the $f_{g}$ frequency division for
adaptive operation, the zoom of the obtained error graph for lower frequencies is shown in Figure 16. It can be seen that between 4 kHz and 5 kHz , there is an irregularity in the graph, after which the error value obtained from the experiment begins to increase noticeably. It was decided that the frequency of 5 kHz , located in the stable part of the graph, would be convenient and allow for stable operation of the $f / N$ converter.


Figure 16. Zoom of the error graph for the lower part of the range.

## 5. Error Graph of the $f / \mathbf{N}$ Converter Model

The next stage of the research was creating an algorithm for the adaptive work of the $\mathrm{f} / \mathrm{N}$ converter and introducing relevant modifications to the program code.

The $\mathrm{f} / \mathrm{N}$ converter application should continuously analyze the current length of the $T_{x i}$ period and change the degree of frequency division according to the established requirements if the threshold values are reached.

The details of the adaptive work of the method to change the degree of division of the clock frequency used by the counter are described in [31]. The results of the simulation analysis of this method for various operating conditions are also included there.

It was assumed that in the adaptive mode when reducing the measured frequency $f_{x i}$ below 5 kHz , the frequency $f_{g}$ would be divided by 8 in the prescaler. As a result, the T3 counter will add up the pulses occurring at a frequency of 10 MHz . The lower limit of the measurement range is 160 Hz , which is the product of the $T_{g}$ period and the maximum capacity of the meter, rounded off to full tens.

The Increase of $f_{x i}$ above 5 kHz will force the return of the division degree to 1 and set the clock signal for the counter T3 to the frequency of 80 MHz .

The adaptive operating mode changes the shape of the theoretical error graph. For the period $T_{x i}$ with the value $20^{-4} \mathrm{~s}$, corresponding to $f_{x i}=5 \mathrm{kHz}$, there is a step change in the total error value forced by the change in the quantization error. Figure 17 shows the error graph for the adaptive mode, plotted as a bold red line. For comparison, the waveforms of the theoretical total error graphs for $f_{g}=10 \mathrm{MHz}$ and $f_{g}=80 \mathrm{MHz}$ are added. Certainly, the change in the counter clock frequency division does not have to take place only for values close to $f_{x i}=5 \mathrm{kHz}$. The graph shows that the degree of frequency division can be switched for longer $T_{x i}$ periods, which will further reduce the error. The presented
threshold of change in the $f_{g}$ division degree should be treated as an example, illustrating the effectiveness of the presented method.


Figure 17. Graph of theoretical error for the $f / \mathrm{N}$ converter working in adaptive mode.
The algorithm for the adaptive work of the $\mathrm{f} / \mathrm{N}$ converter is shown in Figure 18. Part of the functionality is identical to the algorithm presenting the converter's work in the basic mode (Figure 10). The blocks with unchanged functionality have a white filling, while new blocks and blocks with changed functionality are marked with a green filling.

The first modification of the algorithm consists of adding the start of $f_{g}$ frequency division in the part initializing the counter T3 setting. Initially, the frequency division degree is set to 1 , and the divider does not work.

The second modification is the inclusion of blocks that analyze the calculated current value of $N_{x i}$ and, according to the obtained result, change the frequency division degree When $N_{x i}$ reaches a value of 16,000 or more, the division degree is set to 8 . The program iteration number for the time of changing the division degree is also stored in a dedicated table. This allows the actual clock frequency to be decoded for subsequent $N_{x i}$ when analyzing the data at a later time. In addition, in order to maintain subsequent division by 8 , the program sets a dedicated memory location-a flag signaling that the division degree is currently set to 8 . Thanks to this flag, the division coefficient is not changed until the next $N_{x i}$ decreases below 2000, which corresponds to the frequency of 5 kHz for $f_{g}=10 \mathrm{MHz}$. Reducing the value of $N_{x i}$ below 2000 forces the start of the procedure of setting the division degree to 1 . Like in the previous case, the number of program iterations at which the division degree has been changed is stored for later use, but this time in the table storing the data about setting the $f_{g}$ division by 1 . In order to block duplicate settings in the $f_{g}$ division, the division by 8 flags is cleared at the same time.

Depending on the calculated values of $N_{x i}$, the program changes the division degree in the prescaler on an ongoing basis, adjusting the counter clock frequency to the values set in the algorithm.

The last change introduced in the adaptive work algorithm refers to a different way of generating the final report. In order to be able to calculate $T_{x i}$ from the transmitted $N_{x i}$, the $N_{x i}$ strings for a given division degree are preceded by a division degree marker. Thanks to this, the software of the master computer, when reading subsequent data from the report, is able to calculate the duration of subsequent $T_{x i}$ periods on an ongoing basis.


Figure 18. Algorithm of adaptive work of the $\mathrm{f} / \mathrm{N}$ converter.

## 6. Verification of the Adaptive Work of the $\mathbf{f} / \mathbf{N}$ Converter

The tests of adaptive operation of the converter consisted of checking how the converter works for frequencies in the lower part of the measurement range, the switching range in particular, by analyzing the increase in total error caused by the averaging error. It was assumed that the applied test signal is calculated based on the following relationship:

$$
\begin{equation*}
f_{t}=f_{0}+f_{m} \sin (2 \pi F t) \tag{12}
\end{equation*}
$$

The following parameters were set: DC component $f_{0}=5.160 \mathrm{kHz}$, amplitude $f_{m}=5 \mathrm{kHz}$, and frequency $F=1 \mathrm{~Hz}$. For these conditions, it was possible to determine the error graph in the range of $160 \mathrm{~Hz} \div 10,160 \mathrm{~Hz}$. The recorded variable frequency waveform is shown in Figure 19.

The analysis of the error graph for the entire recorded waveform would result in multiple plottings of the error curve on one graph, thus making the graphical presentation illegible. For this reason, it was assumed that the graph would show a data sequence representing one frequency change from the minimum to the maximum of the given test waveform $f_{t}$. The magnification of this waveform is shown in Figure 20. It can be seen that the division degree change generates a jump in the calculated $f_{x i}$. An incorrect value of $f_{x i}$ is read when the procedure sets the new division degree value in the counter and reinitializes the counter after changing the setting.


Figure 19. Result of recording the test signal after starting the adaptive mode.


Figure 20. Graph of measurement results in which the process of adding clock pulses to the counter has been disturbed.

The presented magnification shows that for a threshold frequency close to 5 kHz , the reproduced waveform (blue) deviates significantly from the test waveform (red), with the difference between these waveforms reaching a value close to the amplitude $f_{m}$. Taking into account that the change of $f_{x i}$ differs significantly from the set test waveform, it was concluded that an approximation should be used to reconstruct the waveform in the graph part covering the switching time of the counter's clock frequency division degree.

The first approximation used was extrapolation with a zero-degree polynomial replacing the incorrectly determined values with the last correct one. Figure 21 shows the error graph reconstructed in the above way. It can be seen that the theoretical error graph is consistent with that obtained from the experiment. The effect of reducing the processing error to a value of about $0.27 \%$ has been obtained.


Figure 21. The error graph after zero-degree polynomial extrapolation.

Due to the rather large error value of the approximation used, it was decided to additionally test the extrapolation with a first-degree polynomial and the interpolation with zero and first-degree polynomials. It is obvious that the tested approximations caused differences in the experimentally obtained error graphs only in the switching range.

A decision was made that, in order to make the approximation effects comparable, a summary of the error graphs for all the approximations used will be presented in an enlarged form showing only the frequencies near 5 kHz , i.e., in the range in which the T3 clock frequency division degree was switched. This summary of graphs is shown in Figure 22. It can be seen that the best approximation of the test signal change trend is provided by linear interpolation.


Figure 22. Enlarged error graphs for the approximations used in the range of T3 counter clock frequency switching.

Figure 23 shows the examined waveform after applying the first-degree polynomial interpolation. The applied approximation method caused the waveform to be undistorted in the regions of frequency division degree in the prescaler and to well correspond to the given test signal.


Figure 23. Signal recorded after first-degree polynomial interpolation.

## 7. Conclusions

A number of challenges had to be met when implementing an adaptive method for changing the frequency division of the counter clock signal in a frequency-to-code
converter. The first was the selection of a microcontroller to implement the frequency-to-code converter. Due to the limitations of the factory-applied RC clock signal in the microcontroller, it was necessary to select and test a more stable signal source. The next challenge was to determine a method to check the upper limit of the measurement range. The main and most time-consuming challenge was to implement the basic and adaptive algorithms in the microcontroller structure. An additional challenge, not discussed in the article, was the development of software in Python to analyze the data and create final reports on each measurement. The measurement experiments conducted allow us to conclude that it is possible to implement the $\mathrm{f} / \mathrm{N}$ converter structure in the STM32L476RG microcontroller. The obtained results confirm the compliance of the metrological analysis of the $\mathrm{f} / \mathrm{N}$ converter model with the experimentally obtained error graph.

The efficiency of the microcontroller used allowed us to modify the operation of the $\mathrm{f} / \mathrm{N}$ converter and improve its operating parameters. The design of the frequency-to-code converter developed in an earlier work [33] using an 8-bit microcontroller allowed error-free processing of successive periods of a waveform with a maximum frequency of 10.25 kHz . As shown in the paper, the device using a 32-bit microcontroller allowed the upper range of the measured frequencies to reach 111 kHz . The above result proves the desirability of using microcontrollers with higher computing power in cases where processing of successive periods of the signal over a wider range is needed or when the computing power is used for additional data processing in the microcontroller. The implementation of an adaptive algorithm that allows for the extension of the lower limit of the $\mathrm{f} / \mathrm{N}$ converter measurement range without requiring the use of a counter with increased capacity is presented.

This limit can be easily extended by selecting the clock frequency division degree of the meter to the value required in the measurements. The microcontroller used in the research allowed for the effective selection of the division degree of the meter's clock frequency to the required extent. If frequencies in other ranges need to be processed, the $\mathrm{f} / \mathrm{N}$ converter system allows the user to divide the frequency within a very wide range.

When using a software change of the counter clock frequency division degree, one should take into account that during the division degree change, the meter's operation is disturbed and, as a result, a small number of incorrect measurement results are generated. In this case, good interference filtering effects are obtained using linear interpolation.
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#### Abstract

In this paper, a zero-voltage and zero-current transition (ZVZCT) boost converter is presented with a small number of auxiliary components, such as a resonant capacitor, a resonant inductor and an auxiliary power switch, to produce a main power switch with both zero-voltage switching (ZVS) and zero-current switching (ZCS). Furthermore, the auxiliary power switch also has zero current switching. In addition, a look-up table is employed to implement an auto-tuning technique to regulate the trigger position and turn-on time of the auxiliary power switch, to further improve efficiency, especially at light load, thereby making the overall efficiency of the converter present a horizontal curve. Moreover, in terms of the system control, the digital controller is implemented directly from the z-domain, and the field programmable gate array (FPGA) is utilized as the system control kernel to achieve a fully digitalized control system. The simulated results are used to demonstrate the feasibility of the proposed converter, whereas the experimental results are used to verify its effectiveness.
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## 1. Introduction

As the techniques for using power converters have become more and more developed, high efficiency, high switching frequency, small size and good stability have become the basic requirements. However, as the switching frequency of the converter increases, the switching loss of the power switch also increases, thus reducing the efficiency of the power converter. In order to overcome the impact of traditional hard-switching power converters, the soft switching technique has been developed, which can effectively reduce the switching loss.

The methods of resonant power converters have been presented in [1,2], in which resonant inductors and resonant capacitors are added to converters to form resonant circuits, which are used to change the voltages on power switches or the currents flowing through the power switches to achieve zero-voltage or zero-current switching. However, the disadvantage is that the high voltage or high current caused by the resonance of the auxiliary circuit increases the component stress and, in turn, increases the conduction loss. In addition, since the resonance time of the auxiliary circuit is fixed, it is necessary to add variable frequency control in order to keep the output voltage stable at the prescribed value, which makes the design of the output filter difficult.

The literature $[3,4]$ proposes adding auxiliary power switches and resonant elements to converters to generate resonant circuits to achieve zero-voltage or zero-current switching, and hence the fixed resonant time of the semi-resonant converter when it is on or off is improved, so that the converter does not need variable frequency control, and therefore fixed frequency control can be achieved.

The literature [5,6] also suggests that before the main power switch is turned on, the auxiliary power switch is turned on first or afterwards to form a resonant circuit, and by generating transient resonance, the voltage across the main power switch or the current flowing through the main power switch resonates to zero. This transient resonance occurs only during the instant of power switch switching, and does not resonate during the rest of the time, thus avoiding the problem of high voltage or high current stress, therefore reducing the conduction loss of the converter.

The literature $[7,8]$ has proposed that the auxiliary power switch could generate two transient resonances in each switching cycle without affecting the circuit behavior. The main power switch can achieve zero voltage switching (ZVS) during the first transient resonance and zero current switching (ZCS) during the second transient resonance. Therefore, the main power switch has both ZVS and ZCS, but the disadvantage is that the auxiliary power switch cannot achieve ZVS or ZCS, and it is mostly floating, which not only increases the complexity of the gate driver circuit, but also requires multiple auxiliary components to make the main power switch have both ZVS and ZCS.

The main structure in [9] is an interleaved boost converter, which features only one auxiliary switch with common ground and enables two main switches to realize ZVS and ZCS; the drawback is that the auxiliary switch needs four gate driving signals over one switching cycle, and the resonance condition is strict, which makes the mathematical mode analysis extremely complicated and difficult.

The topology shown in [10] is a two-phase interleaved boost ZVT converter, whose characteristics are different from those shown in [a]. The circuit shown in [b] uses two auxiliary switches to realize the main switch with ZVS turn-on and ZCS turn-off and the used auxiliary switches have ZCS turn-off with only one gate driving signal over one switching cycle, but the drawback is that the two auxiliary switches are floating, thereby making the gate driving more difficult and greatly reducing the practicality of this converter.

The circuit shown in [11] is a simple structure of a boost ZVT converter, which features a zero-current quasi-resonant circuit and an auxiliary switch with MOSFETs in series with diodes combined, and the auxiliary switch possesses common ground. In addition, the advantage is that the current waveform of the main switch has the characteristics of zerocurrent turn-on and zero-current turn-off, the switching control mode of the converter is fixed frequency, and the structure is simple, easy to analyze and low in cost.

The circuits shown in [12,13] both are boost converters using ZVT and ZCT technologies, but the feature of the circuit shown in [12] is that it is easier to achieve ZVS and ZCS because the main switch and the auxiliary switch are common-grounded, but the drawback is that too many components are used, resulting in higher cost. The circuit shown in [13] uses fewer components for the resonant circuit of the auxiliary switch and is easier to analyze, but the disadvantage is that the condition of the main switch to realize soft switching is more severe and difficult and the soft switching feature cannot be implemented all over the whole load range.

The circuit shown in [14] is a two-phase interleaved four-switch boost ZVT converter, using only one coupling inductor and one clamping capacitor, which is characterized by the ability to give the four main switches ZVS turn-on in the current conduction mode (CCM) without any auxiliary switches. This circuit is characterized by few auxiliary circuit components, easy analysis and ZVS capability for most of the load range. However, the disadvantage is that the auxiliary switch is on the secondary side and floating, which makes the feedback control difficult and the transient response poor.

This circuit shown in [15] is characterized by a small number of components in the auxiliary circuit, easy analysis and the capability for ZVS for most of the load range, but the disadvantage is that the auxiliary switch is on the secondary side and is floating, resulting in a circuit with poor feedback control and poor transient response.

The circuit shown in [16] is a full-bridge DC to AC ZVT converter with an auxiliary circuit using only three components (i.e., one inductor and two MOSFETs) to achieve ZVS turn-on for all four main switches and ZCS turn-off for the auxiliary switch. The
advantage is that a small number of components is used to achieve soft switching, but the disadvantage is that the auxiliary switches are floating.

Reference [17] presents a ZCZVT step-up converter. The advantage of this is that this circuit is the integration of three coupled inductors into a single magnetic element and the auxiliary switch has common ground and a soft switching feature. The disadvantage is that too many components are used to achieve soft switching, thereby making the auxiliary circuit too complex to analyze its operating principle.

Reference [18] proposes a step-up and step-down ZVT converter with a demagnetized auxiliary circuit. The advantage is that the demagnetized winding is used to reduce the voltage stress on the auxiliary circuit, but the disadvantage is that the auxiliary switch is hard-switched.

In this paper, a boost converter with soft switching is developed, which is implemented only by one auxiliary switch, one resonant inductor and one resonant capacitor as compared to the traditional boost converter. In this circuit, the main switch has zero-voltage and zero-current transition (ZVZCT) whereas the auxiliary switch has zero-current switching (ZCS). Aside from this, the PWM auto-tuning technique based on a given lookup table is added to adjust the turn-on instant and turn-on time of the auxiliary switch, so that the efficiency is further upgraded, particularly at light load. Therefore, the curve of efficiency versus load current is made nearly flat all over the load range. Regarding the system control, the digital controller is designed directly from the z-domain.

## 2. Operating Principle

Figure 1 shows the proposed step-up converter with soft switching, in which the dashed box is the auxiliary circuit, which consists of an auxiliary power switch $S_{a}$, a resonant inductor $L_{r}$ and a resonant capacitor $C_{r}$. Figure 2 displays the illustrated waveforms of the proposed converter operating.


Figure 1. Boost converter with $S_{a}$ having ZVT and ZVT and $S_{b}$ having ZCS.
Prior to the analysis, the following assumptions are made:
(1) The power switches and diodes are regarded as ideal components;
(2) The parasitic resistances of the inductance and capacitance are negligible;
(3) The input inductance is extremely large and can be viewed as an ideal constant current source;
(4) The output capacitance is very large and can be considered as an ideal constant voltage source.
According to the above assumptions, the converter operating can be divided into twelve states over one switching cycle.

State $1\left[t_{0} \leq t \leq t_{1}\right]$ : Before the start of the switching cycle, both the main power switch $S_{m}$ and the auxiliary power switch $S_{a}$ are in the off-state, and the output diode $D_{o}$ is in the on-state. As displayed in Figure 3a at the time $t_{0}$, the auxiliary power switch $S_{a}$ turns on first, and the auxiliary power switch current $i_{S a}$ rises rapidly to equal the input current $I_{L m}$, causing the output diode $D_{o}$ to turn off and then state 1 to come to the end.


Figure 2. Illustrated waveforms of the proposed converter operating.
The initial current of the resonant inductor is the input current $I_{L m}$ and the initial voltage of the resonant capacitor is $V_{C r 10}$.

The corresponding equations in this state are

$$
\left\{\begin{array}{l}
v_{C r}(t)=\frac{I_{L m}-I_{o}}{C_{r}}\left(t-t_{0}\right)+V_{C r 10}  \tag{1}\\
i_{L r}(t)=I_{L m}
\end{array}\right.
$$

By substituting the boundary condition $v_{C r}\left(t_{1}\right)=V_{C r 1}$ into (1), we can find that the corresponding time experienced by this state is

$$
\begin{equation*}
T_{1}=t_{1}-t_{0}=\frac{C_{r}\left(V_{C r 1}-V_{C r 10}\right)}{\left(I_{L m}-I_{o}\right)} \tag{2}
\end{equation*}
$$
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State $2\left[t_{1} \leq t \leq t_{2}\right]$ : As displayed in Figure 3b, when the auxiliary power switch current $i_{S a}$ rises to the input current $I_{L m}$, the parasitic capacitor $C_{S m}$ of the main power switch discharges. When the parasitic capacitor $C_{S m}$ of the main power switch discharges to zero, state 2 ends.

The initial current of the resonant inductor is the input current $I_{L m}$, the initial voltage of the resonant capacitor is $V_{C r 1}$, and the initial voltage of the parasitic capacitor across the main power switch is $V_{o}$.

The corresponding equations in this state are

$$
\left\{\begin{array}{l}
i_{L r}(t)=\frac{\left(V_{o}-V_{C r 1}\right)}{Z_{1}} \sin \omega_{1}\left(t-t_{1}\right)+\frac{C}{C_{r}} I_{L m} \cos \omega_{1}\left(t-t_{1}\right)+\frac{C}{C_{S m}} I_{L m}  \tag{3}\\
v_{C r}(t)=\frac{C}{C_{r}}\left[\frac{I_{L m}}{C_{r} \omega_{1}} \sin \omega_{1}\left(t-t_{1}\right)-\left(V_{o}-V_{C r 1}\right) \cos \omega_{1}\left(t-t_{1}\right)+\left(V_{o}-V_{C r 1}\right)\right]+\frac{I_{L m}}{C_{r}+C_{S m}}\left(t-t_{1}\right)+V_{C r 1} \\
v_{C S m}(t)=-\frac{C}{C_{S m}}\left[\frac{I_{L m}}{C_{r} \omega_{1}} \sin \omega_{1}\left(t-t_{1}\right)-\left(V_{o}-V_{C r 1}\right) \cos \omega_{1}\left(t-t_{1}\right)+\left(V_{o}-V_{C r 1}\right)\right]+\frac{I_{L m}}{C_{r}+C_{S m}}\left(t-t_{1}\right)+V_{o}
\end{array}\right.
$$

where

$$
\begin{equation*}
\omega_{1}=\frac{1}{\sqrt{L_{r} C}}, Z_{1}=\sqrt{\frac{L_{r}}{C}}, C=\frac{C_{r} C_{S m}}{C_{r}+C_{S m}} \tag{4}
\end{equation*}
$$

By substituting the boundary conditions into (3), we can find the corresponding time taken by this state is

$$
\begin{equation*}
T_{2}=t_{2}-t_{1}=\frac{1}{\omega_{1}}\left[\frac{Z_{1}\left(I_{L r 2}-I_{L m}\right)}{V_{o}-V_{C r 1}}\right] \tag{5}
\end{equation*}
$$

State $3\left[t_{2} \leq t \leq t_{3}\right]$ : As displayed in Figure 3c, when the parasitic capacitance $C_{S m}$ of the main power switch is discharged to zero, the body diode $D_{S m}$ of the main power switch $S_{m}$ is turned on. The initial current of resonant inductor is $I_{L r 2}$ and the initial voltage of the resonant capacitor is $V_{C r 2}$.

The corresponding equations in this state are

$$
\left\{\begin{array}{l}
i_{L r}(t)=I_{L r 2} \cos \omega_{2}\left(t-t_{2}\right)-\frac{V_{C r 2}}{Z_{2}} \sin \omega_{2}\left(t-t_{2}\right)  \tag{6}\\
v_{C r}(t)=V_{C r 2} \cos \omega_{2}\left(t-t_{2}\right)+Z_{2} I_{L r 2} \sin \omega_{2}\left(t-t_{2}\right)
\end{array}\right.
$$

where

$$
\begin{equation*}
\omega_{2}=\frac{1}{\sqrt{L_{r} C_{r}}}, Z_{2}=\sqrt{\frac{L_{r}}{C_{r}}} \tag{7}
\end{equation*}
$$

By substituting the boundary conditions into (6), we can find the corresponding time experienced by this state is

$$
\begin{equation*}
T_{3}=t_{3}-t_{2}=\frac{1}{\omega_{2}}\left[\frac{Z_{2}\left(I_{L r 2}-I_{L m}\right)}{V_{C r 2}}\right] \tag{8}
\end{equation*}
$$

State $4\left[t_{3} \leq t \leq t_{4}\right]$ : As shown in Figure 3d, when the main power switch $S_{m}$ is turned on with ZVS, the main power switch current $i_{S m}$ starts to rise from zero to the input current $I_{L m}$. At this time, the auxiliary power switch $S_{a}$ is turned off with ZCS.

The initial current of the resonant inductor is $I_{L m}$, and the initial voltage of the resonant capacitor is $V_{C r 3}$.

The corresponding equations in this state are

$$
\left\{\begin{array}{l}
i_{L r}(t)=I_{L m} \cos \omega_{2}\left(t-t_{3}\right)-\frac{V_{C r 3}}{Z_{2}} \sin \omega_{2}\left(t-t_{3}\right)  \tag{9}\\
v_{C r}(t)=V_{C r 3} \cos \omega_{2}\left(t-t_{3}\right)+Z_{2} I_{L m} \sin \omega_{2}\left(t-t_{3}\right)
\end{array}\right.
$$

By substituting the boundary conditions into (9), we can find the time experienced by this state is

$$
\begin{equation*}
T_{4}=t_{4}-t_{3}=\frac{1}{\omega_{2}}\left[\frac{Z_{2} I_{L m}}{V_{C r 3}}\right] \tag{10}
\end{equation*}
$$

State $5\left[t_{4} \leq t \leq t_{5}\right]$ : As displayed in Figure 3e, when the main power switching current $i_{S m}$ is greater than the input current $I_{L m}$, the resonant inductor current $i_{L r}$ starts to flow in the opposite direction. When the resonant capacitor $C_{r}$ is discharged to zero, state 5 ends.

The initial current of the resonant inductor is zero, and the initial voltage of the resonant capacitor is $V_{C r 4}$.

The corresponding equations in this state are

$$
\left\{\begin{array}{c}
i_{L r}(t)=-\frac{V_{C r 4}}{Z_{2}} \sin \omega_{2}\left(t-t_{4}\right)  \tag{11}\\
v_{C r}(t)=V_{C r 4} \cos \omega_{2}\left(t-t_{4}\right)
\end{array}\right.
$$

By substituting the boundary conditions into (11), we can find the time taken by this state is

$$
\begin{equation*}
T_{5}=t_{5}-t_{4}=\frac{1}{\omega_{2}}\left[\frac{Z_{2} I_{L r 5}}{V_{C r 4}}\right] \tag{12}
\end{equation*}
$$

Sate $6\left[t_{5} \leq t \leq t_{6}\right]$ : As displayed in Figure 3e, this state continues to resonate. When the resonant inductor current $i_{L r}$ resonates to zero, this state comes to end.

The initial current of the resonant inductor is $I_{L r 5}$, and the initial voltage of the resonant capacitor is zero.

The corresponding equations in this state are

$$
\left\{\begin{array}{l}
i_{L r}(t)=-I_{L r 5} \cos \omega_{2}\left(t-t_{5}\right)  \tag{13}\\
v_{C r}(t)=-Z_{2} I_{L r 5} \sin \omega_{2}\left(t-t_{5}\right)
\end{array}\right.
$$

By substituting the boundary conditions into (13), we can find the time experienced by this state is

$$
\begin{equation*}
T_{6}=t_{6}-t_{5}=\frac{1}{\omega_{2}}\left[\frac{V_{C r 6}}{Z_{2} I_{L r 5}}\right] \tag{14}
\end{equation*}
$$

State 7 [ $t_{6} \leq t \leq t_{7}$ ]: As displayed in Figure 3f, this state is like the magnetization state of the traditional boost converter, where the output capacitor $C_{o}$ provides energy to the load. When the auxiliary power switch $S_{a}$ is turned on again, this state ends.

State $8\left[t_{7} \leq t \leq t_{8}\right]$ : As displayed in Figure $3 g$, when the auxiliary power switch $S_{a}$ is turned on, the resonant inductor current $i_{L r}$ rises to the input current $I_{L m}$, and then state 8 comes to an end.

The initial current of the resonant inductor is zero, and the initial voltage of the resonant capacitor is $-V_{C r 7}$.

The corresponding equations in this state are

$$
\left\{\begin{array}{l}
i_{L r}(t)=\frac{V_{C r 7}}{Z_{2}} \sin \omega_{2}\left(t-t_{7}\right)  \tag{15}\\
v_{C r}(t)=-V_{C r 7} \cos \omega_{2}\left(t-t_{7}\right)
\end{array}\right.
$$

By substituting the boundary conditions into (15), we can find the time experienced by this state is

$$
\begin{equation*}
T_{8}=t_{8}-t_{7}=\frac{1}{\omega_{2}}\left[\frac{Z_{2} I_{L m}}{V_{C r 7}}\right] \tag{16}
\end{equation*}
$$

State $9\left[t_{8} \leq t \leq t_{9}\right]$ : As shown in Figure 3h, when the resonant inductor current $i_{L r}$ is greater than the input current $I_{L m}$, the main power switch current $i_{S m}$ starts to flow in the opposite direction. When the inductor current resonates to the input current $I_{L m}$ again, the main power switch is turned off at this time, so that the main power switch has ZCS turn-on.

The initial current of the resonant inductor is $I_{L m}$, and the initial voltage of the resonant capacitor is $-V_{C r 8}$.

The corresponding equations in this state is

$$
\left\{\begin{array}{l}
i_{L r}(t)=I_{L m} \cos \omega_{2}\left(t-t_{8}\right)+\frac{V_{C r 8}}{Z_{2}} \sin \omega_{2}\left(t-t_{8}\right)  \tag{17}\\
v_{C r}(t)=-V_{C r 8} \cos \omega_{2}\left(t-t_{8}\right)+Z_{2} I_{L m} \sin \omega_{2}\left(t-t_{8}\right)
\end{array}\right.
$$

By substituting the boundary conditions into (17), we can find the time taken by this state is

$$
\begin{equation*}
T_{9}=t_{9}-t_{8}=\frac{1}{\omega_{2}}\left[\frac{V_{C r 9}+V_{C r 8}}{Z_{2} I_{L m}}\right] \tag{18}
\end{equation*}
$$

State $10\left[t_{9} \leq t \leq t_{10}\right]$ : As shown in Figure 3i, when the resonant inductor current $i_{L r}$ drops to zero, the auxiliary power switch $S_{a}$ is turned off with ZCS. Once the auxiliary power switch is turned off, this state ends.

The initial current of the resonant inductor is $I_{L m}$, the initial voltage of the resonant capacitor is $V_{C r 9}$, and the initial voltage of the parasitic capacitor of the main power switch is zero.

The corresponding equations of this state is

$$
\left\{\begin{array}{l}
i_{L r}(t)=\frac{-V_{C r 9}}{Z_{1}} \sin \omega_{1}\left(t-t_{9}\right)+\frac{C}{C_{r}} I_{L m} \cos \omega_{1}\left(t-t_{9}\right)+\frac{C}{C_{S m}} I_{L m}  \tag{19}\\
v_{C r}(t)=\frac{C}{C_{r}}\left[\frac{I_{L m}}{C_{r} \omega_{1}} \sin \omega_{1}\left(t-t_{9}\right)+V_{C r 9} \cos \omega_{1}\left(t-t_{9}\right)-V_{C r 9}\right]+\frac{I_{L m}}{C_{r}+C_{S m}}\left(t-t_{9}\right)+V_{C r 9} \\
v_{C S m}(t)=-\frac{C}{C_{S m}}\left[\frac{I_{L m}}{C_{r} \omega_{1}} \sin \omega_{1}\left(t-t_{9}\right)+V_{C r 9} \cos \omega_{1}\left(t-t_{9}\right)-V_{C r 9}\right]+\frac{I_{L m}}{C_{r}+C_{S m}}\left(t-t_{9}\right)
\end{array}\right.
$$

By substituting the boundary conditions into (19), we can find the time experienced by this state is

$$
\begin{equation*}
T_{10}=t_{10}-t_{9}=\frac{1}{\omega_{1}}\left[\frac{Z_{1} I_{L m}}{V_{C r 9}}\right] \tag{20}
\end{equation*}
$$

State $11\left[t_{10} \leq t \leq t_{11}\right]$ : As shown in Figure 3j, when the voltage $v_{C S m}$ on the parasitic capacitance of the main power switch rises above the output voltage $V_{o}$ and the resonant inductor current rises linearly from zero to the input current $I_{L m}$, this state 11 ends.

The initial current of the resonant inductor is zero, and the initial voltage of the parasitic capacitor of the main power switch is $V_{C S m 10}$.

The corresponding equations of state in this state are

$$
\left\{\begin{array}{l}
i_{L r}(t)=I_{L m}-I_{L m} \cos \omega_{10}\left(t-t_{10}\right)+\frac{\left(V_{C S m 10}-V_{o}\right)}{Z_{10}} \sin \omega_{10}\left(t-t_{10}\right)  \tag{21}\\
v_{C S m}(t)=V_{o}+\left(V_{C S m 10}-V_{o}\right) \cos \omega_{10}\left(t-t_{10}\right)+Z_{10} I_{L m} \sin \omega_{10}\left(t-t_{10}\right)
\end{array}\right.
$$

where

$$
\begin{equation*}
\omega_{10}=\frac{1}{\sqrt{L_{r} C_{S m}}}, Z_{10}=\sqrt{\frac{L_{r}}{C_{S m}}} \tag{22}
\end{equation*}
$$

By substituting the boundary conditions into (21), we can find the time experienced in this state is

$$
\begin{equation*}
T_{11}=t_{11}-t_{10}=\frac{1}{\omega_{10}}\left[\frac{Z_{10} I_{L m}}{V_{C S m 10}-V_{o}}\right] \tag{23}
\end{equation*}
$$

State $12\left[t_{11} \leq t \leq t_{0}+T_{s}\right]$ : As shown in Figure 3 k , this state is just like the input inductor demagnetization state of the traditional boost converter, sending energy to the output. When the auxiliary power switch $S_{a}$ is turned on again, this state ends and returns to state 1.

After deducing from the above-mentioned states, the soft switching status of the power switch can be found from Table 1.

Table 1. Soft switching status of the power switches.

| State | Power Switch | Soft Switching Status |
| :---: | :---: | :---: |
| 3 | $S_{m}$ | ZVT turn-on |
| 4 | $S_{a}$ | ZCS turn-off |
| 9 | $S_{m}$ | ZCT turn-off |
| 10 | $S_{a}$ | ZCS turn-off |

Table 1 display soft switching status of the power switches.

## 3. Modeling Based on Dual Time Scale Averaging Method

In this paper, the averaging method for dual time scale [19] is used to derive the small-signal mathematical model of the proposed circuit. This averaging method can be used to classify the system into slow state variables and fast state variables. The slow state variables are input inductance current $i_{L m}$ and output capacitance voltage $v_{C o}$, and the fast state variables are resonant capacitance voltage $v_{C r}$ and resonant inductor current $i_{L r}$. Figure 4 shows the equivalent circuit of the converter used after averaging. The dashed line shows the averaging mode of the fast state variables relative to the slow state variables.


Figure 4. Equivalent circuit after averaging.
The equations for the slow state variables can be listed from Figure 4 as

$$
\left\{\begin{array}{c}
\frac{d i_{L m}(t)}{d t}=\frac{v_{i}(t)}{L_{m}}-\frac{R_{L m}}{L_{m}} i_{L m}(t)-\frac{v_{C S m}(t)}{L_{m}} \\
\frac{d v_{C_{o}}(t)}{d t}=  \tag{25}\\
-\frac{v_{C_{0}}(t)}{C_{o} R_{L}}+\frac{i_{D_{o}}(t)}{C_{o}} \\
v_{o}(t)=v_{C o}(t)
\end{array}\right.
$$

where $v_{C S m}(t)$ is the average function of the main power switch over one switching period $T_{s}$, i.e., $v_{C S m}(t)=\left\langle v_{C S m}(t)\right\rangle_{T s} ; i_{D o}(t)$ is the average function of the output diode current over one switching period $T_{s}$, i.e., $i_{D o}(t)=\left\langle i_{D o}(t)\right\rangle_{T s}$. Therefore, the averaging mode of the slow state variables can be obtained by finding the average function of $v_{C S m}(t)$ and $i_{D o}(t)$. The symbols are defined herein first to reduce the complexity of the analysis, as follows:

$$
\left\{\begin{array}{l}
i_{L m}(t)=i_{L m}  \tag{26}\\
v_{o}(t)=v_{o} \\
v_{C o}(t)=v_{C o} \\
v_{i}(t)=v_{i} \\
d(t)=d \\
d^{\prime}(t)=d^{\prime}=1-d \\
v_{C S m}(t)=v_{C S m} \\
i_{D o}(t)=i_{D o}
\end{array}\right.
$$

where each time function includes the DC component and the AC small-signal component.

The definition of the average function of $v_{C S m}$, i.e., $\left\langle v_{C S m}\right\rangle_{T s}=\left\langle v_{C S m}(t)\right\rangle_{T s}=$ $\frac{1}{T_{s}} \sum_{i=0}^{11} \int_{t_{i}}^{t_{i+1}} v_{\mathrm{CSm}}(\tau) d \tau$ and the average function of $i_{D o}$, i.e., $\left\langle i_{D o}\right\rangle_{\mathrm{Ts}}=\left\langle i_{D o}(t)\right\rangle_{\mathrm{Ts}}=$ $\frac{1}{T_{s}} \sum_{i=0}^{11} \int_{t_{i}}^{t_{i+1}} i_{D o}(\tau) d \tau$ and the solution $v_{C S m}$ and $i_{D o}$ at each state can be obtained from the derivation in Section 2, as follows:

$$
\begin{align*}
\left\langle v_{C S m}\right\rangle_{T_{s}}= & \frac{1}{T_{s}} \sum_{i=0}^{11} \int_{t_{i}}^{t_{i+1}} v_{C S m}(\tau) d \tau \\
= & \frac{1}{T_{s}}\left\{v_{0} T_{1}+\left[\frac{C}{C_{S m}} \frac{1}{\omega_{1}}\left(v_{o}-V_{C r 1}\right) \sin \omega_{1} T_{2}-\frac{C}{C_{S m}}\left(v_{o}-V_{C r 1}\right) T_{2}+V_{C r 1} T_{2}\right]\right. \\
& +\left[-\frac{C}{C_{S m}} \frac{1}{\omega_{1}} V_{C r 9} \sin \omega_{1} T_{10}+\frac{C}{C_{S m}} V_{C r 9} T_{10}\right]  \tag{27}\\
& +\left[v_{o} T_{11}+\frac{1}{\omega_{10}}\left(V_{C S m 10}-v_{o}\right) \sin \omega_{10} T_{11}+\frac{1}{2} Z_{10} i_{L m} \omega_{10} T_{11}^{2}\right] \\
& \left.+v_{o}\left[d^{\prime} T_{s}-\left(T_{10}+T_{11}\right)\right]\right\}
\end{aligned} \quad \begin{aligned}
\left\langle i_{D o}\right\rangle_{T_{s}} & =\frac{1}{T_{s}} \sum_{i=0}^{11} \int_{t_{i}}^{t_{i+1}} i_{D o}(\tau) d \tau \\
& =\frac{1}{T_{s}}\left[\int_{t_{0}}^{t_{1}} \frac{v_{o}}{R_{L}} d \tau+\int_{t_{10}}^{t_{11}} \frac{v_{o}}{R_{L}} d \tau+\int_{t_{11}}^{t_{0}} i_{L m} d \tau\right] \\
& =\frac{1}{T_{s}}\left\{\frac{v_{o}}{R_{L}} T_{1}+\frac{v_{o}}{R_{L}} T_{11}+i_{L m}\left[d^{\prime} T_{S}-\left(T_{10}+T_{11}\right)\right]\right\} \tag{28}
\end{align*}
$$

Equations (27) and (28) can be expressed as

$$
\left\{\begin{array}{l}
\left\langle v_{C S m}\right\rangle_{T_{s}}=f_{v C S m}\left(v_{o}, i_{L m}, d^{\prime}\right)=v_{o} d^{\prime}+f_{v C S m}\left(v_{0}, i_{L m}\right)  \tag{29}\\
\left\langle i_{D o}\right\rangle_{T_{s}}=f_{i D o}\left(v_{0}, i_{L m}, d^{\prime}\right)=i_{L m} d^{\prime}+f_{i D o}\left(v_{0}, i_{L m}\right)
\end{array}\right.
$$

where

$$
\left\{\begin{array}{l}
\left\langle v_{C S m}\right\rangle_{T_{s}}=V_{C S m}+\widetilde{v}_{C S m},\left|\widetilde{v}_{C S m}\right| \ll V_{C S m}  \tag{30}\\
\left\langle i_{D o}\right\rangle_{T_{s}}=I_{D o}+\widetilde{i}_{D o},\left|\widetilde{i}_{D o}\right| \ll I_{D o}
\end{array}\right.
$$

Equations (24) and (25) can be rewritten according to Equation (30) as

$$
\begin{gather*}
{\left[\begin{array}{c}
\frac{d i_{L m}}{d t} \\
\frac{d v_{C o}}{d t}
\end{array}\right]=\left[\begin{array}{cc}
-\frac{R_{L m}}{L_{m}} & 0 \\
0 & -\frac{1}{C_{o} R_{L}}
\end{array}\right]\left[\begin{array}{c}
i_{L m} \\
v_{C o}
\end{array}\right]+\left[\begin{array}{c}
\frac{1}{L_{m}} \\
0
\end{array}\right] v_{i}+\left[\begin{array}{cc}
-\frac{1}{L_{m}} & 0 \\
0 & \frac{1}{C_{o}}
\end{array}\right]\left[\begin{array}{c}
V_{C S m}+\widetilde{v}_{C S m} \\
I_{D o}+\widetilde{i}_{D o}
\end{array}\right]}  \tag{31}\\
v_{o}(t)=\left[\begin{array}{ll}
0 & 1
\end{array}\right]\left[\begin{array}{c}
i_{L m} \\
v_{C o}
\end{array}\right] \tag{32}
\end{gather*}
$$

Since there are nonlinear terms in (29), differential equations based on the averaging mode are nonlinear. To obtain linear equations, Taylor series expansions at the DC operating point of the converter must be performed to remove nonlinear terms, and so that

$$
\left\{\begin{array}{l}
\left\langle v_{C S m}\right\rangle_{T_{s}}=\left(V_{o}+\widetilde{v}_{o}\right)\left(D^{\prime}-\widetilde{d}\right)+\frac{\partial f_{v C S m}\left(v_{o}, i_{L m}\right)}{\partial v_{o}} \widetilde{v}_{0}+\frac{\partial f_{v C S m}\left(v_{0}, i_{L m}\right)}{\lambda_{L m}} \widetilde{i}_{L m}  \tag{33}\\
\left\langle i_{D o}\right\rangle_{T_{s}}=\left(I_{L m}+\widetilde{i}_{L m}\right)\left(D^{\prime}-\widetilde{d}\right)+\frac{\partial f_{i D o}\left(v_{o}, i_{L m}\right)}{\partial v_{0}} \widetilde{v}_{0}+\frac{\partial f_{i D_{0}\left(v_{o}, i_{L m}\right)}^{\partial i_{L m}} \widetilde{i}_{L m}}{}
\end{array}\right.
$$

where the small-signal AC equations are

$$
\left\{\begin{array}{l}
\widetilde{v}_{C S m}=\left[D^{\prime}+\frac{\partial f_{v C S m}\left(v_{0}, i_{L m}\right)}{\partial v_{o}}\right] \widetilde{v}_{0}+\frac{\partial f_{v C S m}\left(v_{0}, i_{L m}\right)}{\partial i_{L m}} \widetilde{i}_{L m}-V_{0} \widetilde{d}  \tag{34}\\
\widetilde{i}_{D o}=\frac{\partial f_{i D o}\left(v_{o}, i_{L m}\right)}{\partial v_{o}} \widetilde{v}_{o}+\left[D^{\prime}+\frac{\partial f_{i D o}\left(v_{o}, i_{L m}\right)}{\partial i_{L m}}\right] \widetilde{i}_{L m}-I_{L m} \widetilde{d}
\end{array}\right.
$$

At the quiescent DC operating point, applying (34) and small-signal AC disturbances shown in (35) to (31) and (32) can obtain (36) and (37), as follows:

$$
\begin{align*}
& \left\{\begin{array}{l}
v_{i}=V_{i}+\widetilde{v}_{i} \\
v_{o}=V_{o}+\widetilde{v}_{o} \\
i_{L m}=I_{L m}+\widetilde{i_{L m}} \\
d=D+\widetilde{d} \\
d^{\prime}=D^{\prime}-\widetilde{d^{\prime}}
\end{array}\right.  \tag{35}\\
& {\left[\begin{array}{l}
\frac{d \tilde{d}_{L m}}{d t} \\
\frac{d v_{C o}}{d t}
\end{array}\right]=\left[\begin{array}{cc}
\frac{-R_{L m}}{L_{m}} & \frac{-D^{\prime}}{L_{m}} \\
\frac{D}{C_{0}} & \frac{-1}{R_{L} C_{o}}
\end{array}\right]\left[\begin{array}{c}
\widetilde{i}_{L m} \\
\widetilde{v}_{o}
\end{array}\right]+\left[\begin{array}{cc}
\frac{1}{L_{m}} & \frac{V_{o}}{L_{m}} \\
0 & \frac{-I_{L m}}{C_{o}}
\end{array}\right]\left[\begin{array}{c}
\widetilde{v}_{i} \\
\widetilde{d}
\end{array}\right]+\left[\begin{array}{cc}
\frac{\frac{-\partial f_{v C S m}\left(v_{o}, i_{L m}\right)}{\delta_{L m}}}{L_{m}} & \frac{\frac{-\partial f_{v C S}\left(v_{0}, i_{L m}\right)}{\partial v_{o}}}{L_{m}} \\
\frac{\frac{\partial f_{i D o}\left(v_{o}, i_{L m}\right)}{\lambda_{L m}}}{C_{0}} & \frac{\frac{\partial f_{i D}\left(v_{0}, i_{L m}\right)}{\partial v_{o}}}{C_{o}}
\end{array}\right]\left[\begin{array}{c}
\widetilde{i}_{L m} \\
\widetilde{v}_{0}
\end{array}\right]}  \tag{36}\\
& \widetilde{v}_{O}=\left[\begin{array}{ll}
0 & 1
\end{array}\right]\left[\begin{array}{l}
\widetilde{i}_{L m} \\
\widetilde{v}_{C o}
\end{array}\right] \tag{37}
\end{align*}
$$

After obtaining (36), the transfer function $G_{v g}(s)$ of input voltage $\widetilde{v}_{i}$ to output voltage $\widetilde{v}_{0}$ and the transfer function $G_{v d}(s)$ of duty cycle $\widetilde{d}$ to output voltage $\widetilde{v}_{0}$ can be obtained as follows:

$$
\begin{equation*}
G_{v g}(s)=\frac{\frac{D^{\prime}}{L_{m} C_{o}}}{\operatorname{den}(s)}+\frac{\frac{\frac{\partial f_{i D o}\left(v_{0}, i_{L m}\right)}{\delta_{L m}}}{L_{m} C_{o}}}{\operatorname{den}(s)} \tag{38}
\end{equation*}
$$

$$
\begin{equation*}
G_{v d}(s)=\frac{-\frac{I_{L m}}{C_{o}} s+\frac{1}{L_{m} C_{o}}\left(-R_{L m} I_{L m}+D^{\prime} V_{o}\right)}{\operatorname{den}(s)}+\frac{\frac{1}{L_{m} C_{o}}\left[-\frac{\partial f_{v C S m}\left(v_{o}, i_{L m}\right)}{\partial i_{L m}} I_{L m}+\frac{\partial f_{i D o}\left(v_{o}, i_{L m}\right)}{\partial i_{L m}} V_{o}\right]}{\operatorname{den}(s)} \tag{39}
\end{equation*}
$$

where the denominator is defined as

$$
\begin{align*}
\operatorname{den}(s)= & s^{2}+\left(\frac{1}{R_{L} C_{o}}+\frac{R_{L m}}{L_{m}}\right) s+\frac{1}{R_{L} L_{m} C_{o}}\left(R_{L m}+D^{\prime 2} R_{L}\right)+\left[\frac{\frac{\partial f_{v C S m}\left(v_{0}, i_{L m}\right)}{\partial i_{L m}}}{L_{m}}-\frac{\frac{\partial f_{i D o}\left(v_{o}, i_{L m}\right)}{\partial v_{o}}}{C_{o}}\right] s \\
& +\frac{1}{R_{L} L_{m} C_{o}}\left[\frac{\partial f_{v C S m}\left(v_{o}, i_{L m}\right)}{\partial i_{L m}}-\left(R_{L m}+\frac{\partial f_{v C S m}\left(v_{o}, i_{L m}\right)}{\partial i_{L m}}\right) \frac{\partial f_{i D_{o}( }\left(v_{0}, i_{L m}\right)}{\partial v_{o}} R_{L}\right.  \tag{40}\\
& \left.+R_{L} D^{\prime}\left(\frac{\partial f_{v C S m}\left(v_{o}, i_{L m}\right)}{\partial v_{o}}+\frac{\partial f_{i D o}\left(v_{o}, i_{L m}\right)}{\partial i_{L m}}\right)+R_{L} \frac{\partial f_{v C S m}\left(v_{o}, i_{L m}\right)}{\partial v_{o}} \frac{\partial f_{i D o}\left(v_{o}, i_{L m}\right)}{\partial i_{L m}}\right]
\end{align*}
$$

Table 2 shows the system and component specifications.
Table 2. System and component specifications.

| Name | Specification |
| :---: | :---: |
| System Operation Mode | Continuous Conduction Mode (CCM) |
| Rated Input Voltage $V_{i}$ | 156 V |
| Rated Output Voltage $V_{o}$ | 200 V |
| System Switching Frequency $f_{s} /$ Period $T_{s}$ | $100 \mathrm{kHz} / 10 \mu \mathrm{~s}$ |
| Rated Output Current $I_{o, \text { rated }} /$ Power $P_{o, \text { rated }}$ | $2 \mathrm{~A} / 400 \mathrm{~W}$ |
| Minimum Output Current $I_{o, \text { min }} /$ Power $P_{o, \text { min }}$ | $0.2 \mathrm{~A} / 40 \mathrm{~W}$ |
| Input Inductance $L_{m} /$ Output Capacitance $C_{o}$ | $1 \mathrm{~m} \mathrm{H} / 470 \mu \mathrm{~F}$ |
| Resonance Inductance $L_{r} /$ Resonant Capacitor $C_{r}$ | $1 \mu \mathrm{H} / 22 \mathrm{nF}$ |
| Power Switch $S_{m}$ and $S_{a}$ | STW20NM60FD |
| Output Diode $D_{o}$ | BYV29X-600 |

By substituting the system and component specifications shown in Table 2 into Equations (38) and (39), the input-to-output transfer function $G_{v g}(s)$ can be found as

$$
\begin{equation*}
G_{v g}(s)=\frac{1.05 \times 10^{6}}{s^{2}+561.92 s+816.33 \times 10^{3}} \tag{41}
\end{equation*}
$$

Furthermore, the duty-to- output transfer function is

$$
\begin{equation*}
G_{v d}(s)=\frac{-4.085 \times 10^{3} s+208.1 \times 10^{6}}{s^{2}+561.92 s+816.33 \times 10^{3}} \tag{42}
\end{equation*}
$$

After finding the transfer function of the proposed structure with resonant small signals by the dual time scale averaging method, the corresponding transfer function is compared with the small-signal transfer function of the traditional boost converter, which can be expressed as

$$
\begin{equation*}
\widetilde{G}_{v d}(s)=\frac{-4.085 \times 10^{3} s+215 \times 10^{6}}{s^{2}+151 s+843 \times 10^{3}} \tag{43}
\end{equation*}
$$

From (42) and (43), the difference in zero value between them is not significant. However, the pole values in (42) are $-280.96 \pm j 858.72$, and the pole values in (43) are $-75.5 \pm$ j 915.04 . From these pole values of both equations, we can see that the proposed structure has a larger bandwidth because the resonance parameters are taken into considerations. That is to say, if the resonance parameters are ignored in the controller design, the designed controller is not suitable for the proposed structure.

## 4. Controller Design in Z-Domain

As shown in Figure 5, the design of the digital controller proposed in this paper is designed directly in the $z$ - domain by the pole-zero configuration and the pole-zero cancellation design method. Figure 5 shows the digital control loop with loop gain $L(z)$ :

$$
\begin{equation*}
L(z)=K \cdot C(z) \cdot G_{v d}(z) \cdot H(z) \cdot z^{-1} \tag{44}
\end{equation*}
$$

where $G_{v d}(z)$ is the discrete transfer function of the boost converter, $H(z)$ is the divider gain, $K$ is the PWM gain, AD gain, $\mathrm{z}^{-1}$ is the delay factor, and Equation (45) is the discrete transfer function of this controller, where $z_{p 1}$ and $z_{p 2}$ are poles, $z_{01}$ and $z_{02}$ are zeroes, and $K_{c 2}$ is the gain.

$$
\begin{equation*}
C(z)=K_{c 2} \frac{\left(z-z_{01}\right)\left(z-z_{02}\right)}{\left(z-z_{p 1}\right)\left(z-z_{p 2}\right)} \tag{45}
\end{equation*}
$$



Figure 5. z-domain digital control loop.
When the controller is not added, the phase margin of the system known from the Bode plot of the loop gain is $14.7^{\circ}$. After designing the controller to make the system meet the prescribed specifications, the following steps will briefly describe the controller design.

Step 1: The gain margin is greater than 6 dB above and the crossover frequency is equal to one-tenth of the switching frequency.

Step 2: Configure poles $z_{p 1}$ and $z_{p 2}$ to match the gain margin and crossover frequency set by the system. Assuming a gain of $K_{c 2}=1$ and using the Matlab software assistant tool, named SISO, to configure and observe the two poles $z_{p 1}$ and $z_{p 2}$ several times, $z_{p 1}=0.178$ and $z_{p 2}=0.7$ are finally selected to meet the prescribed gain margin and switching frequency.

Step 3: After step 2, the crossover frequency is fixed and the system phase margin is adjusted. Finally, the phase margin is set to 60 degrees. The gained $K_{c 2}$ value, which is the value required to adjust the phase margin to 60 degrees, can be found by the Matlab syntax to obtain a gain $K_{c 2}$ value of 0.81 .

$$
\begin{align*}
& {[\text { mag, phase }, \omega]=\operatorname{bode}(L z)}  \tag{46}\\
& K_{c 2}=\operatorname{margin}(\text { mag, phase }-60, \omega)
\end{align*}
$$

After the above steps, the discrete transfer function of the controller can be obtained as follows along with $z_{01}=0.9972+j 0086$ and $z_{p 2}=0.9972-j 0086$ :

$$
\begin{equation*}
C(z)=0.81 \frac{(z-0.9972-j 0.0086)(z-0.9972+j 0.0086)}{(z-0.178)(z-0.7)} \tag{47}
\end{equation*}
$$

The discrete transfer function of the above equation is converted into a difference equation, so that the difference equation can be written into programming language for digital control of the system.

$$
\begin{align*}
u(n) & =a_{2} u(n-2)+a_{1} u(n-1)+b_{2} e(n-2)+b_{1} e(n-1)+b_{0} e(n) \\
& =-0.12 u(n-2)+0.87 u(n-1)+0.8 e(n-2)-1.6 e(n-1)+0.8 e(n) \tag{48}
\end{align*}
$$

Figure 6 shows the Bode plot of the system loop gain to verify the correctness of the designed controller.


Figure 6. Bode plot of the system loop gain.

## 5. Auto-Adjustment Technique

In this paper, the auto-adjustment technique is implemented by using the lookup table to regulate the on-time and triggering instant of the auxiliary power switch to further improve the efficiency, especially at light loads, and to make the overall efficiency of the converter present a flat curve. In addition, when the load increases or decreases, since the efficiency does not vary regularly with the on-time of the preceding and following transients of the auxiliary power switch and the triggering instant relative to the main power switch, a look-up table is used instead of a complex calculation to determine the required on-time and triggering instant of the auxiliary power switch.

Figure 7a,b show the auto-adjustment technique for the auxiliary power switch operating at light load and rated load, respectively. This auto-adjustment technique is based on the following two conditions: first, the auxiliary power switch must reach zero current
cutoff, as shown in Figure 7 at points A and B; second, when the auxiliary power switch current $i_{S a}$ resonates to equal to the input current $I_{L m}$, the main power switch is turned on, as shown in Figure 7 at points $C$ and D. Therefore, by using the above-mentioned technique and using the input inductance current as the self-variable of the lookup table, the design steps are as follows.


Figure 7. Auto-adjustment of turn-on time and triggering time of the auxiliary switch at (a) light load; (b) rated load.

Step 1: The light load to full load currents are divided into ten intervals and recorded separately based on no ADC sampling [20]. The sampled count value of the input inductance current is recorded.

Step 2: Within the set ten current intervals, the on-time before and after transients of the auxiliary power switch and the triggering instant relative to the main power switch are adjusted and recorded, respectively, from full load to light load.

Step 3: According to the above two steps, the turn-on time and triggering time of the auxiliary power switch can be determined by this prescribed look-up table.

It is worth mentioning that the addition of a hysteresis band is required to avoid the oscillation caused by the current interval change.

## 6. Design of Resonant Inductor and Resonant Capacitor

In this section, the resonant capacitor $C_{r}$ and resonant inductor $L_{r}$ are designed based on the results of states 1,2 and 10 in Section 2. Without affecting the circuit operation behavior, it is determined that the overrun lead time of the auxiliary power switch must be less than or equal to one-tenth of the on time of the main power switch, i.e., less than or equal to 220 ns. Accordingly, the elapsed time $T_{1}+T_{2}$ shown in Figure 2 must be less than or equal to 220 ns , where the elapsed time $T_{1}$ is the time it takes for the current $i_{S a}$ of the auxiliary power switch $S_{a}$ to rise to the input inductance current $I_{L m}$ after the auxiliary power switch is turned on, and the elapsed time $T_{2}$ is the time it takes for the parasitic capacitor $C_{S m}$ of the main power switch to discharge to zero. The rise time $t_{r}$ and the fall time $t_{f}$ in the power switch instruction manual correspond to the characteristics of the current flowing through the power switch, so we can know that the time $T_{2} \cong 20 \mathrm{~ns}$. Therefore, the elapsed time $T_{1}$ is less than or equal to 200 ns [21], so the following equation can be found:

$$
\begin{equation*}
T_{1}=\frac{C_{r}\left(V_{C r 1}-V_{C r 10}\right)}{\left(I_{L m}-I_{0}\right)} \leq 200 \mathrm{~ns} \tag{49}
\end{equation*}
$$

where $V_{C r 1}$ can be obtained by state 2 as follows:

$$
\begin{equation*}
V_{C r 1}=V_{o}-\frac{L_{r} I_{L m}}{T_{2}} \tag{50}
\end{equation*}
$$

where $I_{L m}$ is the average value of the rating input inductance current, and $V_{C r 10}$ can be obtained by state 10 as follows:

$$
\begin{equation*}
V_{C r 10}=\frac{I_{L m} T_{10}}{C_{r}+C_{S m}}\left(1+\frac{C_{S m}}{C_{r}}\right)+\frac{L_{r} I_{L m}}{T_{10}} \tag{51}
\end{equation*}
$$

where the elapsed time $T_{10}$ can be known from the following equation:

$$
\begin{align*}
\Delta \mathrm{Q} & =C_{r} V_{o}=0.5 I_{L m} T_{10} \\
& =550 \mathrm{p} \cdot 200=0.5(2.56) T_{10} \tag{52}
\end{align*}
$$

Therefore, $T_{10}$ can be found as 86 ns .
Sequentially, let the resonant frequency $f_{2}$ be greater than or equal to ten times the switching frequency, i.e., $\omega_{2} \geq 2 \pi \cdot 10^{6} \mathrm{rad} / \mathrm{sec}$, and substitute (47) and (48) into (49) to obtain

$$
\begin{align*}
& \frac{C_{r}\left[V_{o}-\frac{L_{r} I_{L m}}{T_{2}}-\frac{I_{L m} T_{2}}{C_{r}+C_{S m}}\left(1+\frac{C_{S m}}{C_{r}}\right)+\frac{L_{r} I_{L m}}{T_{2}}\right]}{\left(I_{L m}-I_{o}\right)} \leq 200 \mathrm{~ns} \\
& \Rightarrow \frac{C_{r}\left[200-\frac{{\frac{1}{4 \pi^{2} \omega_{2}^{2}}}_{20.56)}^{20 \mathrm{~ns}}}{\left(2 . \frac{(2.56)(85 \mathrm{~ns})}{C_{r}+550 \mathrm{p}}\left(1+\frac{550 \mathrm{p}}{C_{r}}\right)+{\left.\frac{{\frac{1}{4 \pi^{2} f_{2}^{2}}}_{85 \mathrm{~ns}}^{(2.56)}}{(2.56-2)}\right]}_{2}\right.} \leq 200 \mathrm{~ns}\right.}{l}  \tag{53}\\
& \Rightarrow
\end{align*}
$$

The resonant capacitance $C_{r}$ can be obtained as 21.45 nF from (53). The allowable error of the actual capacitance is considered, so the resonant capacitance $C_{r}$ is chosen as 22 nF . After obtaining the resonant capacitance $C_{r}$, the resonant inductance $L_{r}$ can be obtained as

$$
\begin{equation*}
L_{r} \leq \frac{1}{4 \pi^{2} f_{2}^{2} C_{r}}=\frac{1}{4 \pi^{2}\left(10^{6}\right)^{2} 22 \mathrm{n}} \tag{54}
\end{equation*}
$$

Therefore, the value of resonance inductance can be obtained as $L_{r} \leq 1.15 \mu \mathrm{H}$, so this paper selects the resonance inductance as $1 \mu \mathrm{H}$.

## 7. Simulated and Experimental Results

The system specifications are shown in Table 2 in Section 3. In this section, the proposed converter and control strategy will be verified by using Active-HDL combined with Matlab/Simulink as the simulation environment, and, finally, the effectiveness will be verified by using a real circuit. In this paper, the simulated controller parameters are simulated by the controller parameters designed in (50). The controller parameters are finetuned to $a_{2}=-0.12, a_{1}=0.88, b_{2}=1.2, b_{1}=1$ and $b_{0}=1$. However, the parasitic components of the line must be considered in the implementation of this circuit. Consequently, the controller parameters are fine-tuned to $a_{2}=-0.14, a_{1}=0.88, b_{2}=1, b_{1}=0.88$ and $b_{0}=1$.

### 7.1. Simulated Waveforms

The purpose of the software simulation is used to demonstrate the feasibility of the proposed converter. Figure 8 shows the system simulation block diagram, which includes the proposed structure, the digital control block generated by the Active-HDL software, the sampling circuit module, the peripheral auxiliary power supply, and the oscilloscope. Furthermore, the simulation environment is based on the 2021a MATLAB and Simulink software with the system specifications shown in Table 2. In addition, the power switches used herein are non-ideal, but the passive components are all ideal. Furthermore, the circuit is simulated at rated load. The value of $C_{S m}$ based on [21] is set at 550 pF , which is called equivalent capacitance affected by the value of $v_{\mathrm{CSm}}$.


Figure 8. System simulation block diagram.
Figure 9 shows the gate driving signal $v_{g s, S m}$ for the main power switch $S_{m}$ and the gate driving signal $v_{g_{s}, S a}$ for the auxiliary power switch $S_{a}$, where the gate driving signal $v_{g s, S a}$ possesses the pre- and post-duty cycle of the gate driving signal $v_{g s, S m}$.


Figure 9. Simulated gate driving signals for main power switch $S_{m}$ and auxiliary power switch $S_{a}$.

Figure 10 shows the waveforms of the main power switch, where $v_{g_{s}, S m}$ is the gate driving signal, $v_{d s, S m}$ is the voltage across $S_{m}, i_{S m}$ is the current in the switch $S_{m}$. Figures 11 and 12 are zoomed-in waveforms of Figure 10.


Figure 10. Simulated waveforms related to the main power switch $S_{m}$.


Figure 11. Simulated zoomed-in transient waveforms before main power switch $S_{m}$.


Figure 12. Simulated zoomed-in transient waveforms after the main power switch $S_{m}$.
Figure 13 shows the waveforms of the auxiliary power switch $S_{a}$, where $v_{g s, S a}$ is the gate driving signal, $v_{d s, S a}$ is the voltage on $S_{a}$ and $i_{S a}$ is the current in $S_{a}$. Figures 14 and 15 are zoomed-in waveforms of Figure 13.


Figure 13. Simulated waveforms related to the auxiliary power switch $S_{a}$.


Figure 14. Simulated zoomed-in transient waveforms before the auxiliary power switch $S_{a}$.


Figure 15. Simulated zoomed-in transient waveforms after the auxiliary power switch $S_{a}$.
Figure 16 shows the associated waveforms of the resonant elements, where $i_{L r}$ is the current in the resonant inductor $L_{r}$ and $v_{C r}$ is the voltage across the resonant capacitor $C_{r}$.


Figure 16. Simulated resonant waveforms.
From the above simulated results, it can be seen that when the auxiliary power switch $S_{a}$ is turned on before the main power switch $S_{m}$, the auxiliary power switch current $i_{s_{a}}$ rises rapidly to a level greater than the input inductance current $I_{L m}$. According to Kirchhoff's current law, the parasitic capacitor $C_{S m}$ of the main power switch starts to discharge the resonant circuit until it discharges to zero, then the body diode of the main power switch $D_{S m}$ turns on, and the voltage $v_{d s, S m}$ of the main power switch is clamped to zero, and after this, the main power switch $S_{m}$ is turned on with ZVT, as shown in Figures 10 and 11.

The current waveforms in Figures 10, 12, 13, 15 and 16 show that when the auxiliary power switch $S_{a}$ is cut off, the parasitic capacitance $C_{S a}$ of the auxiliary power switch, the resonant inductor $L_{r}$, the resonant capacitor $C_{r}$ and the parasitic capacitor $C_{S m}$ of the main power switch form a resonance loop, resulting in a ringing phenomenon, so the corresponding currents will ring.

From Figures 11, 14 and 16, it can be seen that when the auxiliary power switch current $i_{S a}$ resonates to zero, the parasitic capacitor $C_{S_{a}}$, resonant inductor $L_{r}$ and resonant capacitor $C_{r}$ form a resonance loop, so a small resonant current is generated, and the corresponding small voltage across $C_{r}$ will ring.

As can be seen from Figure 12, when the main power switch $S_{m}$ is turned off, the ringing phenomenon on the main power switch current $i_{S_{m}}$ causes the voltage $v_{d s, S m}$ across the main power switch $S_{m}$ to be charged slowly, so the voltage $v_{C S m}$ rises slowly and the resulting overshoot current becomes small. In addition, the auxiliary power switch $S_{a}$ is turned on after the main power switch $S_{m}$. When the auxiliary power switch current $i_{S a}$ resonates to the input inductance current $I_{L m}$, according to Kirschhoff's current law, the main power switch $S_{m}$ is turned off at this time, so that the main power switch $S_{m}$ is turned off with ZCT.

As can be seen from Figures 13 and 15, when the auxiliary power switch current $i_{\text {Sa }}$ drops to zero, the auxiliary power switch $S_{a}$ is turned off with ZCS.

### 7.2. Experimental Waveforms

The purpose of the experimental measurement is used to verify the effectiveness of the proposed converter. In addition, the circuit is experimented at rated load.

Figure 17 shows the waveforms of the gate driving signal $v_{g_{s}, S m}$ of the main power switch $S_{m}$ and the gate driving signal $v_{g_{s}, S a}$ of the auxiliary power switch $S_{a}$ at rated load, where the gate driving signal $v_{g s, S a}$ possesses the pre- and post-duty cycle of the gate driving signal $v_{g s, S m}$.


Figure 17. Measured gate driving signals of the main power switch $S_{m}$ and auxiliary power switch $S_{a}$.
Figure 18 shows the waveforms of the main power switch $S_{m}$ at rated load, where $v_{g s, S m}$ is the gate driving signal, $v_{d s, S m}$ is the voltage on $S_{m}$ and $i_{S m}$ is the current in $S_{m}$. Figures 19 and 20 are the zoomed-in versions of Figure 18.


Figure 18. Measured waveforms related to the main power switch $S_{m}$.


Figure 19. Measured zoomed-in transient waveforms before the auxiliary power switch $S_{m}$.


Figure 20. Measured zoomed-in transient waveforms before the auxiliary power switch $S_{m}$.
Figure 21 shows the waveforms of the auxiliary power switch $S_{a}$ at rated load, where $v_{g_{s}, S a}$ is the gate driving signal, $v_{d s, S a}$ is the voltage on $S_{a}$ and $i_{S a}$ is the current in $S_{a}$. Figures 22 and 23 are the zoomed-in versions of Figure 21.


Figure 21. Measured waveforms related to the main power switch $S_{a}$.


Figure 22. Measured zoomed-in transient waveforms before the auxiliary power switch $S_{a}$.


Figure 23. Measured zoomed-in transient waveforms after the auxiliary power switch $S_{a}$.
Figure 24 shows the waveforms of the resonant element under the rated load, where $i_{L r}$ is the current in the resonant inductor $L_{r}$ and $v_{C r}$ is the voltage on the resonant capacitor $C_{r}$.


Figure 24. Measured resonant waveforms.
Figure 25 shows the efficiencies of the proposed structure under different output powers with soft switching and auto-adjustment technique, the proposed structure with soft switching and no auto-adjustment technique, and the traditional structure with hard switching.


Figure 25. Efficiency measurement block diagram.

### 7.3. Efficiency Measurement

As shown in Figure 25, a current-sensing resistor is connected in series with the input current path, and a digital meter (Fluke 8050A, manufactured by FLUKE Co., Everett, Washington, USA) is used to measure the voltage across this resistor to obtain the input current value and the input voltage using a digital meter to obtain the input power. On the output side, an electronic load (Prodigit 3255, manufactured by PRODIGIT Co., Taipei, Taiwan) is used to provide the load current required by the converter, and the output voltage is measured using a digital meter to obtain the output power. Finally, the input power and output power are used to calculate the efficiency of the actual circuit operation. In Figure 26, curves of efficiency versus output power under soft switching with and without auto-adjustment and hard switching are displayed.


Figure 26. Curves of efficiency versus output power under soft switching with and without autoadjustment, and hard switching.

### 7.4. Experimental Setup

As shown in Figure 27, the photo of the experimental setup is displayed.


Figure 27. Photo of the experimental setup.
From the above experimental results, when the auxiliary power switch $S_{a}$ precedes the main power switch $S_{m}$, the auxiliary power switch current $i_{S a}$ rises rapidly to greater than the input inductance current $I_{L m}$; according to Kirchhoff's current law, the parasitic capacitor $C_{S m}$ of the main power switch starts to discharge the resonant circuit until the discharge reaches zero. Therefore, the body diode $D_{S m}$ of the main power switch turns on and the voltage $v_{d s, S m}$ of the main power switch is clamped to zero, so the main power switch $S_{m}$ is turned on with ZVT, as shown in Figures 17 and 19.

The current waveforms in Figures 19, 22 and 24 show that the resonant inductor current $i_{L r}$ flows in the opposite direction when operating in mode 6 , and when the resonant inductor current $i_{L r}$ resonates to zero, the body diode $D_{S a}$ of the auxiliary power switch turns from on to off, generating the reverse recovery current, and this current flows through the parasitic capacitor $C_{S a}$ of the auxiliary power switch, the resonant inductor $L_{r}$, the resonant capacitor $C_{r}$, the parasitic capacitor $C_{S m}$ of the main power switch and the parasitic inductor of the line, causing the ringing phenomenon. Since all belong to the same resonant tank, so this resonance will be reflected in the currents as well as also being reflected in the voltage $v_{d s, S a}$ of the auxiliary power switch.

As can be seen from Figure 20, there is a delay in the voltage $v_{d s, S m}$ across the main power switch. The reason for this can be seen from state 9, when the main power switch $S_{m}$ is turned off from on, because the power switch will delay the cut-off, so the main power switch current $i_{S m}$ continues to resonate up, and when it rises to the input current, the voltage $v_{d s, S m}$ across the main power switch is larger than the output voltage, the resonant inductor $L_{r}$ begins to be magnetized. According to the Kirchhoff's current law, the main power switch current $i_{S m}$ begins to fall to zero, so the main power switch $S_{m}$ has ZCT turn-off.

From Figure 23, it can be seen that when the auxiliary power switch $S_{a}$ is turned off, the voltage $v_{d s, S a}$ across the auxiliary power switch and the current $i_{S a}$ have the ringing phenomenon. The reason is that the output diode $D_{o}$ is delayed when changing from state 10 to state 11 . Therefore, the resonant inductor current $i_{L r}$ will flow through the parasitic capacitor $C_{S a}$ of the auxiliary power switch, forming a resonant circuit and hence causing the auxiliary power switch to have ZCS turn-off.

From Figure 23, it can be seen that when the auxiliary power switch $S_{a}$ is turned on, the rapid rise of the auxiliary power switch current $i_{S a}$ and the effect of the parasitic inductance of the line cause noise to be generated across the resonant capacitor $C_{r}$, but this noise does not affect the circuit operation behavior. In addition, from Figure 23, the voltage $v_{C r}$ across the resonant capacitor $C_{r}$ also has a ringing at the negative voltage due to the ringing on the resonant inductor current $i_{L r}$.

From Figure 26, it can be seen that under the input voltage of 156 V and the output voltage of 200 V as shown in Table 2, the proposed structure with/without auto-adjustment can effectively improve the overall efficiency of the converter in the output power range ( $40 \mathrm{~W} \sim 400 \mathrm{~W}$ ). The difference in efficiency between soft switching with auto-adjustment and hard switching is $4.8 \%$, whereas the difference in efficiency between soft switching with auto-adjustment and soft switching without auto-adjustment is about $2.1 \%$. Most importantly, the proposed structure with the addition of the auto-adjustment technique not only further improves the efficiency, but also makes the efficiency show an approximately horizontal curve.

## 8. Conclusions

From the experimental results, it can be seen that the main power switch has both ZVT and ZCT, and the auxiliary power switch also has ZCS. In addition, the lookup table is also added to realize the auto-adjustment technique to regulate the on-time and triggering position of the auxiliary power switch to further improve the efficiency, especially at light load, thus making the overall efficiency of the converter present a flat curve. From the experimental measurements, the maximum efficiency of the proposed converter is $98.5 \%$ and the light load efficiency is $98.1 \%$, and the overall system efficiency is above $98 \%$. Regarding the system control, the direct design of the digital controller under z-domain can effectively stabilize the output voltage of the converter and achieve the purpose of fully digitalized control.
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#### Abstract

In this work, a dynamic analysis describing the charge and discharge process of a supercapacitor for the DC-link between a photovoltaic source and a constant power load is presented. The analysis results in a complete nonlinear and dynamic model that can be used for simulation and control for DC-DC converters, achieving fast recharge times and accurate steady-state voltages in the DC link to avoid overcharging the supercapacitor during low power absorption scenarios. The proposed approach includes parasitic elements for the supercapacitor and efficiency effects on the conversion stage, proposing equations useful for design and control. Stability is also discussed for the charge process of the supercapacitor. Validation of the analytical model is performed by comparison with LTSpice simulation, confirming a good agreement between theory and simulation.


Keywords: photovoltaics; Supercapacitors; DC-DC; dynamic systems; circuit simulation

## 1. Introduction

The power conversion of PV sources for DC and AC applications is almost always required to ensure that their strongly variable voltage and current are regulated in accordance with the electrical and electronic components for which the energy is generated [1-3]. This conversion makes use of DC-DC converters that, in general, adapt the voltage for the next stage of conversion (or the final load). This approach is also valid in the case of discrete PV + Storage hybrid systems, where the DC-DC converters are used for matching the output voltage of the solar cell with the charging voltage of the integrated storage device [4]. Since the PV source is a strongly non-linear device based on the photogeneration process [5], it is not only necessary to adapt the voltage to the load, but also to the source, to ensure that the operating point of the PV source is the one where the maximum power is delivered [6-9]. This process, commonly referred to as maximum power-point tracking (MPPT), introduces the necessity for a dedicated DC-DC converter, since a single converter does not have the degrees of freedom to adapt both input (for MPPT) and output (for correct load functioning) voltage. The two converters, usually connected in cascade, are interleaved with a storage element that has the purpose of stabilizing the voltage and decoupling the converter on the PV side from the converter on the load side. This stage is called the DC-link, and according to the applications, it can be implemented with batteries or capacitors. The former allows the DC-link stage to act as an energy-storage stage, which is particularly useful due to the intermittent nature of the PV source. However, a capacitor-based DC-link is much simpler, leaves less overall footprint, and is more durable [10-14].

The development of new technologies for high-capacity capacitors, known as Supercapacitors (SC), introduced the possibility of achieving a degree of energy-storage capabilities
without resorting to a battery-based DC-link. Novel technologies of SC also include interesting results in terms of materials [15], including recycling materials [16] and natural and organic sources $[17,18]$. SC offers acceptable energy density (albeit still lower than Li-based batteries) with very high-power density. SCs are also less expensive and age much less quickly due to their charge and discharge patterns.

Unfortunately, the electrical behavior of a SC is different from a battery's, also due to the variable voltage across its terminal as dependent on the state of charge [19-21]. A battery exhibits an almost constant voltage across its terminals for the majority of its discharge (and charge) process. SC behavior is similar to a that of a classic capacitor, and thus, in the best of cases, discharges exponentially. Although the decoupling capabilities of the SC are ensured, the voltage range that it exhibits during operative conditions is large, and this requires special care in the control of the DC-DC converters, especially the one connecting the SC to the non-linear PV source.

The purpose of this work is to investigate the dynamics of the SC in an energyconversion chain, starting from a PV source and ending with a constant-power load, which is a very common DC load able to support, for example, USB powered devices. To investigate the dynamic of the system, a circuit model of the chain, representing the conversion at frequencies below the ones of the dynamic response for the converter but including the ones regulating the charge and discharge processes of the SC, is proposed [22,23]. The model includes the non-linear nature of the PV source, the efficiency of the converter distributed among voltage and current drops, and both ideal and parasitic models for the SC.

With respect to current research, the novelty of this work contribution is twofold. First, an analytical complete dynamic model including parasitic components is presented for a very actual scenario of low-mid power generation from renewable sources. The investigation of this model highlights novel results such as the feasible operating ranges for the charge operation of the DC-link supercapacitor, determining stable and unstable equilibrium points of the dynamic system. Second, a numerical approach to estimate the duty cycle for the final-voltage charge is presented, considering the full non-linear nature of the photovoltaic source. Moreover, both results are validated against LTSpice time-domain simulations, considering both the low-frequency DC model of the power conversion stage and its fully dynamic high-frequency implementation. All LTSpice models are reported in their completeness for repeatability of the proposed study. The analytical and numerical analysis presented can be used as a foundation for advanced control algorithms and energy-storage management systems.

The manuscript is structured as follows. First, the energy conversion chain will be described, and individual circuit models will be proposed for the block constituting it. Then, according to the parasitic model considered in the SC, three different state-space models for three different chains are derived. Then, feasibility regions for the final voltage charge are discussed, and the numerical problem to derive the duty-cycle is formalized and solved. Following, the validation procedure in the LTSpice environment is presented along with the simulation results. Final remarks and a conclusion close the manuscript.

## 2. Materials and Methods

### 2.1. Modelling for the Blocks of the Conversion Chain

The energy-conversion chain considered in this work is composed of five blocks. The first block is the primary source of energy, represented by a generic PV device under variable conditions of irradiance and temperature. The second block is the first DC-DC converter, operating to regulate the energy conversion between the PV source and the following DClink supercapacitor. The third block is the supercapacitor itself, which features a capacitance and operating voltage range according to the design of the remainder of the system. The fourth block is the second DC-DC converter, operating to regulate the energy conversion between the DC link and the final load. The fifth block is the load itself, which is assumed as a CV\&CP load (constant voltage and constant power). Each individual block of the
conversion chain can be represented by a suitable circuit model that can later be coupled to achieve a full dynamic representation of the system.

For the first block, the equivalent circuit model known as "single diode" or "one diode" is used to represent the behavior of the photovoltaic source. The model is lightweight and can be used to represent a large variety of silicon-based PV sources and other technologies [24], and the process for the identification from experimental data or the produced datasheet values is well understood in the literature [25]. The model-circuit representation is given in Figure 1.


Figure 1. Single diode model for a PV device.
The model drawback is the implicit nature of its current-voltage relationship, which is given by (1):

$$
\begin{equation*}
i_{p v}=I_{i r r}-I_{0}\left(e^{\frac{v p v+R_{s} i_{p v}}{n V_{T}}}-1\right)-\frac{v_{p v}+R_{s} i_{p v}}{R_{s h}} \tag{1}
\end{equation*}
$$

where $I_{i r r}$ is the photogenerated current, $I_{o}$ is the reverse saturation current of the diode, $n$ is the modified quality factor of the diode, $R_{s h}$ is the shunt resistance and $R_{s}$ is the series resistance. The $V_{T}$ term represent the thermal voltage ( $\approx 26 \mathrm{mV}$ at 293.15 K ). The five parameters $\left\{I_{i r r}, I_{0}, R_{s}, R_{s h}, n\right\}$ can be identified in specific irradiance $G$ and temperature $T$ conditions addressed in literature as Standard Test Conditions (STC). The conditions are $G=1000 \mathrm{~W} / \mathrm{m}^{2}$ and $T=293.15 \mathrm{~K}$. Individual equations are reported in the literature to calculate the parameters in conditions different from STC.

The current-voltage relationship shown in (1) can be used in practical applications through numerical methods that calculate the current $i_{p v}$ given a known voltage $v_{p v}$, or vice-versa. However, the numerical solution of (1) is not practical if, for example, the PV device should be included in Kirchhoff Voltage Laws (KVL) or Kirchhoff Current Laws (KCL) for formulating state-space equations. In this case, an alternative formulation can be used, which exploits the Lambert-W function to give an explicit expression of $v_{p v}$ as a function of $i_{p v}(2)$ and $i_{p v}$ as a function of $v_{p v}$ (3).

$$
\begin{gather*}
v_{p v}=R_{s h}\left(I_{i r r}+I_{o}\right)-\left(R_{s}+R_{s h}\right) i_{p v}-n V_{T} \mathrm{~W}\left(\frac{I_{0} R_{s h}}{n V_{T}} e^{\frac{R_{s h}\left(I_{i r r}+I_{o}-i_{p v}\right)}{n v_{t}}}\right)  \tag{2}\\
i_{p v}=-\frac{n V_{T}}{R_{s}} \mathrm{~W}\left(\frac{R_{s}}{n V_{T}} \cdot \frac{I_{o} R_{s h}}{R_{s h}+R_{s}} \cdot e^{\frac{R_{s h}}{R_{s}+R_{s h}} * \frac{v p v+R_{s}\left(I_{i r r}+I_{o}\right)}{n V_{t}}}\right)+\frac{\left(I_{i r r}+I_{o}\right) R_{s h}-v_{p v}}{R_{s h}+R_{s}} \tag{3}
\end{gather*}
$$

The formulation with (2) and (3) are explicit and can be implemented easily in KVL and KCL. Indeed, the formulation is still numeric, but the computational burden is moved from the generic root-finding that is present in (1) to the solution of the Lambert-W, which can be optimized and is in general an easier task. Equations (2) and (3) provide a complete electrical characterization of the first block and can be completed with update equations for the parameters to account for variable irradiance and temperature conditions [26-28].

The second block is represented by the first DC-DC converter. The role of this converter is to set the operating point of the PV device to ensure proper current flowing inside the DC-link. In general, if the DC-link is implemented by means of a SC, its voltage should be low. For this reason, a step-down converter could be used to convert the voltage from the

PV source to the SC. However, this could limit the operating conditions of the PV device in the case of smaller systems. On the other hand, step-up-down topologies such as the SEPIC or Zeta converters can be implemented with very little effort and offer large voltage gains with high efficiency. The Zeta converter topology is the one considered for this block and is shown in its ideal lossless representation in Figure 2. The Zeta converter is a topology particularly suitable for photovoltaic (PV) applications due to several advantages. It can achieve a high voltage gain, making it suitable for boosting the low voltage output of PV panels to the desired level. This is especially useful when the PV array operates at low voltage levels, as it allows efficient energy conversion without the need for additional voltage-boosting stages. Unlike the Boost converter, which typically requires multiple stages for voltage conversion, the Zeta converter can perform the voltage step-up or stepdown conversion in a single stage. This simplifies the converter topology, reduces the component count, and improves overall efficiency. Finally, the Zeta converter is capable of accommodating a wide input-voltage range, allowing it to handle the fluctuations in the PV panel output more effectively [29-32].


Figure 2. Lossless model for a step-up-down synchronous converter with Zeta topology.
The complete derivation and sizing for the converter can be found in the literature. Under the assumption of continuous-conduction mode (CCM), the converter-voltage gain and current gain in steady state can be approximated as:

$$
\begin{gather*}
M_{v}=\frac{v_{\text {out }}}{v_{\text {in }}}=\frac{D}{(1-D)}  \tag{4}\\
M_{i}=\frac{1}{M_{v}} \tag{5}
\end{gather*}
$$

where $M_{v}$ is the lossless voltage gain, $M_{i}$ is the lossless current gain, and $D$ is the duty cycle for which the $Q_{1}$ transistor is in conduction and the $Q_{2}$ transistor is in interdiction. In case lossy elements are present in the converter, the efficiency is in general distributed between the voltage and current gain, since:

$$
\begin{equation*}
\eta=\frac{v_{\text {out }} \cdot i_{\text {out }}}{v_{\text {in }} \cdot i_{\text {in }}}=M_{v, l} \cdot M_{i, l}=\eta_{v} M_{v} \cdot \eta_{i} M_{i} \tag{6}
\end{equation*}
$$

where $\eta$ is the efficiency of the converter and $M_{v, l}$ and $M_{i, l}$ are the lossy voltage and current gain. The distribution of the efficiency $\eta$ as the scaling terms $\eta_{v}$ and $\eta_{i}$ depends on the specific values of the parasitic components. Equations (4)-(6) yield a simple steady-state representation of the converter through two mutually-coupled controlled generators, as shown in Figure 3a.


Figure 3. Two possible steady-state models for a lossy DC-DC converter, with imposed voltage at the primary side (a) and at the secondary side (b).

Indeed, a reciprocal representation with the current generator on the primary side and the voltage generator on the secondary side is possible as well, as shown in Figure 3b. Both representations are correct and allow the formulation of KVL/KCL. The choice of one over the other for formulation resides in the representation of the third block.

Under the reasonable assumption that the DC-DC converter operates to achieve Maximum Power Point Tracking (MPPT) on the PV device, the voltage gain will be set as:

$$
\begin{equation*}
\eta_{v} M_{v}=\frac{v_{\text {out }}}{v_{m p}} ; \quad \eta_{v}\left(\frac{1}{M_{i}}\right)=\frac{v_{\text {out }}}{v_{m p}} ; \quad M_{i}=\frac{v_{m p}}{v_{\text {out }}} \eta_{v} \tag{7}
\end{equation*}
$$

where $v_{m p}$ is the voltage where maximum power is exhibited by the PV source. Indeed, a reciprocal approach could be taken in case of imposing the current gain, albeit much less common. The third block is the DC-link, which is constituted by a SC. The SC can be represented by a capacitor with a capacitance $C$ and a variable degree of parasitic elements. The simpler representation shown in Figure 4a is a simple, lossless capacitor. Inclusion of a parallel self-discharge resistor, $r_{s h}$, is shown in Figure 4b. Inclusion of an additional equivalent series resistance (ESR), $r_{s}$, is shown in Figure 4c, which constitutes the complete, lossy representation of the SC.


Figure 4. Three possible representations of a SC: (a) ideal; (b) ideal with self-discharge $r_{\text {sh }}$ resistor; (c) with both self-discharge resistance and series-current limitation.

Where $i_{b}(t)$ is the branch current, the behaviour of the SC in the three represented equivalent circuits can be determined by the following state equations:

$$
\begin{gather*}
\dot{v}_{c}(t)=\frac{1}{C}\left(i_{b}(t)\right)  \tag{8}\\
\dot{v}_{c}(t)=\frac{1}{C}\left(i_{b}(t)-\frac{v_{c}(t)}{r_{s h}}\right) \tag{9}
\end{gather*}
$$

where (8) can be used for Figure 4a and (9) can be used for Figure 4b,c. The presence of the $r_{s}$ element does not directly alter the state equation but influences the branch current according to how the element is connected to the rest of the circuit.

The fourth and fifth blocks operate in a coupled mode: since the load is expected to operate at a constant voltage $v_{\text {load }}$ for variable absorbed power $p_{\text {load }}$, the secondary DC-DC converter operating the conversion between the DC-link and the load must be controlled to ensure that the output voltage $v_{\text {out }}$ is always equal to $v_{\text {load }}$.

To ensure $v_{\text {out }}=v_{\text {load }}$, the voltage gain of the converter is:

$$
\begin{equation*}
M_{v}=\frac{v_{\text {load }}}{v_{\text {in }}} \tag{10}
\end{equation*}
$$

If the load must operate with $p_{\text {load }}$ and $v_{\text {load }}$, regardless of its inner nature, the absorbed current will be $i_{\text {load }}=i_{\text {out }}=p_{\text {load }} / v_{\text {load }}$. Assuming the converter operates, for simplicity, with unitary efficiency $\eta=M_{v} M_{i}=1$, the output current seen from the primary side of the load is:

$$
\begin{gather*}
i_{\text {in }}=\frac{i_{\text {load }}}{M_{i}}=i_{\text {load }} \cdot M_{v}=\frac{i_{\text {load }} \cdot v_{\text {load }}}{v_{\text {in }}}=\frac{p_{\text {load }}}{v_{\text {in }}}  \tag{11}\\
R=\frac{p_{\text {load }}}{v_{\text {in }}^{2}} \tag{12}
\end{gather*}
$$

Thus from (9) it is possible to derive a representation as a controlled generator, and from (10) as a voltage-controlled resistor. Clearly, both representations are non-linear elements. The three representations are shown in Figure 5.

### 2.2. Full Chain Dynamic Model

Full modeling of the dynamic system should take into account both the interaction between the DC-DC converter and the storage elements [33-35] and between the DC-DC converter and the photovoltaic source [1,36-39]. Also, the model must implement a current
sink for a constant power load operating at a specific desired voltage, such as the case for a USB powered device [40,41]. The proposed model taken individually exhibits a different dynamic behavior from the one shown in the full-chain dynamic model presented hereafter. The most notable difference is that the concurrence of a power-limited nonlinear source such as a PV device with a constant power load creates a non-feasible area where, even if the theoretical maximum delivered power by the PV device is higher than the power required by the load, the SC will not charge unless an appropriate MPPT strategy adapting the operating point is implemented.

Since the only dynamic element present is the capacitance in the SC block, the system behaves as a non-linear first-order system. Thus, its dynamics should be described from the complete state-equation describing the voltage across the capacitor. According to the representation of the SC block, different equations or sets of equations must be considered.

### 2.2.1. Ideal Supercapacitor Dynamic Model (IDSC)

In this case, the SC is represented without any parasitic component. A simple explicit state equation can be formulated as following:

$$
\begin{equation*}
\dot{v}_{c}=\frac{1}{C}\left(\eta_{i} M_{i} i_{p v}\left[\frac{v_{c}}{\eta_{v} M_{v}}\right]-\frac{p_{\text {load }}}{v_{c}}\right) \tag{13}
\end{equation*}
$$

where the term $i_{p v}\left[v_{p v}\right]$ is given by (3). Under the assumption that the converter operates in MPPT according to Equation (7):

$$
\begin{gather*}
\dot{v}_{C}=\frac{1}{C}\left(\eta_{i} M_{i} i_{p v}\left[v_{m p}\right]-\frac{p_{\text {load }}}{v_{c}}\right)  \tag{14}\\
\dot{v}_{c}=\frac{1}{C}\left(\eta_{i}\left(\frac{v_{m p}}{v_{\text {out }}} \eta_{v}\right) i_{m p}-\frac{p_{\text {load }}}{v_{c}}\right)  \tag{15}\\
\dot{v}_{c}=\frac{1}{C}\left(\frac{\eta p_{m p}-p_{\text {load }}}{v_{c}}\right) \tag{16}
\end{gather*}
$$

Interestingly, the state equation can be solved analytically leading to the time expression of the capacitor voltage. From a known initial voltage $v_{c}(0)$ :

$$
\begin{equation*}
v_{c}(t)= \pm \sqrt{\frac{2 \cdot t \cdot\left[\eta p_{M P}-p_{U S B}\right]}{C}+v_{c}(0)^{2}} \tag{17}
\end{equation*}
$$

### 2.2.2. Self-Discharge Supercapacitor Dynamic Model (SDSC)

The derivation in this case is very similar to the IDSC one, since the only difference is the presence of an additional term in the state equation describing the branch current.

$$
\begin{gather*}
\dot{v}_{c}=\frac{1}{C}\left(\eta_{i} M_{i} i_{p v}\left[\frac{v_{c}}{\eta_{v} M_{v}}\right]-\frac{p_{\text {load }}}{v_{c}}-\frac{v_{c}}{r_{s h}}\right)  \tag{18}\\
\dot{v}_{c}=\frac{1}{C}\left(\frac{\eta p_{m p}-p_{\text {load }}}{v_{c}}-\frac{v_{c}}{r_{s h}}\right) \tag{19}
\end{gather*}
$$

The main difference resides in the presence of an additional term relative to the current flowing on the shunt resistance. The solution in this case is a superposition of the previously found solution with a discharge exponential.

### 2.2.3. Full Supercapacitor Dynamic Model (FSC)

In this case, the voltage across the supercapacitor is different from the voltage across the output of the first DC-DC converter, and this difference depends on the current drawn
from the PV source. This results in an implicit-state equation that must be solved in conjunction with a KCL to derive the branch current on the supercapacitor.

$$
\left\{\begin{array}{c}
\dot{v}_{c}=\frac{1}{C}\left(\eta_{i} M_{i} i_{p v}-\frac{p_{\text {load }}}{v_{c}}\right)  \tag{20}\\
\eta_{i} M_{i} i_{p v}-\left(\eta_{v} M_{v} v_{p v}-\frac{v_{c}}{r_{s}}\right)-\frac{p_{\text {load }}}{v_{c}} \\
v_{p v}\left[i_{p v}\right]-v_{p v}=0
\end{array}\right.
$$

The system can only be integrated numerically, deriving at each time-step the $v_{p v}$ voltage and $i_{p v}$ current from the last two equations, and substituting the $i_{p v}$ in the first-state equation to compute (e.g., thorough Euler or Runge-Kutta integration) the next timestep value of the capacitor voltage.

### 2.3. Equilibrium Points for Final Voltage Charging

In practical applications, the produced power from the PV source will be larger than the power drawn from the load. Assuming perfect MPPT, this leads to an unstable system without equilibrium points, where the voltage across the capacitor rises indefinitely. In particular, the square-root-of-time expression in (17) represents the fastest possible charging velocity that can be achieved in this system.

In real scenarios, however, this charge curve must be abandoned when in proximity of the SC maximum voltage to avoid damaging the component. In this case, a voltage gain (and thus, a duty-cycle) for the primary DC-DC converter must be determined with the aim of creating an equilibrium point for the SC voltage equal to the SC nominal maximum voltage $v_{c}=v_{M A X}$.

Let us first consider the IDSC chain with $\eta=1$. The equilibrium point to be found is the one where the current drawn from the load $p_{l o a d} / v_{\text {MAX }}$ is equal to the current coming from the converter $\eta p_{m p} / v_{M A X}$. This is an operating condition where this equilibrium for a possible $M_{v}, M_{i}$ can be better explained graphically. In Figure 6, several I-V characteristics of a 54 W PV source are represented, as seen from the secondary side of the first PV panel, for different $M_{v}, M_{i}$ gains. The thick, black line is the IV characteristic at $M_{v}=M_{i}=1$ (thus equal to one of the PV devices). The red and blue crosses represent four combinations of loads (imposing the $p_{\text {load }}$ ) and SC (imposing the $v_{M A X}$ ), as reported in Table 1. The dashed line represents the ensemble of the maximum power points.

Table 1. Load and supercapacitor combinations to determine the existence of a feasible equilibrium condition.

| Symbol | $p_{\text {load }}$ | $v_{M A X}$ |
| :---: | :---: | :---: |
| Red Cross | 60 W | 10 V |
| Red Circle | 60 W | 20 V |
| Blue Cross | 40 W | 10 V |
| Blue Circle | 40 W | 20 V |



Figure 5. Fourth and fifth block: a constant voltage with a variable absorbed power load and a DC-DC converter. Below, the primary side representations of the load.


Figure 6. All possible I-V characteristics of the PV device seen from the SC side, for various dutycycles. The full line is the PV characteristic, and the dashed line is the envelope of the maximum power points. Blue circle and $\times$, and red circle and $\times$ represent points from Table 1.

As can be seen from the figure, the two blue combinations fall within the possible operating points that can be determined on the secondary side of the first DC-DC converter,
whereas the red combinations are not. In a lossless and completely ideal chain as the IDSC with $\eta=1$, an equilibrium point is always found as long as $p_{\text {load }}<p_{m p}$.

Relaxing the condition on the efficiency, three possible scenarios can be studied: efficiency is distributed among voltage and current gain $\eta=\eta_{v} \eta_{i}$, efficiency is negligible on the current gain $\eta=\eta_{v}$ and efficiency is negligible on the voltage gain $\eta=\eta_{i}$. The result is shown in Figure 7a-c.


Figure 7. Effects of the efficiency, in terms of I-V PV characteristics seen from the SC side, on both voltage and current (a), only current (b) and only voltage (c). Blue circle and $\times$, and red circle and $\times$ represent points from Table 1.

The dashed black line represents the ensemble of the maximum power points for $\eta=1$, kept as a reference. As can be seen, the voltage and current distribution of the efficiency strongly alters the lieu of feasible operating points that can be obtained at the secondary side of the first DC-DC converter. An even distribution of efficiency for voltage and current in Figure 7a shifts the ensemble towards the origin, slightly limiting both maximum voltage and current. A distribution of efficiency skewed towards voltage or current limits, respectively, the maximum voltage and maximum current. Due to the effect of efficiency, previously feasible combinations of $p_{\text {load }}, v_{M A X}$ can fall outside the lieu of operating points.

The introduction of the non-ideality in the SC stage consists in using the SDSC or the FSC chain instead of the IDSC. The inclusion of SDSC results in an additional current to consider, the one absorbed by the load. This current is $r_{s h} / v_{M A X}$ at the equilibrium. Thus, this shifts the operating points "upward" in the I-V plots shown before. A simple example is given for the $\eta=1$ case, where an $r_{\text {sh }}$ resistance with range $r_{\text {sh }}=\{10-1000\} \Omega$ is considered (note that this range is highly unrealistic for an SC, but it is useful for visualization purposes). As could be expected, the effect of self-discharge is more present for higher $v_{M A X}$ values (Figure 8).


Figure 8. Effect of the shunt resistance in the SDSC case. Larger effects are seen at higher $v_{M A X}$.
However, it should be noted that the equivalent self-discharge resistance for seriesconnected SCs decreases for each added cell; thus, in practical cases, this effect is independent of the $v_{M A X}$. Finally, the FSC chain behaves in the same manner as the SDSC chain. This is due to the positioning of the $r_{s}$ element, which does not alter the KCL used to study the SDSC.

### 2.4. Duty Cycle for Final Voltage Charging

In the previous, the IDSC, SDSC and FDC chains were analyzed to understand whether, given a couple of $p_{\text {load }}, v_{M A X}$, a combination of voltage and current gain could be found that would ensure that the SC would have $v_{c}=v_{M A X}$ at equilibrium. In this section, the strategy to determine the gains (and the relative duty-cycles) are discussed.

The desired gains are the ones that ensure:

$$
\dot{v}_{C}=\left\{\begin{array}{cc}
\frac{1}{C}\left(\eta_{i} M_{i} i_{p v}\left[\frac{v_{M A X}}{\eta_{v} M_{v}}\right]-\frac{p_{\text {load }}}{v_{M A X}}\right)=0 & \text { IDSC }  \tag{21}\\
\frac{1}{C}\left(\eta_{i} M_{i} i_{p v}\left[\frac{v_{M A X}}{\eta_{v} M_{v}}\right]-\frac{p_{\text {load }}}{v_{M A X}}-\frac{v_{M A X}}{r_{\text {sh }}}\right)=0 & \text { SDSC } \\
\frac{1}{C}\left(\eta_{i} M_{i} i_{p v}\left[\frac{v_{M A X}}{\eta_{v} M_{v}} \cdot \frac{r_{s}+r_{\text {sh }}}{r_{\text {sh }}}\right]-\frac{p_{\text {load }}}{v_{M A X}}-\frac{v_{M A X}}{r_{s h}}\right)=0 & \text { FSC }
\end{array}\right.
$$

Albeit the current across the capacitor is null, in this case, the optimal gain value is different between SDSC and FSC due to the (in general negligible) voltage divider term.

Regardless of the specific chain, (21) expresses a numerical problem in the two unknowns $M_{v}, M_{i}$. Since those are the lossless gains, and $M_{v}=1 / M_{i}$, the problem can be reduced to a single unknown. Expressing the voltage gain as $M_{v}=\frac{D}{1-D}$, it is possible to rewrite (21) as a set of equations in $D$ for which the zero corresponds to a duty-cycle leading the SC to charge at $v_{M A X}$.

$$
\begin{gather*}
f_{I D S C}\left(D, v_{M A X}, p_{\text {load }}\right)=\left(\eta_{i}\left(\frac{1-D}{D}\right) i_{p v}\left[\left(\frac{1-D}{D}\right) \frac{v_{M A X}}{\eta_{v}}\right]-\frac{p_{\text {load }}}{v_{M A X}}\right)  \tag{22}\\
f_{S D S C}\left(D, v_{M A X}, p_{\text {load }}\right)=\left(\eta_{i}\left(\frac{1-D}{D}\right) i_{p v}\left[\left(\frac{1-D}{D}\right) \frac{v_{M A X}}{\eta_{v}}\right]-\frac{p_{\text {load }}}{v_{M A X}}-\frac{v_{M A X}}{r_{s h}}\right)  \tag{23}\\
f_{F S C}\left(D, v_{M A X}, p_{l o a d}\right)=\left(\eta_{i}\left(\frac{1-D}{D}\right) i_{p v}\left[\left(\frac{1-D}{D}\right) \frac{v_{M A X}}{\eta_{v}} \cdot \frac{r_{s}+r_{s h}}{r_{s h}}\right]-\frac{p_{\text {load }}}{v_{M A X}}-\frac{v_{M A X}}{r_{s h}}\right)
\end{gather*}
$$

Any one of equations in (22)-(24) can be equaled to zero and solved numerically (using (3) for the current-voltage relationship) for different values of $p_{\text {load }}$ and $v_{M A X}$ to determine the desired duty cycle $D$. In general, for a given Equations (22)-(24), and a specific $p_{\text {load }}$ and $v_{M A X}$, there are two numerical solutions to (22)-(24). This is because a given current, leading to equilibrium, can be achieved both in the near open-circuit area of the PV converter and near the short-circuit area of the PV converter, as seen in similar previous works [42]. Visualization of the solutions for (22)-(24) requires some constraints, since considering the variable $D$ and the two parameters $p_{\text {load }}$ and $v_{M A X}$ results in a three-dimensional function for which the zero-crossing cannot be visualized. Thus, in the following plots, the $p_{\text {load }}$ will be assumed as constant. In Figure 9a, the absolute values of the $f_{I S D C}$ are shown for a $p_{\text {load }}<p_{m p}$. Then, to compare the magnitude of the variations among the different (22)-(24), in Figure 9 b a cross-section of the surface for $v_{M A X}=6 \mathrm{~V}$ is shown also for $f_{S D S C}$ and $f_{F S C}$. In this case, series $r_{s}=1 \Omega$ and shunt $r_{s h}=50 \Omega$ resistances were considered in the SDSC and FSC cases. Again, the quantities are elevated for visualization purposes, but it is relevant to understand that very little difference occurs at a steady state between the purely ideal IDSC case and the parasitic-affected SDSC and FSC cases. The two solutions are not both stable. In fact, the sign of the $\dot{v}_{c}$ can be studied to derive a phase portrait shown in Figure 10, where it can be seen that the equilibrium points found for higher $D$ and lower $v_{M A X}$ are a boundary towards an unstable region where the SC will simply discharge to zero instead of reaching the equilibrium point. In practical terms, since the low boundary of $D$ is often limited by design, this creates a minimum voltage for the SC below which there is no way to recharge it anymore.


Figure 9. Absolute value of the time derivative of the SC voltage in logarithmic form (a), showing three regions separated by two curves where the function reaches zero for the IDSC. The IDSC, SDSC and FSC are shown for a fixed $v_{M A X}=6 \mathrm{~V}$ in (b), underlining the very little difference between the models at steady state.


Figure 10. Phase portrait (normalized) of (21), showing the stability nature of the equilibrium points defined by the yellow curves.

## 3. Validation Results

The methodology and the equations proposed herein are validated through a timedomain simulation of the IDSC, SDSC and FSC chains in an LTSpice environment. The schematic is depicted in Figure 11. As can be seen, the PV source can be implemented using an ideal diode specifying the $N$ and Is parameters. The PV device implemented in the figure delivers a power of $p_{m p}=47 \mathrm{~W}$ at $v_{m p}=16.6 \mathrm{~V}$. The conversion stage is implemented via controlled generators, including the efficiency already divided in the current and voltage contribution. The SC link is represented in the FSC form with parametric resistances which can be set at very high (shunt) and low (series) values to restore the semi-ideal SDSC or the fully ideal IDSC chains. The load is represented by a current generator operating at constant power. It should be noted that this behavioral source rolls back to a pure resistor if the voltage across it falls below a certain threshold, to avoid divergence during simulation.


Figure 11. LTSpice schematic for the validation of the IDSC, SDSC and FSC chains.

### 3.1. Test A: Final Voltage Charge and Stability Region

In this test the SC is initially kept at a variable charge between 2 V and 16 V . The charging is performed at a fixed duty-cycle $(\mathrm{D}=0.6)$, and the load absorbs a constant power of $p_{\text {load }}=20 \mathrm{~W}$. The final voltage and the equilibrium points delimiting, for $\mathrm{D}=0.6$, the stability region, are computed with (24). The charging profiles are shown in Figure 12 (left) along with the vertical aligned $\left|f_{F S C}\right|$ in Figure 12 (right). Confirming the hypothesis, the SC charges (or discharges) towards the equilibrium point as long as the initial condition is within the stability region shown in green. If it falls below, in the region shown in red, it will simply discharge to zero. The slight difference in the equilibrium points (less than 0.5 V ) can be attributed to the different model used by the diode in LTSpice.



Figure 12. Time-domain voltage of the SC (left) and stability regions (right) according to (21). If the SC initial voltage is within the stable region, it charges towards the stable equilibrium voltage; otherwise, it discharges to zero.

### 3.2. Test B: Short and Heavy Load Perturbation

In this test, the chain initially works at a nominal load $p_{\text {load }}=20 \mathrm{~W}$, and the SC is charged to the final value (initial value is 10 V ). After it reaches the charged state, a heavy and short ( 5 s ) load perturbation is applied. The load is incremented by $300 \%$ to $p_{\text {load }}=50 \mathrm{~W}$, thus driving the system outside the feasible area. As can be seen, the voltage across the capacitor drops rapidly, and if the perturbation were to continue indefinitely, it would reach zero as expected. Time-domain simulations are shown in Figure 13.


Figure 13. Load power time-domain profile (top) and SC voltage (bottom) for a short load perturbation.

### 3.3. Test C: Long and Heavy Load Perturbation

This test is similar to the previous one, but in this case, the perturbation from the nominal condition ( $p_{\text {load }}=20 \mathrm{~W}$ ) is going to be longer ( 15 s ). The notable difference that can be appreciated is that the discharge induced in the capacitor by the load perturbation leads the SC in the unstable region; thus, even after the perturbation has ended, the SC is not able to recover and simply discharges to zero as expected. Time-domain simulations are shown in Figure 14.


Figure 14. Load power time-domain profile (top) and SC voltage (bottom) for a long load perturbation.
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### 3.4. Test D: Dynamic Response

This test compares the adynamic response of the chain, where the only dynamic element is composed by the SC, with the fully dynamic response of the circuit with a properly sized Zeta converter. The converter was sized to ensure a CCM for $\mathrm{D}=0.5$ and an operative switching frequency of 10 kHz . The LTSpice model of the dynamic converter is shown in the top part of Figure 15, and the comparison of the voltage waveforms between the adynamic previous results and the dynamic measured ones can be seen in the bottom part of Figure 14. As can be seen, the charging dynamics are slightly different in the dynamic case (as the transfer function of the dynamic converter influences the time-domain response), but the steady-state value is practically identical. Moreover, the same considerations concerning the stable and unstable regions are still valid in the dynamic time domain analysis.
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Figure 15. Dynamic LTSpice model of the FSC chain (top) and comparison (bottom) of the capacitor voltage curve in the dynamic case (blue) and adynamic case (red).

## 4. Discussion

The proposed model, the insight derived from its analysis, and the validation obtained from the simulations are useful tools to understand the possibilities that are available for a SC-based DC-link in the very common application of PV conversion for constant
power loads. The dynamic-state equations derived in Section 2 are validated against timedomain simulations, offering an accurate and computationally lightweight alternative for time-domain simulation of these kinds of systems in environments that do not natively implement circuit simulation.

The estimation of the feasible region for the final-voltage charge with different distribution of the efficiency towards voltage and/or current highlights the necessity of deeper consideration when analyzing power converters. In fact, most of the analysis assumes a resistive load (for which the efficiency skewness is irrelevant), but for non-linear applications such as the one proposed in this manuscript, the effects of voltage and current drop are dramatically different. Since this contribution comes from different parasitic elements inside the converter, a possible evolution of this work is to consider the correlation between such parasitic elements and the shrinking of the feasible area.

The study of the stable and unstable regions opens a discussion on the possible operating conditions where the system can or cannot operate. In fact, operating in the unstable region leads to a discharge of the SC. The minimum possible duty-cycle supported by the converter creates a lower boundary for the SC voltage, thus limiting in fact the available energy that can be extracted from it. This is not necessarily a very limiting factor, since many modern SC technologies, such as the hybrid SC [14], are already lower-bound limited in voltage, yet the consideration of this boundary is at this point critical during the design stage of the system. It turns out from the simulations that the proposed voltageconversion system equipped with an SC-based DC-link is very effective in the case of constant power loads (as in the case of resistive loads or battery storage devices). However, the effectiveness and stability of this system are highly dependent on the initial charging conditions of the SC, which must exhibit a starting voltage above a certain threshold to be charged under stability conditions. In order to avoid unstable working conditions, it would be more effective to use hybrid SCs with a minimum starting voltage [20] in the DC-link section, or to associate standard SC's with an undervoltage protection circuit.

## 5. Conclusions

In this work, a fully dynamic model for the conversion chain between a photovoltaic source and a constant power load with a supercapacitor-based DC-link is proposed. The system was studied considering the circuit model, including the non-linear nature of the PV source, the efficiency of the DC-DC converter, and the parasitic elements on the supercapacitor model. The study investigated the dynamic nature of the system, highlighting critical aspects such as a bounded region of feasibility for the charge of the SC element and the presence of a stable and unstable set of equilibrium points leading to a final-voltage charge. The proposed approach offers a valuable tool for implementation of control algorithms, further refinement of the analysis by considering the DC-DC converter individual parasitic components, and development of MPPT strategies incorporating both the non-linear nature of the PV source and the dynamic behavior of the DC-link stage. Validation in terms of hardware full-chain implementation or through hardware-in-the-loop approaches constitutes the future development of this work. Concerning the converter, a practical approach for the converter implementation can be found in [43]. Concerning the implementation of the storage, interesting results to be investigated can be found in [44], and, in a completely passive PV and battery configuration, in [45]. It should be noted, however, that as shown in this work, the converter efficiency plays a major role in the general performance of the system, and for this reason, efficient and isolated converters operating at high frequency could be the best choice [46].
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#### Abstract

The power supply of many applications running off the power line is made up of an isolated dc-dc converter powered by a front-end power factor corrector (PFC) stage. The PFC stage ensures compliance with the electromagnetic compatibility regulations but does not usually provide safety isolation since it is typically implemented with a boost converter. Lately, the increase in multi-output power supplies, especially in lighting and USB Power Delivery applications, has raised the need for an isolated PFC at power levels where currently there is not an industry standard solution. This isolated PFC is intended to power one or more non-isolated post-regulators to enable a substantial simplification of the overall architecture and a cost reduction. The usage of an LLC resonant converter as an isolated PFC has been considered and demonstrated only quite recently, raising the industry's attention due to the favorable converter's characteristics that have led to its success as a dc-dc converter. This paper provides two significant contributions. Firstly, it provides a quantitative assessment of the difference in the results obtained by designing an LLC-based PFC converter based on the first harmonic approximation analysis or the time-domain analysis by applying them to the design of the same converter. Secondly, it demonstrates that designing an LLC-based PFC converter to work also in the above-resonance region optimizes its performance by reducing the (magnetizing) reactive current in the resonant tank and, therefore, the rms currents on both the input and the output side and the related power loss.


Keywords: power quality; THD; isolated PFC; LLC resonant converter; LLC PFC; first harmonic approximation; FHA; time-domain analysis; TDA

## 1. Introduction

The industry standard solution to address the compliance of mains-operated power supplies with the IEC 61000-3-2 regulation [1], which sets limits to the harmonic content of their input current, is the addition of an electronic front-end circuit, the so-called power factor corrector (PFC). It is a switch-mode converter directly supplied by the rectified mains and controlled to draw a sinusoidal current in phase with the voltage. This results in a low total harmonic distortion (THD) and near-unity power factor ( $\mathrm{PF}=1$ ), hence the name PFC , as if the electronic equipment was a resistive load.

Figure 1 shows the most common architecture of a power-factor-corrected switchmode power supply (SMPS): a PFC pre-regulator front end providing a regulated output voltage and powering a cascaded dc-dc converter.

In most applications, the PFC pre-regulator is realized using a boost converter, a non-isolated topology. The cascaded dc-dc converter is therefore responsible for providing the isolation required in most power supplies operated from the mains to meet safety requirements and regulations.

The boost converter can cover a broad power range, whereas the cascaded dc-dc converter uses different topologies depending on the power level. Flyback converters are commonly used in the lower power range. LLC resonant converters [2] have become very popular at higher power levels because of their nice properties conferred by soft-switching
operation (low power loss, high efficiency, high operating frequency, low electromagnetic emissions, high power density) without significant drawbacks.


Figure 1. Typical two-stage architecture of a power-factor-corrected SMPS.
There are applications, however, where an isolated PFC cascaded by one or more non-isolated converters might be a better option: multi-output isolated converters involve a more complicated design and are more difficult to fine-tune, while non-isolated dc-dc converters are quite standard building blocks, can be very efficient and compact and eliminate cross-regulation issues among the various outputs. This is the case, for example, of multi-output SMPS or LED drivers, or chargers for mobile equipment, single and multiport [3], required to comply with the USB Power Delivery (USB-PD) protocol.

Figure 2 shows this type of architecture.


Figure 2. Alternative architecture of a power-factor-corrected, multioutput SMPS.
Additionally, there are other SMPS applications (e.g., battery chargers) where the load is tolerant to the low-frequency ripple of a PFC output. In this case, an isolated PFC might enable a single-stage architecture (see Figure 3) with a substantial cost saving.


Figure 3. Architecture of a single-stage power-factor-corrected SMPS for low-frequency, rippletolerant loads.

Flyback-based isolated PFCs are a good choice up to 50-60 W: they are often used in lighting equipment [4-7]. For higher power levels, though the literature presents plenty of different solutions [8], none have become an industry standard like the flyback PFC.

Isolated boost converters [9] are not easy to handle, and the provisions needed to make them operate properly make them less cost-effective; other topologies, such as SEPIC [10], Ćuk [11] and Zeta [12] converters, can effectively work as an isolated PFC, but they are seldom used.

Likewise, a lot of new topologies combining a boost-type front end with an isolated converter that share the same control have been proposed over the years [13-20] but did not find broad industrial usage, with very few exceptions [20]. Many of them [15-19] considered the LLC converter to be the isolated converter.

Only recently, research has concentrated on the standalone LLC converter used as a PFC stage (an LLC-PFC in short), therefore supplied by a rectified sinusoidal voltage and not by a dc voltage like in two-stage SMPS architectures.

Ref. [21] uses the first harmonic approximation (FHA) analysis to demonstrate LLC's ability to work as a PFC stage, keeping its previously mentioned benign properties. It sets up a design procedure that is used in [22] to prove the feasibility of an LLC-PFC at the kW level and in [23] for the design of a modular PFC stage operated from the three-phase line. In these papers, it is assumed that the converter always works in the so-called "belowresonance" operating region, and the design constraints required to ensure soft switching in this region are not addressed.

As for the control of the output voltage/current of an LLC-PFC, the previously mentioned works consider average current mode control (ACMC), like in boost PFC operated in Continuous Conduction Mode [24], to achieve extremely low distortion of the input current. The implementation is microcontroller-based.

Other authors [25,26] consider modulating the switching frequency directly (they call it voltage-mode control) to simplify the control system at the price of a significantly higher THD of the input current, though still sufficient to comply with the IEC 61000-3-2 regulation.

In [25,27], the accuracy limits of the FHA approach are highlighted, and the timedomain (TD) analysis is proposed to overcome these limitations. Ref. [27] shows that the FHA approach results in a too-conservative design that does not fully utilize the operating region of the converter, whereas by using the TD approach, the operating region of the converter can be fully utilized. However, the degree of conservativeness of the FHA approach is shown only qualitatively, the TD-based design procedure is just sketched, and the details on how the design is carried out are few.

Based on these premises, the first objective of the present work is to assess how the usage of the TD approach can improve an FHA-based design. This goal is achieved by addressing the design of a specified converter with the two approaches and comparing the results. A more detailed TD-based design procedure is provided in this paper.

A second objective is to demonstrate that designing the LLC-PFC converter to work also in the above-resonance region optimizes its performance by reducing the reactive current in the resonant tank, which in turn reduces the rms currents on both the input and the output sides.

Thirdly, to assess the feasibility of implementing ACMC using low-cost analog components, this control is considered and verified by simulations and bench experiments.

Ultimately, the goal of the present work is to demonstrate that an LLC-PFC can be an attractive solution in many use cases, with all the credentials to become an industry standard for an isolated PFC at the power levels that a flyback PFC cannot support.

Therefore, the paper is organized as follows.
In Section 2, the FHA analysis is reviewed; compared to previously published procedures, here, operation above the upper resonance frequency is accounted for. The resulting step-by-step design procedure is given in Appendix A.

In Section 3, the TD analysis is reviewed. Due to its mathematical complexity, only the basic definitions and the results are provided in this section, the details of the analysis are given in Appendix B.

Section 4 provides the electrical specification of an LLC-PFC intended for a high-power LED lamp driver and uses two different design strategies with the FHA approach: the first one assumes that the converter operates at the upper resonance frequency on the peak of the maximum ac input voltage, whereas the second one assumes that the converter operates at the upper resonance frequency on the peak of the nominal ac input voltage, thus utilizing the above-resonance region to handle ac input voltages higher than the nominal one. The same is done with the TD approach.

Section 5 shows a prototype constructed so that the two designs based on the TD approach can be implemented in a single board and provides the results of their bench evaluation. The results are commented on to provide the basis for the conclusions drawn in Section 6.

## 2. First Harmonic Approximation (FHA) Analysis of the LLC-PFC

The simplified circuit diagram of the LLC-PFC converter is shown in Figure 4. The input capacitor Cin is not a bulk capacitor as it is usually placed after the input bridge in a non-power-factor-corrected converter; it is only a filter for the high-frequency switching noise, like a standard boost PFC.


Figure 4. Simplified circuit diagram of an ac-dc LLC-PFC converter.
The FHA analysis, whose foundations were laid in a paper published in 1988 [28], is now widely used when designing an LLC resonant converter, especially because a handy design procedure can be found that starts from the electrical specification and leads to the definition of the resonant tank's parameter ( $a, L r, L m, C r$ ), e.g., like the 10 -step procedure in [29].

Before extending this procedure to the design of an LLC-PFC, it is convenient to remember some basic definitions used in the FHA analysis:

Primary-to-secondary turn ratio
Topology factor
Normalized voltage conversion ratio (voltage gain)

Resonance frequencies
Characteristic impedance
Series-to-magnetizing
inductance ratio
Normalized switching frequency
Output ac resistance
Quality factor

$$
\begin{gather*}
a=\frac{N p}{N s} \\
\alpha=\left\{\begin{array}{cc}
2 a & \text { half bridge } \\
a & \text { full bridge }
\end{array}\right. \\
\left|M\left(f_{n}, \lambda, Q\right)\right|=\alpha \frac{1}{\text { Vout }}=\frac{1}{\sqrt{\left[1+\lambda\left(1-\frac{1}{f_{n}^{2}}\right)\right]^{2}+Q^{2}\left(f_{n}-\frac{1}{f_{n}}\right)^{2}}} \\
f_{R 1}=\frac{1}{2 \pi \sqrt{L r C r}} ; f_{R 2}=\frac{1}{2 \pi \sqrt{(L r+L m) C r}}  \tag{1}\\
Z_{R 1}=\sqrt{\frac{L r}{C r}}=2 \pi f_{R 1} L r=\frac{1}{2 \pi f_{R 1} C r} \\
\lambda=\frac{L r}{L m}=\frac{f_{R 2}^{2}}{f_{R 1}^{2} f_{R 2}^{2}} \\
f_{n}=\frac{f_{s w}}{f_{R 1}}
\end{gather*}
$$

The FHA analysis developed for LLC converters supplied by a substantial dc input voltage can be extended to the PFC case, based on a quasi-static approximation. In fact, although the input voltage is a rectified sinusoid that goes all the way from zero to the peak, the line frequency $f_{\text {line }}$ is such that the variations are much slower than the converter dynamics, making it possible to consider the system operating in steady-state conditions for all the instantaneous phase angles $\theta$ of the rectified sinusoid.

In order to act as a PFC stage and achieve a unity PF, the instantaneous input power along a line half cycle, $\operatorname{Pi}(\theta)$, swings from zero at the zero crossing of the input voltage and current to twice the average power $\operatorname{Pin}$ (equal to the output power Pout divided by the efficiency $\eta$ ) at the peak of the input voltage, as plotted in Figure 5:

$$
\begin{equation*}
P i(\theta)=\left(\operatorname{Vin}_{p k} \sin \theta\right)\left(\operatorname{Iin}_{p k} \sin \theta\right)=2 \operatorname{Vin} \operatorname{Iin} \sin ^{2} \theta=2 \operatorname{Pin} \sin ^{2} \theta=2 \frac{\text { Pout }}{\eta} \sin ^{2} \theta \tag{2}
\end{equation*}
$$

where $\operatorname{Vin}$ and $\operatorname{Iin}$ are the rms values, and $\operatorname{Vin}_{p k}$ and $\operatorname{Iin}_{p k}$ are the peak values of the input voltage and current, respectively.


Figure 5. Instantaneous power and average (dc) power.
Evaluating (2) at $\theta=\pi / 2$, we obtain

$$
\begin{equation*}
\operatorname{Pi}(\pi / 2)=2 \operatorname{Vin} \operatorname{Iin}=2 \operatorname{Pin}=\operatorname{Vin}_{p k} \operatorname{Iin}_{p k} \tag{3}
\end{equation*}
$$

This means that at the peak of the sinusoidal line voltage, the converter is powered with an equivalent dc line voltage $\operatorname{Vin}_{p k}$ and absorbs an equivalent dc current equal to Iin $_{p k}$, resulting in the input power being twice the average value. Based on the concept of quasi-static approximation, the design based on the FHA approach can be carried out treating the peak values of the line voltage and current as if they were dc values.

To ensure proper operation as a PFC-LLC, some additional analysis is needed. To this purpose, it is fundamental to consider that not only the instantaneous input power but also the instantaneous output power varies along $\theta$ too:

$$
\begin{equation*}
\operatorname{Po}(\theta)=\eta \operatorname{Pi}(\theta)=2 \eta \text { Pin } \sin ^{2} \theta=2 \text { Pout } \sin ^{2} \theta \tag{4}
\end{equation*}
$$

and so do the ac resistance and the quality factor. Substituting (4) in (1), we get

$$
\begin{equation*}
\operatorname{Rout}_{a c}(\theta)=\frac{4}{\pi^{2}} \frac{\text { Vout }^{2}}{\text { Pout } \sin ^{2} \theta} Q(\theta)=\frac{\pi^{2}}{4} \frac{Z_{R 1}}{a^{2}} \frac{\text { Pout }}{\text { Vout }^{2}} \sin ^{2} \theta=Q_{0} \sin ^{2} \theta \tag{5}
\end{equation*}
$$

Finally, also the voltage gain $|M|$ becomes a function of $\theta$ :

$$
\begin{equation*}
\left|M\left(f_{n}, \lambda, Q_{0}, \theta\right)\right|=\frac{1}{\sqrt{\left[1+\lambda\left(1-\frac{1}{f_{n}^{2}}\right)\right]^{2}+Q_{0}^{2} \sin ^{4} \theta\left(f_{n}-\frac{1}{f_{n}}\right)^{2}}} \tag{6}
\end{equation*}
$$

This voltage gain needs to be compared to the voltage gain of an LLC converter supplied by a rectified sinusoid $\operatorname{Vin}_{p k} \sin \theta=\sqrt{2} \operatorname{Vinsin} \theta$ required to provide a regulated output voltage Vout:

$$
\begin{equation*}
M_{\text {req }}(\operatorname{Vin}, \theta)=\alpha \frac{\text { Vout }}{\sqrt{2} \operatorname{Vinsin} \theta}=\alpha \frac{\text { Vout }}{\operatorname{Vin}_{p k} \sin \theta} . \tag{7}
\end{equation*}
$$

The plot of (7) vs. $\theta$ is shown in Figure 6: $M_{\text {req }}$ is minimum on the peak of the sinusoid ( $\theta=\pi / 2$ ) and tends to infinity approaching the zero crossings.


Figure 6. Minimum gain required for regulation in a single-stage PFC-LLC.
To ensure that the converter can regulate the output voltage, with fixed $Q_{0}$ and $\lambda$, it must be $|M|>M_{\text {reg }}$ at some frequency for all $\theta$ values. Also, the operating points must be in the inductive region, where the converter works with zero-voltage switching (ZVS).

We can visualize this constraint considering a hypothetical LLC converter and plotting its voltage gain $|M|$ vs. the normalized frequency $f_{n}$ at a fixed power level (i.e., at a fixed $Q_{0}$ ) with the phase angle $\theta$ as a parameter, as shown in Figure 7. In particular, the plot is drawn with $\theta$ equal to $\pi / 2, \pi / 3$ and $\pi / 4$ (due to the symmetry of the sin function, these plots represent the supplementary angles too). The highest required gain $M_{\text {req }}$ (calculated at the minimum input voltage $\operatorname{Vin}_{p k_{\text {min }}}$ and, in case of variable output voltage, at $\operatorname{Vout}=V_{\text {out }}^{\text {max }}$ ) for the same phase angles is plotted in dashed lines.


Figure 7. Voltage gain curves for different phase angles and comparison to the minimum required gain to achieve output voltage regulation.

For all of these three phase angles of the input voltage, there is an intersection between the required gain and the LLC voltage gain: these are the operating points for those phase angles. This means that the condition $|M|>M_{\text {req }}$ is met at some frequency. These points are in the inductive region, so the converter works with ZVS as required.

However, we need to ensure that this condition is verified for any phase angle $\theta$ included in $[0, \pi / 2]$ (if it is so, for symmetry, it will be also in $[\pi / 2, \pi]$ ).

The $|M|$ curves also show that the gain has a peak $M_{p k}$ in the capacitive region and the maximum useful value $M_{M A X}$ at the boundary between the capacitive and the inductive region. Notice that the difference between $M_{M A X}$ and $M_{\text {req }}$ gets smaller as $\theta$ tends to $\pi / 2$ or, equivalently, when $Q_{0}$ increases. Also notice that $M_{M A X}$ is larger than the gain at $f_{s w}=f_{R 2}$ (or, equivalently, at $f_{n}=f_{R 2} / f_{R 1}$ ). The latter gain can be easily calculated by inserting $f_{n}=f_{R 2} / f_{R 1}$ in (6) and considering the definitions in (1):

$$
\begin{equation*}
\left|M\left(f_{R 2} / f_{R 1}, \lambda, Q_{0}, \theta\right)\right|=\frac{\sqrt{\lambda(1+\lambda)}}{Q_{0} \sin ^{2} \theta} . \tag{8}
\end{equation*}
$$

Imposing that (8) be greater than (or at least equal to) the required voltage gain (7) evaluated at the minimum input voltage and maximum output voltage, where the needed gain is at a maximum, we will make sure that the gain will be always sufficient to achieve output voltage regulation:

$$
\begin{equation*}
M_{M A X}\left(\lambda, Q_{0}, \theta\right) \geq \frac{\sqrt{\lambda(1+\lambda)}}{Q_{0} \sin ^{2} \theta} \geq \alpha \frac{\text { Vout }_{\max }}{\sqrt{2} \text { Vin }_{\min } \sin \theta} \tag{9}
\end{equation*}
$$

Since the inequality $1 / \sin ^{2} \theta \geq 1 / \sin \theta$ is always true for any phase angle between zero and $\pi$, the condition that must be fulfilled to ensure output voltage regulation is:

$$
\begin{equation*}
\frac{\sqrt{\lambda(1+\lambda)}}{Q_{0}} \geq \alpha \frac{\text { Vout }_{\max }}{\sqrt{2} \text { Vin }_{\min }} \tag{10}
\end{equation*}
$$

Likewise, the maximum value of the minimum voltage gain occurs when $f_{s w}>f_{R 1}$ and $Q_{0}=0$ (i.e., the output load is zero):

$$
\begin{equation*}
\left|M\left(f_{n}, \lambda, 0, \theta\right)\right|=\frac{1}{1+\lambda\left(1-\frac{1}{f_{n}^{2}}\right)}=\left|M_{O L}\left(f_{n}, \lambda\right)\right| \tag{11}
\end{equation*}
$$

Its minimum value is called $M_{\infty}$ and occurs when $f_{s w} \gg f_{R 1}$, as shown in Figure 8 .
Indeed, if the maximum switching frequency is fixed at $f_{\max }>f_{R 1}$, the maximum value of the minimum voltage gain can be evaluated:

$$
\begin{equation*}
\left|M_{O L}\left(f_{\max } / f_{R 1}, \lambda\right)\right|=\frac{1}{1+\lambda\left[1-\left(\frac{f_{R 1}}{f_{\max }}\right)^{2}\right]} \tag{12}
\end{equation*}
$$

Imposing that (12) be lower than the required voltage gain (7) evaluated at the peak of the maximum input voltage and the minimum output voltage, where the required gain is at a minimum, it is possible to find the minimum inductance ratio $\lambda$ that fulfills the minimum gain requirement:

$$
\begin{equation*}
\frac{1}{1+\lambda\left[1-\left(\frac{f_{R 1}}{f_{\max }}\right)^{2}\right]} \leq \alpha \frac{\text { Vout }_{\min }}{\sqrt{2} \text { Vin }_{\max }}=M_{\text {req } q_{\min }} \rightarrow \lambda \geq \frac{\frac{1}{M_{\text {req }}^{\min }}}{}-1 \tag{13}
\end{equation*}
$$

The FHA-based design procedure used in [21-23] and described step-by-step in [30] sets the maximum operating frequency at the upper resonance frequency $f_{R 1}$ (or equiva-
lently $f_{n}=1$ ) where the gain is unity and independent of the load. Since this gain must be lower than or equal to the minimum required voltage gain $M_{r e q_{\text {min }}}$, it is possible to derive the following constraint on $\alpha$ :

$$
\begin{equation*}
1 \leq \alpha \frac{\text { Vout }_{\text {min }}}{\sqrt{2} \text { Vin }_{\max }} \rightarrow \alpha \geq \frac{\sqrt{2} \text { Vin }_{\max }}{\text { Vout }_{\text {min }}} \tag{14}
\end{equation*}
$$

If we extend the operating region at frequencies higher than $f_{R 1}$ (i.e., $f_{n}>1$ ), the constraint on $\alpha$ can be derived from (13):

$$
\begin{equation*}
\alpha \geq \frac{\sqrt{2} \text { Vin }_{\max }}{\text { Vout }_{\min }}\left\{1+\lambda\left[1-\left(\frac{f_{R 1}}{f_{\max }}\right)^{2}\right]\right\} \tag{15}
\end{equation*}
$$

From (14) or (15), along with (1), it is possible to derive the required turn ratio $a$.


Figure 8. Voltage-gain curve at no load and comparison to the minimum required gain to achieve output voltage regulation.

Condition (10), along with (14) (or (15), depending on the design), is a fundamental design constraint because it determines the maximum and minimum gain of the LLC converter to fulfill the necessary gain to perform as a PFC.

By equating the required gain (7) to the voltage gain (6), it is possible to find how the normalized switching frequency varies along the phase angle $\theta$ of a line half cycle, as illustrated in the plot of Figure 9.


Figure 9. Normalized switching frequency vs. instantaneous phase angle (assumption: $f_{\max }=f_{R 1}$ ).

The switching frequency peaks at $\theta=\pi / 2$ and decreases as the instantaneous line voltage moves toward the zero crossing, where it reaches the lower resonance frequency $f_{R 2}$ (the only possible equilibrium point when $\operatorname{Vin}(\theta)$ and $\operatorname{Iin}(\theta)$ are both zero). The relationship is strongly nonlinear and dependent on the rms input voltage, difficult to synthesize in an analog circuit or in a look-up table. This explains why controlling the switching frequency directly like in $[25,26]$ results in a high THD of the input current.

Unfortunately, as already said, the accuracy of the FHA analysis is quite good when the system is working near the upper resonance frequency $f_{R 1}$ but is worse if we move away from this point. Since the LLC converter is designed to work in the entire range between the lower and the upper resonance frequencies and above when working as a PFC, a time-domain analysis is necessary to assess how the approximations inherent in the FHA analysis affect the results.

## 3. Time Domain (TD) Analysis of the LLC-PFC

The study of the differential equations of the current and voltages of the resonant tank allows us to better understand the behavior below the upper resonance frequency without the approximations inherent in the FHA approach.

As with the FHA, the quasi-static approximation allows us to solve the system of differential equations considering the input voltage fixed.

There are some takeaways from the FHA theory that can be used also in the TD analysis. One is the fact that the most stringent condition for the gain is at the peak of the minimum input voltage, where the difference between the available gain and the required gain is minimized, as shown in Figure 7. Also, the transformer turn ratio $a$ can be derived considering (14) or (15), depending on whether the maximum switching frequency $f_{\max }$ is set at $f_{R 1}$ or above $f_{R 1}$.

It is convenient to start the TD analysis by inspecting the key waveforms of voltage and current in the resonant tank. We will assume that at the peak of $\operatorname{Vin}_{\min }\left(\right.$ i.e., $\operatorname{Vin}_{\min _{p k}}$ ) and full output load, the resonant tank operating mode is DCMB2 as defined in [2] and characterized by two distinct time intervals in each switching half cycle.

Figure 10 shows the typical resonant tank currents and resonant capacitor voltage during the below resonance operation, in the first half switching cycle in DCMB2 mode. The waveforms in the second half switching cycle are mirror symmetric with respect to the horizontal axis (the initial conditions and the evolution in time are just opposite).


Figure 10. Resonant tank currents and resonant capacitor voltage at the peak of $\operatorname{Vin}_{\text {min }}$ in a half switching cycle.

The plots of the currents in Figure 10 show the following:

- The red portion is the resonant current $i_{R T}$ during the time interval ( $0-\mathrm{Tm}$ ) during which current flows on the secondary side as well.
- The blue portion is the magnetizing current $i_{M}$ flowing into $L m$ during the time interval $(0-T m)$; this current is subtracted from $i_{R T}$ and does not contribute to the secondary current to form the output dc current.
- The black portion is the tank circuit current $i_{\text {mag }}$ in the time interval ( $\mathrm{Tm}-\mathrm{Tsw} / 2$ ); this is a magnetizing current too, flowing in both $L r$ and $L m$; in this interval, the secondary current is zero.
The following analysis is performed supposing that the primary switch configuration is a half bridge (then, $\alpha=2 a$ ).

The circuit is described by two sets of differential equations in the two-time intervals $(0-T m)$ and $(T m-T s w / 2)$. Referring to Figure 10 for the symbolism, in the time interval $(0-T m)$, it is possible to write:

$$
\left\{\begin{align*}
\operatorname{Vin}_{p k}= & L r \frac{d}{d t} i_{R T}(t)+v_{C r}(t)+a \text { Vout }  \tag{16}\\
& i_{R T}(t)=\operatorname{Cr} \frac{d}{d t} v_{C r}(t) \\
& a \text { Vout }=\operatorname{Lm} \frac{d}{d t} i_{M}(t)
\end{align*}\right.
$$

with initial conditions:

$$
\left\{\begin{array}{c}
i_{R T}(0)=i_{M}(0)=-I_{o}  \tag{17}\\
v_{C r}(0)=V_{C r_{0}}
\end{array}\right.
$$

The solution of the system (16) is:

$$
\left\{\begin{array}{c}
v_{C r}(t)=-Z_{R 1} I_{o} \sin \left(2 \pi f_{R 1} t\right)-\left(\text { Vin }_{p k}-a V o u t-V_{C r_{0}}\right) \cos \left(2 \pi f_{R 1} t\right)+\left(\operatorname{Vin}_{p k}-a V o u t\right)  \tag{18}\\
i_{R T}(t)=-I_{0} \cos \left(2 \pi f_{R 1} t\right)+\frac{1}{Z_{R 1}}\left(\text { Vin }_{p k}-a V o u t-V_{C r_{0}}\right) \sin \left(2 \pi f_{R 1} t\right) \\
i_{M}(t)=a \frac{V o u t}{L m} t-I_{o}
\end{array}\right.
$$

where $f_{R 1}$ and $Z_{R 1}$ are those defined by (1).
During the same time interval, there is a current flowing on the secondary side of the converter:

$$
\begin{equation*}
i_{s e c}(t)=a\left[i_{R T}(t)-i_{M}(t)\right] \tag{19}
\end{equation*}
$$

During the second time interval ( $T m-T s w / 2$ ), there is no current flowing on the secondary side, and the inductances $L r$ and $L m$ are effectively in series. The second set of differential equations is:

$$
\left\{\begin{array}{c}
\operatorname{Vin}_{p k}=(L r+L m) \frac{d}{d t} i_{R T}(t)+v_{C r}(t)  \tag{20}\\
i_{\text {mag }}(t)=C r \frac{d}{d t} v_{C r}(t)
\end{array}\right.
$$

with initial conditions:

$$
\left\{\begin{array}{c}
i_{m a g}(T m)=I_{m}  \tag{21}\\
v_{C r}(T m)=V_{C r_{T m}}
\end{array}\right.
$$

The solution of the system (20) is:

$$
\left\{\begin{array}{c}
v_{C r}(t)=Z_{R 2} \cdot I_{m} \sin \left[2 \pi f_{R 2}(t-T m)\right]-\left(\operatorname{Vin}_{p k}-V_{C r_{T m}}\right) \cos \left[2 \pi f_{R 2}(t-T m)\right]+\operatorname{Vin}_{p k}  \tag{22}\\
i_{m a g}(t)=I_{m} \cos \left[2 \pi f_{R 2}(t-T m)\right]+\frac{1}{Z_{R 2}}\left(\operatorname{Vin}_{p k}-V_{C r_{T m}}\right) \sin \left[2 \pi f_{R 2}(t-T m)\right]
\end{array}\right.
$$

where $f_{R 2}$ has been already defined in (1), while it is:

$$
\begin{equation*}
Z_{R 2}=\sqrt{\frac{L r+L m}{C r}}=2 \pi f_{R 2}(L r+L m)=\frac{1}{2 \pi f_{R 2} C r} \tag{23}
\end{equation*}
$$

The complete TD analysis is detailed in Appendix B. Here, we show only the results, in particular, the following system of four nonlinear equations in the four unknowns $I_{o}, I_{m}$, Tm and $T s w$ that are highlighted in Figure 10:

$$
\left\{\begin{array}{c}
\text { Iout }_{p k}=a \frac{I_{m}-I_{o}}{T s w}\left[\frac{\tan \left(\pi f_{R 1} T m\right)}{\pi f_{R 1}}-T m\right]  \tag{24}\\
\text { Iin }_{p k}-\frac{\text { Iout }_{p k}}{2 a}=\frac{1}{2 T s w}\left[\operatorname{Tm}\left(I_{m}-I_{o}\right)+\left(I_{m}+I_{o}\right) \frac{\tan \left(\pi f_{R 2}\left(\frac{T_{s w}}{2}-T m\right)\right)}{\pi f_{R 2}}\right] \\
{\left[\frac{I_{m}+I_{o}}{2 \pi f_{R 1} T m} \frac{K_{V}-1}{\lambda}+\pi f_{R 1} T s w \operatorname{Iin}_{p k}\right]^{2}=\left[\frac{I_{m}+I_{o} \cos \left(2 \pi f_{R 1} T m\right)}{\sin \left(2 \pi f_{R 1} T m\right)}\right]^{2}} \\
\tan \left(\varphi_{\min }\right)=\frac{I_{o} \sin \left(2 \pi f_{R 1} T m\right)}{I_{m}+I_{o} \cos \left(2 \pi f_{R 1} T m\right)}
\end{array}\right.
$$

All the other parameters are known quantities:

- $\quad \operatorname{Iin}_{p k}$ is the peak input current (averaged on a complete switching cycle) evaluated at the peak of the minimum input voltage (i.e., with phase angle $\theta=\pi / 2$ ):

$$
\operatorname{Iin}_{p k}=2 \frac{\operatorname{Pin}}{\operatorname{Vin}_{p k}} \approx 2 \frac{\text { Pout }}{\eta \operatorname{Vin}_{p k}}
$$

- $\quad$ Iout $_{p k}$ is the peak output current (averaged on a complete switching cycle) evaluated at the peak of the minimum input voltage that is equal to twice the rated output current for a PFC circuit:

$$
\text { Iout }_{p k}=2 \frac{\text { Pout }}{\text { Vout }}
$$

- $\quad K_{V}$ is the inverse of the voltage gain required of the converter that is the ratio between the minimum input voltage and the nominal input voltage at resonance:

$$
K_{V} \frac{V_{i n_{m i n}}}{\text { Vin }_{\text {res }}}=\frac{\sqrt{2} V_{i n}^{\min }}{} .
$$

- $\quad \varphi_{\min }$ is the minimum phase angle between the resonant current and the half-bridge voltage, to ensure ZVS operation, strictly correlated to the dead time $T_{\mathrm{D}}$ that is purposely inserted between the turn-off of one switch of the half-bridge leg and the turn-on of the other one to allow ZVS and the turn-off delay $T_{\text {off }}$ of the power switch:

$$
\varphi_{\min }=2 \pi f_{R 1}\left(T_{\mathrm{D}}-T_{o f f}\right)
$$

The system (24) needs to be solved with a numerical method using a calculation tool. Once solutions ( $I_{0}, I_{m}, T m$ and $T s w$ ) are found, the parameters of the resonant tank circuit and the operating frequency can be calculated:

$$
L m=a V o u t \frac{T m}{I_{m}+I_{o}} ; L r=\lambda L m ; C r=\frac{1}{\left(2 \pi f_{R 1}\right)^{2} L r} ; f s w=\frac{1}{T s w}
$$

## 4. Design of an LLC-PFC with Both FHA and TD Analysis

Table 1 shows the electrical specification of an LLC-PFC for a high-power LED lamp driver supplied by the European mains.

Based on this specification, two different design strategies are used.
The first one is such that the converter works at the upper resonance frequency $f_{R 1}$ at the peak of the maximum input voltage $\operatorname{Vin}_{\max }$. This automatically sets $f_{\max }=f_{R 1}$.

The second one is designed to work at the upper resonance frequency $f_{R 1}$ at the peak of the nominal input voltage $\operatorname{Vin}_{n o m}$, which is lower than $\operatorname{Vin}_{\text {max }}$. As a result, the switching frequency will exceed $f_{R 1}$ in the voltage range included between $\operatorname{Vin}_{n o m}$ and $\operatorname{Vin}_{\max }$. The maximum switching frequency $f_{\max }$ is specified, and the lower resonance frequency $f_{R 2}$ is determined by $f_{\max }$.

Table 1. Electrical specification of the reference LLC-PFC for a high-power LED lamp driver.

| Symbol | Name | Value | Unit |
| :---: | :---: | :---: | :---: |
| $\operatorname{Vin}_{\text {min }}-\operatorname{Vin}_{\text {max }}$ | Input voltage range (rms) | 176-305 | Vac |
| $\operatorname{Vin}_{\text {nom }}$ | Nominal input voltage (rms) | 230 | Vac |
| Vout | Regulated output voltage (dc) | $60 \pm 5 \%$ | Vdc |
| $V_{\text {Rect }}$ | Secondary rectifier voltage drop (dc) | 0.1 | Vdc |
| Pout max | Maximum output power | 240 | W |
| $\eta$ | Estimated efficiency @ Pout max ${ }_{\text {, }}$ Vin $_{\text {min }}$ | 94 | \% |
| $f_{R 1}$ | Upper resonance frequency | 150 | kHz |
| $f_{R 2}$ | Lower resonance frequency ${ }^{(*)}$ | 60 | kHz |
| $f_{\text {max }}$ | Maximum switching frequency ${ }^{(*)}$ | 300 | kHz |
| $\mathrm{C}_{\text {HB }}$ | Half-bridge midpoint estimated capacitance | 660 | pF |
| $T_{D}$ | Dead time | 270 | ns |

${ }^{(*)}$ these two specifications are mutually exclusive: $f_{R 2}$ is specified if the design is to be carried out with $f_{\max }=f_{R 1}$; $f_{\text {max }}$ is specified if the design is to be carried out with $f_{\max }>f_{R 1}\left(f_{R 2}\right.$ will be the result of computation).

The two design strategies are carried out using the FHA and the TD approach, for a total of four designs, which are labeled and summarized in Table 2. These design labels are used hereafter in this document.

Table 2. Summary of the four designs and their label.

| Name | Description | Frequency Range |
| :---: | :---: | :---: |
| FHA1 | Design with FHA $f_{R 1}$ at $\operatorname{Vin}_{\text {max }}{ }_{\text {pk }}$ | $f_{R 2} \leq f_{s w} \leq f_{R 1}$ |
| FHA2 | Design with FHA ${ }^{-} f_{R 1}$ at $\operatorname{Vin}_{n o m}{ }_{\text {pk }}$ | $f_{R 2} \leq f_{s w} \leq f_{\text {max }}$ |
| TD1 | Design with $\mathrm{TD}^{-} f_{R 1}$ at $\operatorname{Vin}_{\max }^{p k}$ k | $f_{R 2} \leq f_{s w} \leq f_{R 1}$ |
| TD2 | Design with $\mathrm{TD}^{-} f_{R 1}$ at $\operatorname{Vin}_{n o m_{p k}}$ | $f_{R 2} \leq f_{s w} \leq f_{\text {max }}$ |

The resulting LLC resonant tanks are given in Table 3. Figure 11 shows the corresponding currents in the resonant tank circuit and the secondary side. The pictures with the same physical quantity have identical time bases and magnitudes, to easily compare the waveforms. Table 4 shows the corresponding calculated current stress.

Table 3. Calculation results for the four designs listed in Table 2.

| Symbol | Name | FHA1 | TD1 | FHA2 | TD2 | Unit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a$ | Primary-to-secondary turn ratio | 3.8 | 3.8 | 2.8 | 2.8 | --- |
| Vin $_{\text {res }}$ | Input voltage at the resonance (rms) | 323 | 323 | 238 | 238 | Vac |
| $C r$ | Resonant capacitor | 54 | 44 | 44 | 22 | nF |
| $L r$ | Series resonant inductance | 20.8 | 25.5 | 25.6 | 51 | $\mu \mathrm{H}$ |
| $L m$ | Parallel resonant inductance | 109.2 | 134 | 68.2 | 101 | $\mu \mathrm{H}$ |
| $f_{R 1}$ | Upper resonance frequency | 150.2 | 150.2 | 150 | 150.2 | kHz |
| $f_{R 2}$ | Lower resonance frequency | 60.1 | 60.1 | 78.3 | 87 | kHz |
| $I_{0}$ | Initial resonant current for ZVS | 3.2 | 2.09 | 3.93 | 2.02 | A |

Table 4. Calculated rms currents for the four designs listed in Table 2. Rows \#1-5: values averaged over a switching cycle at $\operatorname{Vin}_{\min _{p k}}$. Rows \#6-7: values averaged over a line cycle at $\operatorname{Vin}_{\text {min }}$.

| $\#$ | Parameter | FHA1 | TD1 | FHA2 | TD2 | Unit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Resonant tank current | 4.563 | 4.535 | 4.962 | 4.622 | A |
| 2 | Magnetizing current | 2.927 | 2.482 | 2.869 | 1.919 | A |
| 3 | Initial current (instantaneous value) | 3.203 | 2.096 | 3.929 | 2.022 | A |
| 4 | Secondary current (x diode) | 8.851 | 9.075 | 7.380 | 7.302 | A |
| 5 | Secondary current (total) | 12.517 | 12.834 | 10.437 | 10.327 | A |
| 6 | Resonant tank current (over a line cycle) | 3.843 | 3.524 | 4.026 | 3.318 | A |
| 7 | Secondary current (total, over a line cycle) | 7.37 | 7.615 | 6.343 | 6.293 | A |



Figure 11. Currents at full load and the peak of the minimum input voltage for the four different designs listed in Table 3: (a) resonant tank currents; (b) secondary side current.

With reference to Table 3, comparing the FHA designs with the TD designs (FHA1 vs. TD1, FHA2 vs. TD2), the FHA designs have a larger resonant capacitor Cr with both design strategies. Consequently, the resonant inductances obtained from the FHA designs are lower, and this leads to some key facts:

- The lower Lm increases its peak-to-peak current (magnetizing current) when the output current is flowing because the voltage across it is fixed and proportional to the output voltage times the transformer turn ratio, which is the same in both cases. This also increases the rms current and, therefore, the power dissipation. Analytical calculations (please refer to Table 4) show an increment of the rms value by more than $15 \%$ in the FHA1 vs. TD1 comparison and by more than $33 \%$ in the FHA2 vs. TD2 comparison. Of course, this positively affects the total rms current as well.
- The higher resonant capacitor Cr reduces the impedance of the resonant tank and, therefore, the quality factory $Q_{0}$. According to the FHA theory, the lower the quality factor, the higher the maximum gain that the converter can achieve, hence moving the converter's operation away from the capacitive region. This is confirmed by the initial resonant tank current $I_{o}$ at the peak of the minimum input voltage, which is more than $34 \%$ greater in the FHA1 design with respect to the TD1 design, while it is over $48 \%$ larger in the FHA2 design compared to the TD2 design.
Comparing the two analytical results of the FHA analysis (FHA1 vs. FHA2) FHA2 has an initial current over $22 \%$ greater than FHA1, but there is a reduction in the rms secondary current by more than $16 \%$. Vice versa, comparing the two results of the TD analysis (TD1 vs. TD2), the initial current is essentially the same since it mostly depends on the capacitance of the half-bridge node, while the rms currents in $L m$ and the output diodes are reduced by more than $22 \%$ and $19 \%$, respectively, in the TD2 design compared to TD1. Table 4 summarizes all these results.

The same remarks can be made by observing the waveforms of Figure 11. Comparing FHA1 with TD1, we notice that the initial current $I_{o}$ is lower in TD1, which means that the converter operates closer to the inductive-capacitive boundary and utilizes a larger portion of the available operating region. Also, it is confirmed that the peak-to-peak (and, consequently, the rms) magnetizing current, which is purely reactive, is smaller in TD1.

The advantage of designing with $f_{\max }>f_{R 1}$ is even more conspicuous. Comparing FHA1 with FHA2, the ( $T m-T s w / 2$ ) interval is much shorter in FHA2, and, consequently, the conduction angle of the secondary current is larger, which significantly reduces their peak and rms value. Comparing FHA2 with TD2, we observe a reduction in the initial current $I_{0}$ in TD2, with the same consequences.

It is interesting to visualize the difference between the results of the FHA approach with those of the TD approach shown in Table 3, using the key tool of the FHA approach.

The plots of the voltage gain evaluated with the FHA analysis at the peak of the input voltage for FHA1 and TD1 designs are shown in Figure 12.


Figure 12. Voltage gain of FHA1 and TD1 designs, evaluated with FHA analysis.
The TD1 design (blue line) seems not to be working: the peak voltage gain gets very close to but does not reach the required gain, and this happens in the capacitive region. The conclusion would be that the converter cannot regulate the output voltage and works in capacitive mode, then without ZVS. In contrast, there is enough gain margin with the FHA design (red line). However, the time-domain analysis shows that the TD1 design works, and with ZVS. This depends, as already said, on the approximation of the FHA analysis that is less accurate when moving away from the upper resonance frequency $f_{R 1}$.

Regarding the FHA2 and TD2 designs, they cannot be compared in the same plot because the lower resonance frequencies are quite different, and so they are the curves of the gain, but the same remarks apply if we look at their plots separately in Figures 13 and 14.


Figure 13. Voltage gain of the FHA2 design, evaluated with FHA analysis.


Figure 14. Voltage gain of the TD2 design, evaluated with FHA analysis.
The conclusion is that the FHA designs are more conservative with respect to the TD designs and, consequently, more lossy, and less efficient. Therefore, the FHA approach is useful for carrying out a preliminary design or a design where efficiency and power density are not the primary concerns. In fact, the real advantage of the FHA is the possibility to make a design easily and quickly without sophisticated calculation tools. For an optimized design, the TD analysis must be used, which allows for a reduction in the rms magnetizing current while still ensuring the ZVS of the primary switches.

The other key point worth highlighting is that designing the converter to work also in the above resonance region improves the shape of the magnetizing and secondary currents, thus reducing their peak and rms values. As a result, power dissipation is reduced too, and efficiency is increased. However, if the design is based on the FHA approach, this efficiency gain could be completely offset by the higher losses in the resonant tank, due to the excess of magnetizing current.

Before building the prototype, a series of simulations were run to check the paper designs and, if needed, refine them. The results, not shown here, do not differ significantly from those calculated and listed in Table 4. Also, the waveforms were very similar to those shown in Figure 11.

## 5. Prototype and Performance

A prototype was built able to accommodate both TD designs. Its picture, with the key components highlighted, is shown in Figure 15. Table 5 shows the electric characteristics of the resonant tank of both prototypes.

Table 6 shows the measured current stress at the line frequency time scale. The values are slightly larger than those predicted by the calculations (shown in Table 4, lines \#6-7) which took power loss sources into account quite roughly.


Figure 15. Realized prototype with the most important components highlighted.
Table 5. Electrical characteristics of the realized resonant tanks.

| Symbol | Name | TD1 | TD2 | Unit |
| :---: | :---: | :---: | :---: | :---: |
| $a$ | Primary-to-secondary turn ratio | 4 | 2.8 | --- |
| $C r$ | Resonant capacitor | $2 \times 22$ | 22 | nF |
| $L r$ | Series resonant inductance | 23.7 | 50 | $\mu \mathrm{H}$ |
| $L m$ | Parallel resonant inductance | 138 | 101 | $\mu \mathrm{H}$ |
| $f_{R 1}$ | Upper resonance frequency | 155.9 | 151.7 | kHz |
| $f_{R 2}$ | Lower resonance frequency | 59.7 | 87.3 | kHz |

Table 6. Measured current stress (rms values) over a line cycle at the minimum input voltage for the two TD designs listed in Table 5.

| Parameter | TD1 | TD2 | Unit |
| :---: | :---: | :---: | :---: |
| Resonant tank current | 3.79 | 3.53 | A |
| Secondary current (total) | 8.01 | 6.54 | A |

Figures 16 and 17 show the most important waveform of both TD designs over one line cycle at the minimum mains voltage. In particular, the half-bridge voltage ( CH 1 , gold color) follows the ac input voltage ( CH 5 , gray color), and the resonant current ( CH 4 , green color) is modulated over the line cycle. Also, the output voltage (CH3, blue color) has a low-frequency ripple (twice the line frequency), typical of an active PFC circuit.

At the peak of the minimum input voltage and maximum load, the HB node swings inside the dead time, and both switches operate with ZVS, as shown in Figures 18 and 19 for the TD1 and TD2 designs, respectively.

As predicted by both the FHA and the TD analysis, when the instantaneous input voltage is below the peak, there is more margin for ZVS. Figures 20 and 21 show the resonant tank current and the HB voltage for the TD1 and TD2 designs, respectively, at a phase of the minimum input voltage $\theta=\pi / 4$, while Figures 22 and 23 show the same waveforms at the valley of the minimum input voltage. Notice that the reactive (magnetizing) current is in quadrature with the applied voltage (inferable from the gate-drive signal), consistent with the instantaneous input power being zero at the zero crossing of the line voltage.


Figure 16. Prototype's main waveforms of the TD1 design of Table 5.


Figure 17. Prototype's main waveforms of the TD2 design of Table 5.


Figure 18. Prototype's waveforms of the TD1 design of Table 5 at the peak of the minimum input voltage.


Figure 19. Prototype's waveforms of the TD2 design of Table 5 at the peak of the minimum input voltage.


Figure 20. Prototype's waveforms of the TD1 design of Table 5 at the minimum input voltage and phase $\theta=\pi / 4$.


Figure 21. Prototype's waveforms of the TD2 design of Table 5 at the minimum input voltage and phase $\theta=\pi / 4$.


Figure 22. Prototype's waveforms of the TD1 design of Table 5 at the valley of the minimum input voltage (i.e., the zero crossing of the line voltage).


Figure 23. Prototype's waveforms of the TD2 design of Table 5 at the valley of the minimum input voltage (i.e., the zero crossing of the line voltage).

Finally, the input current and voltage at the minimum and nominal input voltage are shown in Figure 24: the shape of the current tracks the shape of the input voltage very closely and with very low phase shift, consistently with the low THD and high PF measured values, thus confirming the effectiveness of the topology.

The efficiency comparison between the TD designs is shown in Figure 25. The peak efficiency is $96 \%$ for both of them at $100 \%$ load, but the TD2 design outperforms the TD1 design at lower loads, where the dissipation due to the greater reactive current of the TD1 design is more impacting. At $10 \%$ load, TD2 is about $4 \%$ more efficient. The four-point average efficiency (mean value of the efficiency at $100 \%, 75 \%, 50 \%$ and $25 \%$ load) of TD2 is notably higher as well.

The total power loss at $100 \%$ load is about 10 W and seems to be distributed quite evenly among the various parts that handle power (EMI filter, input bridge, primary MOSFETs, synchronous rectifier MOSFETs, resonant transformer). The transformer is the hottest spot, which suggests that its construction needs to be considered carefully.


Figure 24. Input voltage (in gray) and current (in blue) at full load in the TD2 design: (a) at 176 Vac; (b) at 230 Vac .


Figure 25. Efficiency comparison between the TD designs.
Figure 26 shows the THD and the PF of the TD2 design. The THD is below 10\% down to 60 W ( $25 \%$ of output load), while the PF peaks at 0.997 at full load and stays above 0.9 down to $25 \%$ load. These figures are comparable to those of boost PFC converters of similar power [31].


Figure 26. Prototype performance in terms of THD and PF of the TD2 design.

## 6. Conclusions

In this paper, the usage and the design of an LLC resonant converter as a power factor corrector, the LLC-PFC, were discussed. An LLC-PFC has many interesting features: safety isolation between the mains and the user, the ability to address any output voltage by adjusting the turn ratio of the transformer and soft-switching operation with high efficiency and low EMI emissions. From the system perspective, the usage of an isolated PFC enables the use of non-isolated downstream dc-dc converters (e.g., buck converters) to generate the final voltage for the equipment, which is particularly advantageous in multiple output systems.

The first harmonic approximation (FHA) analysis can prove that the LLC converter can perform as a PFC, but its accuracy as a design tool was questioned because of the approximations inherent in it. For this reason, a time domain (TD) analysis was performed, showing that the FHA analysis leads to a more conservative design of the resonant tank. If efficiency is a primary design target, a design based on the TD analysis is preferable despite its higher complexity because it results in a lower reactive current in the resonant tank, especially when the converter is designed to work partly above the upper resonance frequency.

Finally, two different designs (one working always below the upper resonance frequency, the other working also above this frequency) based on the TD analysis were carried out, and a prototype was realized, to compare and validate the results found. The experiments showed a significant reduction in the reactive current in the transformer and a higher efficiency, especially at low loads, when the converter is designed to work at the upper resonance frequency with the nominal input voltage.

Based on these results, the next steps will be the preparation of properly engineered hardware to evaluate the level of power density achievable with this converter. Another target of future work is the development of a PFC-LLC able to work with a wide range of mains, from 90 to 305 Vac . In both cases, the biggest expected challenge is in the transformer.
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## Appendix A

The 12-step procedure illustrated in [30] allows the design of an LLC-PFC converter with the FHA approach such that it works at the upper resonance frequency $f_{R 1}$ at the peak of the maximum input voltage. This procedure was followed for the FHA1 design.

This design procedure was slightly modified to design the converter such that it works at the upper resonance frequency $f_{R 1}$ at the peak of the nominal input voltage, thus allowing the frequency range to extend beyond $f_{R 1}$. The FHA2 design was carried out with the following step-by-step design procedure based on the electrical spec in Table 1.

Step 1. Calculate the turn ratio $a$ so that the converter works at resonance at the peak of the nominal input and output voltages:

$$
a=\frac{V i n_{n o m}}{\sqrt{2}\left(V \mathrm{o}+V_{\text {Rect }}\right)}=2.71 \rightarrow a=2.8
$$

Step 2. Calculate the output resistance Rout ${ }_{a c}$ :

$$
\text { Rout }_{a c}=\frac{4}{\pi^{2}} a^{2} \frac{\left(V o+V_{\text {Rect }}\right)^{2}}{\text { Pout }_{\max }}=47.82 \Omega
$$

Step 3. Calculate the maximum voltage gain $M_{\max }$ at the peak of $V i n_{\min }$ and the minimum voltage gain $M_{\text {min }}$ at the peak of $\operatorname{Vin}_{\max }$ and minimum output voltage:

$$
\begin{gathered}
M_{\max }=2 a \frac{V o+V_{R e c t}}{\sqrt{2} V i n_{\min }}=1.352 \\
M_{\min }=2 a \frac{V o_{\min }+V_{R e c t}}{\sqrt{2} V i n_{\max }}=0.78
\end{gathered}
$$

Step 4. Calculate $\lambda$ so the required minimum gain is fulfilled at $f_{\max }$ :

$$
\lambda=\frac{\frac{1}{M_{\min }}-1}{1-\left(\frac{f_{R 1}}{f_{\max }}\right)^{2}}=0.375
$$

Step 5. Calculate the maximum $Q_{0}$ value, $Q_{\max 1}$, necessary to stay in the inductive region at minimum Vin and maximum load:

$$
Q_{\max 1}=\frac{\lambda}{M_{\max }} \sqrt{\frac{M_{\max }^{2}}{M_{\max }^{2}-1}+\frac{1}{\lambda}}=0.613
$$

Step 6. Calculate the maximum $Q_{0}$ value, $Q_{\max 2}$, to ensure ZVS at zero load and maximum Vin:

$$
Q_{\max 2}=\frac{2}{\pi} \lambda \frac{T_{D}}{\text { Rout }_{a c} C_{H B}}=2.045
$$

Step 7. Calculate the maximum $Q_{0}$ value, $Q_{\max 3}$, to ensure that the minimum value requirement of the maximum gain is fulfilled:

$$
Q_{\max 3}=\frac{\sqrt{\lambda(1+\lambda)}}{M_{\max }}=0.531
$$

Step 8. Choose a value of $Q_{0}, Q_{S}$, such that:

$$
Q_{S} \leq \min \left(Q_{\max 1}, Q_{\max 2}, Q_{\max 3}\right)=0.531
$$

Step 9. Calculate the normalized minimum operating frequency $f_{n_{\min }}$ at $\operatorname{Vin}_{\min }$ at $\theta=\pi / 2$ and maximum output power:

$$
f_{n_{\min }} \cong \frac{1}{\sqrt{1+\frac{1}{\lambda}\left(1-\frac{1}{M_{\max }^{1+\left(\frac{Q_{S}}{Q_{\max 1}}\right)^{5}}}\right)}}=0.713
$$

Step 10. Calculate the phase-shift $\varphi_{\min }$ of the resonant tank current at the peak of minimum input voltage and maximum output power and check if the ZVS condition is fulfilled. If so, proceed to step 11, otherwise choose a smaller value for $Q_{S}$ and go back to step 9.

$$
\varphi_{\min }=\tan ^{-1} \frac{\left[\lambda^{2}+\lambda+Q_{S}^{2}\left(f_{n_{\text {min }}}^{2}-1\right)\right] f_{n_{\min }}^{2}-\lambda^{2}}{Q_{S} f_{n_{\text {min }}}^{3}}=0.26 \mathrm{rad}
$$

$$
\frac{\varphi_{\min }}{2 \pi f_{R 1}} \frac{1}{f_{n_{\min }}}>T_{D} \rightarrow 386 \mathrm{~ns}>270 \mathrm{~ns}
$$

Step 11. Calculate the characteristic impedance of the resonant tank circuit and all components:

$$
\begin{gathered}
Z_{0}=\operatorname{Re} Q_{S}=25.415 \Omega \\
C r=\frac{1}{2 \pi f_{R 1} Z_{0}}=41.748 \mathrm{nF} \rightarrow C r=2 \cdot 22 n F=44 \mathrm{nF} \\
L s=\frac{Z_{0}}{2 \pi f_{R 1}}=\frac{1}{\left(2 \pi f_{R 1}\right)^{2} C r}=25.586 \mu \mathrm{H} \rightarrow L s=25.6 \mu \mathrm{H} \\
L p=\frac{L s}{\lambda}=68.2 \mu \mathrm{H}
\end{gathered}
$$

## Appendix B

Before manipulating the equations of the time-domain analysis, the following expressions and definitions are introduced:

$$
\begin{gather*}
\frac{Z_{R 1}}{Z_{R 2}}=\frac{f_{R 1}}{f_{R 2}} \frac{L r}{L r+L m}=\frac{f_{R 2}}{f_{R 1}} \\
L r=L m \frac{f_{R 2}^{2}}{f_{R 1}^{2}-f_{R 2}^{2}}, \\
C r=\frac{1}{\left(2 \pi f_{R 1}\right)^{2} L r}  \tag{A1}\\
f_{n 2}=\frac{f_{R 2}}{f_{R 1}}=\sqrt{\frac{L r}{L r+L m}}=\sqrt{\frac{\lambda}{1+\lambda}} \\
\lambda=\frac{L r}{L m}=\frac{f_{R 2}^{2}}{f_{R 1}^{2}-f_{R 2}^{2}}=\frac{f_{n 2}^{2}}{1-f_{n 2}^{2}}
\end{gather*}
$$

For the solution (18) of the system (16), it is convenient to define also:

$$
\begin{equation*}
I_{x}=\frac{1}{Z_{R 1}}\left(\operatorname{Vin}_{p k}-a \text { Vout }-V_{C r_{0}}\right) V_{x}=Z_{R 1} \cdot I_{x}=\left(\operatorname{Vin}_{p k}-a \text { Vout }-V_{C r_{0}}\right) \tag{A2}
\end{equation*}
$$

The solution (18) becomes:

$$
\left\{\begin{array}{c}
v_{C r}(t)=-Z_{R 1}\left[I_{o} \sin \left(2 \pi f_{R 1} t\right)+I_{x} \cos \left(2 \pi f_{R 1} t\right)\right]+\left(\operatorname{Vin}_{p k}-a \operatorname{Vout}\right)=\left(\operatorname{Vin}_{p k}-a \operatorname{Vout}\right)-Z_{R 1} I_{p k} \cos \left(2 \pi f_{R 1} t-\varphi\right)  \tag{A3}\\
i_{R T}(t)=I_{x} \sin \left(2 \pi f_{R 1} t\right)-I_{o} \cos \left(2 \pi f_{R 1} t\right)=I_{p k} \sin \left(2 \pi f_{R 1} t-\varphi\right) \\
i_{M}(t)=a \frac{V o u t}{L m} t-I_{o}
\end{array}\right.
$$

where:

$$
\begin{gather*}
I_{p k}=\sqrt{I_{x}^{2}+I_{o}^{2}} \\
\varphi=\arctan \left(\frac{I_{o}}{I_{x}}\right)=\arcsin \left(\frac{I_{o}}{I_{p k}}\right) \tag{A4}
\end{gather*}
$$

The first interval ends when the secondary current stops flowing in the Tm time instant, when the resonant current equals the magnetizing current:

$$
\begin{equation*}
i_{R T}(T m)=I_{p k} \sin \left(2 \pi f_{R 1} T m-\varphi\right)=I_{M}(T m)=a \frac{\text { Vout }}{L m} T m-I_{o}=I_{m} \rightarrow L m=a \text { Vout } \frac{\mathrm{Tm}}{I_{m}+I_{o}} \tag{A5}
\end{equation*}
$$

The above expression allows us to express the magnetizing current as follows:

$$
I_{M}(t)=\frac{I_{m}+I_{o}}{\operatorname{Tm}} t-I_{0}
$$

The expression of the resonant capacitor voltage in $t=0$ and $t=\mathrm{Tm}$ is:

$$
\begin{gathered}
v_{C r}(0)=V_{C r_{0}}=\left(\operatorname{Vin}_{p k}-a \text { Vout }\right)-Z_{R 1} I_{p k} \cos (\varphi) \\
v_{C r}(T m)=V_{C r_{T m}}=\left(\operatorname{Vin}_{p k}-a \text { Vout }\right)-Z_{R 1} I_{p k} \cos \left(2 \pi f_{R 1} T m-\varphi\right)
\end{gathered}
$$

For the solution (22) of the system (20), it is convenient to define also:

$$
\begin{equation*}
I_{y}=\frac{1}{Z_{R 2}}\left(\operatorname{Vin}_{p k}-V_{C r_{T m}}\right) V_{y}=Z_{R 2} \cdot I_{y}=\left(\operatorname{Vin}_{p k}-V_{C r_{T m}}\right) \tag{A6}
\end{equation*}
$$

The solution (22) becomes:

$$
\left\{\begin{array}{c}
v_{C r}(t)=Z_{R 2}\left\{I_{m} \sin \left[2 \pi f_{R 2}(t-T m)\right]-I_{y} \cos \left[2 \pi f_{R 2}(t-T m)\right]\right\}+\operatorname{Vin}_{p k}=\operatorname{Vin}_{p k}-Z_{R 2} I_{p k M} \cos \left[2 \pi f_{R 2}(t-T m)+\phi\right]  \tag{A7}\\
i_{\operatorname{mag}}(t)=I_{m} \cos \left[2 \pi f_{R 2}(t-T m)\right]+I_{y} \sin \left[2 \pi f_{R 2}(t-T m)\right]= \\
=I_{p k M} \sin \left[2 \pi f_{R 2}(t-T m)+\phi\right]
\end{array},\right.
$$

where:

$$
\begin{gather*}
I_{p k M}=\sqrt{I_{y}^{2}+I_{m}^{2}} \\
\phi=\arctan \left(\frac{I_{m}}{I_{y}}\right)=\arcsin \left(\frac{I_{m}}{I_{p k M}}\right) \tag{A8}
\end{gather*}
$$

The expressions of the resonant capacitor voltage at $t=\mathrm{Tm}$ and $t=T s w / 2$ are the following:

$$
\begin{gathered}
v_{C r}(T m)=V_{C r_{T m}}=\operatorname{Vin}_{p k}-Z_{R 2} I_{p k M} \cos (\phi) \\
v_{C r}\left(\frac{T s w}{2}\right)=V_{C r_{T s w H}}=\operatorname{Vin}_{p k}-Z_{R 2} I_{p k M} \cos \left[2 \pi f_{R 2}\left(\frac{T s w}{2}-T m\right)+\phi\right] .
\end{gathered}
$$

Table A1 summarizes the time-domain equations in a half switching cycle.
Table A1. Time-domain equations in $(0-T s w / 2)$.

| Description | Equation |  |
| :---: | :---: | :---: |
| Series inductor current | $i_{L r}(t)=\left\lvert\, \begin{gathered} i_{R T}(t)=I_{p k} \sin \left(2 \pi f_{R 1} t-\varphi\right) \forall t \in[0, T m] \\ i_{\text {mag }}(t)=I_{p k M} \sin \left[2 \pi f_{R 2}(t-T m)+\phi\right] \forall t \in\left[T m,\binom{T s w}{2}\right] \end{gathered}\right.$ | (A9) |
| Parallel inductor current | $i_{L m}(t)=\left\lvert\, \begin{gathered} i_{M}(t)=\binom{I_{m}+I_{o}}{T m} t-I_{o} \forall t \in[0, T m] \\ i_{m a g}(t)=I_{p k M} \sin \left[2 \pi f_{R 2}(t-T m)+\phi\right] \forall t \in\left[T m,\binom{T s w}{2}\right] \end{gathered}\right.$ | (A10) |
| Resonant capacitor voltage | $v_{C r}(t)=\left\lvert\, \begin{gathered} \operatorname{Vin}_{p k}-a \operatorname{Vout}-Z_{R 1} I_{p k} \cos \left(2 \pi f_{R 1} t-\varphi\right) \forall t \in[0, T m] \\ \operatorname{Vin}_{p k}-Z_{R 2} I_{p k M} \cos \left[2 \pi f_{R 2}(t-\operatorname{Tm})+\phi\right] \forall t \in\left[\operatorname{Tm},\binom{T s w}{2}\right] \end{gathered}\right.$ | (A11) |
| Secondary side current | $\begin{gathered} i_{\text {sec }}(t)=a\left[i_{L r}(t)-i_{L m}(t)\right]= \\ \left\lvert\, a\left[I_{p k} \sin \left(2 \pi f_{R 1} t-\varphi\right)-\left(\begin{array}{c} \left.\left.\binom{I_{m}+I_{o}}{T m} t-I_{o}\right)\right] \forall t \in[0, T m] \\ 0 \forall t \in\left[T m,\binom{T s w}{2}\right. \end{array}\right]\right.\right. \end{gathered}$ | (A12) |

Since the resonant capacitor is supposed to be referred to ground (i.e., it is not split), the operation in the first switching half cycle $(0-T s w / 2)$ is the one where the resonant tank current circulates in the high side switch of the half-bridge converter, and it is the only current drawn from the input supply voltage. In the subsequent half cycle (Tsw/2-Tsw), the circulating current in the resonant tank is the one flowing through the low side switch, and, thanks to the symmetry, all the currents and voltage expressions are known also in this second time interval.

The following continuity relationships for the first-time interval $(0-\mathrm{Tm})$ need to be considered:

$$
\begin{gathered}
i_{R T}(0)=I_{p k} \sin (-\varphi)=-I_{o} \rightarrow I_{p k}=\frac{I_{o}}{\sin (\varphi)} \\
i_{R T}(T m)=I_{p k} \sin \left(2 \pi f_{R 1} T m-\varphi\right)=I_{m} \rightarrow \frac{I_{m}}{I_{p k}}=\sin \left(2 \pi f_{R 1} T m\right) \cos (-\varphi)+\sin (-\varphi) \cos \left(2 \pi f_{R 1} T m\right)
\end{gathered}
$$

Using the previous expression of $I_{p k}$, we get

$$
\begin{equation*}
\frac{I_{m}}{I_{0}}=\frac{1}{\tan (\varphi)} \sin \left(2 \pi f_{R 1} T m\right)-\cos \left(2 \pi f_{R 1} T m\right) \rightarrow \tan (\varphi)=\frac{I_{o} \sin \left(2 \pi f_{R 1} T m\right)}{I_{m}+I_{o} \cos \left(2 \pi f_{R 1} T m\right)} \tag{A13}
\end{equation*}
$$

The same must be done for the second time interval $(T m-T s w / 2)$ :

$$
i_{m a g}(T m)=I_{p k M} \sin (\phi)=I_{m} \rightarrow I_{p k M}=\frac{I_{m}}{\sin (\phi)}
$$

$$
i_{m a g}\left(\frac{T_{s w}}{2}\right)=I_{p k M} \sin \left[2 \pi f_{R 2}\left(\frac{T_{s w}}{2}-T m\right)+\phi\right]=I_{o} \rightarrow \frac{I_{o}}{I_{p k M}}=\sin \left[2 \pi f_{R 2}\left(\frac{T_{s w}}{2}-T m\right)\right] \cos (\phi)+\sin (\phi) \cos \left[2 \pi f_{R 2}\left(\frac{T_{s w}}{2}-T m\right)\right] .
$$

Using the previous expression of $I_{p k M}$, we get

$$
\begin{equation*}
\frac{I_{o}}{I_{m}}=\frac{1}{\tan (\phi)} \sin \left[\pi f_{R 2}(T s w-2 T m)\right]+\cos \left[\pi f_{R 2}(T s w-2 T m)\right] \rightarrow \tan (\phi)=\frac{I_{m} \sin \left[\pi f_{R 2}(T s w-2 T m)\right]}{I_{o}-I_{m} \cos \left[\pi f_{R 2}(T s w-2 T m)\right]} \tag{A14}
\end{equation*}
$$

The following trigonometric relationships hold true:

$$
\begin{array}{lll}
\sin (\varphi)=\frac{I_{o}}{I_{p k}} ; & \cos (\varphi)=\sqrt{\frac{I_{p k}^{2}-I_{o}^{2}}{I_{p k}^{2}}} ; & \tan (\varphi)=\sqrt{\frac{I_{o}^{2}}{I_{p k}^{2}-I_{o}^{2}}} ;  \tag{A15}\\
\sin (\phi)=\frac{I_{m}}{I_{p k M}} ; & \cos (\phi)=\sqrt{\frac{I_{p k M}^{2}-I_{m}^{2}}{I_{p k M}^{2}}} ; & \tan (\phi)=\sqrt{\frac{I_{m}^{2}}{I_{p k M}^{2}-I_{m}^{2}}} .
\end{array}
$$

Considering the above trigonometric relationships, Equations (A13) and (A14) become:

$$
\begin{gathered}
\frac{I_{m}}{I_{o}}=\sqrt{\frac{I_{p k}^{2}-I_{o}^{2}}{I_{o}^{2}}} \sin \left(2 \pi f_{R 1} T m\right)-\cos \left(2 \pi f_{R 1} T m\right) \\
\frac{I_{o}}{I_{m}}=\sqrt{\frac{I_{p k M}^{2}-I_{m}^{2}}{I_{m}^{2}}} \sin \left[\pi f_{R 2}(T s w-2 T m)\right]+\cos \left[\pi f_{R 2}(T s w-2 T m)\right]
\end{gathered}
$$

From the above expressions, these two peak current expressions are found:

$$
\begin{gather*}
I_{p k}=\frac{\sqrt{I_{m}^{2}+I_{o}^{2}+2 \cdot I_{0} \cdot I_{m} \cos \left(2 \pi f_{R 1} T m\right)}}{\sin \left(2 \pi f_{R 1} T m\right)}  \tag{A16}\\
I_{p k M}=\frac{\sqrt{I_{m}^{2}+I_{o}^{2}-2 \cdot I_{o} \cdot I_{m} \cos \left[\pi f_{R 2}(T s w-2 T m)\right]}}{\sin \left[\pi f_{R 2}(T s w-2 T m)\right]} \tag{A17}
\end{gather*}
$$

Keeping in mind that we are considering the operation at the peak input voltage $(\theta=\pi / 2)$, where the input and output peak power in a PFC circuit equals twice the rated dc output power, we have that the peak output current equals twice the average value of the secondary current expression in one switching half cycle:

$$
\begin{equation*}
\text { Iout }_{p k}=2 \text { Iout }=2 \frac{\text { Pout }}{\text { Vout }}=\frac{2}{T s w} \int_{0}^{\frac{T s w}{2}} i_{\text {sec }}(t) d t=\frac{2 a}{T s w} \int_{0}^{T m}\left[i_{R T}(t)-i_{M}(t)\right] d t \tag{A18}
\end{equation*}
$$

using the expression of $i_{\text {sec }}(t)$ defined in (19).
In the same way, on the primary side, the peak input current at the peak input voltage is equal to the average value (in a complete switching cycle) of the current flowing through the HS switch of the half-bridge converter:

$$
\begin{equation*}
\operatorname{Iin}_{p k}=\sqrt{2} \operatorname{Iin}=2 \frac{\operatorname{Pin}}{\operatorname{Vin}_{p k}}=\frac{1}{T s w} \int_{0}^{T s w} i_{L r}(t) d t=\frac{1}{T s w}\left[\int_{0}^{T m} i_{R T}(t) d t+\int_{T m}^{\frac{T_{s} w}{2}} i_{m a g}(t) d t\right] \tag{A19}
\end{equation*}
$$

Subtracting (A18) from (A19) and with some algebra manipulations, we get

$$
\begin{equation*}
\operatorname{Iin}_{p k}-\frac{\text { Iout }_{p k}}{2 a}=\frac{1}{T s w}\left[\int_{0}^{T m} i_{M}(t) d t+\int_{T m}^{\frac{T s w}{2}} i_{m a g}(t) d t\right] \tag{A20}
\end{equation*}
$$

Substituting in (A18) and (A20) in the expressions of the currents of solutions (A3) and (A7), using the continuity relationships and after some manipulations, we obtain:

$$
\begin{gathered}
i_{R T}(t)=\frac{I_{o}}{\sin (\varphi)} \sin \left(2 \pi f_{R 1} t-\varphi\right) \\
i_{M}(t)=\frac{I_{m}+I_{o}}{T m} t-I_{o} \\
i_{m a g}(t)=\frac{I_{m}}{\sin (\phi)} \sin \left[2 \pi f_{R 2}(t-T m)+\phi\right] \\
\text { Iout }_{p k}=\frac{a I_{o}}{T s w}\left\{\frac{1}{\pi f_{R 1}}\left[\frac{1-\cos \left(2 \pi f_{R 1} T m\right)}{\tan (\varphi)}-\sin \left(2 \pi f_{R 1} T m\right)\right]-\operatorname{Tm}\left(\frac{I_{m}}{I_{o}}-1\right)\right\} \\
\text { Iin }_{p k}-\frac{\text { Iout }_{p k}}{2 a}=\frac{I_{m}}{2 T s w}\left\{\operatorname{Tm}\left(1-\frac{I_{o}}{I_{m}}\right)+\frac{1}{\pi f_{R 2}}\left[\frac{1-\cos \left(\pi f_{R 2}(T s w-2 T m)\right)}{\tan (\phi)}+\sin \left(\pi f_{R 2}(T s w-2 T m)\right)\right]\right\} .
\end{gathered}
$$

Further manipulating the above expressions by using relationships (A13) and (A14), we finally obtain the following equations:

$$
\begin{gather*}
\text { Iout }_{p k}=a \frac{I_{m}-I_{0}}{T s w}\left[\frac{\tan \left(\pi f_{R 1} T m\right)}{\pi f_{R 1}}-T_{m}\right]  \tag{A21}\\
\text { Iin }_{p k}-\frac{\text { Iout }_{p k}}{2 a}=\frac{1}{2 T s w}\left[T_{m}\left(I_{m}-I_{0}\right)+\left(I_{m}+I_{0}\right) \frac{\tan \left[\pi f_{R 2}\left(\frac{T s w}{2}-T m\right)\right]}{\pi f_{R 2}}\right] \tag{A22}
\end{gather*}
$$

The resonant capacitor voltage is symmetric with respect to its dc component (Vin/2 in half-bridge converters) for any phase angle of the input voltage: considering the case at the peak of the input voltage (i.e., with $\theta=\pi / 2$ ), the following relationship holds true:

$$
\begin{equation*}
\frac{\operatorname{Vin}_{p k}}{2}-v_{C r}(0)=v_{C r}\left(\frac{T s w}{2}\right)-\frac{\operatorname{Vin}_{p k}}{2} \leftrightarrow v_{C r}(0)+v_{C r}\left(\frac{T s w}{2}\right)=\operatorname{Vin} p k \tag{A23}
\end{equation*}
$$

Furthermore, the resonant capacitor voltage must be consistent with the resonant current. Therefore, this voltage can be expressed as follows:

$$
\begin{equation*}
v_{C r}(t)=\left\lvert\,\binom{ v_{C r}(0)+\binom{1}{C r} \int_{0}^{t} i_{R T}(\tau) d \tau+\forall t \in[0, T m]}{v_{C r}(T m)+\binom{1}{C r} \int_{T m}^{t} i_{m a g}(\tau) d \tau \forall t \in\left[\operatorname{Tm},\binom{T s w}{2}\right]} .\right. \tag{A24}
\end{equation*}
$$

From the above relationship, and using the expression in (A19), we obtain:

$$
\begin{equation*}
v_{C r}\left(\frac{T s w}{2}\right)=v_{C r}(T m)+\frac{1}{C r} \int_{T m}^{\frac{T_{s w}}{2}} i_{m a g}(\tau) d \tau=v_{C r}(0)+\frac{1}{C r}\left(\int_{0}^{T m} i_{R T}(\tau) d \tau+\int_{T m}^{\frac{T_{s w}}{2}} i_{m a g}(\tau) d \tau\right)=v_{C r}(0)+\frac{T s w}{C r} \operatorname{Iin} p k . \tag{A25}
\end{equation*}
$$

From (A23) and (A25), the following relationships are then obtained:

$$
\begin{equation*}
v_{C r}(0)=V_{C r_{0}}=\frac{1}{2}\left(\operatorname{Vin}_{p k}-\operatorname{Iin}_{p k} \frac{T s w}{C r}\right) \tag{A26}
\end{equation*}
$$

$$
\begin{equation*}
v_{C r}\left(\frac{T s w}{2}\right)=V_{C r_{T s w H}}=\frac{1}{2}\left(\operatorname{Vin}_{p k}+\operatorname{Iin}_{p k} \frac{T s w}{C r}\right) . \tag{A27}
\end{equation*}
$$

Calculating the value of the capacitor voltage in the Tm time instant from (A24) and using (A27) and the latter of (A13), we get:

$$
\begin{align*}
v_{C r}(T m)=V_{C r_{T m}}= & v_{C r}(0)+\frac{1}{C r} \int_{0}^{T m} i_{R T}(\tau) d \tau=V_{C r_{0}}+\frac{1}{C r} \int_{0}^{T m} \frac{I_{o}}{\sin (\varphi)} \sin \left(2 \pi f_{R 1} \tau-\varphi\right) d \tau \\
= & V_{C r_{0}}+\frac{I_{o}}{2 \pi f_{R 1} C r}\left[\frac{1-\cos \left(2 \pi f_{R 1} T m\right)}{\tan (\varphi)}-\sin \left(2 \pi f_{R 1} T m\right)\right]  \tag{A28}\\
& =\frac{1}{2}\left(\operatorname{Vin}_{p k}-\operatorname{Iin}_{p k} \frac{T s w}{C r}\right)+\frac{I_{m}-I_{o}}{2 \pi f_{R 1} C r} \tan \left(\pi f_{R 1} T m\right)
\end{align*}
$$

By using the relationships in (A1) and (A5), the expression of Cr can be obtained:

$$
\begin{equation*}
C r=\frac{1}{\left(2 \pi f_{R 1}\right)^{2} L r}=\frac{f_{R 1}^{2}-f_{R 2}^{2}}{\left(2 \pi f_{R 1} f_{R 2}\right)^{2} L m}=\frac{f_{R 1}^{2}-f_{R 2}^{2}}{\left(2 \pi f_{R 1} f_{R 2}\right)^{2}} \frac{I_{m}+I_{o}}{a \text { Vout Tm }} . \tag{A29}
\end{equation*}
$$

From (A2), using expressions (A26) and (A29), we get:

$$
\begin{gathered}
V_{x}=\left(\operatorname{Vin}_{p k}-a \text { Vout }-V_{C r_{0}}\right)=\frac{\operatorname{Vin}_{p k}}{2}-a V_{o u t}+\frac{\operatorname{Iin}_{p k}}{2} \frac{T_{s w}}{C r} \\
I_{x}=2 \pi f_{R 1} C r V_{x}=\frac{I_{m}+I_{o}}{2 \pi f_{R 1} T m} \frac{f_{12}^{2}-f_{R 2}^{2}}{f_{R 2}^{2}}\left(\frac{\operatorname{Vin}_{p k}}{2 a V o u t}-1\right)+\pi f_{R 1} T_{s w I_{i n}} .
\end{gathered}
$$

Therefore, the first expression in (A4) can be written as:

$$
I_{p k}=\sqrt{I_{x}^{2}+I_{o}^{2}}=\sqrt{\left[\frac{I_{m}+I_{o}}{2 \pi f_{R 1} T m} \frac{f_{R 1}^{2}-f_{R 2}^{2}}{f_{R 2}^{2}}\left(\frac{\text { Vin }_{p k}}{2 a \text { Vout }}-1\right)+\pi f_{R 1} T s w \text { Iin }_{p k}\right]^{2}+I_{o}^{2}}
$$

Finally, equating the above expression to the one in (A16), we obtain:

$$
\begin{equation*}
\left[\frac{I_{m}+I_{o}}{2 \pi f_{R 1} T m} \frac{f_{R 1}^{2}-f_{R 2}^{2}}{f_{R 2}^{2}}\left(\frac{\operatorname{Vin}_{p k}}{2 a \text { Vout }}-1\right)+\pi f_{R 1} T s w \operatorname{Iin}_{p k}\right]^{2}+I_{o}^{2}=\frac{I_{m}^{2}+I_{o}^{2}+2 I_{o} I_{m} \cos \left(2 \pi f_{R 1} T m\right)}{\sin ^{2}\left(2 \pi f_{R 1} T m\right)} \tag{A30}
\end{equation*}
$$

From the first relationship in (A6), by using the expressions (A28) and (A29), we obtain:

$$
\begin{gathered}
I_{y}=2 \pi f_{R 2} C r\left(\operatorname{Vin}_{p k}-V_{C r_{T m}}\right)=2 \pi f_{R 2} C r\left[\frac{V_{p k}}{2}+\frac{\operatorname{In}_{p k}}{2} \frac{T_{s w}}{C r}-\frac{I_{m}-I_{o}}{2 \pi f_{R 1} C r} \tan \left(\pi f_{R 1} T m\right)\right] \\
=\frac{I_{m}+I_{o}}{2 \pi f_{R 2} T m} \frac{f_{R 1}^{2}-f_{R 2}^{2}}{f_{R 1}^{2}}\left(\frac{V_{i n} k}{2 a V_{o u t}}\right)+\pi f_{R 2} T s w \operatorname{Iin}_{p k}-\frac{f_{R 2}}{f_{R 1}}\left(I_{m}-I_{o}\right) \tan \left(\pi f_{R 1} T m\right) .
\end{gathered}
$$

Therefore, the first expression in (A8) can be written as:

$$
I_{p k M}=\sqrt{I_{y}^{2}+I_{m}^{2}}=\sqrt{\left[\frac{I_{m}+I_{o}}{2 \pi f_{R 2} T m} \frac{f_{R 1}^{2}-f_{R 2}^{2}}{f_{R 1}^{2}}\left(\frac{\operatorname{Vin}_{p k}}{2 a \text { Vout }}\right)+\pi f_{R 2} T s w \operatorname{Iin}_{p k}-\frac{f_{R 2}}{f_{R 1}}\left(I_{m}-I_{o}\right) \tan \left(\pi f_{R 1} T m\right)\right]^{2}+I_{m}^{2}} .
$$

Finally, equating the above expression to the one in (A17), we obtain:

$$
\begin{gather*}
{\left[\frac{I_{m}+I_{o}}{2 \pi f_{R 2} T m} \frac{f_{R 1}^{2}-f_{R 2}^{2}}{f_{R 1}^{2}}\left(\frac{\text { Vin }_{p k}}{2 a \text { Vout }}\right)+\pi f_{R 2} T s w \operatorname{Iin}_{p k}-\frac{f_{R 2}}{f_{R 1}}\left(I_{m}-I_{o}\right) \tan \left(\pi f_{R 1} T m\right)\right]^{2}+I_{m}^{2}}  \tag{A31}\\
=\frac{I_{m}^{2}+I_{o}^{2}-2 I_{o} I_{m} \cos \left[\pi f_{R 2}(T s w-2 T m)\right]}{\sin ^{2}\left[\pi f_{R 2}(T s w-2 T m)\right]}
\end{gather*}
$$

Now, we must introduce the conditions to achieve ZVS for the switches of the halfbridge. According to the FHA analysis, to achieve ZVS, the impedance of the resonant tank must be inductive: this means that the resonant current must lag the half-bridge voltage as shown in Figure A1.


Figure A1. Half-bridge rising transition at LVG turn-off with times.
With reference to Figure A1, which refers to the turn-off of the LS switch and the turn-on of the HS switch, the following conditions are required for ZVS operation:

1. The initial current $I_{\mathrm{O}}$ must be large enough to swing the HB node rail-to-rail within the dead time $T_{d}$;
2. The circulating current (which lags the HB voltage by the angle $\varphi$ ) must not change sign during $T_{d}$
where $T_{d}$ is the dead time between the turn-off of one switch of the HB converter and the turn-on of the other one.

After the LS gate signal (i.e., LVG) goes low, the HB node voltage remains unchanged due to the turn-off delay $T_{o f f}$ of the switch. Then, the HB node swings rail-to-rail during the transition time $T_{T}$.

We make the following simplifying assumptions:

- The secondary side rectified current starts flowing at the beginning of the transition time $T_{T}$;
- The resonant tank current at the beginning of the transition time $T_{T}$ equals the initial current $I_{0}$;
- The MOSFET fall time $T_{f}$ is negligible with respect to the transition time $T_{T}$.

Therefore, the charging current of the HB node capacitance must be equal to the opposite of the resonant tank current:

$$
i_{c h g}(t)=-i_{R T}(t)=-I_{p k} \sin \left(2 \pi f_{R 1} t-\varphi\right)=-\frac{I_{o}}{\sin (\varphi)} \sin \left(2 \pi f_{R 1} t-\varphi\right)
$$

By integrating the relationship

$$
i_{c h g}(t)=C_{H B} \frac{d}{d t} V_{H B}(t)
$$

the expression of the half-bridge node voltage can be obtained:

$$
V_{H B}(t)=\frac{1}{C_{H B}} \int_{0}^{t} i_{c h g}(\tau) d \tau=\frac{1}{C_{H B}} \int_{0}^{t}-\frac{I_{o} \sin \left(2 \pi f_{R 1} t-\varphi\right)}{\sin (\varphi)} d \tau=\frac{I_{o}}{\sin (\varphi)} \frac{\cos \left(2 \pi f_{R 1} t-\varphi\right)-\cos (\varphi)}{2 \pi f_{R 1} C_{H B}} .
$$

By imposing that the derivative of the HB node voltage is zero, the expression of the time instant where this voltage gets the peak value, and the expression of the peak value are found:

$$
\frac{d}{d t} V_{H B}(t)=-\frac{I_{o} \sin \left(2 \pi f_{R 1} t-\varphi\right)}{C_{H B} \sin (\varphi)}=0 \rightarrow\left\{\begin{array}{c}
T_{H B_{p k}}=\frac{\varphi}{2 \pi f_{R 1}}=T_{Z C}  \tag{A32}\\
V_{H B_{p k}}=V_{H B}\left(T_{H B_{p k}}\right)=\frac{I_{o}}{\sin (\varphi)} \cdot \frac{1-\cos (\varphi)}{2 \pi f_{R 1} \cdot C_{H B}}
\end{array}\right.
$$

Mind that, referring to the first of Equation (A32), the time instant $T_{H B_{p k}}$ where the HB node voltage gets its peak $V_{H B_{p k}}$ corresponds to the time instant where the current in the resonant tank reaches zero; that is, it equals $T_{Z C}$.

The transition time $T_{T}$ is calculated by imposing that the HB node voltage equals the peak input voltage $\operatorname{Vin}_{p k}$; that is,
$V_{H B}(t)=\frac{I_{o}}{\sin (\varphi)} \frac{\cos \left(2 \pi f_{R 1} t-\varphi\right)-\cos (\varphi)}{2 \pi f_{R 1} C_{H B}}=\operatorname{Vin}_{p k} \rightarrow T_{T}=\frac{\varphi-\arccos \left[\cos (\varphi)+2 \pi f_{R 1} C_{H B} \operatorname{Vin} n_{p k} \frac{\sin (\varphi)}{I_{o}}\right]}{2 \pi f_{R 1}}=T_{Z C}-T_{R E S}$,
where $T_{\text {RES }}$ is the residual time where the resonant current is still negative, and the HB voltage has reached the peak input voltage.

It is possible to define the minimum phase angle considering the maximum time between the switch turn-off and the turn-on of the other one:

$$
\begin{equation*}
\varphi_{\min }=2 \pi f_{R 1}\left(T_{d_{\max }}-T_{o f f}\right) \tag{A34}
\end{equation*}
$$

The ZVS condition can be imposed by setting the phase angle of the current in the resonant tank in the latter of Equation (A13) equal to $\varphi_{\text {min }}$; that is,

$$
\begin{equation*}
\tan \left(\varphi_{\min }\right)=\frac{I_{0} \sin \left(2 \pi f_{R 1} T m\right)}{I_{m}+I_{o} \cos \left(2 \pi f_{R 1} T m\right)} \tag{A35}
\end{equation*}
$$

From the first of expressions (A33), and considering that $\varphi=\varphi_{\min }$, we can get a guess value for the initial current $I_{0}$ :

$$
\begin{equation*}
V_{H B_{p k}}=\frac{I_{o}}{\sin \left(\varphi_{\min }\right)} \frac{1-\cos \left(\varphi_{\min }\right)}{2 \pi f_{R 1} C_{H B}} \geq \operatorname{Vin}_{p k} \rightarrow I_{0} \geq 2 \pi f_{R 1} C_{H B} \operatorname{Vin}_{p k} \frac{1-\cos \left(\varphi_{\min }\right)}{\sin \left(\varphi_{\min }\right)}=I_{o_{\min }} . \tag{A36}
\end{equation*}
$$

Based on the time-domain analysis of the circuit, we found four equations (refer to (A21), (A22), (A30) and (A31)) and four unknowns ( $I_{0}, I_{m}, T m$ and $T s w$ ).

However, Equations (A30) and (A31) are not independent: this means that the system presents a degree of freedom that we can use to ensure ZVS.

By introducing the known quantities here ( $\lambda$ and $K_{V}$ ):

$$
\lambda=\frac{L_{r}}{L_{m}}=\frac{f_{R 2}^{2}}{f_{R 1}^{2}-f_{R 2}^{2}} ; K_{V}=\frac{\sqrt{2} V_{i n}^{m i n}}{}=\frac{\operatorname{Vin}_{\min p k}}{2 a \operatorname{Vout}}=\frac{V_{0}}{2}
$$

and considering that the maximum required gain occurs when the input voltage is minimum, the two Equations (A30) and (A31) can be further simplified after some algebra, leading to the following equations:

$$
\begin{equation*}
\left[\frac{I_{m}+I_{o}}{2 \pi f_{R 1} T m} \frac{K_{V}-1}{\lambda}+\pi f_{R 1} T s w \operatorname{Iin}_{p k}\right]^{2}=\left[\frac{I_{m}+I_{o} \cos \left(2 \pi f_{R 1} T m\right)}{\sin \left(2 \pi f_{R 1} T m\right)}\right]^{2} \tag{A37}
\end{equation*}
$$

$$
\begin{equation*}
\left\{\frac{f_{R 2}}{f_{R 1}}\left[\frac{I_{m}+I_{o}}{2 \pi f_{R 2} T m} \frac{K_{V}}{\lambda}+\pi f_{R 1} T s w \operatorname{Iin}_{p k}-\left(I_{m}-I_{o}\right) \tan \left(\pi f_{R 1} T m\right)\right]\right\}^{2}=\left\{\frac{I_{o}-I_{m} \cos \left[\pi f_{R 2}(T s w-2 T m)\right]}{\sin \left[\pi f_{R 2}(T s w-2 T m)\right]}\right\}^{2} \tag{A38}
\end{equation*}
$$

Therefore, we can use Equations (A21), (A22) and (A37) (or (A38) alternatively) as the first three system equations, then add Equation (A35) to impose the ZVS condition, getting the following system of four equations with four unknowns ( $I_{0}, I_{m}, T m$ and Tsw):

$$
\left\{\begin{array}{c}
\text { Iout }_{p k}=a \frac{I_{m}-I_{o}}{T s w}\left[\frac{\tan \left(\pi f_{R 1} T m\right)}{\pi f_{R 1}}-T m\right] \\
\text { Iin }_{p k}-\frac{\text { Iout }_{p k}}{2 a}=\frac{1}{2 T s w}\left[\operatorname{Tm}\left(I_{m}-I_{o}\right)+\left(I_{m}+I_{o}\right) \frac{\tan \left(\pi f_{R 2}\left(\frac{T s w}{2}-T m\right)\right)}{\pi f_{R 2}}\right] \\
{\left[\frac{I_{m}+I_{o}}{2 \pi f_{R 1} T m} \frac{K_{V}-1}{\lambda}+\pi f_{R 1} T s w \operatorname{Tin}_{p k}\right]^{2}=\left[\frac{I_{m}+I_{o} \cos \left(2 \pi f_{R 1} T m\right)}{\sin \left(2 \pi f_{R 1} T m\right)}\right]^{2}} \\
\tan \left(\varphi_{\min }\right)=\frac{I_{o} \sin \left(2 \pi f_{R 1} T m\right)}{I_{m}+I_{o} \cos \left(2 \pi f_{R 1} T m\right)}
\end{array}\right.
$$

Once the system solutions ( $I_{0}, I_{m}, T m$ and $\left.T s w\right)$ are found, the parameters of the LLC resonant tank circuit can be calculated:

$$
L m=a V o u t \frac{T m}{I_{m}+I_{o}} ; L r=\lambda L m ; C r=\frac{1}{\left(2 \pi f_{R 1}\right)^{2} L r} ; f s w=\frac{1}{T s w}
$$
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#### Abstract

The CLLC resonant converter is a widely used bidirectional power converter known for its high energy transfer efficiency. To extend its operating range, the converter often employs a hybrid modulation strategy, which is valued for its simplicity and efficiency. However, at the critical transition point between pulse frequency modulation and phase-shift modulation, instability in the output can be observed due to repetitive and unnecessary mode changes caused by noise. In order to address this issue, this paper introduces a dynamic transition algorithm integrated with hybrid modulation. This approach adaptively updates the controller parameters to mitigate oscillations resulting from improper initial parameter settings. Additionally, it incorporates error analysis and hysteresis comparison to prevent false triggers caused by noise, enabling intelligent mode adjustments. Finally, a 1 kW prototype is designed to conduct experiments, demonstrating an approximately $50 \%$ improvement in dynamic performance when the converter operates with the dynamic transition algorithm.
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## 1. Introduction

Benefiting from the rapid development of energy management technologies, battery energy storage systems (BESS), as one of the vital components, have gained extensive applications. They are typically constructed by connecting low-voltage, high-capacity cells in series [1-4]. Due to factors such as manufacturing processes and operating temperatures, discrepancies in the state of charge (SOC) of individual cells among battery packs within a series-connected structure are common, imposing limitations on the performance and functionality of the BESS [5-7]. CLLC resonant converters, as one of the high-performance and wide-range bidirectional DC/DC topologies [8], are well suited for applications in battery balancing to enhance the performance of BESS.

Figure 1 illustrates the typical topology of a CLLC resonant converter, which can be functionally simplified into three main units: the chopper unit, the resonator unit, and the rectifier unit, denoted by green, gray, and blue color blocks, respectively. Influenced by the voltage fluctuations in individual cells under various operational conditions, the converter has to achieve both high energy transfer efficiency with heavy load conditions and cell balancing among packs with light load conditions. With a heavy load, the converter applies pulse frequency modulation (PFM) to adjust the switching frequency to be lower than the resonant frequency, which causes the converter to operate in the under-resonant mode to achieve a high voltage gain. In this mode, the CLLC resonant converter can attain zero voltage switching (ZVS) for the switch devices in the chopping unit, ensuring efficient operation [9,10]. Similarly, under light load conditions, the converter applies PFM to adjust the operating frequency to be higher than the resonant frequency, which enables the converter to function in the over-resonant mode to achieve a low voltage gain [11,12]. This
mode ensures ZVS for the switch devices in the chopping unit and zero current switching (ZCS) for the switch devices in the rectification unit of the converter. However, as the load decreases even further, reducing the voltage gain with PFM becomes challenging due to the extremely high switching frequencies, requiring a high-performance digital controller. To address this issue, researchers have proposed a hybrid modulation mode that seamlessly combines PFM and phase-shift modulation (PSM) [13-15]. In most cases, the CLLC resonant converter applies PFM to either increase or decrease the switching frequency of the chopping unit to achieve output gain adjustment. Once it is unable to reach the desired output voltage requirement even at the highest switching frequency, the hybrid modulation algorithm helps the converter to transition from PFM to PSM as soon as possible. With PSM, the converter regulates the phase-shift angle to control the RMS output voltage of the chopping unit, which is applied as the input of the resonant tank. Moreover, J.Y. et al. proposed a synchronous rectification method for the case in which the converter is in PSM mode [16-18]. Moreover, T. et al. discussed the losses that may occur during PFM and PSM in CLLC resonant converters [19,20]. Although these analyses are informative, the detailed design of modulation mode transition has not been thoroughly explored and revealed.


Figure 1. The typical CLLC resonant converter. $V_{i n}$ is the input bus voltage, $R_{L}$ is the output load, $C_{r p}$ and $C_{r s}$ are the resonant capacitors, $L_{r p}$ and $L_{r s}$ are the resonant inductors, $L_{m}$ is the excitation inductor, $n$ is the transformer turn ratio, and $Q 1-Q 8$ are switch devices.

To optimize the hybrid modulation strategy of CLLC resonant converters, this paper introduces a dynamic transition algorithm aimed at reducing the likelihood of repetitive and unnecessary modulation mode changes caused by noise at critical states. Compared to traditional hybrid modulation, the proposed algorithm manages the transition process more precisely due to adaptive updates of the controller parameters. Furthermore, building upon the traditional approach, it employs error analysis and hysteresis control under the current switch frequency and phase-shift angle to prevent undesired modulation mode changes. Finally, a 1 kW prototype CLLC circuit is utilized in experiments to verify the performance and feasibility of the proposed algorithm.

## 2. Analysis of Hybrid Modulation

In the buck mode of a full-bridge CLLC resonant converter, the hybrid modulation strategy encompasses two fundamental modulation techniques: PFM and PSM.

In this section, a comparative analysis of the two fundamental modulation methods is conducted concerning system gain analysis and control loop design. Concerning system gain analysis, the focus will be on considering the components contributing to the gain of the CLLC resonant converter and deriving quantitative expressions for each modulation method using an efficient simplified analysis approach. As for control loop design, the approach will involve utilizing computer simulation techniques to obtain the open-loop dynamic characteristics of CLLC resonant converters, thereby providing valuable guidance for the design of the PI compensator. Based on the two points mentioned above, a comprehensive hybrid modulation strategy with the traditional mode selector algorithm is constructed.

### 2.1. Gain Analysis of Modulations

The system gain of CLLC resonant converters is the cumulative result of three gains, each determined by the chopping unit, the resonant tank unit, and the rectifier unit, respectively.

As the input part of the CLLC resonant converter, the chopping unit converts the DC voltage into AC voltage with distinct characteristics, which are influenced by the various modulation techniques. As illustrated by the red curve in Figure 2a, when the CLLC resonant converter is modulated with PFM, this unit generates a square wave signal with a $50 \%$ duty cycle and the same amplitude but varying periods. However, when the converter is modulated with PSM, this unit generates a square wave signal with the same amplitude and the same periods but varying duty cycles, which is depicted by the red curve in Figure 2b.


Figure 2. The practical output waveform and the corresponding fundamental harmonic for (a) PFM and (b) PSM. $T$ represents the switch period, and $\theta$ represents the phase-shift angle.

The resonant tank unit is one of the most critical parts in the converter. Within the resonant tank unit, the combined interaction of five resonant components results in entirely distinct output voltages for varying duty cycles and frequencies of input signals, which are determined by the chopping unit. In general, there are two classical methods for the analysis of the effects of the input signals: the time domain analysis method (TDA) and the fundamental harmonic approximation method (FHA) [19,21,22]. Compared to TDA, the most significant advantage of FHA is its lower computational complexity and higher accuracy. Thanks to these advantages, FHA has become the preferred choice for the analysis of resonant tanks in engineering applications. It focuses solely on the impact of the fundamental harmonic on the energy transfer process and simplifies the transfer function using impedance analysis techniques [23-25].

The foundation of FHA is Fourier expansion, which can be expressed as

$$
\begin{equation*}
f(x)=\frac{a_{0}}{2}+\sum_{n=1}^{\infty}\left(a_{n} \times \cos \left(\frac{2 \pi}{T} n x\right)+b_{n} \times \sin \left(\frac{2 \pi}{T} n x\right)\right) \tag{1}
\end{equation*}
$$

where $x \in[0, T], a_{n}=\frac{2}{T} \int_{0}^{T} f(x) \times \cos \left(\frac{2 \pi}{T} n x\right) d x$, and $b_{n}=\frac{2}{T} \int_{0}^{T} f(x) \times \sin \left(\frac{2 \pi}{T} n x\right) d x$.
The blue sinusoidal curve in Figure 2 illustrates the first harmonic waveform corresponding to different modulation modes. In the PFM modulation mode, an equivalent input waveform can be obtained as in Equation (2)

$$
\begin{equation*}
V_{i n . P F M}=b_{1 . P F M} \times \sin \left(\frac{2 \pi}{T} t\right) \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{1 . P F M}=\frac{2}{T} \int_{0}^{T} V_{i n}(t) \times \sin \left(\frac{2 \pi}{T} t\right) d t=\frac{4}{\pi} V_{i n} \tag{3}
\end{equation*}
$$

and $V_{i n}$ is the input bus voltage.

Similarly, in the PSM modulation mode, an equivalent input waveform can be obtained as in Equation (4)

$$
\begin{align*}
V_{\text {in.PSM }} & =a_{1 . P S M} \times \cos \left(\frac{2 \pi}{T} t\right)+b_{1 . P S M} \times \sin \left(\frac{2 \pi}{T} t\right)  \tag{4}\\
& =c_{1 . P S M} \times \sin \left(\frac{2 \pi}{T}\left(t+t_{0}\right)\right)
\end{align*}
$$

where

$$
\begin{gather*}
a_{1 . P S M}=\frac{2}{T} \int_{0}^{T} V_{i n}(t) \times \cos \left(\frac{2 \pi}{T} t\right) d t=-\frac{2}{\pi} \sin (\theta) V_{i n}  \tag{5}\\
b_{1 . P S M}=\frac{2}{T} \int_{0}^{T} V_{i n}(t) \times \sin \left(\frac{2 \pi}{T} t\right) d t=\frac{2}{\pi}(\cos (\theta)+1) V_{i n},  \tag{6}\\
c_{1 . P S M}=\sqrt{a_{1 . P S M}^{2}+b_{1 . P S M}^{2}}=\frac{4}{\pi} \cos \left(\frac{\theta}{2}\right) V_{i n}  \tag{7}\\
t_{0}=\frac{\theta}{4 \pi} T . \tag{8}
\end{gather*}
$$

The amplitude and phase angle of the fundamental harmonics modulated by PFM and PSM can be obtained by referring to Equations (2) and (4), respectively. It is important to note that the phase angle does not affect the gain variation of the resonant tank. Thus, the only factor that affects the operation of the resonant tank is the amplitude of the fundamental harmonic, which can also be considered as the effective value of the fundamental harmonic. When PFM and PSM operate at the same switching frequency, the normalized expression for the input of the resonant tank can be simplified as in :

$$
\begin{equation*}
G_{c . n o r m a l}=\frac{r m s\left(V_{\text {in.PSM }}\right)}{r m s\left(V_{\text {in.PFM }}\right)}=\cos \left(\frac{\theta}{2}\right) . \tag{9}
\end{equation*}
$$

Figure 3 illustrates the simplified model of a symmetric CLLC resonant tank unit. The analysis of this simplified model in the frequency domain leads to the derivation of the transfer function of the resonant tank unit under fundamental excitation, which can be expressed as in :

$$
\begin{equation*}
H(j w)=\frac{V_{\text {out. } . F H A}(j w)}{U_{a b . F H A}(j w)}=\frac{Z_{m} / /\left(Z_{r}+R_{a c}\right)}{Z_{m} / /\left(Z_{r}+R_{a c}\right)+Z_{r}} \times \frac{R_{a c}}{Z_{r}+R_{a c}}, \tag{10}
\end{equation*}
$$

where $Z_{r}=j w L_{r}+1 /\left(j w C_{r}\right)$, and $Z_{m}=j w L_{m}$.


Figure 3. The simplified model of the symmetric CLLC resonant tank. $C_{r}=C_{r p}=C_{r s} \times n^{2}$ is the equivalent resonant capacitor, $L_{r}=L_{r p}=L_{r s} / n^{2}$ are the equivalent resonant inductors, and $R_{a c}=8 R_{L} /\left(2 \pi n^{2}\right)$ is the equivalent AC load.

Taking the magnitude of Equation (10) and simplifying it yields the normalized expression for the resonant tank gain, which can be obtained as in

$$
\begin{align*}
G_{r t . n o r m a l} & =|H(j w)| \\
& =\frac{1}{\sqrt{\left(\frac{Q}{k}\right)^{2}\left((2 k+1) f_{n}-\frac{2 k+2}{f_{n}}+\frac{1}{f_{n}^{3}}\right)^{2}+\left(1+\frac{1}{k}-\frac{1}{k f_{n}^{2}}\right)^{2}}} \tag{11}
\end{align*}
$$

where $Q=\sqrt{L_{r} / C_{r}} / R_{a c}$ is the quality factor, $k=L_{m} / L_{r}$ is the inductor ratio, $f_{n}=f_{s} / f_{r}$ is the normalized frequency ratio, $f_{s}$ is the switch frequency, and $f_{r}=1 /\left(2 \pi \sqrt{L_{r} C_{r}}\right)$ is the quasi-resonant frequency.

The rectification unit, being a fixed structure (full-bridge rectification) after the resonant tank unit, is not influenced by the modulation strategy of the chopping unit. Consequently, its normalized gain can be considered as $G_{r \text {.normal }}=1$ [26].

By integrating the analysis of Equations (9) and (11), the normalized system gain of CLLC resonant converters can be expressed as in

$$
\begin{equation*}
G_{\text {sys.normal }}=\frac{\cos \left(\frac{\theta}{2}\right)}{\sqrt{\left(\frac{Q}{k}\right)^{2}\left((2 k+1) f_{n}-\frac{2 k+2}{f_{n}}+\frac{1}{f_{n}^{3}}\right)^{2}+\left(1+\frac{1}{k}-\frac{1}{k f_{n}^{2}}\right)^{2}}} . \tag{12}
\end{equation*}
$$

Based on Equation (12), the normalized gain curves of the CLLC resonant converter can be visualized under different load conditions, as illustrated in Figure 4. The left half of Figure 4 exhibits the converter operating in PFM modulation mode: when $f_{n}<1$, the gain curve exhibits pronounced changes; meanwhile, when $f_{n}>1$, the gain curve tends to change more smoothly, and it almost loses its regulation capability. The right part of Figure 4 depicts the converter operating in the PSM modulation mode with the maximum switch frequency: as the phase-shift angle increases, compared to the PFM modulation mode with the same switch frequency, the converter's gain significantly decreases. Therefore, the hybrid modulation mode combining PFM and PSM can effectively broaden the operating range of the converter and improve its efficiency.


Figure 4. Visualized gain curves with varying modulation strategies under different load conditions. Test conditions: $L_{r}=12.8 \mu \mathrm{H}, C_{r}=54.4 \mathrm{nF}, L_{m}=96.2 \mu \mathrm{H}$.

### 2.2. Design of the Control Loop

In practical power converter systems, noise caused by the parasitic parameters of devices occurs frequently, and the consequences can range from significant power supply output ripples to more severe effects such as output voltage oscillations and damage to power components. To address the mentioned issues, it is necessary to introduce an appropriate compensator in the system feedback loop to regulate the power converter's performance in the presence of disturbances. A well-designed compensator can ensure the stability of the converter and improve its dynamic response characteristics.

The stability of a control loop is specifically depicted on a Bode plot through the parameters known as the phase margin (PM) and gain margin (GM). PM is defined as the difference between the phase angle at the system's crossover frequency and $-180^{\circ}$. Typically, engineers set PM to be greater than $45^{\circ}$ based on their experience, striking a balance between system damping and transient response capability. GM, on the other hand, is defined as the difference between the gain at the phase angle of $-180^{\circ}$ and 0 dB . It is generally required to be greater than 6 dB for system stability. When the cumulative impact of the compensator and power converter displays adequate PM and GM on the Bode plot, it indicates that the compensator can enhance the performance of the converter $[27,28]$.

The proportional-integral (PI) controller is one of the most commonly used compensators [29,30], and its transfer function is typically represented as in Equation (13)

$$
\begin{equation*}
P I(s)=\frac{K_{p} \cdot s+K_{i}}{s} \tag{13}
\end{equation*}
$$

where $K_{p}$ is the proportional coefficient, and $K_{i}$ is the integral coefficient.
Based on Equation (13), one can deduce the gain expression,

$$
\begin{equation*}
\text { Gain.pi }(f)=|P I(j \cdot 2 \pi f)|=\sqrt{K_{p}^{2}+\frac{K_{i}^{2}}{4 \pi^{2} f^{2}}} \tag{14}
\end{equation*}
$$

and phase expression,

$$
\begin{equation*}
\text { Phase.pi }(f)=\arg (P I(j \cdot 2 \pi f))=\arctan \left(\frac{2 \pi f \times K_{p}}{K_{i}}\right)-90^{\circ} \tag{15}
\end{equation*}
$$

for the compensator.
The gain and phase characteristics of the PI compensator are both depicted in Figure 5. The trend of the gain curve is primarily decided by the ZERO. When the frequency is lower than $K_{i} /\left(2 \pi K_{p}\right) \mathrm{Hz}$, the curve follows an approximate -20 dB /decade slope; however, when the frequency exceeds $K_{i} /\left(2 \pi K_{p}\right) \mathrm{Hz}$, the interaction between the pole and zero gradually brings the gain curve closer to 0 dB . Similarly, the trend of the phase curve is influenced by the ZERO. As the frequency approaches 0 Hz , the phase lags by $90^{\circ}$; when the frequency equals $K_{i} /\left(2 \pi K_{p}\right) \mathrm{Hz}$, the phase exhibits a lag of $45^{\circ}$; and as the frequency tends towards infinity, the interaction between the ZERO and POLE causes the phase to approach $0^{\circ}$. To avoid complex nonlinear computations, the design of the PI is simplified by approximating the curves with linearization. Therefore, once the crossover frequency is selected, the calculation of constraint equations can be carried out based on the gain and phase of the power converter. With the adjustment of the PI compensator, when $f=f_{c}$, the open-loop gain is compensated to reach 1 . Similarly, compared to the original phase without the compensator, the open-loop phase is increased by $45^{\circ}$ when $f=f_{c}$. Combining the discussion above and the simplified analysis in Figure 5, the constraint equations can be expressed as in

$$
\left\{\begin{array}{l}
\text { Gain.pi }\left(f_{c}\right) \times \text { Gain.openloop }\left(f_{c}\right)=1  \tag{16}\\
\frac{K_{i}}{2 \pi K_{p}}=0.1 f_{c}
\end{array}\right.
$$

where $f_{c}$ is the selected crossover frequency, and Gain.openloop represents the gain of the open-loop system analyzed using the small signal model and computer simulations.

By utilizing computer simulation techniques, the loop characteristics of the CLLC resonant converter can be easily obtained. The Bode plot in Figure 6 displays the openloop characteristic curve of the converter when it operates in PFM mode, which shows a significantly low gain at low frequencies. Additionally, due to the complex structure of the resonant tank, there are two resonance peaks located near $f_{s}=2.0 \mathrm{kHz}$ and $f_{s}=10.0 \mathrm{kHz}$, making compensator bandwidth design challenging. Fortunately, the phase curve presents a favorable trend, indicating that the system's PM will not be affected by the phase lag of
the compensator. To meet the dynamic performance requirements, a relatively conservative crossover frequency of 3.5 kHz has been set, which provides a gain of -65.8 dB and a phase angle of $5^{\circ}$, making it ideal for compensation.


Figure 5. The analysis of a typical PI compensator. It's important to note that the red curve represents the gain variation, and the blue curve represents the phase variation. Demo's test conditions: $K_{p}=0.093, K_{i}=436.215$.

On the other hand, when the converter operates using the PSM modulation method, its open-loop characteristic curve has a high bandwidth gain curve of approximately 40 kHz , as shown in Figure 6b. However, the phase curve's trend is non-ideal, which poses a significant constraint on compensator design. To ensure the stable operation of the converter, the PM with compensation should be at least $45^{\circ}$, indicating that the original PM should be selected in the range of $85^{\circ}$ to $95^{\circ}$. To meet the dynamic performance requirements and considering the above analysis, a conservative crossover frequency of 7.5 kHz has been set. At this frequency, the original open-loop characteristic curve has a gain of 20 dB and a phase of $-95^{\circ}$, providing ample room for compensation.

By substituting the chosen crossover frequency into Equation (16), the corresponding compensator parameters can be obtained by solving the equation set. The solutions of the equation set for PFM mode are $K_{p}=1.4 \times 10^{3}$ and $K_{i}=3.1 \times 10^{6}$, while the solutions for PSM mode are $K_{p}=9.3 \times 10^{-2}$ and $K_{i}=4.3 \times 10^{2}$.

Figure 7 shows the loop characteristics of the CLLC resonant converter under the influence of the PI compensator. When the converter operates using the PFM modulation method, the GM is 58.8 dB , and the PM is $185^{\circ}$, ensuring the stable operation of the CLLC resonant converter under PFM mode based on engineering experience. Similarly, when the converter operates using the PSM modulation method, the GM is 6.2 dB , and the PM is $45^{\circ}$, demonstrating its outstanding system stability and exceptional system dynamic characteristics.

### 2.3. Introduction of the Traditional Mode Selector Method

Figure 8 illustrates the elements of the hybrid modulation for CLLC resonant converters. The error, which is the difference between the user-set voltage reference and the feedback voltage, is input into the controller unit. Taking into account the current operating frequency and phase-shift angle, the controller unit selects the appropriate modulation technique to generate the driver signal, thereby achieving closed-loop control of the CLLC resonant converter. The blue section in Figure 8 represents the basic structure of the controller unit, comprising the mode selector, the PFM modulator with its PI compensator, and the PSM modulator with its PI compensator. It is worth noting that the compensators are associated with the modulation methods individually, meaning that, when switching
between modulation methods, the corresponding PI compensator will also switch accordingly. Based on the analysis of the gain and the design of loop stability compensation for CLLC resonant converters under PFM and PSM modulation mode in the previous section, the converter is capable of stable operation in a single modulation mode, which satisfies the output requirements of the converter in most scenarios.


Figure 6. The loop analysis of a symmetric CLLC resonant converter modulated by (a) PFM mode and (b) PSM mode using computer simulation. It's important to note that the red curve represents the gain variation, and the blue curve represents the phase variation. Test conditions: $L_{r}=12.8 \mu \mathrm{H}$, $C_{r}=54.4 \mathrm{nF}$, and $L_{m}=96.2 \mu \mathrm{H}$.

However, when the converter operates at the highest switching frequency in PFM or the minimum phase-shift angle in PSM, tiny noise disturbances can trigger repetitive transitions between the two modulation modes, resulting in inevitable high-frequency oscillations in the output and consequently deteriorating the system's dynamic response capability.


Figure 7. The loop analysis of a symmetric CLLC resonant converter with a PI compensator modulated by (a) PFM mode and (b) PSM mode. It's important to note that the red curve represents the gain variation, and the blue curve represents the phase variation. Test conditions: $L_{r}=12.8 \mu \mathrm{H}$, $C_{r}=54.4 \mathrm{nF}$, and $L_{m}=96.2 \mu \mathrm{H}$.


Figure 8. The description of loop control for CLLC resonant converters.

Figure 9 illustrates the detailed operational principle with hybrid modulation using the traditional mode selector method. After powering up the converter, the controller initially operates using the PFM modulation method. It first checks whether the initialization of the PI compensator is necessary. Once the initialization is completed or deemed unnecessary, the PI compensator calculates the switching frequency. When the calculated result matches the converter's maximum operating frequency, the flag will be set to 1 . Otherwise, it will remain as 0 . The main state machine then evaluates the flag value to determine the modulation method for the next cycle. Specifically, if the flag is equal to 1 , the converter can operate using the PSM method. Otherwise, it will continue using the current modulation method, namely PFM. Similarly, the transition from PSM modulation to PFM modulation is entirely symmetrical. Benefiting from the advantages of digital control techniques, the state machine can be executed periodically. In brief, there are two primary tasks when a new control instruction is incoming. During the control cycle, two primary tasks are executed step by step. Firstly, the PI compensator is activated to calculate the appropriate switching frequency or phase-shift angle based on the calculation results from the previous control cycle. Secondly, the corresponding modulation unit is activated to output a pulse that adjusts the operational state of the chopping unit. It is worth noting that the initial switching frequency and initial phase used for compensator parameter initialization remain unchanged due to the absence of necessary updates. However, the initial error is updated at the end of each control cycle, benefiting from the error analysis performed during the PI calculation process.


Figure 9. The description of a control unit using hybrid modulation with the traditional method.
In summary, the traditional modulation mode selector method primarily relies on assessing the output frequency with PFM modulation and the output phase-shift angle with PSM modulation. It is worth noting that PI initialization executes only once during the controller's startup, and the initialization parameters are not updated after this. This characteristic is also a contributing factor to the observed output voltage instability at critical states.

This approach is characterized by its simplicity, efficiency, and minimal computational overhead. However, when the converter operates in proximity to its critical state, the traditional modulation mode selector algorithm becomes vulnerable to noise interference, potentially leading to erroneous mode transitions. Additionally, due to the influence of the
high-bandwidth PI compensator, these incorrect modulation mode switches can induce substantial output adjustments, resulting in avoidable voltage oscillations.

## 3. Proposed Dynamic Transition Algorithm

Based on the analysis above, to further enhance the performance of hybrid modulation, it is imperative to tackle the matter of compensator parameter updates, while simultaneously minimizing the influence of noise on mode switching.

This paper introduces an adaptive parameter updating method to mitigate the performance degradation resulting from improper parameter settings in the converter. Specifically, it compares the current modulation mode with the previous one to decide whether to update the compensator's previous error and previous output. If the current modulation mode matches the previous one, parameter updates are skipped; otherwise, the latest error is employed to update the controller. Additionally, it incorporates an error analysis method and hysteresis comparison to prevent unnecessary mode changes at critical states. This method ensures that modulation mode transitions only occur when the judgment condition persists for several consecutive cycles. Compared to other improvement approaches in the field, this method offers greater flexibility in mode switching control due to its unique error analysis and hysteresis comparison. As a result, the potential risk of noise interference is further reduced.

Figure 10 illustrates the workflow of the proposed mode selector. As with the traditional mode selector method, after the converter starts up, the controller initially operates using the PFM modulation method. Firstly, the controller evaluates the need for initialization based on the last modulation mode. Once the initialization is either completed or considered unnecessary, the PI compensator calculates the switching frequency. If the calculated result matches the user-defined maximum frequency, and the error between the reference voltage and the output voltage exceeds the acceptable range, the counter is enabled. When the count value exceeds the hysteresis threshold, the modulation mode transitions to PSM in the next cycle. When the converter is currently operating using the PSM modulation method, its operation process is also similar to the former. Similarly, the first step is evaluating the need for initialization based on the last modulation mode. Once the initialization is either completed or considered unnecessary, the PI compensator calculates the phase-shift angle. If the calculated result matches the user-defined minimum phase-shift angle, and the error between the reference voltage and the output voltage exceeds the acceptable range, the counter is enabled. When the count value exceeds the hysteresis threshold, the modulation mode transitions to PFM in the next cycle.

In comparison to the traditional control methods, the proposed approach offers two key optimizations. Firstly, it supplements the conditions for the initialization of the PI compensator, automatically updating the initial error when the modulation modes differ between consecutive cycles, which reduces overshoot during the transient process of modulation mode switching. Secondly, it introduces hysteresis in the transition process, requiring the satisfaction of multiple consecutive conditions before allowing a modulation mode switch. For instance, the transition from PFM to PSM necessitates two specific conditions: firstly, the output modulation frequency must match the maximum modulation frequency; secondly, the output voltage should fall outside the precision error range defined by the user for a consecutive number of cycles. This significantly mitigates the issue of noise interference with the mode selector.

With these improvements, the converter is able to effectively utilize the capabilities of the PI compensator during the switch to a new modulation mode, resulting in a significant increase in the dynamic performance of the output.


Figure 10. The description of a control unit using hybrid modulation with the proposed method.

## 4. Experimental Results and Discussion

To evaluate the robustness and feasibility of the proposed dynamic transition algorithm integrated with the hybrid modulation method, this section presents a 1 kW symmetric CLLC prototype with experimental results.

Due to manufacturing errors in the capacitors and inductors of the resonant tank, the operation performance of the CLLC resonant converter may differ from the theoretical analysis. To improve the accuracy, the resonant tank parameters are measured using the LCR meter after the prototype is assembled. All of the parameters of the prototype are shown in Table 1. It is worth noting that the resonant capacitance is composed of a parallel combination of 6.8 nF film capacitors, rather than a single capacitor. The purpose of this approach is to flexibly adjust the capacitance parameters while ensuring maximum current and voltage tolerance to avoid damage to the resonant tank.

Table 1. The practical parameters of the prototype.

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| $Q 1-Q 8$ | C3M0032120K | $f_{r}$ | 200 kHz |
| inductor core | NPA158019 | $L_{r s}$ | $9.9 \mu \mathrm{H}$ |
| transformer core | PQ6562 | $L_{r p}$ | $13.0 \mu \mathrm{H}$ |
| $n$ | $24: 19$ | $C_{r p}$ | 47.6 nF |
| $V_{\text {in }}$ | $80-200 \mathrm{~V}$ | $C_{r s}$ | 71.4 nF |
| $V_{\text {out }}$ | $50-180 \mathrm{~V}$ | $L_{m}$ | $92.6 \mu \mathrm{H}$ |

The test instruments and the symmetric CLLC prototype are depicted in Figure 11, and they include a four-channel oscilloscope with a compatible Hall current probe and isolated voltage probe, a 750 V 5 kW DC power source, and a 5 kW DC load.


Figure 11. 1 kW CLLC prototype and instruments.
To facilitate the observation of experimental data, $U_{a b}$ and $I_{o u t}$ are both saved. $U_{a b}$ indicates the voltage between the midpoints of the two bridges in the chopping unit, which reflects the actual excitation signal of the resonant tank. The density of $U_{a b}$ can also demonstrate the operating frequency of the converter. On the other hand, $I_{\text {out }}$ represents the output current of the converter.

Figure 12 illustrates the typical operation waveforms with different loads captured by an oscilloscope. Under heavy load conditions, the resonant tank input waveform of the prototype using PFM, as shown in Figure 12a, has a frequency of 155 kHz . Conversely, under light load conditions, the waveform of the prototype using PFM, as shown in Figure 12b, operates at a frequency of 163 kHz . Similarly, under heavy load conditions, the resonant tank input waveform of the prototype using PSM, as depicted in Figure 12c, exhibits a phase-shift angle of $7^{\circ}$, while, under light load conditions, the waveform of the prototype using PSM, as shown in Figure 12d, features a phase-shift angle of $63^{\circ}$. It is worth noting the current ripple observed in Figure 12, which represents common-mode noise caused by the switching of MOSFETs in the chopping unit. It is also worth noting that when the converter maintains a constant voltage output of 100 V , the current noise increases as the output power decreases.

Figure 13 demonstrates the closed-loop stability of the converter with a single modulation mode. When the converter's output load steps up, the PFM compensator quickly responds to increase the output current, as shown in Figure 13a. Conversely, when the converter's output load steps down, the PFM compensator promptly decreases the output current to stabilize the voltage output, as illustrated in Figure 13b. Similarly, when the converter operates in PSM mode, the compensator can quickly respond to adjust the output voltage, whether it is a step-up or step-down scenario, as depicted in Figure 13c,d. The calculation results analyzed in the previous section for the PI compensator parameter settings corresponding to the PFM method and the PSM method can be directly applied. These
parameters are set to ensure the stability of the converter while maximizing its theoretical dynamic response capability.


Figure 12. The typical waveforms of the CLLC resonant converters under different modulation modes. The waveforms of PFM under a heavy load and light load are presented in (a) and (b), respectively; and the waveforms of PSM under a heavy load and light load are presented in (c) and (d), respectively. The increment for $U_{a b}$ is $50 \mathrm{~V} /$ div, while the increment for $I_{o u t}$ is $2 \mathrm{~A} / \mathrm{div}$.

It is evident that when there is a load change, the converter with the appropriate and accurate parameter settings of the PI compensator can respond rapidly and adapt to a new steady state. This indicates that with a single modulation mode, the converter can achieve favorable dynamic and steady-state characteristics with the assistance of the corresponding compensator.

Based on trial-and-error, it is discovered that when the $I_{\text {out }}$ is equal to 7.5 A , the converter operates in PSM mode with a relatively small phase-shift angle, and when the $I_{\text {out }}$ is equal to 9.0 A , the converter operates in PFM mode with a relatively high switching frequency. These two load conditions not only ensure the stable operation of the converter in a single modulation mode before manually switching the load but also facilitate the observation of the converter's response speed and adjustment capability. Based on the above analysis, the current probe of the oscilloscope is set to $2 \mathrm{~A} /$ div to display waveform details and the overall trend of changes while avoiding signal observation being affected by noise interference during the mode transition.


Figure 13. The typical dynamic response waveforms of the CLLC resonant converter. The waveforms of step up and step down with PFM are shown in (a) and (b); the waveforms of step up and step down with PSM are shown in (c) and (d). The increment for $U_{a b}$ is $50 \mathrm{~V} /$ div, while the increment for $I_{\text {out }}$ is $2 \mathrm{~A} /$ div.

Figure 14 illustrates the dynamic response of the converter when the output load steps up from 7.5 A to 9.0 A under the same compensator settings. Among them, the implementation results of the converter with the proposed dynamic transition algorithm are shown in Figure 14a, and it takes a total of $240 \mu$ s to transition from the load change to entering the new steady state. However, under the same conditions, the converter using the traditional method takes $440 \mu \mathrm{~s}$, as shown in Figure 14b. While both execution strategies can achieve the mode transition from PSM to PFM, the time consumed by the two methods differs by nearly a factor of two. This highlights that the proposed dynamic algorithm enhances the performance of hybrid modulation when the load increases.

Correspondingly, Figure 15 illustrates the dynamic response performance of the converter when the output load steps down from 9.0 A to 7.5 A using the same compensator settings. The output current of the prototype is presented in Figure 15a, where it takes a total of $190 \mu$ s to transition from PFM to PSM. In contrast, when the converter employs the traditional method, as shown in Figure 15b, it takes a total of $320 \mu$ s to switch from PFM mode to PSM mode. Consistent with the previous comparative results, the proposed algorithm is approximately twice as fast as the traditional method in this scenario.


Figure 14. Experimental waveforms of the load step up. (a) shows the operation state of the hybrid modulation with the proposed dynamic transition algorithm, and (b) shows the operation state of the traditional hybrid modulation. The increment for $U_{a b}$ is $50 \mathrm{~V} / \mathrm{div}$, while the increment for $I_{o u t}$ is $2 \mathrm{~A} /$ div.


Figure 15. Experimental waveforms of the load step down. (a) shows the operation state of the hybrid modulation with the proposed dynamic transition algorithm, and (b) shows the operation state of the traditional hybrid modulation. The increment for $U_{a b}$ is $50 \mathrm{~V} /$ div, while the increment for $I_{\text {out }}$ is $2 \mathrm{~A} /$ div.

Upon analyzing the experimental results stated above, it is found that the converter reaches a new steady state in only $240 \mu$ s when the output current rapidly increases from 7.5 A to 9.0 A, which is a typical step-up testing scenario. This marks a $45 \%$ improvement in dynamic performance compared to traditional methods. Notably, in a single modulation mode, the compensator parameters for both methods are identical, indicating that error analysis and hysteresis comparison play a crucial role in the mode switching process. Moreover, under the test conditions where the output current rapidly decreases from 9.0 A to 7.5 A, which is a typical step-down testing scenario, the converter reaches a new steady state in only $190 \mu \mathrm{~s}$. This represents a $40 \%$ improvement in dynamic performance, demonstrating that the proposed method has a performance advantage under step-down conditions. Additionally, benefiting from the error analysis and the hysteresis comparison, the converter using the proposed method exhibits significantly reduced current ripple com-
pared to the traditional method under the same conditions, which enhances its resistance to interference and increases the system's robustness.

To summarize, the dynamic transition algorithm, with its excellent anti-interference ability, can help the converter to achieve a nearly $50 \%$ improvement in dynamic performance, whether in step-up or step-down conditions. This is critical for the efficient operation of the system. Based on this method, the performance of the hybrid modulation approach has been significantly enhanced, making it better suited for applications with a larger load regulation range.

## 5. Conclusions

To further enhance the dynamic performance of the CLLC resonant converter using the hybrid modulation strategy, a dynamic transition algorithm is proposed. This algorithm aims to reduce the risk of repetitive and unnecessary modulation mode changes caused by noise at critical states by introducing more comprehensive and well-considered criteria for judgment. Building upon the traditional method, an adaptive parameter update scheme has been introduced to address the issue of unstable output due to improper parameter settings. Additionally, the proposed algorithm incorporates error analysis and hysteresis control to suppress the interference of high-frequency noise during mode transitions. Finally, a 1 kW symmetrical CLLC prototype is designed to validate the feasibility and robustness of hybrid modulation integrated with the dynamic transition algorithm. The experimental results show that when the converter operates under typical step-up conditions, the time taken to regulate the converter to reach a new state is reduced by $45 \%$. Similarly, under typical step-down conditions, the proposed method reduces the adjustment time of the converter by around $40 \%$. In the course of the research, some minor flaws in practical applications have been identified. For instance, the control time setting of hysteresis comparison relies heavily on trial-and-error methods. Additionally, the design of error analysis tolerance has not taken into account the actual sampling accuracy. In the future, these flaws will be addressed to ensure accurate and reliable results in practical applications.
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## Abbreviations

The following abbreviations are used in this manuscript:
FHA Fundamental harmonic approximation method
TDA Time domain analysis method
PFM Pulse frequency modulation method

| PSM | Phase-shift modulation method |
| :--- | :--- |
| PM | Phase margin |
| GM | Gain margin |
| $V_{\text {in }}$ | Input bus voltage |
| $V_{\text {out }}$ | Output bus voltage |
| $I_{\text {out }}$ | Output current |
| $U_{a b}$ | Voltage between the midpoints of bridges in the chopping unit |
| $R_{L}$ | Practical load |
| $R_{a c}$ | Equivalent AC load |
| $L_{m}$ | Excitation inductance |
| $L_{r}$ | Equivalent resonant inductor |
| $C_{r}$ | Equivalent resonant capacitor |
| $Q$ | Quality factor $\left(\sqrt{L_{r} / C_{r}} / R_{a c}\right)$ |
| $k$ | Inductor ratio $\left(L_{m} / L_{r}\right)$ |
| $f_{r}$ | Resonant frequency |
| $f_{n}$ | Normalized frequency |
| $f_{c}$ | Crossover frequency |
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#### Abstract

This study aims to analyze the zero-voltage-switching (ZVS) region of a Triple-ActiveBridge (TAB) converter with five degrees of freedom. A TAB converter is an isolated converter derived from a dual-active-bridge (DAB) converter and composed of three full bridges (FBs) coupled to three winding transformers. To reduce the switching loss of the 12 active switches that compose 3 FBs, the ZVS operation is essential. However, owing to the numerous operation modes derived by five-phase shift ratios, ZVS analysis is complicated, particularly in the time domain. Therefore, this study presents the ZVS analysis model of the TAB converter based on the generalized harmonic approximation (GHA). Through the GHA of a TAB converter, the proposed model consists of unified formulas applicable to all operating ranges of the converter. Unified formulas consider all parameters, such as series inductance, port voltage, parasitic capacitance, transformer voltage, and turn ratio. In the proposed model, the ZVS area is confirmed using five-phase ratios with voltage modulation ratios as variables and verified using MATLAB and experiments.


Keywords: triple-active-bridge converter (TAB); phase-shift modulation (PSM); zero-voltageswitching (ZVS)

## 1. Introduction

As a countermeasure to the greenhouse effect caused by fossil fuels, eco-friendly energy industries such as renewable energy sources, electric vehicles, ships, and directcurrent (DC) grids are growing [1]. Energy storage systems (ESS) are essential in these renewable energy sources to compensate for intermittence and meet load demand $[2,3]$. The conventional solution for combining ESS with renewable energy is to use various converters independently. However, this approach increases the system volume and cost and reduces the life cycle of the ESS by generating circulating power between the converters. Moreover, limitations are observed in that an additional communication system is required to control the power transmission of each converter, making the entire system complex. To overcome these limitations, the demand for multiport converters (MPCs) has increased [4]. Compared to the approach using multiple two-port converters, MPCs exhibit a simple structure with fewer power switches and passive components, higher power density, and higher dynamics [5,6]. In addition, it can be applied to various sources, storage systems, and loads with various voltage and current ratings. Therefore, their applications are expanding from electric vehicles [7] and electric aircraft [8] to DC grids [9,10]. Because MPCs must support various voltage and current ratings for each port, galvanic isolation between different ports is required for safety [11]. Therefore, a multi-winding high-frequency transformer was used.

Among isolated MPCs, the triple-active-bridge (TAB) converter is a promising topology derived from a dual-active-bridge ( DAB ) converter. Three full bridges (FBs) are coupled
through the three-winding transformer as shown in Figure 1 and unlike resonant-type converters, since additional passive elements are not required and power flow is formed through one transformer, power density can be increased compared to other MPCs [12-14]. Similar to a DAB converter, a TAB converter is operated through phase-shift modulation with five degrees of freedom consisting of two outer phases and three inner phases, which are the phase-shift ratios between the three FBs and between the legs of each FB.


Figure 1. Schematic of a TAB converter.
Similar to other FB converters, a TAB converter is composed of several power switches, and hard switching in the commutation process causes high losses. Therefore, soft switching is essential, particularly when the switching frequency increases. Zero-voltage switching (ZVS) is the most widely used soft-switching method in PSM operation converters. Satisfaction with the ZVS operation depends on the phase shift ratios, and the ZVS region of the DAB converter, which is a family with a TAB converter that operates through PSM with three degrees of freedom, has been analyzed. In $[15,16]$, different dual phase-shift modulations are proposed, and triple phase-shift modulations are proposed in [17-19] to improve the operation efficiency of the DAB converter. Hence, using the time domain analysis, the DAB operation was separated into 12 operating modes in [20]. Furthermore, computationally intensive numerical approaches that incorporate the effects of parasitic capacitances were used to derive the ZVS region [21].

However, unlike a DAB converter, which has relatively few operating modes with three degrees of freedom, the five degrees of freedom of a TAB converter are derived from numerous operating conditions. Moreover, because the three FBs are coupled, equalizing the series inductance by substituting one side is impossible. Therefore, port-voltage superposition in the three-winding transformer must be considered. Because of these issues, the ZVS analysis of the TAB converter is more complicated than that of the DAB converter.

A ZVS analysis of a TAB converter was attempted in [22]; however, it considered only an outer phase shift and did not consider an inner phase shift. In addition, the voltage superposition in the transformer and the effect of parasitic capacitance were neglected. To analyze the ZVS accurately, owing to the amount of charge in the parasitic capacitance of the metal-oxide-semiconductor-field-effect-transistor (MOSFET), not only the direction of the
inductor current but also the minimum magnitude must be considered when discharging the capacitor [23,24]. In [25], an approach for analyzing the ZVS region of a TAB converter using a Thevenin-equivalent circuit was proposed. The series inductances of the three FBs were substituted through a Thevenin equivalent circuit, and the voltage superposition of the transformer was analyzed according to the switching state of the switches. In addition, the parasitic capacitor of the MOSFET was considered, and the amount of current required to establish ZVS was derived. However, because the TAB converter was analyzed in the discontinuous time domain, numerous conditions were derived based on the switching states of 12 switches. Therefore, various formulas were required for application in numerous cases; consequently, ZVS could not be analyzed using a unified formula. For example, to establish whether ZVS operates, the inductor current has to be derived. The slope of the inductor current is determined by the potential difference between the switching pole voltage and the transformer voltage. Therefore, in time domain analysis, numerous inductor current slopes must be derived according to the numerous operating regions of the TAB converter. Moreover, in the case of a multi-active bridge converter with a structure in which more FBs were added, the limitation of the time-domain analysis was even more pronounced. In addition, additional conversions of the Thevenin equivalent circuit were required. Consequently, the application of different equivalent circuits according to the viewpoint of each FB is required, resulting in difficulties in intuitive interpretation.

To address the limitations of time-domain analysis, this study presents a TAB converter ZVS region analysis model based on the generalization-harmonic approximation (GHA). The switching-pole voltage of a TAB converter is a periodic function of a square or quasi-square wave. Therefore, it can be expressed as a unified formula using the cumulative sum of harmonics through a Fourier series. This approach can directly derive the inductor current and voltage of a three-winding transformer and the switching pole voltage. Therefore, regardless of the conditions, a unified formula can be derived for the entire switching operation area. The effect of the parasitic capacitor was also considered, and the magnitude of the minimum inductor current for discharging was derived using the energy balance equation concept applied in the ZVS analysis of the DAB converter [26]. The proposed approach and model are simple to extend and apply, even to a multi-active-bridge converter that adds FBs and can be easily calculated through MATLAB. The remainder of this paper is organized as follows: a description of the TAB converter and derivation of the harmonic form; analysis of commutation processes in the FB; derivation of conditions to achieve ZVS considering parasitic capacitors; and derivation of the ZVS analysis model. The proposal is verified using MATLAB simulations and experiments.

## 2. Operation and the GHA Modeling of the TAB Converter

### 2.1. Operating Principles

The equivalent circuit model of a TAB converter is shown in Figure 2. Considering the turn ratio of the transformer, the components of the circuit are replaced as follows:

$$
\left\{\begin{array}{l}
v_{x}^{\prime}=v_{x} / n_{x}  \tag{1}\\
i_{L . x}^{\prime}=n_{x} i_{L . x} \\
L_{x}^{\prime}=L_{x} / n_{x}^{2}
\end{array}\right.
$$

In (1), the $x$ means unspecific FB. For the unified formulas, the post equations were derived using $x, y$, and $z$. The actual TAB converter is in the form of the Y-connected structure, as shown in Figure 2a, but the $\Delta$-connected model shown in Figure 2 b is also used in circuit analysis. Through the Y- $\Delta$ conversion, the equivalent inductance $L^{\prime}{ }_{x y}$ between unspecific two FBs $x$ and $y$ in the $\Delta$-connected model is derived as follows:

$$
\begin{equation*}
L_{x y}^{\prime}=L_{x}^{\prime}+L_{y}^{\prime}+\frac{L_{x}^{\prime} L_{y}^{\prime}}{L_{z}^{\prime}} \tag{2}
\end{equation*}
$$



Figure 2. Equivalent circuit model of a TAB converter: (a) Y-connected model; (b) $\Delta$-connected model.
Figure 3 shows the operating waveform of the TAB converter. In the waveforms, $\alpha_{x}$ is the inner phase shift ratio between the leading leg $\left(S_{x .1}, S_{x .2}\right)$ and lagging leg $\left(S_{x .3}, S_{x .4}\right)$, and $\phi_{x y}$ is the outer phase shift ratio between FB $x$ and $y\left(\phi_{x y}=\phi_{x}-\phi_{y}\right)$. The inner phase shift as $\alpha$ results in an equal switching state formed in the leading and lagging legs, and the voltage of the switching pole becomes a quasi-square wave. The voltages of each switching pole are out of phase as $\phi$, and all voltages are superposed to the transformer and form the $v_{t r}$. Consequently, the inductor current $i^{\prime}{ }_{L x}$ and delivered power of each FB are determined by the potential difference between the switching pole and transformer.


Figure 3. Operating waveforms of a TAB converter.

### 2.2. GHA Modeling

In the mathematical modeling of the TAB converter, the conventional method of deriving the state equation according to the on-off state of the power switch is too complex to derive the formula because of the 12 power switches with five degrees of freedom. As an
alternative to settling this problem, GHA modeling was used. As the switching of the FB is periodic, a Fourier series can be used. Therefore, the switching pole voltage $v^{\prime}{ }_{x}$ can be expressed as the cumulative sum of the odd harmonics, as follows:

$$
\begin{equation*}
v_{x}^{\prime}(t)=\frac{4 V_{x}}{n_{x} \pi} \sum_{k=0}^{\infty} \frac{1}{(2 k+1)} \cos \left\{(2 k+1) \frac{\alpha_{x}}{2}\right\} \sin \left\{(2 k+1)\left(\omega t+\phi_{x}\right)\right\} \tag{3}
\end{equation*}
$$

The transformer neutral-point voltage $v_{t r}$ is determined using three voltage sources and three series of inductances, as shown in Figure 2a. Through the principle of superposition between multiple sources, $v_{t r}$ can be expressed as

$$
\begin{equation*}
v_{t r}(t)=F\left\{v_{x}^{\prime}(t)+v_{y}^{\prime}(t)+v_{z}^{\prime}(t)\right\}=F\left\{v_{x}^{\prime}(t)\right\}+F\left\{v_{y}^{\prime}(t)\right\}+F\left\{v_{z}^{\prime}(t)\right\} \tag{4}
\end{equation*}
$$

By ignoring the voltage sources of $\mathrm{FB} y$ and $z$ as short circuits, the function $F\left\{v^{\prime}{ }_{x}(t)\right\}$ for $v^{\prime}{ }_{x}$ of $v_{t r}$ is as follows:

$$
\begin{equation*}
F\left\{v_{x}^{\prime}(t)\right\}=\frac{L_{y}^{\prime} L_{z}^{\prime} v_{x}^{\prime}(t)}{L_{x}^{\prime} L_{y}^{\prime}+L_{y}^{\prime} L_{z}^{\prime}+L_{z}^{\prime} L_{x}^{\prime}} \tag{5}
\end{equation*}
$$

Therefore, $v_{t r}$ can be derived using (4) and (5), and the $v_{t r x}$ the transformer voltage viewed from FB $x$ can be expressed as:

$$
\begin{align*}
v_{t r . x}(t) & =n_{x}\left[F\left\{v_{x}^{\prime}(t)\right\}+F\left\{v_{y}^{\prime}(t)\right\}+F\left\{v_{z}^{\prime}(t)\right\}\right]  \tag{6}\\
& =n_{x} \frac{L_{y}^{\prime} L_{z}^{\prime} v_{x}^{\prime}(t)+L_{z}^{\prime} L_{x}^{\prime} v_{y}^{\prime}(t)+L_{x}^{\prime} L_{y}^{\prime} v_{z}^{\prime}(t)}{L_{x}^{\prime} L_{y}^{\prime}+L_{y}^{\prime} L_{z}^{\prime}+L_{z}^{\prime} L_{x}^{\prime}}
\end{align*}
$$

The inductor current $i^{\prime}{ }_{L x}$ can be directly calculated through the voltage sources on the switching pole and transformer side derived in (3) and (5). However, it is very complicated to derive owing to the variables $\left(\phi_{x}, \phi_{y}, \phi_{z}, \alpha_{x}, \alpha_{y}, \alpha_{z}\right)$ of voltage sources. Alternatively, it can be derived indirectly through the $\Delta$-connected model shown in Figure 2b. (2) and (3), the inductor current $i^{\prime}{ }_{L x y}$ between FB $x$ and $y$ is derived as follows:

$$
\begin{gather*}
i_{L . x y}^{\prime}(0)=-i_{L . x y}^{\prime}(\pi / \omega)  \tag{7}\\
i_{L . x y}^{\prime}(t)=i_{L . x y}^{\prime}(0)+\frac{1}{L_{x y}^{\prime}} \int_{0}^{t}\left\{v_{x}^{\prime}(\tau)-v_{y}^{\prime}(\tau)\right\} d \tau \\
=\frac{4}{\pi \omega L_{x y}^{\prime}} \sum_{k=0}^{\infty} \frac{1}{(2 k+1)^{2}} \sqrt{A_{x y}^{2}+B_{x y}^{2}} \sin \left\{(2 k+1) \omega t+\tan ^{-1} \frac{A_{x y}}{B_{x y}}\right\} \tag{8}
\end{gather*}
$$

The $A_{x y}$ and the $B_{x y}$ are:

$$
\left\{\begin{array}{l}
A_{x y}=V_{y}^{\prime} \cos \left\{(2 k+1) \frac{\alpha_{y}}{2}\right\} \cos \left\{(2 k+1) \phi_{x y}\right\}-V_{x}^{\prime} \cos \left\{(2 k+1) \frac{\alpha_{x}}{2}\right\}  \tag{9}\\
B_{x y}=V_{y}^{\prime} \cos \left\{(2 k+1) \frac{\alpha_{y}}{2}\right\} \sin \left\{(2 k+1) \phi_{x y}\right\}
\end{array}\right.
$$

By applying the process of (7) to (9) between the FB $x$ and $z, i^{\prime}{ }_{L x}$ can be finally derived as:

$$
\begin{equation*}
i_{L . x}^{\prime}(t)=i_{L . x y}^{\prime}(t)+i_{L . x z}^{\prime}(t) \tag{10}
\end{equation*}
$$

## 3. Zero Voltage Switching

An ideal MOSFET consists of only a channel and body diode, and in this case, only the inductor current direction in the commutation process is used to confirm the ZVS operation. However, capacitance exists in an actual MOSFET, and this parasitic capacitor stores charge during the turn-off period of the switch. Therefore, in the commutation process, before the switch turns on, the energy of the parasitic capacitor must be completely discharged
to achieve zero voltage in the switch. Hence, the direction and magnitude of the inductor current should be considered to confirm ZVS operation.

Figure 4 shows the commutation process in dead time before the switch is turned on. Because the commutation process is instantaneous, the voltages on the switching pole and transformer do not change, and the voltage at the transformer port is expressed as the initial magnitude of the process as $V_{t r \cdot x}$ the DC value. Figure 4a,b show the switching cases without inner phase shift ( $\alpha_{x}=0$ ), and the leading and lagging legs operate simultaneously. Further, Figure $4 \mathrm{c}-\mathrm{f}$ shows the switching cases with an inner phase shift ( $\alpha_{x} \neq 0$ ), and the leading and lagging legs operate differently. Before each switch is turned on, the current flows in the direction of discharging the parasitic capacitor $C_{\text {oss. } x}$, as indicated by the orange line, and the reference direction of each current is indicated by a red arrow. The upper and lower switches of one leg operate complementarily; therefore, if one switch of the leg satisfies the condition for the ZVS operation, the other switch can also perform the ZVS operation. Because of the nonlinear capacitance characteristics of MOSFETs, direct calculation of the energy stored in a parasitic capacitor is difficult. Therefore, the energy to be discharged during the commutation process and the magnitudes of the minimum inductor energy and current are derived by applying the energy-balance equation. During FB operation, two parasitic capacitors in one switching leg exchange energy with each other and do not transfer to the other components. Consequently, the energies of the two capacitors on one leg can be ignored, and the energy balance equation for the commutation process is as follows:

$$
\begin{equation*}
E_{S}-E_{L}-E_{t r . x}=0 . \tag{11}
\end{equation*}
$$

$E_{s}, E_{L}$, and $E_{t r x}$ represent the source, inductor, and transformer-side energies, respectively, during commutation.

$$
\left\{\begin{array}{l}
E_{s}=\int_{t_{0}}^{t_{d}} V_{x} i_{i n . x} d t  \tag{12}\\
E_{L}=\int_{t_{0}}^{t_{d}} v_{L . x} i_{L . x} d t=\frac{1}{2} L_{x} i_{L . x}^{2}\left(t_{d}\right)-\frac{1}{2} L_{x} i_{L . x}^{2}\left(t_{0}\right) \\
E_{t r}=\int_{t_{0}}^{t_{d}} V_{t r . x} L_{L . x} d t
\end{array}\right.
$$

Integration sections $t_{0}-t_{d}$ are the commutation process sections before the subject switches on. Meanwhile, the minimum magnitude condition of the inductor current and energy for ZVS operation occurs when the current and energy become zero at the end of the commutation process, as shown in (13). Applying (12) to (11), we obtain the following inequality:

$$
\begin{gather*}
i_{L . x}\left(t_{d}\right)=0, E_{L}\left(t_{d}\right)=0  \tag{13}\\
E_{\text {diff }}= \pm\left(E_{t r}-E_{s}\right)  \tag{14}\\
E_{L}\left(t_{0}\right) \geq E_{d i f f} . \tag{15}
\end{gather*}
$$

$E_{\text {diff }}$ is the energy difference between the source and transformer sides. Because the energy flow changes depending on the direction of the inductor current, the sign follows that of the inductor current. As shown in (15), when $E_{L}\left(t_{0}\right)$ is higher than $E_{\text {diff }}$, the parasitic capacitor can be discharged entirely through inductive energy, and ZVS operation is established. If $E_{\text {diff }}$ has a negative value, the energy supply is higher than the energy consumption between the two voltage sources. Therefore, unlike the minimum inductor current and energy conditions for ZVS in (13), the surplus energy is stored in the inductor, the parasitic capacitor can be sufficiently discharged regardless of the magnitude of the initial inductive energy, and ZVS operation is obtained.


Figure 4. Commutation process. (a) Case A: before Sx. 1 and Sx. 4 turn on. (b) Case A': before Sx. 2 and Sx. 3 turn on. (c) Case B: before Sx. 1 turns on. (d) Case B': before Sx. 2 turns on. (e) Case C: before Sx. 3 turns on. (f) Case C': before Sx. 4 turns on.

### 3.1. Without Inner Phase Shift $\left(\alpha_{x}=0\right)$

In Case A in Figure 4a, a closed circuit is formed without an input voltage source, and the direction of the inductor current is negative. The circulating energy during the commutation process is supplied from the voltage source on the transformer side, and the input and inductor currents are derived using the node equation as follows:

$$
\begin{equation*}
i_{i n . x}=0 \tag{16}
\end{equation*}
$$

$$
\begin{align*}
i_{L . x} & =i_{c . x 1}-i_{c . x 2}=C_{o s s . x} \frac{d v_{c . x 1}}{d t}-C_{o s s . x} \frac{d v_{c . x 2}}{d t} \\
& =C_{o s s . x} \frac{d\left(V_{x}-v_{c . x 2}\right)}{d t}-C_{o s s . x} \frac{d v_{c . x 2}}{d t}=-2 C_{o s s . x} \frac{d v_{c . x 2}}{d t} \tag{17}
\end{align*} .
$$

Applying (16) and (17) to (12) and (14), $E_{\text {diff }}$ can be expressed as

$$
\begin{equation*}
E_{d i f f}=-2 C_{o s s . x} V_{t r . x} V_{x}\left(i_{L x}<0\right) \tag{18}
\end{equation*}
$$

Conversely, in case $A^{\prime}$ in Figure $4 b$, where the inductor current is in the positive direction, $E_{\text {diff }}$ is obtained as

$$
\begin{equation*}
E_{d i f f}=2 C_{o s s . x} V_{t r . x} V_{x}\left(i_{L x}>0\right) \tag{19}
\end{equation*}
$$

If $E_{\text {diff }}$ derived from (18) and (19), satisfies the energy inequality in (15), then the ZVS operation is established for cases A and $\mathrm{A}^{\prime}$.

### 3.2. With Inner Phase Shift $\left(\alpha_{x} \neq 0\right)$

In Case B in Figure 4c, the inductor current is negative, the leading and lagging legs do not operate simultaneously because of the inner phase shift, and a closed circuit is formed with the input voltage source. The input and inductor currents derived from the node equation are:

$$
\begin{gather*}
i_{i n . x}=i_{c . x 2}=C_{o s s . x} \frac{d v_{c . x 2}}{d t}  \tag{20}\\
i_{L . x}=i_{c . x 1}-i_{c . x 2}=C_{o s s . x} \frac{d v_{c . x 1}}{d t}-C_{o s s . x} \frac{d v_{c . x 2}}{d t} \\
=C_{o s s . x} \frac{d\left(V_{x}-v_{c . x 2}\right)}{d t}-C_{o s s . x} \frac{d v_{c . x 2}}{d t}=-2 C_{o s s . x} \frac{d v_{c . x 2}}{d t} \tag{21}
\end{gather*} .
$$

Similarly, as in Section 3.1, $E_{\text {diff }}$ can be derived as:

$$
\begin{equation*}
E_{d i f f}=-2 C_{o s s . x} V_{t r . x} V_{x}+C_{o s s . x} V_{x}^{2}\left(i_{L x}<0\right) \tag{22}
\end{equation*}
$$

Conversely, in case $\mathrm{B}^{\prime}$ in Figure 4 d , where the inductor current is in the positive direction, $E_{\text {diff }}$ is:

$$
\begin{equation*}
E_{d i f f}=2 C_{o s s . x} V_{t r . x} V_{x}-C_{o s s . x} V_{x}^{2}\left(i_{L x}>0\right) \tag{23}
\end{equation*}
$$

Similarly, if $E_{\text {diff }}$ derived from (22) and (23) satisfies the energy inequality in (15), a ZVS operation is established. Cases $B^{\prime}$ and $C$, which have an inner phase shift and the same inductor current direction for the discharge parasitic capacitor, have the same $E_{\text {diff }}$ formula, and cases B and $C^{\prime}$ also have the same. Therefore, $E_{\text {diff }}$ can be defined as

$$
\begin{gather*}
E_{d i f f\left(\alpha_{x}=0\right)}= \pm \int_{t_{0}}^{t_{d}}\left(V_{t r . x} i_{L . x}-V_{x} i_{\text {in. } x}\right) d t= \pm 2 C_{o s s . x} V_{t r . x} V_{x}  \tag{24}\\
E_{d i f f\left(\alpha_{x} \neq 0\right)}= \pm \int_{t_{0}}^{t_{d}}\left(V_{t r . x} i_{L . x}-V_{x} i_{\text {in.x }}\right) d t= \pm\left(2 C_{o s s . x} V_{t r . x} V_{x}-C_{o s s . x} V_{x}^{2}\right) \tag{25}
\end{gather*}
$$

As in (14), the sign of $E_{\text {diff }}$ in (24) and (25) follows that of the inductor current, as shown in Figure 4. Finally, the minimum magnitude of the inductor current required to satisfy the ZVS operation in each case is listed in Table 1. Applying $V_{t r . x}, V_{x}$, and $i_{L . x}$ derived in Section 2.2 to the equations in Table 1, the ZVS operation can be confirmed. For example, when the turn-on point of the switch in full bridge $x$ is $t_{0}$, the transformer side voltage and inductor current, which are variables to confirm whether ZVS is established, are as follows:

$$
\begin{gather*}
V_{t r . x}=v_{t r . x}\left(t_{0}\right)=n_{x}\left[F\left\{v_{x}^{\prime}\left(t_{0}\right)\right\}+F\left\{v_{y}^{\prime}\left(t_{0}\right)\right\}+F\left\{v_{z}^{\prime}\left(t_{0}\right)\right\}\right]  \tag{26}\\
i_{L . x}\left(t_{0}\right)=i_{L . x y}\left(t_{0}\right)+i_{L . x z}\left(t_{0}\right) \tag{27}
\end{gather*}
$$

Table 1. ZVS operating conditions for each switching case.

| Case | Switches | Energy Difference between the Two Voltage Sources | Conditions for ZVS Operation |
| :---: | :---: | :---: | :---: |
| A | Sx. 1 and Sx. 4 | $E_{\text {diff }}=-2 C_{\text {oss. } x} V_{\text {tr. }} V_{x}$ | $i_{L x}\left(t_{0}\right) \leq \sqrt{\frac{-4 C_{\text {oss } x} V_{t r x} V_{x}}{L_{x}}} \text { or } E_{d i f f} \leq 0$ |
| $\mathrm{A}^{\prime}$ | Sx. 2 and $S x .3$ | $E_{\text {diff }}=2 C_{\text {oss. } x} V_{\text {tr. } x} V_{x}$ | $i_{L x}\left(t_{0}\right) \geq \sqrt{\frac{4 C_{o s s}, V_{t x} V_{x}}{L_{x}}} \text { or } E_{\text {diff }} \leq 0$ |
| B | Sx. 1 | $E_{\text {diff }}=C_{\text {oss. }} V_{x}^{2}-2 C_{\text {oss. }} V_{\text {tr. } . x} V_{x}$ | $i_{L x}\left(t_{0}\right) \leq \sqrt{\frac{2 C_{o s, x} V_{x}^{2}-4 C_{o s, x} V_{t r x} V_{x}}{L_{x}}} \text { or } E_{\text {diff }} \leq 0$ |
| $B^{\prime}$ | Sx. 2 | $E_{\text {diff }}=-C_{o s s . x} V_{x}^{2}+2 C_{o s s . x} V_{t r . x} V_{x}$ | $\begin{aligned} & i_{L x}\left(t_{0}\right) \geq \sqrt{\frac{-2 C_{o s, x} V_{x}^{2}+4 C_{o s s, x} V_{t r x} V_{x}}{L_{x}}} \text { or } \\ & E_{\text {diff }} \leq 0 \end{aligned}$ |
| C | Sx. 3 | $E_{\text {diff }}=-C_{\text {oss } . x} V_{x}^{2}+2 C_{\text {oss. }} V_{\text {tr. }} V_{x}$ | $\begin{aligned} & i_{L x}\left(t_{0}\right) \geq \sqrt{\frac{-2 C_{\text {os } s, x} V_{x}^{2}+4 C_{o s s, x} V_{t r x} V_{x}}{L_{x}}} \text { or } \\ & E_{\text {diff }} \leq 0 \end{aligned}$ |
| $C^{\prime}$ | Sx. 4 | $E_{\text {diff }}=C_{\text {oss. } x} V_{x}^{2}-2 C_{\text {oss } . x} V_{\text {tr. }} V_{x}$ | $i_{L x}\left(t_{0}\right) \leq \sqrt{\frac{2 C_{o s, x} V_{x}^{2}-4 C_{o s s, x} V_{t r x} V_{x}}{L_{x}}} \text { or } E_{d i f f} \leq 0$ |

## 4. Simulation and Experimental Results

The operation of the TAB converter involves seven variables: five phase-shift ratios and two voltage-modulation ratios.

$$
\begin{equation*}
m_{x y}=\frac{V_{y} / n_{y}}{V_{x} / n_{x}}, m_{x z}=\frac{V_{z} / n_{z}}{V_{x} / n_{x}} \tag{28}
\end{equation*}
$$

However, simulations can only have two variables because they use one dimension as the output in three dimensions. Therefore, the ZVS analysis model was simulated in two parts using MATLAB, as listed in Table 1. A case in which use the outer phase shift ratio $\phi$ as variables; a case in which use voltage modulation ratio $m$ as variables.

### 4.1. Case $A$ (Variable: $\phi$ )

Based on the proposed ZVS analysis model in Table 1, the MATLAB simulation results of the ZVS operation region of the TAB converter using $\phi$ as a variable are shown in Figure 5. The red area is the region where ZVS is performed in the leading leg, the blue area is the lagging leg, and the purple area is the region where ZVS is performed on all legs. The empty area represents the hard-switching region.

Figure 5a shows the ZVS region when the voltage modulation ratio of the three FBs is 1:1:1, and the ZVS operation is assured in all FBs except under extremely lightload conditions. Figure 5 b shows the ZVS region under the condition that the voltage modulation ratios of FB 2 and FB 3 are 1.5 and 0.75 based on FB 1. In FB 2, which has a higher equivalent voltage than the other two $\mathrm{FBs}, \mathrm{ZVS}$ is ensured regardless of the phase shift ratios, but in FB 1 and FB 3, hard switching occurs depending on the phase conditions. In particular, FB 3, which had the lowest voltage, caused hard switching over a wide region. A comparison of Figure 5a,b confirms that soft and hard switching are critically determined by the voltage modulation ratio.

Meanwhile, the effective value of the switching pole voltage can be adjusted through the inner phase shift ratio $\alpha$ as (3). The fundamental value of each FB switching pole voltage can be matched through a simple calculation using arccosine. However, because only the fundamental wave components matched, the actual effective voltage could be reduced. Figure 5 c shows the ZVS region when the magnitude of the fundamental value of all FB's switching pole voltages is matched by applying an inner phase shift ratio of $0.46 \pi$ and $0.67 \pi$ to FB 1 and FB 2, respectively. By matching the magnitudes of the switching pole voltages, ZVS operation under light-load conditions was ensured in all FBs. However, the ZVS regions between the leading and lagging legs differ because of unstimulated switching. This results from the phase of the inductor current: the leading leg facilitates the ZVS operation when transmitting power, and the lagging leg facilitates the ZVS operation when receiving power.


Figure 5. ZVS operation region according to outer phase shift ratio $\phi$ variation. (a) $m_{12}=m_{13}=1$ and $\alpha_{1}=\alpha_{2}=\alpha_{3}=0$. (b) $m_{12}=1.5, m_{13}=0.75$ and $\alpha_{1}=\alpha_{2}=\alpha_{3}=0$. (c) $m_{12}=1.5, m_{13}=0.75$ and $\alpha_{1}=0.46 \pi$, $\alpha_{2}=0.67 \pi, \alpha_{3}=0$.

Figure 6 shows the simulation results of the operation waveform using MATLAB to verify the proposed GHA-based ZVS analysis model shown in Figure 5. In a switching leg, indicating the upper switch turn-on as ' 1 ' and the lower switch turn-on as ' -1 ', the corresponding switching pole voltage is listed in Table 2. In Figure $6 \mathrm{a}-\mathrm{c}, \phi_{12}$ and $\phi_{13}$ are set as $-0.05 \pi$ and $0.05 \pi$, respectively, to confirm the operation waveform in the light load area where ZVS operation is difficult.

Table 2. Switching pole voltage according to the switching state.

| Leading Leg | Lagging Leg | Switching Pole Voltage |
| :---: | :---: | :---: |
| 1 | -1 | $V_{x}$ |
| -1 | -1 | 0 |
| -1 | 1 | $-V_{x}$ |
| 1 | 1 | 0 |
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Figure 6. TAB converter operation waveform. (a) $\alpha_{1}=\alpha_{2}=\alpha_{3}=0, m_{12}=m_{13}=1, \phi_{12}=-0.05 \pi$, $\phi_{13}=0.05 \pi$. (b) $\alpha_{1}=\alpha_{2}=\alpha_{3}=0, m_{12}=1.5, m_{13}=0.75, \phi_{12}=-0.05 \pi, \phi_{13}=0.05 \pi$. (c) $\alpha_{1}=0.46 \pi$, $\alpha_{2}=0.67 \pi, \alpha_{3}=0, m_{12}=1.5, m_{13}=0.75, \phi_{12}=-0.05 \pi, \phi_{13}=0.05 \pi$. (d) $\alpha_{1}=0.46 \pi, \alpha_{2}=0.67 \pi, \alpha_{3}=0$, $m_{12}=1.5, m_{13}=0.75, \phi_{12}=-0.05 \pi, \phi_{13}=0.16 \pi$. (e) $\alpha_{1}=0.46 \pi, \alpha_{2}=0.67 \pi, \alpha_{3}=0, m_{12}=1.5, m_{13}=0.75$, $\phi_{12}=-0.05 \pi, \phi_{13}=-0.16 \pi$.

Figure 6a shows the operating waveform under the conditions shown in Figure 5a; owing to the voltage ratio of 1:1:1, all FBs perform ZVS operation without an inner phase shift. Figure 6b shows the operation waveform under the condition of Figure 5b; except for FB 2, the remaining FBs cannot perform the ZVS operation. In particular, in the case of FB 3 , which has the lowest voltage ratio, the inductor current deviates significantly from the condition for performing ZVS. Figure 6 c shows the operating waveform when the effective voltage of the switching pole was adjusted by applying an internal phase shift to the FB, as shown in Figure 5c. Because of the asynchronous operation of the leading and lagging legs, the switching-pole voltage became a quasi-square wave. Therefore, the effective values of the voltage are matched, and ZVS operation is ensured for all FBs in the light-load area. In addition, Figure 6d,e show the operation waveforms at the points in Figure 5c, where the ZVS is operated on only one leg of the FB.

### 4.2. Case B (Variable: $m$ )

The simulation results for Case B, which used $m$ as a variable, are shown in Figure 7. Figure 7a shows the ZVS region under the rated load conditions. All FBs ensured ZVS operations. However, in Figure 7b, which shows the light load conditions, it can be confirmed that the ZVS operation is not achieved according to the voltage modulation ratio. In particular, these results are noticeable for FB with relatively low voltage ratios. Figure 7c shows the ZVS region when an inner phase shift is applied to the FB with a higher voltage ratio. Compared to FB 1, when the voltage modulation ratios of FB 2 and FB 3 are higher than 1 , the inner phase shift is applied and varied in proportion to the voltage modulation
ratio. In FB 1, ZVS is ensured in the entire area, and in FB 2 and FB 3, ZVS operations are improved in parts where $m_{12}$ and $m_{13}$ are greater than 1.


Figure 7. ZVS region according to voltage modulation ratio $m$ variation. (a) $\phi_{12}=\phi_{13}=0.5 \pi$ and $\alpha_{1}=\alpha_{2}=\alpha_{3}=0$. (b) $\phi_{12}=\phi_{13}=0.05 \pi$ and $\alpha_{1}=\alpha_{2}=\alpha_{3}=0$. (c) $\phi_{12}=\phi_{13}=0.05 \pi$ and $\alpha_{1}=0$, $\alpha_{2}=2 \cos \left(1 / m_{12}\right), \alpha_{3}=2 \cos \left(1 / m_{13}\right)$.

Figure 8 shows the operating waveform of the TAB converter used to verify the ZVS analysis model shown in Figure 7. The voltage modulation ratios $m_{12}$ and $m_{13}$ are 0.85 and 2 , respectively. The simulation results show the operation waveforms under rated load, light load, and variable inner phase-shift conditions.
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Figure 8. TAB converter operation waveform. (a) $\alpha_{1}=\alpha_{2}=\alpha_{3}=0, m_{12}=0.85, m_{13}=2, \phi_{12}=0.5 \pi$, $\phi_{13}=0.5 \pi$. (b) $\alpha_{1}=\alpha_{2}=\alpha_{3}=0, m_{12}=0.85, m_{13}=2, \phi_{12}=0.05 \pi, \phi_{13}=0.05 \pi$. (c) $\alpha_{1}=\alpha_{2}=0, \alpha_{3}=0.66 \pi$, $m_{12}=0.85, m_{13}=2, \phi_{12}=0.05 \pi, \phi_{13}=0.05 \pi$.

Figure 8a shows the simulation results under the rated load conditions, as shown in Figure 7a; all FBs perform the ZVS operation. Figure 8b shows the TAB converter operation waveform under the light-load condition, as shown in Figure 7b. Except for FB 3, which has the highest voltage level, the remaining FBs do not achieve ZVS operation. Figure 8c shows that the operation waveform under the inner phase-shift ratio varies according to the voltage modulation ratio to match the effective voltages of the switching poles, as shown in Figure 7c. An inner phase shift of $0.66 \pi$ is applied only to FB 3 and owing to the asynchronous operation of the leading and lagging legs, the switching pole voltage becomes a quasi-square wave. Therefore, the effective values of the switching pole voltage are matched in FB 1 and FB 3, and the effective voltage ratios of FB 2 with the other FB are also close to 1, ensuring ZVS operation in all FBs.

### 4.3. Prototype Experiment Results

An experiment was conducted using a prototype TAB converter to validate the proposed GHA-based ZVS analysis model. The prototype experiment was a $1 / 10$ scale of the simulation, as shown in Figure 6. The switching-pole voltage and inductor current were measured at the operating points of the TAB converter. Moreover, $V_{d s}$ and $V_{g s}$ were measured to observe the ZVS operation. The parameters of the prototype TAB converter used in this study are provided in Table 3.

Table 3. Prototype TAB converter parameters.

| MOSFET | $S_{x .1} \sim S_{x .4}$ | C3M0060065D |
| :---: | :---: | :---: |
| Switching frequency | $f_{s w}$ | 100 kHz |
| Turn ratio | $n_{1}: n_{2}: n_{3}$ | $2: 1: 1$ |
| FB 1 series inductance | $L_{1}$ | $33.3 \mu \mathrm{H}$ |
| FB 2 and 3 series inductance | $L_{2}$ and $L_{3}$ | $8.3 \mu \mathrm{H}$ |
| Parasitic capacitance | $C_{o s s . x}$ | 80 pF |
| FB 1 input voltage | $V_{1}$ | 38 V |
| Gate-Source voltage | $V_{g^{s}}$ | $-5 /+15 \mathrm{~V}$ |

Figure 9 shows the prototype TAB converter and Figures 10-14 show the experimental results for the TAB converter at each operating point in Figure 6. The experimental results were separated according to FB. Under the condition of no inner phase shift, if the ZVS of only one switching leg is assured, the ZVS operation is assured in all MOSFETs; therefore, $V_{g s}$ and $V_{d s}$ were measured only in the leading leg in Figures 10 and 11. Under the condition of an inner phase shift, $V_{g s}$ and $V_{d s}$ were measured for both the leading and lagging legs, as shown in Figures $12-14 . V_{d s}$ is the voltage across the MOSFET and can be used to confirm whether the parasitic capacitor is discharged. Therefore, when the ZVS operation is performed, $V_{g s}$ for the switch turn-on becomes positive after $V_{d s}$ becomes zero. However, if the ZVS operation is not performed, $V_{g s}$ becomes positive before $V_{d s}$ becomes zero.

A slight difference was observed in the experimental results owing to the parasitic resistance of the series inductor and resonance caused by the parasitic inductance and capacitance inside the SiC MOSFET. Overall, the inductor current and switching voltage waveforms are consistent with the GHA modeling-based simulation results shown in Figure 6. It can be seen in Figures 11 and 12 that the voltage modulation ratio between the FBs affects the ZVS operation, and the effective value of the switching pole voltage matching through an internal phase shift can improve the ZVS operation performance. Contrary to the conventional concept that ZVS is assured only when the direction of the inductor current is appropriate during switching, when the inductor current of FB 2 has a negative value during lagging leg switching, the FB 2 lagging leg does not perform ZVS, as shown in Figure 13. This implies that the parasitic capacitor of the MOSFET is not sufficiently discharged. These results are consistent with those of the proposed ZVS analytical model and the simulations shown in Figures 5 and 6, respectively.


Figure 9. Prototype TAB converter.
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Figure 10. Prototype experiment results of the TAB converter operating point in Figure 6 a $\left(\alpha_{1}=\alpha_{2}=\alpha_{3}=0, m_{12}=m_{13}=1, \phi_{12}=-0.05 \pi, \phi_{13}=0.05 \pi\right)$. (a) Switching pole voltage and inductor current. (b) Gate-source and drain-source voltages of MOSFET.
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Figure 11. Prototype experiment results of the TAB converter operating point in Figure 6 b $\left(\alpha_{1}=\alpha_{2}=\alpha_{3}=0, m_{12}=1.5, m_{13}=0.75, \phi_{12}=-0.05 \pi, \phi_{13}=0.05 \pi\right)$. (a) Switching pole voltage and inductor current. (b) Gate-source and drain-source voltages of MOSFET.
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|  | ZVS | 500ns/div |
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Figure 12. Prototype experiment results of the TAB converter operating point in Figure $6 \mathrm{c}\left(\alpha_{1}=0.46 \pi\right.$, $\left.\alpha_{2}=0.67 \pi, \alpha_{3}=0, m_{12}=1.5, m_{13}=0.75, \phi_{12}=-0.05 \pi, \phi_{13}=0.05 \pi\right)$. (a) Switching pole voltage and inductor current. (b) Gate-source and drain-source voltages of the leading leg MOSFET. (c) Gatesource and drain-source voltages of the lagging leg MOSFET.
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FB 1

| $v_{\text {ds }}(20 \mathrm{~V} / \mathrm{div})$ |  |  |
| :---: | :---: | :---: |
|  |  |  |
| Vas (10V/div) |  |  |
|  | non-ZVS | 500ns/div |

FB 2


FB 3

(c)

Figure 13. Prototype experiment results of the TAB converter operating point in Figure 6d ( $\alpha_{1}=0.46 \pi$, $\left.\alpha_{2}=0.67 \pi, \alpha_{3}=0, m_{12}=1.5, m_{13}=0.75, \phi_{12}=-0.05 \pi, \phi_{13}=0.16 \pi\right)$. (a) Switching pole voltage and inductor current. (b) Gate-source and drain-source voltages of the leading leg MOSFET. (c) Gatesource and drain-source voltages of the lagging leg MOSFET.


Figure 14. Prototype experiment results of the TAB converter operating point in Figure 6 e ( $\alpha_{1}=0.46 \pi$, $\alpha_{2}=0.67 \pi, \alpha_{3}=0, m_{12}=1.5, m_{13}=0.75, \phi_{12}=-0.05 \pi, \phi_{13}=-0.16 \pi$ ). (a) Switching pole voltage and inductor current. (b) Gate-source and drain-source voltages of the leading leg MOSFET. (c) Gatesource and drain-source voltages of the lagging leg MOSFET.

## 5. Conclusions

This study provides a GHA-based ZVS analysis model of a TAB converter. The TAB converter has difficulty modeling and analyzing the ZVS operation in the time domain owing to numerous operation modes using five phase variables. Therefore, in this study, a TAB converter was modeled using a GHA based on the periodicity of the FB switching pole. In addition, a ZVS analysis of the FB was performed using the energy balance equation, and the minimum inductor energy and current conditions were derived. By applying the GHA model to the energy and current conditions for ZVS operation, a ZVS analysis model of the TAB converter was proposed that can be universally applied in all operating modes of the TAB converter. The ZVS operating range was derived using a ZVS analysis model simulation, and the effects of the outer phase shift ratio, inner phase shift ratio, and voltage modulation ratio on the ZVS operation were analyzed. Experiments were performed using a $1 / 10$ scale prototype TAB converter, and the validity of the GHA and ZVS analysis models was verified by matching them with simulation results. As a result of the simulation and $1 / 10$ scale experiment, it can be seen that the lighter the load condition and the lower the effective switching pole voltage ratio, the more difficult it is to perform ZVS operation, and hard switching occurs. The inner phase shift is a method of matching the effective switching pole voltage ratio, lowering the effective voltage size of the FB switching pole with a high voltage ratio, and making it possible to achieve the ZVS of all FBs. Considering that the Y-delta conversion in the TAB converter is a conversion method derived by the superposition of circuits, the DAB converter equivalent circuit can be derived in the multi-active-bridge converter through the principle of superposition. Therefore, the proposed GHA-based ZVS analysis model can be extended and applied to multi-active bridges, such as quadruple-active or penta-active bridges.
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#### Abstract

Electromagnetic compatibility issues must be considered from the early steps in the design of electronic devices. A specific topic is the near-field emission generated by the device due to the traces on a printed circuit board and the specific routing. The analysis of near-field emission is essential to detect potential electromagnetic interference with nearby devices. This problem is crucial in high power density applications. Therefore, especially in these applications, it is necessary to optimize the circuit and the layout to minimize the generated noise. The design and construction of systems able to scan volumes to determine the spatial distribution of electrical E and/or magnetic $B$ fields in the near-field region of a device under test is a very complex process. The realization of equipment that explores a given surface at a given distance from the device is easier. The main purpose of this paper is to show how it is possible to build a cheap two-dimensional scanner, starting from simple hardware not explicitly designed for near-field scan operations. The presented firmware and software solution can map, with good accuracy, the spatial distribution of fields B and E on a fixed plan close to the board. Finally, the developed system has been used in a GaN-based bi-directional DC/DC Converter.


Keywords: electromagnetic compatibility; near-field scan; power electronics

## 1. Introduction

Electromagnetic compatibility (EMC) today is vital and strategic, considering the growing complexity of any electronic device and the diffusion of electronic modules in every area of human life [1]. Before being put on the market, each electronic device must be tested to be certified as electromagnetically compatible [2]. There are two different aspects to be considered: the first one is the electromagnetic pollution generated in the environment by the equipment under testing (EUT) and the second one is the effects of external electromagnetic fields [3]. Moreover, some are related to electromagnetic pollution through the supply cables or the connections of the EUT and the load or its immunity to conducted noises through those connections. Others are related to electromagnetic pollution spread in the surrounding environment or to the sensibility of the EUT to the external radiated noise $[3,4]$. There are a lot of characterizations that could be performed to study these effects using electromagnetic simulation flows [5,6] or through mathematical models that are able to predict electromagnetic interference (EMI) phenomena [7,8]. In some cases, an electromagnetic evaluation is performed through a classical measurement approach on a prototype [9].

A specific EMC aspect of the study is the near-field emission generated by EUT [10] due to traces on a printed circuit board ( PCB ) and the particular routing. The analysis of near-field emission is essential to detect potential electromagnetic interference with nearby devices [11]. This problem is crucial in automotive and, in general, high power density applications. Additionally, it is possible to foresee the far-field emissions, and it could also
be possible to optimize the circuit and the layout to minimize the generated noise [12], starting from the near-field estimation.

Near-field emissions generated by EUT can be acquired using commercial equipment that provides accurate measurements and, in some cases, can be used for pre-compliant measurements. However, commercial equipment has a very high cost that ranges from some tens to one hundred thousand dollars. This is due to the complexity of designing and constructing systems that are able to scan volumes to determine the spatial distribution of electrical and/or magnetic fields in the near-field region of the EUT.

When the scanner is used for a rough analysis of electromagnetic emissions produced by a board and/or its use is sporadic, the investment in such expensive equipment cannot be justified. Therefore, in these cases, it is impossible to perform any electromagnetic measurements that could be useful for a first estimation of the board emission. In such circumstances, the realization of equipment that explores a given surface at a given distance from the device or the board under testing is useful.

From this perspective, the main purpose of this paper is to show how it is possible to build a homemade two-dimensional scanner that is able to map the spatial distribution of fields B and E on a fixed plan. For this purpose, the scanner has been obtained starting from simple hardware not specifically designed for near-field scan operations, whose bill of materials is less than two thousand dollars. This strong cost reduction compared to commercial tools is obtained thanks to the customization of the proposed system to the specific application. Hence, the customization has enabled the realization of a simpler and more economical scanner than the commercial ones, whose high complexity and cost are due to the many functionalities and tasks they are designed to perform.

The proposed approach has practical use in near-field scanning in the context of power electronics because it enables everyone to roughly estimate electromagnetic emissions by adopting solutions like the one proposed in this paper. These kinds of simple and economic systems can be used for tuning electromagnetic simulation parameters in order to validate finite element analysis that, in turn, can be used to optimize circuit layouts by estimating the electromagnetic emissions of different layouts before the prototyping stage.

The paper is organized as follows. In Section 2, the near-field scan equipment is described in detail; in Section 3, it is applied to a bi-directional DC/DC converter; and finally, conclusions are provided in Section 4.

## 2. Near-Field Scan Equipment

An electromagnetic near-field scan is a measurement process to determine the spatial distribution of electrical and/or magnetic fields in the near-field region of a device under test or on a board. Those fields are sensed through specific antennas, which convert the strength of the field into a voltage available at the $50 \Omega$ port of those sensing elements. In the simplest systems, the spatial distribution is on a surface; in the most complicated ones, it is on a specific volume (Figure 1).

Generally, the voltage as a function of time or frequency is measured. It should be highlighted that the DUT may be considered as any object radiating or storing electromagnetic field energy intentionally or unintentionally. The voltage pattern is usually mapped on planar, cylindrical or spherical geometrical surfaces as a collection of a finite number of spatial samples.

These samples are usually converted into a color intensity map that lets it easily understand in which zone, on a volume or surface, the electromagnetic field generated by a specific source (a device or one or more parts of a board) is concentrated.


Figure 1. 3D Scanner equipment by two different suppliers.

### 2.1. General Equipment Overview and Antenna Specifications

The scanner has been developed from existing laser engraver equipment, whose components have been repurposed as follows. The aluminum chassis has been used as the main mechanical support, while the plexiglass parts have been used to complete the aluminum structure, including the legs. The stepper motors are two motors used for movement along the $x$ - and $y$-axis. The main control board hosts the stepper motors' driver boards and connectors. Toothed belts and wheels have been used for the movement transmission together with motors. Finally, the power adapter has been used to generate 12 V DC from the mains. The laser unit has been not repurposed because it is not useful for the scanner. Similarly, the Arduino Nano board has been not repurposed because its firmware was programmed for laser printing purposes only and was not designed to be controlled by custom software.

A nylon 3D-printed head holding the antennas in the desired positions has substituted the laser (Figure 2). So, the customized firmware has been properly written in the EEPROM of a new Arduino Nano board to maintain the same pinout and the native connectors.

The test equipment used is listed below:

- ESRP7 Rohde \& Schwarz Emi test receiver
- GPIB—USB—HS National Instruments GPIB to USB converter
- TDK-Lambda power supply
- Beehive Electronics near-field probes

The adopted Beehive Electronics near-field probes are commercial antennas specifically designed to detect proximity electric and magnetic fields. They are cheap detectors, adapted to an impedance of $50 \Omega$. A stub antenna (diameter of head 0.08 inches), suitable to measure the electric field, and three different sizes of loop antennas appropriate to measure the magnetic field have been used. The smallest size allows the best spatial resolution and has a diameter of 0.25 inches. In Figure 2, the antennas and the nylon head of the machine with a mounted antenna are shown.


Figure 2. Scanner head (a) designed movements; (b) 3D-printed tool) and (c) antennas.
Figure 3 illustrates the conversion curves to compute the E field in V/m and the B field in T starting from the spectrum acquired in dBm with an EMI test receiver or a spectrum analyzer. In the datasheet [13], besides the curves, the formulas needed to convert the dBm measured by the spectrum analyzer into T or $\mathrm{V} / \mathrm{m}$, and taking into account the frequency dependence, are given as:

$$
\begin{gather*}
E_{\left(\frac{V}{m}\right)}=10^{\frac{\text { Pout }_{(d B m)}+113.2-20 \log _{10}\left(F_{(M H z)}\right)}{20}}  \tag{1}\\
B_{(T)}=10^{\frac{\text { Pout }_{(d B m)}-X-20 \log _{10}\left(F_{(M H z)}\right)}{20}} \tag{2}
\end{gather*}
$$

where $X$ is a number whose value is reported in Table 1.
The equipment can execute a full scan on an $X Y$ plane once the desired distance of Z 0 between the board and the antenna in the direction of the $z$-axis has been fixed. The developed scanner has been customized for the automatic scanning of a rectangular area at a preselected height (Z0) from the board. However, the lack of $z$-axis handling is not a limitation for the considered application. Finally, the minimum Z0 is bounded by the highest board component because the aim is field measurement in a rectangular area; thus, it is unnecessary for any stepper motor to height change during the measurements.

Table 1. X factor in Equations (1) and (2) for each antenna.

| Antenna Type | $\mathbf{X}$ | 3 dB Frequency <br> $(\mathbf{M H z})$ | First Resonance <br> $\mathbf{( M H z )}$ |
| :--- | :---: | :---: | :---: |
| 100C (large loop) | 85.1 | 50 | 500 |
| 100A (medium loop) | 65.2 | 1000 | 2600 |
| 100B (small loop) | 42.2 | 3100 | $>6000$ |



Figure 3. Antenna conversion curves: (a) output power vs. frequency at $1 \mu \mathrm{~T}$ field strength; (b) output power vs. frequency at $1 \mathrm{~V} / \mathrm{m}$ field strength.

Distance Z 0 is the center of the loop for the magnetic field measurements and the bottom edge for the electric field measurements. Starting from an initial point (X0, Y0, Z0), two stepper motors move the antenna along a preset path parallel to the board surface, as shown in Figure 4a, thus covering an area equal to a rectangle of width $X$ and height Y. Figure $4 b$ shows a picture of the LABVIEW software (2016) interface, which manages the scanning process. This LABVIEW scanning window assigns the dimensions of the scanning area, the scanning step, the starting position and the type of antenna.


Figure 4. Pattern of the scanning path (a) and LABVIEW control panel for the scanning process (b).
Then, for each position of the antenna along the path, the LABVIEW software acquires a full spectrum of the signal (Figure 5) in the chosen frequency band by means of an EMI test receiver or a spectrum analyzer.

The acquisition is fully automatic and managed by the software. The LABVIEW software communicates with the machine controller as if it were a VISA (Virtual Instrument Software Architecture) instrument; the Arduino Nano board is already equipped with a USB to UART (serial) converter, which allows the PC to communicate directly with the on-board Atmel microcontroller. A list of simple commands has been defined to request information from the board about the head position, moving the head of a specific step and setting some tuning parameters. For example, some commands are needed to tune the size of the step, both in the $X$ and $Y$ directions. Since the head is not equipped with position encoders, the microcontroller saves the position of the head into its EEPROM (electrically erasable programmable memory) every twenty seconds.


Figure 5. Example of spectrum acquired at a point in the scanned pattern grid.
To avoid damaging the EEPROM (which has a limited number of writing repetitions) in a short time, the firmware uses a smart algorithm that is able to write a location only if the byte to be written is different from the one already stored there, and it is also able to use a pointer in order to write cyclically in the whole memory and not in the same locations all the time. The firmware communicates with the PC when a requested operation is concluded and a new one can be executed; this is useful to synchronize the LABVIEW and the firmware operations. In Figure 6a, a full image of the scanning equipment is shown.


Figure 6. Equipment overview: 1—microcontroller Arduino Nano board and A4988 stepper motor drivers; 2-stepper motor for Y direction; 3-stepper motor for X direction; 4-nylon 3D printed head; 5-magnetic field antenna.

The spectrum and coordinates are saved for post-processing purposes for each point of the scanned surface. For example, using a color map to show the field intensity or one of their components, it is possible to also show the map of a single component of B or E magnitude on an XY plane. In the same post-processing window, it is possible to see the
spectrum of the fields or that of its components. In this regard, portable Python 3 software has also been developed; this can be distributed together with the data files generated by the EMI receiver and allows the easy exploration of the fields' maps for each orientation and each frequency (Figure 7).


Figure 7. Near-field map. (a) LABVIEW post-processing view, (b) Python 3 post-processing software results.

Obviously, the proposed scanner is not conceived for applications where more accurate and extensive analyses have to be performed, especially for certification purposes. As mentioned before, the proposed solution enables the performance of a rough measurement of electromagnetic emissions in all the cases where, usually, no measurements are performed due to the lack of an expensive scanner. Therefore, although the accuracy is probably below that of commercial scanners, a rough comparison among different board solutions can be performed in these cases. Moreover, the accuracy depends on different factors, especially the accuracy of the antennas, which is often not declared in the datasheet (as the ones used in the case study of this work).

The spatial resolution depends on the minimum movement possible along the $x$ - and $y$-axis of the chassis and the antenna dimension. For example, the minimum step is 1 mm with 100 B and 100 D antennas. Finally, a sampling rate of one step per second has been measured when the frequency is in the interval [ $1 \mathrm{MHz}-1 \mathrm{GHz}$ ].

### 2.2. Controller Board Description

The controller board is made with an Arduino Nano microcontroller. The Arduino drives the two A4988 cheap stepper motor controllers through two pins. One sets the direction by pulling the DIR inputs of the A4988 boards up to 3.3 V or pulling them down to 0 , and the other sends a square wave to the STEP pins (one period for one step). The microcontroller board also pulls down the ENABLE input in order to switch ON or OFF the modules. In Figure 8a, a simplified schematic of the controller is shown, while in Figure 9, the A4988 driver photo and pinout are shown.


Figure 8. Simplified controller schematic.


Figure 9. A4988, stepper motor controller: (a) driver photo and (b) its pinout.

The microcontroller and the logical circuitry of the A4988 boards are supplied by USB. The power circuitry of each A4988 board is instead supplied by an external power supply adapter.

The pins that drive the stepper motor are 1A 1B and 2A 2B. The motor supply is connected to the pin VMOT and its closest GND. The pins SLEEP and RESET are generally connected together. MS1, MS2 and MS3 are digital inputs used to tune the micro-step resolution (Table 2).
Table 2. Micro stepping resolution truth table.

| MS1 | MS2 | MS3 | Resolution | Excitation Mode |
| :---: | :---: | :---: | :---: | :---: |
| L | L | L | Full step | 2 Phase |
| H | L | L | Half step | 1-2 Phase |
| L | H | L | Quarter step | W1-2 Phase |
| H | H | L | Eighth step | 2W1-2 Phase |
| H | H | H | Sixteenth step | 4W1-2 Phase |

The typical signal that drives the module and the corresponding current on the motors is shown in Figure 10.


Figure 10. Typical signal on stepper motors.

### 2.3. Equipment Firmware Description

The conceived method for developing the firmware is an original contribution because it enables the equipment control from software that is different from those used in this work. More specifically, the firmware has been structured as a command-based firmware for machine control similar to commercial equipment, but, in contrast, it enables the control of the scanner using software different from the one developed in LABVIEW for this work.

A list of commands to set some tuning parameters and manage the head's movement has been defined. For some commands, the related queries have been defined to obtain the value for that parameter instead of setting it. Table 3 shows a complete list of commands and their descriptions.

Each command returns the information related to the end of its execution, which is useful for synchronizing the firmware with LABVIEW software. Hence, LABVIEW routines wait for an answer from the microcontroller before executing the next scheduled operation.

Some tuning parameters that are not present in the original firmware and are useful to increase accuracy have been introduced in the developed firmware. In detail, they enable the setting of the stepper motor movements before the first use of the equipment and during the calibration. In addition, the steps along the $x$ - and $y$-axis can be set separately, thus improving the functionality of the equipment.

Table 3. Equipment virtual Com port commands.

| Command | \{dir\} | \{Query\} | \{Value\} | Short Description |
| :--- | :--- | :---: | :---: | :---: |
| STEP_SIZE_\{dir\}<space>\{value\} <br> STEP_SIZE_\{query\} | $\mathrm{X}, \mathrm{Y}$ | X ?, Y? | nnn | Size of single step <br> setting/query |
| MOV_\{dir\}<space>\{value\} | $\mathrm{X}, \mathrm{Y}, 0$ |  |  |  |

A serious challenge has been the lack of position encoders and limit switches, which involve potential damage to the motors and transmission belts. The developed firmware pre-sets the maximum $x$ and $y$ positions and stores the current position of the scanning head in the EEPROM to solve this problem. The optimal management of EEPROM writings has been another challenge because the microcontroller's lifetime reduces with increasing writing numbers. A smart save/retrieve algorithm has been developed to face this issue. Considering an EEPROM size of 1024 bytes, the first 21 bytes are reserved for quantities that change infrequently, such as the step size and maximum $X$ and $Y$. The position of the scanning head, instead, is stored every 20 s, starting from byte 22 of the EEPROM. Each time the position has to be written, a pointer "*" is moved forward of 8 bytes, and then six bytes are saved: three encode the $X$ position and three encode the $Y$ position. In this way, the firmware can know the current position of the pointer by reading the EEPROM interval 22-1024. Once the pointer is found, it knows that the six bytes that follow contain the XY position of the head. To avoid unnecessary operations, the firmware checks the value of a byte in the EEPROM before writing the new one. When it is equal to the old one, the firmware avoids writing it; otherwise, it writes the new value.

### 2.4. Equipment LABVIEW Software Description

Figure 11 shows the developed LABVIEW main panel, in which some general parameters can be assigned. In detail, they are:

- the VISA address of the ESRP7 EMI test receiver;
- the COM port of the Arduino Nano controller of the position equipment;
- the X and Y dimensions of the scanning area;
- the minimum step along the $X$ and $Y$ directions.

In the same panel, three switches allow, respectively, the scanning of the module, the post-processing of the module measurements, to move the head to a specified position (e.g., the starting point for the scanning process). The panel enables the selection of the type of antenna that, in turn, determines the conversion formula that will be used to transform the field measurements according to Equations (1) and (2).


Figure 11. LABVIEW control software main panel.
The panel routine waits in the IDLE state, which is repeated until the STOP command is selected or any other choice is taken. A complex flow is executed if the command button named "Move stage" is selected. More specifically, if a specific position is specified with X, $Y$ or both values are higher than zero, the head moves to these $X Y$ coordinates. Otherwise, it moves itself according to the value reached by pressing one of the arrow commands. The process also checks if the $X$ and $Y$ coordinates exceed the maximum values or are negative and, in that case, corrects them. When the scanning routine is started by the front panel, this moves the head to the $(0,0)$ position and then to the position $(\mathrm{X} 0, \mathrm{Y} 0)$ chosen as the starting point for the scanning process. Then, the software also asks the microcontroller to know the max $X$ and $Y$ values stored in its EEPROM. They are the maximum allowed values that can be chosen to avoid the stepper motors forcing the head to move too close to the edges of the system. The total number of steps is also computed before entering the main scanning cycle. First, the head is moved along the $X$ direction of one step, starting from the X 0 position, until the maximum value 'max X ' is reached. Then, a step along the Y position is performed, and the head starts to move along the X direction again but in the opposite way until the position X 0 is reached. A new Y step is performed, and so on, in accordance with Figure 4a. The scanning operation continues cyclically until the max $X$ and max $Y$ positions are reached. At each point, the complete spectrum is measured by the ESRP7. Once the acquisition is performed, the next step is executed. At the end, the spectrum converted into values of field intensity is stored in a matrix, with one column for each pixel in the scanned surface. When the scanning process is finished, the matrix hosting all the measured values of the field and the coordinates of each point on the scanned surface is saved into a file for post-processing purposes.

Figure 12 shows a flowchart with more information about the data acquisition algorithm. Concerning the data processing, a conversion routine has been embedded in the post-processing software used to relate the field magnitude with colors. A post-processing LABVIEW routine containing some automatic analysis capabilities has also been developed. In particular, it shows the maximum magnitude of the fields for each frequency of the analyzed spectrum. Moreover, the map for the frequency where higher fields ( B or E) have been found can be requested. The developed Python post-processing software automatically provides the field intensity by positioning the pointer at the desired $\mathrm{X}-\mathrm{Y}$ map pixel. The possibility to separately show the three components of the B or E fields and the map magnification are additional features.

Initialize COM port and all instruments. (Use VISA open command.)
Move scanning head to 0,0 position. (Use MOV_O proprietary command).
Move scanning head to $\mathrm{X} 0, \mathrm{Yo}$ position considered from 0,0 (use VISA write to send proprietary commands MOV_X $+\mathrm{Xo}_{\mathrm{o}}$
MOV_Y + Yo.)
Acquire absolute Max $X$ and Max $Y$ positions (send VISA proprietary command queries MAX_X?, MAX_Y?)
Calculate relative Rel_Max $X$ and Rel_Max $Y$ as sum of $X_{0}$ and $Y_{0}$ starting positions and the dimension of scanning area.


Figure 12. Data acquisition algorithm.

## 3. A Case Study: Bi-Directional GaN DC/DC Converter

The gallium nitride transistor market is increasing due to the advantages in terms of efficiency and power density [14]. These good features are enabled by their high switching speed (a few nanoseconds) $[15,16]$. On the other hand, extremely high dv/dt (over $100 \mathrm{~V} / \mathrm{ns}$ ) of the associated voltage waveforms induce severe electromagnetic interference [17-20]. Hence, the proposed inexpensive system for automatic near-field scanning has been used to analyze the electromagnetic noise generated by the output inductor in a GaN-based bi-directional DC/DC switching converter board. The converter has been used in the $48 \mathrm{~V}-12 \mathrm{~V}$ step-down buck configuration; a simplified schematic is shown in Figure 13.


Figure 13. Schematic of a generic GaN buck DC-DC converter.
A picture of a board where the scanning process has been executed is provided in Figure 14. The application is managed by a driver controller that is connected, through resistors, to the GaN half-bridge integrated power stage and the output LC filter.


Figure 14. Board of the GaN buck DC-DC converter: (a) front view, (b) rear view.
For this device, when working in the synchronous buck mode, oscillations (Figure 15) of the switch node caused by parasitic inductances and fast commutations were observed. The ringing generates an electromagnetic field and, therefore, problems of electromagnetic noise. However, to test the scanning equipment, only magnetic induction $B$ above the big filtering output circuit inductor has been mapped.


Figure 15. Switching node voltage.
A scan along each axis has been performed in order to obtain the three components of magnetic induction B (Figure 16). The antenna with the smallest loop (type 100B, Table 1) has been used. For each scanned surface unit, the EMI test receiver measured and stored the emissions in a range of frequencies from 150 kHz to 1 GHz .


Figure 16. View of magnetic field acquisition along (a) $x$ direction, (b) y direction and (c) z direction.
By means of the post-processing software, the image of the magnitude of the magnetic field was obtained. Once the colored image of the $B$ magnitude on an $X Y$ plane (at a given distance from the scanned element) has been created, it is possible to set an opportune level of transparency and superimpose this image on the real image of the part of the board scanned. The maximum magnitude of the magnetic field at the converter frequency ( 500 kHz ) was $3.83 \mu \mathrm{~T}$, and it was located almost in the center of the inductor. The minimum, located at the scanning area edge, was about 300 nT . In the inductor area, the average field was about $2.5 \mu \mathrm{~T}$. At $30 \sim 40 \mathrm{MHz}$, the magnetic field was mainly concentrated on the exposed ferrite parallel parts (left and right sides of the coil). The maximum magnitude of the magnetic field was about $300 \mu \mathrm{~T}$. In the range $140-150 \mathrm{MHz}$, a very uniform B distribution was observed. Figure 17 shows a map of the magnetic field magnitude at 500 kHz .


Figure 17. B magnitude detected on the output filter inductor of the bi-directional GaN DC/DC buck converter.

## 4. Conclusions

The near-field scanner described in this document is an inexpensive system that is able to map the spatial distribution of electric and magnetic fields. Thanks to the head, which is specifically designed for the purpose, it is possible to set distances ranging from a few millimeters up to several centimeters. The resolution along the $X$ and $Y$ directions is accurate enough to guarantee very defined maps of the electromagnetic field over a PCB. The vertical distance of the head from the board is limited only by the higher component in the board itself. The application to different boards and comparing the scanner measurements with the simulation of benchmarks are potential future developments of this activity.

The map acquired allows for an understanding of where the highest emissions on the board surface are located and finding the components and/or traces that generate them, thus allowing the optimization of its layout. The cost of the developed system is less than two thousand dollars, thus making it useful in any application where an investment in expensive commercial equipment is not justified.
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#### Abstract

In addition to their conventional use in electric motor drives, DC-DC converters have a variety of other uses, such as energy storage, energy conversion, cyber security systems, uninterruptible power supplies, and renewable energy systems. An innovative DC-DC converter is suggested in this article. Designing a new, high-gain DC-DC converter scheme known as a double-switch SEPIC-buck converter (DSSB) is possible after making some adjustments to the SEPIC converter that is currently known in accordance with accepted techniques. The output voltage magnitude of the proposed converter is either larger than or less than the input voltage magnitude and is the same sign as the input voltage. According to the theoretical and analytical study that has been supported by the real-world application, high voltage gain, low switching stress, and low inductor current ripple are the main characteristics of the proposed DSSB converter. The related small-signal model was also used to build the closed-loop system. The frequency response and output voltage behavior were investigated when the input source voltage abruptly changed as a step function. Based on the comparison study with other DC-DC converters, the DSSB converter outperforms currently known DC-DC converters such as Buck, SEPIC, Boost, Buck-Boost, and other SEPIC converter topologies in terms of voltage gain, harmonic content, normalized current ripple, dynamic performance, and efficiency. Additionally, the frequency response and control of the proposed converter using an alternate current (AC), small-signal, analysis-based, current-mode control technique are both provided. Thus, the DSSB is regarded as safe in overcurrent situations because of the small-signal analysis with the current control strategy. As a result of the verification of the proposed control technique, the resistance to changes in the DSSB parameters, improved dynamic performance, and higher control accuracy are further advantages of current-mode control based on small-signal analysis over other control approaches (PI controllers). Finally, the experimental and simulation results from Simplorer 7 and MATLAB/Simulink are used to validate the findings of the analytical and comparative investigation.


Keywords: double-switch SEPIC-buck converter (DSSB); buck-boost; SEPIC; bode diagrams; PI controllers

## 1. Introduction

Power electronic converters are essential in many industrial applications, as they produce a DC voltage supply stabilized to a certain value from a DC voltage supply. These converters usually offer an adequate size, weight, and volume for low-, medium-a, and high-power operations ranging from tens of watts to hundreds of $\mathrm{kW}[1,2]$.

Power electronic converters are also utilized to get the proper stepping-up/steppingdown voltages to utilize combined renewable energy resources for intelligent microgrid and power system conversions as efficiently as feasible [3,4].

Many industrial applications require the use of high voltage gain DC-DC converters, such as vehicle headlamps, fuel cells, solar cells, and battery backup systems for uninterruptible power sources, autonomous and intelligent residential sector electricity storage systems, telecommunication power supplies, cyber security systems, and voltage regulators for energy conversion systems [5,6].

Traditional DC-DC converters such as bucks, boosts, and buck-boosts are the pre-select when switching to step-up/step-down voltage regulation, respectively, mainly due to their simple structures and their low number of electronic/electrical components. However, these converters' duty cycles (switching ratio) must be at their highest levels to provide a little higher voltage gain, which is insufficient to meet the industrial demands of the above-mentioned applications [7].

Therefore, the wide conversion range DC-DC converter has recently been the subject of much research in power electronics, leading to the visualization of many structures with deep-rooted advantages and disadvantages in terms of switching duty ratios, the number of components, and the associated voltage stress of their semiconductor devices. In addition, most of these studies focus on the high-voltage boost conversion process using different methods such as cascade and parallel stages, coupled inductors (inductors), parallel coupled capacitors, and so on [1-8]. Although there are many research articles on DC/DC converters, there are still many related problems that need to be solved, such as maximum power point tracking, efficiency, voltage gain, current ripple minimization, buck-boost operation regime, quadratic boost, and buck converters [8,9].

For instance, the decrease of current ripple and the voltage stress on the converter switches are studied for an interleaved three-phase boost converter with magnetically coupled inductors that is utilized to power a brushless DC motor fed by solar energy at its highest power point. As the study demonstrates, the suggested converter system has demonstrated advantages over a noncoupled three-phase interleaved boost converter, including low ripple content on both the load and supply sides, improved efficiency, and reduced switch stress Vinay Kumar et al. [10].

Al Attar H. et al. [11], also studied the current ripple reduction, reduced voltage stress, and improved efficiency for bidirectional electric vehicle (EV) chargers. As demonstrated by Al Attar H et. al., 2023, bidirectional DC-DC converters can be effectively employed for applications needing high power density, such as bidirectional electric vehicle (EV) chargers. Other control systems combine different modulation techniques with a small- or large-signal model. In this industrial application, a DC-DC converter couples an AC-DC converter, a high-voltage battery pack, and a DC bus link. The use of DC-DC converters with bidirectional electric vehicle (EV) chargers reduces voltage stress, increases efficiency, and reduces the current ripple, according to Al Attar H et al. [11].

According to Solis-Rodriguez et. al. [12], the Low Energy Storage Quadratic Boost Converter (LES-QBC) with the Particle Swarm Optimization (PSO) technique offers a lower Output Voltage Ripple (OVR) than a standard quadratic boost converter with capacitors of the same characteristics. The Particle Swarm Optimization (PSO) technique was used to investigate the optimization of a recently developed DC-DC converter capacitor selection [12].

Because the suggested converter offers a solution to the problems raised by Attar and many others, including low voltage gain, voltage stress on the converter devices, harmonic content, efficiency, and effectiveness of these converters with particular systems, such as PV solar systems and wind turbines, this motivates the authors of this article to research and develop a novel modified SEPIC-Buck converter with double switches (DSSB).

The features of the proposed converter are as follows:

1. When compared to the conventional SEPIC-Buck converter, the suggested converter has an additional transistor (MOS2).
2. When compared to the duty cycle of the first switch (MOS1), the duty cycle of the second transistor (MOS2), which is used for the converter bucking regime, is shifted by T/2.
3. The proposed converter employs more capacitive/inductive components than the previous DC-DC conventional converters in order to discharge its stored energy into the load while the switches are off and to boost the voltage gain of the converter.
4. The proposed converter's normalized voltage gain is larger than traditional boost, modified Sepic, buck-boost, and other DC-DC converters.
5. Furthermore, the proposed design can lower the harmonic content generated at the output and input, resulting in a larger DC output voltage range and higher efficiency when compared to the current SEPIC, boost, and buck converter circuits.
6. As the reference [12-17] shows, the optimum application of cascaded and shunted capacitors, as well as inductors, precludes any voltage or current surges in the DSSB circuit.
The converter main switches use an appropriate control strategy and a switching optimization technique. Here, small-signal analysis is employed with a current-mode control technique with two dual lead PI controllers for the load current and voltage. Smallsignal analysis is used to determine the appropriate switching ratio based on the least amount of error between input and output powers and to select the proper gain value for the PI controllers [10-12].

Furthermore, the verification of the proposed current-mode control technique based on small-signal analysis along with the converter frequency response demonstrates that the additional advantages of the DSSB include its resistance to changes in its parameters, improved dynamic performance, and higher control accuracy.

The converter was thoroughly investigated in terms of mathematical analysis, design, experimental simulation, and theoretical waveforms.

According to the comparative study that has been prepared in this article, the DSSB converter surpasses the currently popular DC-DC converters, including buck, SEPIC, boost, buck-boost, and modified multiple SEPICs in terms of voltage gain, harmonic content, normalized current ripple, dynamic performance, and efficiency.

This research does not, however, take into account the impact of parasitic components on the dynamic performance of the power stages of the suggested converter. The impacts of parasitic components can have a major impact on both steady-state and dynamic performance, as has been thoroughly demonstrated in the literature (see, for instance, [15,16]).

The suggested DSSB converter's primary characteristics are high voltage gain, low switching stress, and low inductor current ripple, according to the theoretical and analytical research validated by practical application. Therefore, the development of a MATLAB/Simulink 7.0, and Simplorer 7.0 simulations were essential steps taken to validate the theoretical analysis. The functioning prototype of the proposed converter, which is intended to enhance the maximum power point tracking of PV solar systems, will be the primary focus of part II of this study.

## 2. The Essentials of the DSSB Converter Analysis

Figure 1 shows the basic structure of the new, modified, double-switch SEPIC-buck converter (DSSB). The DSSB may comprise a DC source (solar cell system), input smoothing inductor L1, power electronic switches MOS1 and MOS2, capacitive filters (Cs, Cm, C1, and Co), three freewheeling diodes (Dm1, Dm2, and Dm3), three smoothing inductors (L1, L2, and L3), and DC resistive load, $R$.


Figure 1. DSSB converter.

### 2.1. Working Principle of the DSSB

For a better understanding of the dynamic and static behavior of the DSSB, let us assume that a pure DC voltage, $V_{s}$, is provided at the DSSB input to supply a resistive load of 10 that represents a heater in an electric drive (tramway). As shown during the mathematical analysis and simulation, the purpose of the additional LC components is to aid in reducing the ripple of the output current and voltage, and correspondingly, the input current and voltage.

### 2.1.1. Quasi-Stationary State of the DSSB

Based on the volt-second area balance principle, the inductor voltages have zero average values, and the inductor currents of such a DC-DC converter are continuous. Other observations are that the capacitor currents have zero average values under steady-state conditions, and the capacitor voltages have almost smooth DC and continuous waveforms.

The inductor currents in the energy transfer never approach zero values in the continuous conduction mode. The main switch, MOS1, is therefore on for a time $t_{o n}=D T$ and off for the remaining time $t_{o f f}=(1-D) T$ during the proposed converter's operation in continuous conduction mode [1-3]. Parameter $D$ symbolizes the DC duty ratio of the converter. The time switch MOS2 is configured in a certain way so that this switch works with a time shift $T / 2$ as compared to MOS1.

The parameters related to the simulation of the DSSB operating in the continuous conduction mode (CCM) are listed in Table 1 as follows:

Table 1. Technical parameters of the DSSB.

| Parameter | Symbol | Real Value |
| :--- | :---: | :---: |
| Smoothing Inductors | $L$ | 30 mH |
| Solar cell supply voltage: | $V_{S}$ | 50 V |
| Load resistance: | $R$ | $10 \Omega$ |
| The capacitance of all <br> capacitors: | C | 1 mF |
| Switching frequency: | $f$ | 4 kHz |

### 2.1.2. Buck Regime of the DSSB

The working principle of the DSSB in the buck regime is better explained using the following circuit diagrams for the region of $0<D<1 / 2$ :

Based on Figure $2 a-c$, the DSSB is operating in four stages:


Figure 2. (a) On-state of MOS1 and off-state of MOS2 in the operating region of $0<D<1 / 2$, (b) Off-state of MOS1 and MOS2 in the operating region of $0<D<1 / 2$, (c). Off-state of MOS1 and on-state of MOS2 for the operating region of $0<D<1 / 2$.

The first stage is shown in Figure 2a [0, DT], during which MOS1 is on. Using the inductor currents as state variables in the following equations to get an expression for the voltage conversion ratio, one may find:

$$
\begin{align*}
& v_{L 1}=L_{1} \frac{d i_{1}}{d d_{i}}=V_{s} \\
& v_{L 2}=L_{2} \frac{d i_{2}}{d t}=-v_{C s}-v_{C m}  \tag{1}\\
& v_{L 3}=L_{3} \frac{d i_{3}}{d t}=-V_{o}
\end{align*}
$$

The second stage is shown in Figure 2b [DT, T/2], during which MOS1 and MOS2 are off. The resultant equations describing this stage are:

$$
\begin{align*}
& v_{L 1}=L_{1} \frac{d i_{1}}{d t}=V_{s}-v_{C m} \\
& v_{L 2}=L_{2} \frac{d i_{2}}{d t}=-v_{C s}=v_{C 1}-v_{C m}  \tag{2}\\
& v_{L 3}=L_{3} \frac{d i_{3}}{d t}=-V_{o}
\end{align*}
$$

The third stage is shown in Figure $2 \mathrm{c}[\mathrm{T} / 2, \mathrm{~T} / 2+\mathrm{DT}]$, during which MOS1 is off and MOS2 is on. The resultant equations describing this stage are:

$$
\begin{align*}
& v_{L 1}=L_{1} \frac{d i_{1}}{d t}=V_{s}-v_{C m} \\
& v_{L 2}=L_{2} \frac{d i_{2}}{d t}=-v_{C s}=v_{C 1}-v_{C m}  \tag{3}\\
& v_{L 3}=L_{3} \frac{d i_{3}}{d t}=v_{C 1}-V_{o}
\end{align*}
$$

The fourth stage is shown again in Figure 2b [T/2+DT, T], during which MOS1 is off and MOS2 is off. The resultant equations describing this stage are:

$$
\begin{align*}
& v_{L 1}=L_{1} \frac{d i_{1}}{d t}=V_{S}-v_{C m} \\
& v_{L 2}=L_{2} \frac{d i_{2}}{d t}=-v_{C S}=v_{C 1}-v_{C m}  \tag{4}\\
& v_{L 3}=L_{3} \frac{d i_{3}}{d t}=-V_{o}
\end{align*}
$$

Applying Kirchhoff's voltage law during these operating stages for the average values of the inductor voltages under steady-state conditions, one finds the following set of equations:

$$
\begin{gather*}
V_{L 1}=V_{s}-(1-D) V_{c m} \\
V_{L 2}=(1-D) V_{C 1}-D V_{C s}-V_{C m}  \tag{5}\\
V_{L 3}=-V_{o}+D V_{C 1} \\
V_{C s}=V_{C m}-V_{C 1}
\end{gather*}
$$

Based on the volt-second area balance, the voltages across the inductors have zero average values; therefore, one may find the following relations for the capacitive voltages:

$$
\begin{align*}
& V_{C m}=\frac{1}{1-D} V_{s} \\
& V_{C s}=-D V_{C m}=\frac{-D}{1-D} V_{s}  \tag{6}\\
& V_{C 1}=\frac{V_{o}}{D}
\end{align*}
$$

After rearrangement, one may find for the output voltage conversion, $V_{o}$, regarding the supply voltage $V_{s}$, in the region of $0<D<1 / 2$, the following expression:

$$
\begin{equation*}
V_{o}=\frac{D(1+D)}{(1-D)} V_{s} \tag{7}
\end{equation*}
$$

The voltage gain characteristics in the bucking regime of the DSSB reach the maximum value when $V_{o}=V_{s}$. Thus:

$$
\begin{equation*}
\frac{V_{o}}{V_{s}}=\frac{D(1+D)}{(1-D)}=1 \Longrightarrow D=-1+\sqrt{2} \tag{8}
\end{equation*}
$$

Hence, the output voltage magnitude in the bucking regime is less than that of the supply for $0<D<-1+\sqrt{2}$ and otherwise, is greater than the supply. Therefore, the DSSB combines the capabilities of the buck and boost converters. The DSSB output and input voltages and currents in the bucking regime are shown in Figure 3a, while the output and input powers with a $98 \%$ converter efficiency are shown in Figure 3b. Figure 3c displays the steady-state DSSB voltages and currents waveforms to demonstrate the harmonic content produced in the currents and voltages at low frequency $(1 \mathrm{kHz})$ and supply voltage $(25 \mathrm{~V})$.


Figure 3. MATLAB/Simulink simulation of the DSSB in the bucking region of $0<D<\sqrt{2}-1$ : (a) Output and input voltages and currents, (b) Output and input powers with the converter efficiency of $95 \%$; the switching frequency of the DSSB is $f=10 \mathrm{kHz}$. (c) Waveforms of steady-state current and voltage for the DSSB at $f=1 \mathrm{kHz}$ and low supply voltage, $V_{s}=25 \mathrm{~V}$.

The voltage and current waveforms for $D=1 / 4$ in CCM converter mode are examined and shown in Figure 3a.

### 2.1.3. Boost-Regime of the DSSB

The second possible operating area of the DSSB is in the region of $\sqrt{2}-1<D<1$. In this region, the converter is operating exclusively in the mode of boosting regime because its
voltage gain can only be greater than unity. The switching times of MOS1 and MOS2 within this region may overlap. Therefore, based on Figure 2a,c and Figure 4a, one may obtain again several stages of operation for the DSSB under the premise of optimal steady-state operating conditions of the DSSB:


Figure 4. On-state of MOS1 and MOS2 for the region of $\sqrt{2}-1<D<1$.
The first stage is shown in Figure 4 a [0, (2D-1) T]: MOS1 and MOS2 are on during this time interval. To obtain an expression for the voltage conversion ratio, one may use the inductor currents as state variables in the following equations:

$$
\begin{align*}
& v_{L 1}=L_{1} \frac{d i_{1}}{d t}=V_{s} \\
& v_{L 2}=L_{2} \frac{d i_{2}}{d t}=-v_{C s}-v_{C m}  \tag{9}\\
& v_{L 3}=L_{3} \frac{d i 3}{d t}=v_{C 1}-V_{o}
\end{align*}
$$

The second stage is shown in Figure 2a [0, (1-D) T]: MOS1 is on and MOS2 is off during this time interval. The resultant equations describing this stage are:

$$
\begin{align*}
& v_{L 1}=L_{1} \frac{d i_{1}}{d t_{2}}=V_{s} \\
& v_{L 2}=L_{2} \frac{d i_{2}}{d t}=-v_{C s}-v_{C m}  \tag{10}\\
& v_{L 3}=L_{3} \frac{d i_{3}}{d t}=-V_{o}
\end{align*}
$$

The third stage is shown in Figure 2c [0, (1-D) T]: MOS1 is off and MOS2 is on during this time interval. The resultant equations describing this stage are:

$$
\begin{align*}
& v_{L 1}=L_{1} \frac{d i_{1}}{d t}=V_{s}-v_{C m} \\
& v_{L 2}=L_{2} \frac{d i_{2}}{d t}=-v_{C s}=v_{C 1}-v_{C m}  \tag{11}\\
& v_{L 3}=L_{3} \frac{d i 3}{d t}=v_{C 1}-V_{o}
\end{align*}
$$

Using the same principle of volt-second area, the average voltages across the inductors have zero values, which means:

$$
\begin{align*}
& V_{L 1}=V_{s}-(1-D) V_{c m} \\
& V_{L 2}=-D V_{C s}+(1-D) V_{C 1}-V_{C m}  \tag{12}\\
& V_{L 3}=D V_{C 1}-V_{o}
\end{align*}
$$

Finally, the voltage conversion ratio can be obtained as follows:

$$
\begin{align*}
& V_{C m}=\frac{1}{1-D} V_{s} \\
& V_{C s}=-D V_{C m}=\frac{-D}{1-D} V_{S}  \tag{13}\\
& V_{C 1}=\frac{V_{0}}{D}
\end{align*}
$$

Thus:

$$
\begin{equation*}
V_{o}=\frac{D(1+D)}{(1-D)} V_{s} \tag{14}
\end{equation*}
$$

The Matlab/Simulink simulation waveforms for $-1+\sqrt{2}<D<1$ are shown in Figure 5. The converter efficiency is again $98 \%$, and the switching frequency is $f=10 \mathrm{kHz}$.


Figure 5. MATLAB/Simulink simulation of the DSSB in the boosting region of $\sqrt{2}-1<D<1$ : (a) Output and input voltages and currents, (b) Output and input powers with the converter efficiency of $98 \%$; the switching frequency of the DSSB is $f=10 \mathrm{kHz}$. (c) Waveforms of steady-state current and voltage with a 1 kHz target frequency and low supply voltage, $V_{s}=25 \mathrm{~V}$.

According to Equation (14), the DSSB is operated in the range of $0 \leq D \leq-1+\sqrt{2}$ in the bucking regime to step down the load voltage, $V_{0}$, in proportion to the supply voltage, $V_{s}$. The DSSB is used to step up the load voltage, $V_{o}$, in proportion to the supply voltage, $V_{s}$, while the converter is operating in the region of $-1+\sqrt{2} \leq D \leq 1$.

As a result of the analysis described above, it can be concluded that the output voltage increases when boosting and only slightly decreases when operating in bucking mode. This is because most of the capacitors and inductors in the circuit are accumulated at the input side before the second switch MOSF2. In order to solve this issue, a third MOSFET with the appropriate switching strategy might be used instead of the diode Dm1, although doing so would complicate the structure design of the converter.

### 2.1.4. The Inductor Current Ripple

The following problems were found by analyzing the previous analogous circuits in light of the inductor current ripple:

In the region of $0<\mathrm{D}<1 / 2$ :

$$
\begin{align*}
& \Delta i_{1}=\frac{D V_{s}}{f L} \\
& \Delta i_{2}=\frac{D\left(-V_{C s}-V_{C m}\right)}{f L}=-\frac{D V_{s}}{f L}  \tag{15}\\
& \Delta i_{3}=\frac{-D V_{o}}{f L}=\frac{-D^{2}(1+D)}{f L(1-D)} V_{s}
\end{align*}
$$

In the region of $1 / 2<\mathrm{D}<1$ :

$$
\begin{align*}
\Delta i_{1} & =\frac{D V_{s}}{f L} \\
\Delta i_{2} & =\frac{D\left(-V_{C s}-V_{C m}\right)}{f L}=-\frac{D V_{s}}{f L}  \tag{16}\\
\Delta i_{3} & =\frac{-D V_{0}}{f L}=\frac{-D^{2}(1+D)}{f L(1-D)} V_{s}
\end{align*}
$$

where $f$ is the switching frequency of the DSSB and $L$ is the common inductance value for all inductors.

Figure 6a shows an illustration of the DSSB's normalized inductor current ripple curves for various switching ratio D values. The normalized source current ripple ( $i_{s}=i_{1}$ ) of the DSSB is represented by the brown line, and the output current ripple ( $i_{0}=i_{3}$ ) is represented by the green line.


Figure 6. Cont.


Figure 6. (a) A plot of the normalized inductor current ripples of the DSSB converter, (b). A plot of voltage stress of the DSSB's main switches, MOS1 and MOS2, (c) A conventional SEPIC converter.
(d) A switched-mode inverting buck-boost converter.

### 2.2. Normalized Voltage Stress of the DSSB Main Switches, MOS1 and MOS2

As a ratio between the reverse voltage of MOS1 and the DSSB supply voltage, $V_{s}$, the normalized voltage stress of the DSSB converter switch, MOS1 is described as follows:

$$
\begin{equation*}
V_{M O S 1} / V_{s}=V_{c m} / V_{s}=V_{C m} / V_{s}=\frac{1}{1-D} \tag{17}
\end{equation*}
$$

However, when MOS2 is in the off-state, it has the following normalized voltage stress:

$$
\begin{equation*}
V_{M O S 2} / V_{s}=V_{c 1} / V_{s}=V_{C 1} / V_{s}=\frac{(1+D)}{(1-D)} \tag{18}
\end{equation*}
$$

Figure 6b illustrates the normalized voltage stress of the DSSB's main switches as a function of the increasing switching ratio $D$ using Formulas (17) and (18). When choosing the technical parameters of these switches, it should be remembered that the voltage stress of MOS1 is lower than that of MOS2 based on these figures.

It is wise to compare the voltage stress of the DSSB's input switch, MOS1, with that of other switched-mode step-down/step-up DC-DC converters to confirm that it is the best option for the industrial applications indicated above. The following expressions can be generated for comparison with the standard SEPIC, depicted in Figure 6c.

When the SEPIC converter main switch, MOSFET, is open, the diode is on. Applying Kirchhoff's voltage law around the closed loop of $V_{s}, L_{1}, C_{1}$, and $V_{o}$ gives:

$$
\begin{equation*}
-V_{s}+v_{L 1}+v_{C 1}-V_{o}=0 \tag{19}
\end{equation*}
$$

Because the value of $C_{1}$ is intentionally very large to keep a voltage across it at the mean of $V_{s}$, we get:

$$
\begin{equation*}
v_{L 1}=-V_{o} \tag{20}
\end{equation*}
$$

Additionally, for the closed loop $V_{s}, L_{1}$, with the main switch MOSFET, we get:

$$
\begin{equation*}
-V_{s}+v_{L 1}+v_{M O S F E T}=0 \Rightarrow v_{M O S F E T}=V_{s}+V_{o} \tag{21}
\end{equation*}
$$

Substituting from [1] for $V_{o}=\frac{D}{1-D}$ into Equation (21), one may get the voltage stress ratio of MOSFET:

$$
\begin{equation*}
v_{M O S F E T} / V_{s}=\frac{1}{1-D} \tag{22}
\end{equation*}
$$

Similar presumptions to those established for the operation of the DSSB converter are assumed about the voltage stress on the primary switch of the buck-boost converter. The inductor voltage turns on the diode when the main switch is open, allowing current to flow into the load resistor and capacitor. The inductor voltage is at a value of:

$$
\begin{equation*}
v_{L 1}=V_{o}=-\frac{D}{1-D} V_{S} \tag{23}
\end{equation*}
$$

Applying Kirchhoff's voltage law around the closed loop of $V_{s}$ and $L_{1}$ yields:

$$
\begin{equation*}
v_{M S O F E T}=V_{s}-v_{L 1}=\frac{1}{1-D} V_{s} \Rightarrow v_{M O S F E T} / V_{s}=\frac{1}{1-D} \tag{24}
\end{equation*}
$$

According to Formulas (17), (22), and (23), the voltage stress ratio of the conventional SEPIC and buck-boost converters' main switches is the same as for the DSSB main switch MOS1.

Similar expressions can be obtained for calculating the diode voltage stresses of the DSSB converter and comparing them with conventional SEPIC and boost/buck converters.

## 3. Comparison of the DSSB Performance with That of Other DC-DC Converters

The most popular non-isolated DC-DC converters are contrasted with the suggested converter in this study. The voltage gain ratio, voltage switch stress, voltage ripple, efficiency, cost, harmonic content, and ease of implementation are crucial elements that were considered throughout the comparison.

### 3.1. In Comparison to SEPIC and BB Converters

In this section, PWM modulation techniques are used to compare inverting buckboost (BB), conventional SEPIC, and DSSB converters, in terms of structure complexity, mean value, rectified mean value, total root-mean-square value (RMS) at the fundamental frequency, RMS value of the AC components only ( $\mathrm{RMS}_{\mathrm{AC}}$ ), crest factor, ripple factor, harmonic factor, harmonic content distortion, power efficiency, and power factor. The comparison is performed based on the simulation parameters mentioned in Table 1.

The simulation technique used in this paper can be used to calculate distortion and the RMS magnitude at a specified fundamental frequency using real-time analysis and fast Fourier transform (FFT). The root-mean-square value of the fundamental and other components may be calculated either with a Discrete Fourier Transform or with a Least Squares Parameter Estimate. In either case, after determining RMS1 and RMSAC, the root-mean-square value of any component other than the fundamental component is:

$$
\begin{equation*}
R M S_{k}=\sqrt{\left(R M S_{1}\right)^{2}+\left(R M S_{A C}\right)^{2}}, k=1,2, \ldots \tag{25}
\end{equation*}
$$

where $R M S_{A C}$ is the RMS value of all higher-order components added together, and $R M S_{1}$ is the RMS value of the fundamental component obtained from the Fourier series analysis.

The total harmonic distortion (THD) is a measure of the harmonic content for any simulation quantity. However, it is necessary to define a period that is used for the computation of the total harmonic distortion. Thus:

$$
\begin{equation*}
T H D=\sqrt{\frac{R M S_{A C}^{2}-R M S_{1}^{2}}{R M S_{1}} \times 100 \%} \tag{26}
\end{equation*}
$$

THD indicates the harmonic content in the tested quantity without any indication of the contributing effect of each harmonic quantity. When a filter circuit is used to withdraw higher harmonics, it is important to know the frequency and amplitude of the remaining higher harmonics to reduce unwanted harmonics without specifying the values of the second-order load filter [3]. This is the result of the harmonic factor (HF), which is a measure of the influence of higher-order components on the harmonic content and is given in the following:

$$
\begin{equation*}
H F=\frac{\sqrt{\sum_{k=2}^{\infty}\left(R M S_{k}\right)^{2}}}{R M S_{1}} \times 100 \% \tag{27}
\end{equation*}
$$

The crest factor is a function that returns the crest factor (peak/RMS) for the selected simulated quantity, and it is used to measure the peaks in the waveform of the tested quantity. Thus:

$$
\begin{equation*}
K F=\frac{\sqrt{\sum_{k=2}^{\infty} k^{2}\left(R M S_{k}\right)^{2}}}{\sqrt{\sum_{k=2}^{\infty}\left(R M S_{k}\right)^{2}}} \times 100 \% \tag{28}
\end{equation*}
$$

In this study, the effectiveness of the PWM modulation technique for the BB, SEPIC, and DSSB converters is evaluated in terms of the performance characteristics mentioned above as well as those shown in reference Tables 2 and 3. In Figure 7a,b, the graphical illustration plots of Tables 2 and 3 provide comparisons of the converter's dynamic performance.

Table 2. Performance characteristics of both converters, BB and DSSB, in terms of load and source currents, $D=1 / 2$.

| Converter Type | BB |  | SEPIC |  | DSSB |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter | Load Current $\mathrm{i}_{\mathrm{o}}$ [A] | Source Current $\mathrm{i}_{\mathrm{s}}$ [A] | Load Current $\mathrm{i}_{\mathrm{o}}$ [A] | Source Current $\mathrm{i}_{\text {s }}$ [A] | Load Current $\mathrm{i}_{\mathrm{o}}$ [A] | Source Current $\mathrm{i}_{\text {s }}$ [A] |
| Mean value: | 4.87 | 5 | 4.8 | 4.8 | 6.5 | 10.9 |
| RMS value: | 4.9 | 7.11 | 4.8 | 9.4 | 6.75 | 11.16 |
| Crest factor: | 1.38 | 2.7 | 1.54 | 2.65 | 1.12 | 1 |
| Ripple factor: | 118 m | 1 | 62.5 m | 1.69 | 286.5 m | 221.8 m |
| Harmonic factor: | 1 | 1.43 | 1 | 1.2 | 1 | 1 |
| Harmonic content: | 117 m | 715.24 m | 62.4 m | 860 m | 275.4 m | 216.5 m |

Table 3. Performance characteristics of BB, SEPIC, and DSSB, in terms of their output voltage dynamic characteristics, where $V_{s}=50 \mathrm{~V}, D=1 / 2$.

| Converter Type | BB | SEPIC | DSSB |
| :--- | :---: | :---: | :---: |
| Parameter | Output Voltage [V] | Output Voltage [V] | Output Voltage [V] |
| Mean value: | 48.8 | 48 | 64.88 |
| RMS value: | 49 | 48 | 67.5 |
| RMS AC: | 4.23 | 3 | 18.6 |
| Crest factor: | 1.42 | 1.54 | 1.12 |
| Ripple factor: | 86.74 m | 62.48 m | 286.5 m |
| Harmonic factor: | 1 | 1 | 1 |
| Harmonic content: | 86.42 m | 62.36 m | 275.4 m |

Table 4. Performance characteristics of the BB, SEPIC, and DSSB, in terms of RMS and average (mean) DC values of the converters' input and output powers, $\mathrm{P}_{\mathrm{s}}$ and $\mathrm{P}_{\mathrm{o}}$, power factor, and efficiency, where $V_{s}=50 \mathrm{~V}, \mathrm{D}=1 / 2$.

| Converter Type | BB |  | SEPIC |  | DSSB |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter | Output Power, $\mathrm{P}_{\mathrm{o}}$ | Input <br> Power, $P_{s}$ | Output <br> Power, $\mathrm{P}_{\mathrm{o}}$ | Input <br> Power, $P_{s}$ | Output <br> Power, $\mathrm{P}_{\mathrm{o}}$ | Input Power, $\mathrm{P}_{\mathrm{s}}$ |
|  | [W] | [W] | [W] | [W] | [W] | [W] |
| Mean value (dc): | 240 | 244 | 232 | 240 | 542 | 594 |
| RMS value (ac): | 240 | 350 | 234 | 414 | 544 | 595 |
| Power factor $=$ $\mathrm{Po}(\mathrm{dc}+$ <br> ac) $/ \mathrm{Ps}(\mathrm{dc}+\mathrm{ac}) \%$ | 82\% |  | 92\% |  | 92\% |  |
| Efficiency = $\mathrm{Po}(\mathrm{dc}) / \mathrm{Ps}(\mathrm{dc}) \%$ | 98\% |  | 92\% |  | 92\% |  |

A Plot of Table 2. Performance characteristics of both converters, BB and DSSB, in terms of load and source currents, $\mathrm{V}_{\mathrm{s}}=50 \mathrm{~V}, D=1 / 2$.

$B B$ Load current, io $[A] ■ B B$ Source current, is [A] DSSB Load current, io [A] DSSB Source current, is [A]
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A Plot of Table 2. Performance characteristics of both converters, SEPIC and DSSB, in terms of load and source currents, $\mathrm{V}_{\mathrm{s}}=50 \mathrm{~V}, D=1 / 2$.


$$
\begin{aligned}
& \square \text { SEPIC Load current, io [A] } \quad \text { SEPIC Source current, is [A] } \\
& \square \text { DSSB Load current, io [A] } \quad \text { DSSB Source current, is [A] }
\end{aligned}
$$

(a)

A Plot of Table 3. Performance characteristics of converters, BB, SEPIC and DSSB, in terms of their output voltage, where $\mathrm{Vs}=50 \mathrm{~V}$, and $D=1 / 2$.

| $80$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $70 \quad 64.88 \quad 67.5$ |  |  |  |
| $60 \sim 67.5$ |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |
| 40 |  |  |  |  |  |  |  |
| 30 |  |  |  |  |  |  |  |
| 20 |  |  |  |  |  |  |  |
| $10 \square 1 . \square 12$ |  |  |  |  |  |  |  |
|  | Mean value: | RMS value: |  | RMS AC: | Crest factor: | Ripple factor: | Harmonic factor: | Harmonic content: |
| BB Output Voltage, vo [V] | 48.8 | 49 | 4.23 | 1.42 | 0 | 1 | 0 |
| $\square$ SEPIC Output Voltage, vo [V] | 48 | 48 | 3 | 1.54 | 0 | 1 | 0 |
| $\longrightarrow$ DSSB Output Voltage, vo [V] | 64.88 | 67.5 | 18.6 | 1.12 | 0 | 1 | 0 |

(b)

A plot of Table 4: Performance characteristics of BB, SEPIC and DSSB, in terms of input and output powers, where $\mathrm{V}_{\mathrm{s}}=50, D=1 / 2$.

(c)

Figure 7. Cont.

(e)

Figure 7. (a) A graphical representation of Table 2, (b) A graphical representation of Table 3, (c) A graphical representation of Table 4, (d) A plot of the normalized voltage gain ratio $\left(V_{o} / V_{s}\right)$ of DSSB, BB, and SEPIC, (e) A plot of the normalized source current ripple of the BB converter.

DC-DC power electronics are frequently used to create pure $D C$ power from pure $A C$ supply systems via rectifier circuits or from DC supply systems that operate periodically. As a result, in addition to the DCs' average components, the power generated at their outputs also contains various AC and RMS components. Because of this, the converter efficiency-which measures the ratio of DC active power created at the output to supply power-is frequently represented as a percentage of the total DC input power generated. The power factor (PF) of the converter is the proportion of the total input power (RMS and DC average power) to the total output power (RMS and DC average power).

The actual RMS and average values of the input and output powers $P_{s}$ and $P_{o}$ of the BB, SEPIC, and DSSB converters are calculated and shown in Table 4 and Figure 7c. The average DC power is defined as the amount of power consumed by a DC load, such as a mobile phone battery or DC machinery. The RMS power, also referred to as AC power, is the actual power used by loads such as resistive loads, heaters, lamps, etc. Although having equal and identical DC and RMS power is the primary objective, they are never the
same in power electronic systems. In terms of efficiency, harmonic content produced in the converter currents, and voltage gain, the suggested converter DSSB outperforms the BB and conventional SEPIC converters overall.

The normalized voltage gain ratio $\left(V_{o} / V_{s}\right)$, which is illustrated in Figure 7d, is defined as the ratio of the generated output voltage to the converter input voltage. To further contrast the three converters, the switching ratio, D , which is changed from zero to unity, is employed. The normalized voltage gains of the BB and SEPIC converters are used in accordance with [18-20], whereas the normalized voltage gain of the DSSB is mentioned in Equation (8).

$$
\begin{gather*}
\frac{V_{o}}{V_{s}}=\frac{-D}{(1-D)}=1 \Longrightarrow \text { Buck - boost converter }(\mathrm{BB})  \tag{29}\\
\frac{V_{o}}{V_{s}}=\frac{D}{(1-D)}=1 \Longrightarrow \text { SEPIC converter } \tag{30}
\end{gather*}
$$

The suggested converter DSSB has a substantially larger voltage gain ratio than the other two converters, BB and SEPIC. The BB converter's implementation and use are limited to specific applications because the output voltage is the opposite of the input voltage. As shown in Table 4 and Figure 7d, the power capacity and current/voltage ratings of the DSSB are much larger than those of the BB and SEPIC converters, and it can be used particularly with PV module arrays with higher power [21-25].

Additionally, it would make sense to compare the normalized current ripple for the DSSB source current to that for the BB and SEPIC converters found in [1]. Equations (15) and (16), visually depicted in Figure 7e, clearly match the normalized current ripple produced by the DSSB with that of the BB and SEPIC.

### 3.2. In Comparison to Other SEPIC Converter Topologies

The key observations shown in Table 5 are used to highlight the preference for and technical advantages of the DSSB in light of the aforementioned analysis when compared to alternative SEPIC converter topologies, such as standard and modified multiplier SEPICs. Based on the converter principle of operation requirements, the duty ratio is an adjustable parameter that indicates that the degree of inductor current ripple reduction should be also adjustable.

Table 5. DSSB Comparison to traditional and multiplier SEPICs.

| Performance | Type of SEPIC |  |  |
| :---: | :---: | :---: | :---: |
|  | Traditional Sepic as Explained in [4] | Modified Multiplier [4] | DSSB <br> Figure 1 |
| Normalized voltage gain: | $\mathrm{V}_{\mathrm{o}}=\frac{\mathrm{D}}{1-\mathrm{D}} \mathrm{V}_{\mathrm{s}}$ | $\mathrm{V}_{\mathrm{o}}=\frac{\mathrm{D}^{2}}{1-\mathrm{D}} \mathrm{V}_{\mathrm{S}}$ | $\mathrm{V}_{\mathrm{o}}=\frac{\mathrm{D}(1+\mathrm{D})}{1-\mathrm{D}} \mathrm{V}_{\mathrm{s}}$ |
| Example: $\mathrm{V}_{\mathrm{s}}=50 \mathrm{~V}$ | $\begin{gathered} \mathrm{D}=\frac{1}{4} \Rightarrow \mathrm{~V}_{\mathrm{o}}=\frac{\mathrm{V}_{\mathrm{s}}}{3}=16.6 \mathrm{~V} \\ \mathrm{D}=\frac{1}{2} \Rightarrow \mathrm{~V}_{\mathrm{o}}=\mathrm{V}_{\mathrm{s}}=50 \mathrm{~V} \\ \mathrm{D}=\frac{3}{4} \Rightarrow \mathrm{~V}_{\mathrm{o}}=3 \mathrm{~V}_{\mathrm{s}}=150 \mathrm{~V} \end{gathered}$ <br> ... this topology of SEPIC is an up/down converter if $\mathrm{D}<0.5$ or $\mathrm{D}>0.5$, respectively. | $\begin{gathered} \mathrm{D}=\frac{1}{4} \Rightarrow \mathrm{~V}_{\mathrm{o}}=4.16 \mathrm{~V} \\ \mathrm{D}=\frac{1}{2} \Rightarrow \mathrm{~V}_{\mathrm{o}}=25 \mathrm{~V} \\ \mathrm{D}=\frac{3}{4} \Rightarrow \mathrm{~V}_{\mathrm{O}}=112.5 \mathrm{~V} \end{gathered}$ <br> ... this topology of SEPIC is an up/down converter if D < 0.618 or D > 0.618, respectively. | $\begin{gathered} \mathrm{D}=\frac{1}{4} \Rightarrow \mathrm{~V}_{\mathrm{O}}=20.8 \mathrm{~V} \\ \mathrm{D}=\frac{1}{2} \Rightarrow \mathrm{~V}_{\mathrm{o}}=75 \mathrm{~V} \\ \mathrm{D}=\frac{3}{4} \Rightarrow \mathrm{~V}_{\mathrm{O}}=262.5 \mathrm{~V} \end{gathered}$ <br> ... this topology of SEPIC is an up/down converter if $\mathrm{D}<0.414$ or $\mathrm{D}>0.414$ respectively, with a much greater value of step-up voltage than others. |
| Normalized inductor source current ripple: | $\Delta \mathrm{i}_{\mathrm{L}}=\frac{\mathrm{V}_{\mathrm{s}}}{\mathrm{fL}} \mathrm{D}$ for all values of duty ratio D. | $\Delta \mathrm{i}_{\mathrm{L}}=\frac{\mathrm{V}_{\mathrm{s}}}{\mathrm{f}} \mathrm{D}$ for all values of duty ratio D . | $\Delta \mathrm{i}_{\mathrm{L}}=\frac{\mathrm{V}_{\mathrm{s}}}{\mathrm{fL}} \mathrm{D}$ for all values of duty ratio D. |
| Number of Capacitors and Power Electronic Devices | One transistor, one diode, two capacitors, and two inductors | One transistor, three diodes, three capacitors, and three inductors | Two transistors, three diodes, four capacitors, and three inductors |

Figure 8 shows that, when compared to the other SEPIC topologies listed in Table 5, the normalized voltage gain with the updated DSSB conversion processor is much better. The conversion ratio $D=0$ produced the lowest value of this ripple, whereas $D=1$ theoretically produced the highest. Additionally, as the duty cycle, $D$, gets closer to unity, the maximum ripple percentage of the output voltage content increases dramatically.


Figure 8. A plot of the normalized voltage gain of the DSSB with some other SEPIC topologies.

## 4. Control Method of DSSB Converter

This section outlines the proposed DSSB converter control strategy and illustrates a power factor correction strategy based on the regulation of the input-output current and the voltage of the DSSB. As a result, the converter efficiency is improved, and the overall harmonic content of the input-output voltages and current is decreased.

### 4.1. AC Small-Signal Analysis Technique

The AC small-signal technique is used to approximate the behavior of the converter, such as a linear time-invariant system around a certain switching cycle of the switches as the operating point of interest. This AC small-signal principle enables the DSSB duty cycle representations through open-loop and closed-loop transfer functions [25-28].

Once the frequency response of the DSSB simulation model is determined in Simplorer 7, its open-loop and closed-loop transfer functions are estimated. A suitable compensator is then designed and evaluated based on the linear model. By repeating the small-signal technique for different operating points (for example, different switching (duty) cycle ratios or desired output voltage levels), the gain of the controller was selected for the DSSB operation in the desired operating range. The small-signal model may be created and verified in algorithm form as follows [29,30]:

- Several perturbation input voltages and currents are selected to perform the DSSB small-signal analysis.
- A compensator for the resulting linear model is designed and tuned using techniques such as automatic PI tuning or interactive loop shaping, with the original locus and Bode plots.
- A programmed gain compensator is created to operate the power electronic system under all possible operating conditions.
- The design of the controller is verified and tried by simulating it against the non-linear power electronic system model.
- Instead, a simulation built using the non-linear DSSB model is used to verify and validate the implementation of the controller design.
- A MATLAB and Simplorer 7 models are automatically generated for rapid prototyping and production control system implementation.
Based on the algorithmic procedure explained above, the converter output quantities (source voltages, and currents) are partitioned into the averaged DC and low-frequency AC components as follows:

First, the average values of their present and previous instantaneous values for every switching cycle, $T=\frac{1}{f}$, are calculated as follows:

$$
\begin{align*}
& X(n)=\frac{1}{T} \int_{n T}^{(n+1) T} x d t \\
& X(n-1)=\frac{1}{T} \int_{(n-1) T}^{(n) T} x d t \tag{31}
\end{align*}
$$

Applying the circuit averaging method and after neglecting the nonlinear terms, the small-signal voltages of inductors $L_{1}, L_{2}$, and $L_{3}$ can be written as follows:

$$
\begin{gather*}
\tilde{v}_{L_{1}}(t)=\left[V_{s}+\tilde{v}_{s}(t)\right]+[D-1]  \tag{32}\\
+\left[V_{C M}+\tilde{v}_{C M}(t)\right]+\tilde{d}(t) V_{C M} \\
\tilde{v}_{L_{1}}(t)=\left[V_{s}+\tilde{v}_{S}(t)\right]+[D-1] \\
{\left[V_{C M}+\tilde{v}_{C M}(t)\right]+\tilde{d}^{\prime}(t) V_{C M}}  \tag{33}\\
\tilde{v}_{L_{2}}(t)=-D\left[V_{s}+\tilde{v}_{S}(t)\right]-D\left[V_{C S}+\tilde{v}_{C S}(t)\right] \\
+[1-D]\left[V_{C 1}+\tilde{v}_{C 1}(t)\right][1+D]  \tag{34}\\
{\left[V_{C M}+\tilde{v}_{C M}(t)\right]} \\
+\tilde{d}^{2}(t)\left[V_{C M}-V_{s}-V_{C S}-V_{C 1]}\right. \\
\tilde{v}_{L_{3}}(t)=-\left[V_{o}+\tilde{v}_{o}(t)\right]+ \\
D\left[V_{C}+\tilde{v}_{C}(t)\right]+\tilde{d}^{\prime}(t) V_{C} \tag{35}
\end{gather*}
$$

where the term $\tilde{v}$ indicates the small-signal component of the respective voltage. Thus, the open-loop voltage gain (transfer function) is given as:

$$
\begin{equation*}
\mathrm{G}_{v}(\mathrm{~s})=V_{o} / V_{r e f}=k_{p v} \times G_{a}(s)=12.5 \times \frac{8 \times 10^{-6}}{(1+0.02 S)^{3}} \tag{36}
\end{equation*}
$$

The open-loop current gain (transfer function) is given as:

$$
\begin{equation*}
\mathrm{G}_{i}(\mathrm{~s})=I_{o} / I_{r e f}=k_{p i} \times G_{b}(s)=25 \times \frac{1 \times 10^{-4}}{s(1+0.01 S)^{2}} \tag{37}
\end{equation*}
$$

Second, the average present and prior values of the relevant load currents and voltages are multiplied to determine the values of the present and the preceding load powers.

Thus, the DC load voltage, current, and mutual product at each moment, as well as the duty cycle $D$, may therefore be perturbed at a frequency that is lower than the converter's switching frequency. All other conversion variables will therefore oscillate at this frequency around their respective DC values. As a result, the switching method depicted in Figure 9 is used to determine the averaged load voltages, currents, and duty cycle.


Figure 9. A control algorithm representing a small-signal AC technique for generating the desired duty cycle for the DSSB converter switches.

The DSSB control algorithm constantly monitors how rapidly the power changes in proportion to variations in load voltage and current. The DC-DC DSSB converter is optimized to provide the least amount of load current and voltage ripple and to achieve the highest possible power transfer efficiency. The output of this AC small-signal controller is then delivered to the converter PWM signal generator, to produce a duty ratio that is $D \leq 1$.

### 4.2. Current-Mode Technique Based on AC Small-Signal Analysis

The term "AC small-signal analysis with voltage-current mode technique" or simply "current-mode technique based on AC small-signal" refers to the second method of controlling the power and voltage in the DSSB system. The control structure of such a technique requires two additional loops in addition to the AC small-signal technique, one internal current source loop, and one external voltage source loop. In this approach, a small-signal algorithm is first provided as explained earlier, and then the DSSB load voltage is controlled by a dedicated control scheme using a PI controller. The current-mode controller operates on the difference between the load voltage setpoint and its measured actual value. Then, the load current is controlled by comparing its measured value with its desired value generated from the load voltage control scheme [31,32].

Thus, the DSSB input inductor currents and voltage are sensed and controlled to produce the required output power with a value corresponding to the acceptable and possible normalized input power based on the small-signal technique. Then, to achieve the desired load current and load output voltage with very low ripple, the gate signals for the DSSB switches are generated using a current-mode control technique using proper PWM with two ramp signals phase-shifted by $180^{\circ}$ in sequence.

The control block diagram for the DSSB with two PI controllers to regulate the load current and voltage is shown in Figure 10a. The DSSB circuit is depicted in Figure 10b together with the current-mode control and the AC small-signal analysis control blocks.


Figure 10. (a) DSSB Current-mode controller for controlling the load voltage and current, (b) MATLAB/Simulink implementation circuit block diagram for the DSSB with controllers.

## 5. Simulation Results

To validate the analytical study and theoretical simulation, a thorough investigation into the DSSB converter used in the CCM using the parameters listed in Table 6 was conducted. The waveforms of the source/load current and voltage shown in Figure 11 are entirely identical to the simulated waveforms shown in Figure 5b. The converter operates in direct current mode (CCM) because its current does not reach zero during the entire conversion period, while the ripple of each current corresponds to the device specifications.


Figure 11. Waveforms prepared in the environment of MATLAB/Simulink for the given designed DSSB specifications.

The important aspect to be investigated is the frequency response of the system that is used to determine the stability of the system. Here, one can use two quantities, gain margin and phase margin, which indicate the amplitude of the system before it becomes stable or unstable. The bode plots of the open-loop current gain transfer function $I_{0} / I_{S}$ and voltage gain $V_{o} / V_{s}$ for the DSSB is shown in Figures 12-15.


Figure 12. Bode plots of the DSSB representing the current gain Io/Is during the bucking regime-open-loop system.


Figure 13. Bode plots of the DSSB representing the voltage gain $V o / V s$ during the bucking regime-open-loop system.


Figure 14. Bode plots of the DSSB representing the current gain Io/Is during the boosting regime-closed-loop system.


Figure 15. Bode plots of the DSSB representing the voltage gain $V o / V_{s}$ during the boosting regime-closed-loop system.

The phase margin for a closed loop system is the additional amount of phase delay required for the phase of the open loop system to reach $-180^{\circ}$ at a frequency where the magnitude of the open loop system is 0 dB .

The Bode diagrams of the closed-loop system in Figures 11-14 and MATLAB/Simulink together with Simplorer 7 demonstrate that the DSSB system is stable since the zero crossing of 0 dB happened at a phase angle (phase margin) that is less than $180^{\circ}$, or $55^{\circ}$. Additionally, as seen in Figure 14, the gain margin at the $-180^{\circ}$ crossing is greater than zero and is around 82 dB .

Additionally, the closed-loop system output voltage is constructed so that its bandwidth, as indicated by the closed-loop transfer function, is 355 Hz . The phase crossover frequency for the voltage gain transfer function is around 23 kHz , and for the current gain, it is approximately 700 Hz , as can be seen in Figures 13 and 14 . For frequencies below 1 MHz , the gain roll-off rate (slope) is -40 db /decade, which is equal to a rate of -24 db /octave. From the current loop plot, the converter may behave as an underdamped system with two real negative poles and one pole at the origin, which can be observed from the current gain transfer function [33,34].

Table 6. DSSB design specifications [35].

| Parameter | Symbol | Real value | Type |
| :--- | :---: | :---: | :---: |
| Input Voltage | $V_{s}$ | 50 V | DC power source |
| Input Inductor | $L_{1}$ | $(100-400) \mathrm{mH}$ | Core NEE-65/33 by Thornton, $\mathrm{N}_{\mathrm{L} 1}=180$ turns $-4 \times$ AWG 27 |
| Input inductor current ripple | $\Delta i_{\mathrm{L} 1}$ | 0.12 A | - |
| Output inductor current ripple | $\Delta_{L_{\mathrm{L}}}$ | 0.08 A | - |
| Shunt Inductor | $L_{3}$ | 20 mH | Core NEE-65/33 by Thornton, $\mathrm{N}_{\mathrm{L} 2}=180$ turns $-4 \times$ AWG 27 |
| Output Inductor | $L_{2}$ | 20 mH | core NEE-65/33 by Thornton, $\mathrm{N}_{\mathrm{L} 3}=45$ turns $-5 \times \mathrm{AWG} 24$ |
| Smoothing capacitor | $C_{s}$ | 940 uF | Electrolytic capacitor by Hitano |
| Shunt capacitor | $C_{m}$ | 940 uF | Electrolytic capacitor by Nichicon |
| Shunt capacitor | $C_{1}$ | 940 uF | Electrolytic capacitor by Nichicon |
| Output capacitor | $C_{o}$ | 3.33 mF | Electrolytic capacitor by Hitano |
| Switching ratio | $D$ | 0.4 | - |
| Output voltage: | $V_{o}$ | 25 V |  |
| Load resistance: | $R$ | $10 \Omega$ | Ceramic resistor by LW |
| Switching frequency: | $f$ | 4 kHz | Signal generator |

Figure 16 depicts the dynamic response of the DSSB input/output voltage and current waveforms for a variable step response of the input source voltage using the parameters listed in Table 6. Figure 16b displays a compressed timeline of the output voltage and the current transient response to demonstrate the time specifications and requirements of the response, and Figure 16c is used to demonstrate the effectiveness of the current-mode controller based on small-signal analysis.


Figure 16. Simulated waveforms prepared in the environment of Simulink/MATLAB for the given designed DSSB specifications: (a) Output and input currents and voltages, (b) transient behavior of currents and voltages within small time scale, (c) Output and input power with efficiency.

The simulation of Figure 16 shows that the DSSB responds very well in terms of output voltage and current simulated waveform because the output voltage and current waveform precisely match the step change in the input voltage and current. Slow overshoot, decreased settling time, and rise time are all characteristics of DSSB-responsive behavior, which should lead to better frequency response. This is evident from the narrower timeframe for a temporary (transitory) response, which is also displayed in Figure 16 for the output voltage and current.

## 6. Conclusions

This study introduces a double-switch SEPIC-buck converter (DSSB) with a new topology. This new topology can be applied to step-up applications as well as step-down applications of PV solar systems, wind turbine systems, and other similar industrial applications. The converter design employs two active switches, which causes minimal sag and ripple in the input and output inductor currents and voltages. The proposed DSSB converter produces minimal harmonic content with consistent input/output power and efficiency, in contrast to traditional DC-DC converters.

The suggested converter dynamic performance is optimized using a current-mode, control-based, small-signal analysis with two dual-lead PI controllers. A control circuit that incorporates both an open-loop and closed-loop DSSB frequency response is also suggested and shown to work properly. The small-signal technique has been implemented in the DSSB simulation model to represent its dynamic behavior through the frequency response and transfer functions.

There are several advantages to be gained from representing a small-signal analysis with a current-mode control technique through a frequency response:

- Using the current-mode control technique, it is possible to regulate the inductor current's peak-to-peak ripple as well as its mean value, which is an advantage of the current-mode control technique based on small-signal analysis.
- Another advantage is that the higher-order system control used to produce the frequency response of such a converter is reduced to the second-order frequency response.
The proposed current-mode control technique based small-signal analysis is validated by subjecting the proposed converter to unique operating conditions, such as providing it with a variable step input and analyzing its dynamic response. The outcomes demonstrate the DSSB converter's robustness to changes in its parameters, as well as its improved dynamic performance and increased control precision, which are further advantages of this converter.

Additionally, a comparison study between the DSSB converter and the different topologies of the SEPIC converter, including some other DC-DC converters like buck, boost, buck-boost, and others, has also been given. The complexity, voltage stress on the converter active switches, mean and rectified mean values, RMS values, crest and ripple factors, harmonic factors, and harmonic content distortion are all compared. Because of its superior input/output power response, lower ripple factor, lower harmonic content, highest output efficiency, close to unity power factor, reduced current ripple, and overall better dynamic performance, the study concludes that the proposed converter, designated DSSB, might be a competitive option for industrial applications.
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