
mdpi.com/journal/fluids

Special Issue Reprint

Environmental Hydraulics, 
Turbulence and Sediment 
Transport, 2nd edition

Edited by 

Jaan H. Pu, Prashanth Reddy Hanmaiahgari,  

Manish Pandey and Mohammad Amir Khan 



Environmental Hydraulics, Turbulence
and Sediment Transport, 2nd edition





Environmental Hydraulics, Turbulence
and Sediment Transport, 2nd edition

Editors

Jaan H. Pu

Prashanth Reddy Hanmaiahgari

Manish Pandey

Mohammad Amir Khan

Basel • Beijing • Wuhan • Barcelona • Belgrade • Novi Sad • Cluj • Manchester



Editors

Jaan H. Pu

Faculty of Engineering and

Digital Technologies

University of Bradford

Bradford

UK

Prashanth Reddy

Hanmaiahgari

Civil Engineering

Indian Institute of

Technology Kharagpur

Kharagpur

India

Manish Pandey

Civil Engineering

Indian Institute of

Technology Kharagpur

Kharagpur

India

Mohammad Amir Khan

Galgotias College of

Engineering and Technology

Uttar Pradesh

India

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Fluids

(ISSN 2311-5521) (available at: https://www.mdpi.com/journal/fluids/special issues/hydraulics

bedforming II).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

Lastname, A.A.; Lastname, B.B. Article Title. Journal Name Year, Volume Number, Page Range.

ISBN 978-3-7258-1427-5 (Hbk)

ISBN 978-3-7258-1428-2 (PDF)

doi.org/10.3390/books978-3-7258-1428-2

© 2024 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license. The book as a whole is distributed by MDPI under the terms

and conditions of the Creative Commons Attribution-NonCommercial-NoDerivs (CC BY-NC-ND)

license.



Contents

About the Editors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Jaan H. Pu, Manish Pandey and Prashanth Reddy Hanmaiahgari

Environmental Hydraulics, Turbulence, and Sediment Transport, Second Edition
Reprinted from: Fluids 2024, 9, 120, doi:10.3390/fluids9060120 . . . . . . . . . . . . . . . . . . . . 1

Randika Makubura, D. P. P. Meddage, Hazi Md. Azamathulla, Manish Pandey and

Upaka Rathnayake

A Simplified Mathematical Formulation for Water Quality Index (WQI): A Case Study in the
Kelani River Basin, Sri Lanka
Reprinted from: Fluids 2022, 7, 147, doi:10.3390/fluids7050147 . . . . . . . . . . . . . . . . . . . . 4

Amina and Norio Tanaka

Numerical Investigation of 3D Flow Properties around Finite Emergent Vegetation by Using the
Two-Phase Volume of Fluid (VOF) Modeling Technique
Reprinted from: Fluids 2022, 7, 175, doi:10.3390/fluids7050175 . . . . . . . . . . . . . . . . . . . . 16

Achmad Syarifudin, Alfrendo Satyanaga, Martin Wijaya, Sung-Woo Moon and Jong Kim

Sediment Transport Patterns of Channels on Tidal Lowland
Reprinted from: Fluids 2022, 7, 277, doi:10.3390/fluids7080277 . . . . . . . . . . . . . . . . . . . . 37

Yong G. Lai, Jianchun Huang and Blair P. Greimann

Hydraulic Flushing of Sediment in Reservoirs: Best Practices of Numerical Modeling
Reprinted from: Fluids 2024, 9, 38, doi:10.3390/fluids9020038 . . . . . . . . . . . . . . . . . . . . . 48

Imiya M. Chathuranika, Miyuru B. Gunathilake, Pavithra K. Baddewela,

Erandi Sachinthanie, Mukand S. Babel, Sangam Shrestha, et al.

Comparison of Two Hydrological Models, HEC-HMS and SWAT in Runoff Estimation:
Application to Huai Bang Sai Tropical Watershed, Thailand
Reprinted from: Fluids 2022, 7, 267, doi:10.3390/fluids7080267 . . . . . . . . . . . . . . . . . . . . 78

Muhammad Waqas Zaffar, Ishtiaq Haasan and Abdul Razzaq Ghumman

Numerical Investigation of Critical Hydraulic Parameters Using FLOW-3D: A Case Study of
Taunsa Barrage, Pakistan
Reprinted from: Fluids 2023, 8, 310, doi:10.3390/fluids8120310 . . . . . . . . . . . . . . . . . . . . 92

Ali O. Alnahit, Nigel Berkeley Kaye and Abdul Aziz Khan

Understanding the Influence of the Buoyancy Sign on Buoyancy-Driven Particle Clouds
Reprinted from: Fluids 2024, 9, 101, doi:10.3390/fluids9050101 . . . . . . . . . . . . . . . . . . . . 118

Sanny Kumar, Harendra Prasad Singh, Srinivas Balaji, Prashanth Reddy Hanmaiahgari and

Jaan H. Pu

Inclusive Hyper- to Dilute-Concentrated Suspended Sediment Transport Study Using Modified
Rouse Model: Parametrized Power-Linear Coupled Approach Using Machine Learning
Reprinted from: Fluids 2022, 7, 261, doi:10.3390/fluids7080261 . . . . . . . . . . . . . . . . . . . . 132

Valentine Muhawenimana, Nadine Foad, Pablo Ouro and Catherine A. M. E. Wilson

Local Scour Patterns around a Bridge Pier with Cable-Wrapping
Reprinted from: Fluids 2023, 8, 3, doi:10.3390/fluids8010003 . . . . . . . . . . . . . . . . . . . . . 162

Abazar Fathi, S. M. Ali Zomorodian, Masih Zolghadr, Aaron Chadee, Yee-Meng Chiew,

Bimlesh Kumar and Hector Martin

Combination of Riprap and Submerged Vane as an Abutment Scour Countermeasure
Reprinted from: Fluids 2023, 8, 41, doi:10.3390/fluids8020041 . . . . . . . . . . . . . . . . . . . . . 176

v



Masih Zolghadr, Seyed Mohammad Ali Zomorodian, Abazar Fathi, Ravi Prakash Tripathi,

Neda Jafari, Darshan Mehta, et al.

Experimental Study on the Optimum Installation Depth and Dimensions of Roughening
Elements on Abutment as Scour Countermeasures
Reprinted from: Fluids 2023, 8, 175, doi:10.3390/fluids8060175 . . . . . . . . . . . . . . . . . . . . 193

vi



About the Editors

Jaan H. Pu

Jaan H. Pu: Dr Pu has been an Associate Professor at the University of Bradford, UK, since 2017.

Dr Pu’s research concentrates on numerical and laboratory approaches to represent various water

engineering applications, which include the naturally compound riverine flow, sediment transport,

scouring, water quality, and vegetated flow. His research outputs have led to several high-quality

journal articles (70+), conference proceedings (10+), edited books (6), and book chapters (2). He

has supervised/is supervising eight PhD students at Bradford (six as their principal supervisor)

to investigate river hydrodynamics, vegetation, and sediment transport-challenging applications.

He has been appointed as an Associate Editor for Frontiers in Environmental Science and Frontiers in

Built Environment and as a Guest Editor for several Special Issues in Water, Fluids, and Frontiers in

Environmental Science.

Prashanth Reddy Hanmaiahgari

Prashanth Reddy Hanmaiahgari: Dr. Hanmaiahgari is an Associate Professor in the Department

of Civil Engineering at the Indian Institute of Technology Kharagpur. His research interests include

the experimental and numerical modelling of free surface flows, pressurized flow in closed conduits

and turbulence, sediment transport, and river morphology. He has taught unsteady flows, open

channel flow hydraulics, turbulence, and sediment transport. He has also published several

peer-reviewed journal papers on turbulence, unsteady flows, and sediment transport.

Manish Pandey

Manish Pandey: Dr Pandey is currently an Assistant Professor in the Department of Civil

Engineering at the Indian Institute of Technology Kharagpur. His research interests include

experimental hydraulics, sediment transport, river training works, hydraulics structures, and flow

through open channels. He has more than six years of teaching and research experience in

experimental hydraulics and water resources engineering. He has authored more than 60 peer

reviewed journal papers, book chapters, and conferences. He has supervised two PhD and ten

MTech students. Presently, he is supervising three Ph.D. and three MTech students to investigate

river hydrodynamics and sediment transport-challenging applications.

He has been a member of the Editorial Board of several high-ranked journals. He has

collaborated with a number of leading universities and research organizations, including the

University of Glasgow, the University of Bradford, Southeast University China, NCHU Taiwan, etc.

Mohammad Amir Khan

Mohammad Amir Khan: Dr Khan has completed P.hd. from IIT Roorkee. Currently he is

working on the flow turbulence in the vicinity of mid-channel braided bar. Besides, he is working

on the flow turbulence in the tetrahedron field.

vii





Citation: Pu, J.H.; Pandey, M.;

Hanmaiahgari, P.R. Environmental

Hydraulics, Turbulence, and

Sediment Transport, Second Edition.

Fluids 2024, 9, 120. https://doi.org/

10.3390/fluids9060120

Received: 7 May 2024

Accepted: 10 May 2024

Published: 22 May 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

fluids

Editorial

Environmental Hydraulics, Turbulence, and Sediment
Transport, Second Edition

Jaan H. Pu 1,*, Manish Pandey 2 and Prashanth Reddy Hanmaiahgari 2
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Within river systems, the process of bed-forming is intricate, dynamic and is shaped
by different factors. Hydraulic forces exerted by water flow play a crucial role, forming
the bed substrate over time. Additionally, the presence of vegetation within the riverbed
and along its banks introduces further complexity, as the interaction between plants and
hydrodynamics can alter sediment transport patterns and riverbed morphology. The
movement of both suspended particles and bedload materials within the water column
contributes to the ongoing riverbed landscape evolution. The primary aim of this editorial
collection is to assemble an extensive range of research methodologies aimed to inform
engineering practices pertinent to river management. Through an exhaustive exploration
of various topics, including water quality indexing, erosion and sedimentation patterns,
influence of vegetation, hydrological modelling for understanding flow dynamics, and
identification of critical hydraulic parameters with the utilisation of both analytical and
experimental modelling techniques, this paper endeavours to provide valuable insights
derived from rigorous research efforts. By synthesising and presenting these findings,
we offer a resource that can effectively guide future endeavours in river engineering and
related disciplines.

The purpose of this Research Topic (RT) is to examine the latest advances and de-
velopments in addressing the challenges in the fluvial systems as well as to discuss the
opportunities they create for sustainable city solutions. This RT comprises eleven research
articles contributed by 49 authors, organised into several distinct themes. These themes
encompass studies on managing scour phenomenon, mitigating water pollution, under-
standing behavioural aspects of fluvial dynamics, and exploring efforts towards river
restoration through representative modelling. The key insights are as follows:

• Water quality and ecological impact on fluvial systems;
• Drainage network and sediment management;
• Hydrological and hydrodynamic modelling and analysis;
• Experimental approaches of the scour phenomenon.

Several proposed models were used to predict the Water Quality Index (WQI) and to
investigate how industrialisation has affected the quality of surface water in the Kelani River
basin, Sri Lanka [1]. From 2005 to 2012, nine criteria were assessed, and the results showed
that the water quality around industrial zones, specifically at Raggahawatte Ela, was
impaired. The results highlight the necessity of taking proactive steps in water management
to address the declining quality of surface water from industrial activity. The impact of
finite-length vegetation on flow structure during inland tsunami events was assessed
using numerical simulations incorporating a Volume of Fluid (VOF) technique combined
with the Reynolds Stress Model (RSM) to accurately track the free surface level [2]. The
study outcomes indicate that the wider vegetation patches generate large vortices and low-
velocity areas downstream, while longer patches reduce velocities within the vegetation

Fluids 2024, 9, 120. https://doi.org/10.3390/fluids9060120 https://www.mdpi.com/journal/fluids1
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but create high-velocity zones downstream. This study underscores the importance of
considering vegetation layout based on Aspect Ratio (AR) for effective tsunami mitigation.

Drainage network and sediment management can effectively indicate the erosion in
rural and urban drainage channels on tidal lowland [3]. However, the study suggests the
lack of suitable erosion assessment models. Using the MIKE-11 2D program, different
erosion scenarios were simulated, with scenario of 75% O&M model identified as being
the most suitable. Numerical simulation methods were applied for hydraulic flushing
in reservoir sediment management, covering drawdown flushing, pressure flushing, and
turbidity current venting [4]. The study discusses empirical/analytical methods and 1D
to 3D computational fluid dynamic models. Case studies illustrated model selection,
domain determination, inputs, performance, and results comparison. The key findings
include recommending 1D models for narrow reservoirs, 2D models for wide reservoirs or
significant lateral changes, and 3D models for pressure flushing or near-field processes.

The performance of hydrological and hydrodynamic study was compared using
SWAT and HEC-HMS models [5]. Both models were calibrated and validated for the period
2007–2014. The results showed satisfactory performance for both models, with SWAT
capturing high flows more accurately and HEC-HMS performing better for medium flows.
Both models accurately simulated low flows. SWAT outperformed HEC-HMS in seasonal
flow simulations, making it accurate for wet and dry seasons. The critical hydraulic
parameters (CHPs) downstream of the hydraulic structure were investigated using FLOW-
3D numerical models [6]. The study identified significant parameters like velocity profiles,
Froude number, and turbulent kinetic energy. The results show discrepancies from previous
studies, with differences in hydraulic jumps (HJs) and sequent depths. The study suggests
that the barrage efficiently holds HJs at investigated tailwater levels. The numerical model
has been proven to be able to assess the behaviour of round buoyancy-driven particle
clouds in still ambient conditions [7]. The results of the numerical models showed that
the flow behaviour varied depending on particle buoyancy, indicating that the Boussinesq
assumption is not fully suitable for such flow representation.

As observed by [3,8], the suspended sediment distribution can be represented using
the Rouse model and Kundu and Ghoshal model for hyper-concentrated and diluted flows.
Machine learning techniques, including XGBoost Classifier, Linear Regressor (Ridge),
Linear Regressor (Bayesian), K Nearest Neighbours, Decision Tree Regressor, and Support
Vector Machines (Regressor), were further applied to determine the relationship between
different sediment and flow parameters.

Using cable flow–altering experimental approaches of the scour phenomenon, one can
evaluate scour countermeasures [9]. It was observed that scour reduction increased with
larger cable diameters and finer sediment sizes. Cables attenuated the flow within the scour
holes, reducing the downflow and horseshoe vortices. Increasing the cable–pier diameter
ratio further reduced the scour depth, especially for finer sediments. It was also found
that cables mitigated downstream scour action and reduced the vortex shedding frequency.
Experimental investigations demonstrated the effectiveness of riprap, submerged vanes,
and the combination of the two in reducing scour around vertical walls and spill-through
abutments under clear-water conditions [10]. Riprap proved more effective than submerged
vanes alone, but the combination yielded the highest reduction in scour depth (up to 54%
for vertical walls and 39% for spill-through abutments). Properly scaled riprap aprons also
reduced the required riprap volume significantly. Submerged vanes improved the riprap
stability and reduced edge failure, particularly with square-shaped riprap layers [11]. The
effectiveness of roughened elements for mitigating bridge abutment scour were tested
on rectangular abutments, with the optimal installation depth found to be 0.6–0.8 times
the abutment length. Elements with a thickness and protrusion of 0.2 times the length
exhibited the most effective protection, reducing the maximum scour depth by up to 32.8%.

Finally, this collective research sheds light on the complexities and possibilities inher-
ent in managing and mitigating impacts of fluvial systems. Through a diverse array of
research papers and methodologies, this RT explores current and emerging approaches
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aimed at enhancing the resilience of water infrastructures. Each selected contribution offers
insights into innovative theories, cutting-edge technologies, and practical applications
within their specific areas of study. Lastly, we extend our gratitude to all reviewers and
authors whose invaluable contributions have enriched this RT.

Author Contributions: Conceptualisation, J.H.P. and M.P.; writing—original draft preparation, M.P.;
writing—review and editing, J.H.P. and P.R.H. All authors have read and agreed to the published
version of the manuscript.

Data Availability Statement: All data of this editorial paper are allocated in this paper itself.

Conflicts of Interest: The authors declare no conflicts of interest.
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Abstract: Surface water quality is degraded due to industrialization; however, it is one of the widely
used sources for water supply systems worldwide. Thus, the polluted water creates significant
issues for the health of the end users. However, poor attention and concern can be identified on this
important issue in most developing countries, including Sri Lanka. The Kelani River in Sri Lanka
is the heart of the water supply of the whole Colombo area and has the water intake for drinking
purposes near an industrialized zone (Biyagama). Therefore, this study intends to analyze the effect
of industrialization on surface water quality variation of the Kelani River basin in Sri Lanka in terms
of the water quality index (WQI). We proposed a regression model to predict the WQI using the
water quality parameters. Nine water quality parameters, including pH, total phosphate, electric
conductivity, biochemical oxygen demand, temperature, nitrates, dissolved oxygen, chemical oxygen
demand, and chlorine evaluated the Kelani River water quality. The proposed regression model
was used to examine the water quality of samples obtained at twelve locations from January 2005 to
December 2012. The highest WQI values were found in Raggahawatte Ela throughout the 8 years,
located near the Biyagama industrial zone. The relationship of industries to water quality in the
Kelani River is stated. The surface water quality gradually decreased as a result of development
and industrialized activities. Therefore, this work showcases and recommends the importance of
introducing necessary actions and considerations for future water management systems.

Keywords: Kelani River; simplified mathematical model; spatiotemporal variation; water quality
index (WQI)

1. Introduction

Water is a primary necessity for all humans and natural systems and the most critical
resource for society’s sustainable development [1]. Surface water has a significant contri-
bution to world drinking water volumes. Therefore, surface water can be treated as one
of the most important ecological factors, which balance the hydrologic cycle. The river
basins are an essential component of the surface water and thus of hydrology. They have
unique geographical characteristics that guide various flow situations. Each river basin
is a self-contained drainage system in which different types of water are cycled through
constant flow and mutual transformation [2]. Increased anthropogenic activities, such as
sand mining, transportation, irrigation, small-scale fishing, manufacturing, and disposal of
municipal and agricultural waste including toxic chemicals, have increased the amount
of waste and pollutants discharged directly into rivers. As a result, natural river systems
become contaminated [3–5]. Additionally, numerous studies have revealed that the impact

Fluids 2022, 7, 147. https://doi.org/10.3390/fluids7050147 https://www.mdpi.com/journal/fluids4
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of industries on surface water has increased considerably in recent years while highlighting
the critical parameters affecting the quality of surface water [5–7]. Statistics showcase that
around 10% of industries release treated wastewater directly into streams, while the remain-
der dumps untreated effluent directly into rivers and other bodies of water [8]. However,
the dumping percentage for untreated wastewater can be higher in developing countries.

Surface water deterioration due to increased pollution is one of the significant issues
facing the growing populations worldwide [9]. This is a considerable threat to the drink-
ing water supply in most countries and impacts economic development due to various
health issues. According to United Nations International Children’s Emergency Fund
(UNICEF) [10], especially in Asia, improving the quality of water supplies is a key priority
because poor water quality significantly threatens community health, primarily through
water-borne diseases. To minimize these problems, many countries executed their water
quality protection measures through continuous water quality monitoring [11]. It is imper-
ative to evaluate the quality of water and the key parameters, which usually vary spatially
and temporally, to have a clearer understanding of water resource conditions for human
consumption and other activities.

The quality of surface water and the quality of groundwater are at a threat due to
anthropogenic activities all over the world [12–14]. The situation is similar in Sri Lanka,
and both surface and groundwater quality have deteriorated dramatically during the last
few decades. Rapid industrialization in Sri Lanka is one of the main reasons for the water
quality deterioration [15–17]. Major industries and factories such as textile industries, raw
rubber factories, rubber latex factories, beverage factories, milk and food industries, ply-
wood factories, steel manufacturing factories, chemical industries, fertilizer manufacturing
factories, petroleum refineries, and other commercial industries directly contribute to water
pollution-induced problems in Sri Lanka [18,19]. The Kelani River has been identified as
one of the most polluted rivers in Sri Lanka. However, the Kelani River is the primary
source of water supply for Colombo, the commercial heart of Sri Lanka. Therefore, the
catchment area of the Kelani River basin from Glencorse (6.9643◦ N, 80.1877◦ E) to the river
mouth (6.9787◦ N, 79.8700◦ E) has been identified as an environmentally sensitive area
considering the importance of maintaining acceptable water quality concentration limits.

However, most of the manufacturing industries (both government and private sector)
are concentrated in the western province of Sri Lanka and occupy a significant proportion
of the area of the Kelani River basin. These include the largest export processing zones and
industrial estates, such as the Biyagama and Katunayake export processing zones and the
Seethawaka Industrial estate. Some industries have direct effluents to the river, while some
other industries release the treated wastewater. Therefore, the acceptable water quality
concentrations are exceeded at several sites along the river.

Therefore, the drinking water supply to Colombo is under threat, and solid research
and implementation of the outcomes are required to provide safe drinking water to more
than 1 million people. However, the study is a minimum to provide a holistic view of
the water quality along the Kelani River as a single index. The water quality index (WQI)
combines a set of water quality parameters into a single index and is extensively used in
surface water quality assessments [20–23]. The index provides the overall water quality
at an identified location and time. Therefore, to overcome the identified research gap,
the measured water quality parameters along the Kelani River were presented as a single
index, the WQI. The variations in water quality concentrations were analyzed, and spatial
representations of the affected areas were presented.

2. Study Area and Methodology

2.1. Study Area

The Kelani River is one of the longest rivers in Sri Lanka. It is 144 km long and drains
an area of 2230 km2 [24]. It starts in the middle of the central hills in Sri Lanka (Nallatanniya
area) and ends at Mattakuliya in Colombo, Sri Lanka’s most prominent commercial city.
As was already stated, the Kelani River is one of the most important rivers in Sri Lanka
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as it covers more than 80% of the water demand of Colombo. The other main uses of
Kelani River’s water are transportation, irrigation, fisheries, and hydropower generation.
The flow in the Kelani River varies between 800 and 1500 m3/s during monsoon seasons,
whereas it falls to 20–25 m3/s in the dry season, depending on the operation of 3 reservoirs
in the catchment [25]. The land use patterns of the Kelani River basin are showcased in
Figure 1. The upstream is somewhat greenish, whereas the downstream of the river basin
has significant built-up land.

Figure 1. Land use pattern in the Kelani River basin.

Cabinet Paper No 93/340/166 [26] identified and designated the Kelani River basin
as an environmentally sensitive area, including the divisional secretariats of Kolonnawa,
Kelaniya, Hanwella, Biyagama, Ruwanwella, Homagama, and Dehiovita [27]. Therefore,
the downstream of the Kelani River basin was selected for this study.

Openly available water quality data were collected from The Central Environmental
Authority (CEA) for twelve sampling sites: (1) Thalduwa Bridge, (2) Seethawaka Ferry,
(3) Pugoda Ferry, (4) Hanwella Bridge, (5) Kaduwela Bridge, (6) Welivita Bridge, (7) Victoria
Bridge, (8) Pugoda Ela, (9) Wak Oya, (10) Pusseli Oya, (11) Maha Oya, and (12) Rag-
gahawatte Ela over eight years (i.e., from January 2005 to December 2012). The water
quality data can be freely obtained from The Central Environmental Authority website
(http://203.115.26.11:8881/environmentalreport/dl, accessed on 21 February 2022). These
sampling locations are given in Figure 2.

Nine commonly used water quality parameters including pH, chemical oxygen de-
mand (COD), biochemical oxygen demand (BOD), total nitrate (NO3

−), total phosphate
(PO4

2−), dissolved oxygen (DO), temperature, electric conductivity (EC), and chloride (Cl−)
were obtained for this analysis. Based on the literature [5–7,25,28–31] and the availability
of the data, these water quality parameters were selected.
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Figure 2. Sampling locations along the Kelani River basin.

2.2. WQI Model Development

The water quality index (WQI) was developed using the weighted arithmetic index
method [32] and is given in Equation (1).

WQI = ∑ QiWi

∑ Wi
(1)

where Qi is the quality rating of ith water quality parameter, and Wi (∑ Wi = 1) is the
unit weight of ith water quality parameter. The quality rating, Qi can be calculated using
Equation (2).

Qi =
100(Vi − Vo)

(Si − Vo)
(2)

where Vi is the actual amount of ith parameter, Vo represents the ideal value of the parameter
[Vo = 0, except for pH (Vo = 7) and DO (Vo = 14.6 mg/L)], and Si is the standard allowable
value for the ith parameter. The unit weight (Wi) is calculated using Equation (3).

Wi =
K
Si

(3)

The term K is a proportional constant and calculated as per Equation (4).

K =
1

∑
(

1
Si

) (4)

Water quality status (WQS) was determined based on the WQI ratings and is presented
in Table 1 [32].

The water quality concentrations obtained for the 12 sampling locations were used to
calculate the WQI. The results were interpreted to have discussion points in this research.
In addition, the water quality standards and guidelines under Sri Lanka Standards (SLS
614) for each water quality constituent are given in Table A1 in Appendix A.

7
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Table 1. Recommended range of WQI for intended usage: [32].

WQI
Status of Water
Quality (WQS)

Intended Usage

Drinking Irrigation Industrial

0–25 Excellent � � �
26–50 Good � � �
51–75 Poor X � �

76–100 Very poor X � X

Above 100 Not suitable for drinking
or fish culture Proper treatment is required

3. Results and Discussion

3.1. Water Quality Parameter Presentation

Nine water quality parameters were analyzed for the development of the WQI. Highly
fluctuating locations were selected from the spatiotemporal plots of each water quality
constituent. Dissolved oxygen concentration is an important water quality parameter
for the equilibrium of the aquatic ecosystem as it is a standard indicator for assessing
water resource quality. DO levels in natural water paths can be varied mainly due to
wastewater discharges. It was found that DO was negatively correlated to the temperature
and ammonium concentrations

(
NH+

4
)

[33]. Kumari et al. [34] reported that an increase in
temperature decreases the dissolution of ambient DO in river water. In addition, higher
activities of microorganisms cause low DO values in summer as they require a substantial
amount of oxygen for metabolizing activities and for organic matter degradation [35].

Raggahawatte Ela, Seethawaka ferry, and Maha Ela showed a distinct pattern of
variation of DO levels, whereas the other locations showcased DO levels within acceptable
dissolve oxygen standards. These illustrations for 2005 and 2012 are shown in Figure 3
(Illustrations for the years 2006–2011 are given in Appendix A).

These variations showcase lower DO values along the Kelani River (less than 4 mg/L).
Therefore, aquatic life may be facing a concerning situation. The lowest DO values over
the years are presented in Table 2. Sampling locations in Maha Oya and Raggahawatte Ela
showcase continuous lower DO values.

 
(a) 

Figure 3. Cont.
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(b) 

Figure 3. DO variation along the Kelani River basin in (a) 2005 (b) 2012.

Table 2. Minimum DO values along the Kelani River.

Month/Year Location Minimum DO Value (mg/L)

May/2005 Maha Oya 1.3
May/2006 Raggahawatte Ela 2.6

February/2007 Raggahawatte Ela 2.5
December/2008 Maha Oya 2.3

August/2009 Pugoda Ela 2.1
January/2010 Raggahawatte Ela 1.9

June/2011 Wak Oya 1.0
November/2012 Maha Oya 2.5

The spatiotemporal variations of the other water quality constituents (COD, BOD, and
NO−

3 ) were also analyzed; however, they are not presented in this paper (as they are not
the results from this study but the visualization of the measurements). Nevertheless, the
most essential features are stated here for information. (Interested readers may request
these details from the corresponding author.)

Substantial variation in COD can be found at the Pugoda Ela, Victoria Bridge, Rag-
gahawatte Ela, and Seethawaka ferry sampling stations. In addition, Maha Ela and Rag-
gahawatte Ela had the most significant BOD fluctuations over the years. Furthermore,
Raggahawatte Ela showcased the highest variations of nitrates. These observations can
interpret a draft view of the water quality in the Raggahawatte Ela area.

3.2. WQI Analysis

The weighted arithmetic method was employed to obtain the WQI along the Kelani
River. Figure 4 showcases the spatiotemporal variation of the calculated WQI.

9



Fluids 2022, 7, 147

 

Figure 4. Spatiotemporal variation of calculated WQI along the Kelani River.

The WQI analysis showcases that it has higher values for the Raggahawatte Ela
sampling location in all years. In addition, Maha Ela illustrates higher WQI values. The
minimum and the maximum WQI for the years from 2005 to 2012 are given in Table 3. The
highest WQI values in Raggahawatte Ela imply that the area had the poorest water quality.
However, Wak Oya had comparatively good water quality from 2005 to 2008 and 2012,
while Thalduwa and Kaduwela had the best water quality in the remaining years.

Table 3. Maximum and minimum values of WQI along the Kelani River.

Year Max Value Location Min Value Location

2005 63.842 Raggahawatte Ela 27.091 Wak Oya
2006 61.670 Raggahawatte Ela 35.563 Wak Oya
2007 80.623 Raggahawatte Ela 29.570 Wak Oya
2008 61.903 Raggahawatte Ela 27.105 Wak Oya
2009 63.541 Raggahawatte Ela 27.480 Thalduwa Bridge
2010 49.905 Raggahawatte Ela 26.615 Kaduwela Bridge
2011 47.091 Raggahawatte Ela 24.813 Kaduwela Bridge
2012 85.309 Raggahawatte Ela 32.167 Wak Oya

Raggahawatte Ela, the closest site to the Biyagama industrial zone, surpassed the
COD, BOD, and DO values, resulting in the poorest water quality compared to other
test locations, indicating a clear picture of the influence of industrial effluents on surface
water quality.

Similarly, as illustrated in Figure 5, the water quality state at the Seethawaka ferry site
has deteriorated significantly over the previous three years from 2010 to 2012, primarily as
a result of receiving industrial wastewater from the Seethawaka industrial zone. Therefore,
industrialization directly influences the water quality in the Kelani River.

10



Fluids 2022, 7, 147

 

Figure 5. WQI variation at Seethawaka ferry sampling point.

3.3. Development of Simplified Equation for WQI

After analyzing the water quality index, a regression model was developed using the
R Project for Statistical Computing. The water quality model was developed using data
from 2005 to 2010, and the remaining data from 2011 to 2012 were utilized to validate the
results. Table 4 presents the coefficients obtained for each parameter using the forward
selection method. The interception point was found at −20.666.

Table 4. Coefficients for the water quality index parameters.

Parameter Coefficient Parameter Coefficient

COD 0.8439 Phosphate 21.10
BOD 3.376 Chloride 0.00135
pH 6.619 Nitrate 0.03376

Temperature 0.135 EC 0.000938
DO −1.758

Therefore, the following equation was proposed as a regression model for the water
quality index.

WQI = −20.666 + 0.8439(COD) + 3.376(BOD) + 6.619(pH) + 21.10
(

PO2−
4

)
+ 0.135(T) + 0.00135(Cl−)

−1.758(DO) + 0.000938(EC) + 0.03376
(

NO−
3
) (5)

It can be clearly seen that phosphate dominates the WQI for the Kelani River. Therefore,
a deeper understanding of phosphate concentrations and their origin in the Kelani River
should be required. However, a relatively insignificant contribution can be identified from
chloride, electrical conductivity, and nitrate concentrations.

The validation of the simple equation for the WQI can be seen in Figure 6. The simple
equation has a perfect match to the calculated WQI. Therefore, this can simply calculate the
WQI for other years without bringing complex and lengthier calculations.

The obtained equation is limited to the selected Kelani basin. However, the results do
not rule out employing the form of the equation for different basins. Regression coefficients
can be derived based on their water quality parameters. Therefore, we encourage future
studies to develop such relationships for other basins that can be critically assessed in
a global context.
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Figure 6. WQI validation from 2011 to 2012.

4. Conclusions

This study proposed a multiple linear regression model to predict the WQI for the
Kelani River in Sri Lanka. The equation was validated using available water quality
parameters of the Kelani River at distinct locations. The equation fits perfectly with the
validation set with R2 = 1. Furthermore, the equation signifies the critical water quality
parameters and their contributions. On the other hand, the equation suggests the required
water treatment strategies based on the contribution of each parameter. Thus, the required
attention can be provided to protect the water quality of the river as it is the primary source
of water supply to Colombo, the commercial capital of Sri Lanka.

The concentrations of DO, phosphate, COD, BOD, and nitrate were often above the
standards at Raggahawatte Ela and Seethwaka ferry. The computed WQIs for the exact
location validated these observations. Raggahawatte Ela was continuously reported to
have the lowest water quality during the study period, while the Seethawaka ferry fell
dramatically throughout the three years from 2010 to 2012. Due to the proximity of both
places to an industrial zone, the surface water quality has degraded due to industrial
effluent discharges. Thus, this study can be used to establish a water quality monitoring
strategy, public awareness campaigns, and some policy decisions addressing the quality of
water near industrial zones, such as imposing new legislation on industries that discharge
effluents into natural streams.
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Appendix A

Table A1. Surface water pollution standards based on Sri Lankan water quality standards (SLS 614),
WHO Standards, and BIS Standards.

Parameter SLS 614/WHO/BIS Standard

pH 6.5–8.5
Electrical conductivity 300

Chloride 250
DO 5

COD 10
BOD 5

Phosphate 2
Nitrate 50

Temperature 25

All parameters are in milligrams per liter except pH, EC (μS/ cm), and Tempera-
ture (◦C).

  
(a) For 2006 (b) For 2007 

  
(c) For 2008 (d) For 2009 

  
(e) For 2010 (f) For 2011 

Figure A1. DO variation along the Kelani River basin: (a) For 2006; (b) For 2007; (c) For 2008, (d) For
2009; (e) For 2010; (f) For 2011.
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Abstract: This study predicts how the Free Surface Level (FSL) variations around finite length
vegetation affect flow structure by using a numerical simulation. The volume of fluid (VOF) technique
with the Reynolds stress model (RSM) was used for the simulation. Multizone Hexahedral meshing
was adopted to accurately track the free surface level with minimum numerical diffusion at the water–
air interface. After the validation, finite length emergent vegetation patches were selected based on
the aspect ratio (AR = vegetation width-length ratio) under constant subcritical flow conditions for an
inland tsunami flow. The results showed that the generation of large vortices was predominated in
wider vegetation patches (AR > 1) due to the increase and decrease in the FSL at the front and back of
the vegetation compared to longer vegetation patches (AR ≤ 1), as this offered more resistance against
the approaching flow. The wider vegetation patches (AR > 1) are favorable in terms of generating a
large area of low velocity compared to the longer vegetation patch (AR < 1) directly downstream of
the vegetation patch. On the other hand, it has a negative impact on the adjacent downstream gap
region, where a 14.3–34.9% increase in velocity was observed. The longer vegetation patches (AR < 1)
generate optimal conditions within the vegetation region due to great velocity reduction. Moreover,
in all the AR vegetation cases, the water turbulent intensity was maximum in the vegetation region
compared to the adjacent gap region and air turbulent intensity above the FSL, suggesting strong
air entrainment over this region. The results of this study are important in constructing vegetation
layouts based on the AR of the vegetation for tsunami mitigation.

Keywords: coastal vegetation; tsunami; aspect ratio (AR = vegetation width-length ratio); volume of
fluid (VOF); Reynold’s stress modeling (RSM); meshing

1. Introduction

Coastal vegetations play an essential role in disastrous floods such as tsunamis [1].
These vegetations are beneficial to minimize the velocity and energy of tsunamis [2]. The
importance of coastal vegetation emerged after the 2004 Indian Ocean Tsunami (IOT) and
2011 Great East Tsunami Japan (GEJT), and various field investigations have been per-
formed on the effectiveness of coastal vegetation in reducing tsunami flow energy [3,4].
To compare and measure the efficiency of coastal vegetation against field research, dif-
ferent experimental studies have also been carried out. The use of coastal vegetation as
a tsunami countermeasure depends upon different factors, including density of vegeta-
tion [5,6], species [7,8], dimensions [9], alignments, and scale of vegetations [10]. Iimura
and Tanaka [11] investigated the impact of tree vegetation density and found that the incre-
ment in vegetation density reduces the water level and velocity on the downstream side of
the vegetation. Similarly, according to Pasha and Tanaka [12], the dense emergent infinite
vegetation is more feasible for inland tsunami mitigation compared to the sparse emergent
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infinite coastal vegetation, but due to the land constraints in inland regions [13], building
infinite dense coastal vegetation in the actual field is not realistic [14]. To replicate the real
scenario, a finite length coastal vegetation patch for inland areas should be provided [15,16].
Therefore, to safeguard inland regions from catastrophic tsunami flow, a thorough investi-
gation must be conducted to examine the flow changes surrounding finite length coastal
vegetation. Although previous researchers have investigated the utilization of finite coastal
vegetation with different gaps [17] and varying ground slopes through two-dimensional
(2D) numerical simulation [18], some authors have studied in detail the behavior of flow
analysis around discontinuous vegetation patches [19,20], while the authors in [21–25]
studied internal flow characteristics and turbulent parameters without taking free surface
movement into account. However, there has been less numerical research on the impact
of three-dimensional (3D) flow behavior with free surface movement around a limited
coastal vegetation patch by changing its aspect ratio (dimensions), i.e., length and width,
for tsunami prevention. The results of this research can be used to better understand the
role of inland coastal vegetation of a finite length in the event of major floods such as a
tsunami by allowing researchers to compare flow characteristics between longer and wider
vegetation patches. Hence, the present study is mainly focused on the numerical investiga-
tion of 3D flow behavior through longer (AR < 1) and wider (AR > 1) vegetation patches
to determine the flow behavior of each kind with their flow affecting properties, based
on the Aspect Ratio (AR = vegetation patch width/length) of the finite length vegetation.
Furthermore, the research also includes a vast scope and broad applicability in clarifying
the flow mechanism in the form of complex velocity patterns within and around the finite
length vegetation.

The velocity patterns are nearly impossible to capture through an experimental investi-
gation due to the limitations of instruments: laser sheets in a Particle Image Velocity Meter
(PIV), for example, are not viable in the vegetation zone due to the presence of vegetation
cylinders. Additionally, velocity sensors in the Electromagnetic Flow Meter (EFM) cannot
be utilized as they can disturb the flow near the vegetation region and the bed region. This
numerical study provides an advantage in bridging this gap. To accomplish the objectives
through numerical investigation, we used a CFD tool called FLUENT, which runs a sim-
ulation using the Volume of Fluid model (VOF) with the Reynolds stress model (RSM).
The flow properties are addressed in terms of three-dimensional free surface variations,
velocity distribution, velocity contours, velocity vectors, and turbulence characteristics.

2. The Volume of Fluid Model (Air–Water) Two-Phase Flow

In 3D numerical simulations, a multi-phase model such as the volume of fluid (VOF)
model is typically used to treat the free surface boundary and interaction between the
two-phase flow (water and air). The VOF technique was initially suggested by Hirt and
Nickhols [26]. VOF modeling was used by the majority of earlier studies to solve flow
issues in stepped spillways and wide crested weirs [27–31]. However, few studies have
been performed using VOF modeling and provide solutions mainly to basic rectangular and
curved open channel flow problems [32,33]. Therefore, this study considers the vegetated
open channel to check the performance of the VOF modeling.

By solving a single momentum equation, the VOF approach can model two or more
immiscible fluids and control the fraction of each of the volume of the fluid in the entire
domain. The fundamental principle of this kind of model is that two fluids do not interpen-
etrate. In this problem, the use of two fluids creates a new variable, i.e., the computational
cell phase volume fraction. Consequently, regarding the field of air and water flow, a
single set of air and water share a momentum equation and in each computational cell, the
volume fraction of each fluid is followed across the whole domain. The volume fraction
for all phases in each computational cell add up to (1) unity. The flow structure and flow
properties for all variables are separated into phases and are indicated as volume-averaged
values, such that the volume fraction of each phase is known at each location. Therefore,
the variables and properties in each cell, depending upon the volume fraction value, are
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purely representative of a mixture of the phases. If the volume fraction of the qth fluid in
the cell is referred to as aq, then the following three conditions are possible:

(a) aq = 1 when the qth fluid fills the whole cell demonstrating that the cell is filled
with water.

(b) aq = 0 when the qth fluid does not occupy the whole cell means that the cell is filled
with air.

(c) 0 < aq < 1 indicates that where the cell has an interface between the qth fluid, i.e., free
surface between air and water layer.

If aa = air volume fraction and aw = water volume fraction, the free surface traceability
of the water–air interface is performed by a continuity equation solution is provided by:

∂αw

αt
+

∂αw

∂xt
= 0 (1)

To evaluate the precise orientation of the free surface, i.e., the water–air interface, the
VOF implicit scheme is used, and within each cell it has a linear slope, which is used to
measure fluid advection via the corresponding cell face. The location of the linear interface
to the center of each partially filled cell is therefore measured by the value of the volume
fraction and its derivative within the cell.

3. Turbulence Modeling (RANS)

The Reynolds-averaged Navier–Stokes (RANS) equations, written in tensor notation,
are used to define the flow behavior in vegetated channels.
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where overbar represents the Reynolds averaged value and ui and uj are the average and
fluctuation velocities in the xi direction, respectively. I = (1, 2, 3), indicating the longitudinal
x, transverse y, and vertical z axis. Equations (2) and (3) may be calculated for the average
value of velocity, pressure, and other variables when the turbulent correlations can be linked
to average velocity or mean pressure, respectively. This is referred to as the turbulence
modeling closure problem. Eddy viscosity, a concept developed by Boussinesq’s, was
utilized to simulate Reynold’s stress, described by.
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In which, ve represents the eddy/turbulent viscosity and K = 0.5u′
iu′

j denotes the tur-
bulent kinetic energy (TKE). The eddy viscosity is unknown, but through the dimensionless
analysis it is given by.

ve = Cμ

(
K2

∈
)

(5)

Here, Cμ = 0.09 is the coefficient of closure and ∈ represents the dissipation rate of
turbulent kinetic energy (TKE).

4. Material and Methods

4.1. Conditions for Numerical Simulation
4.1.1. Flow Conditions

The tsunami, which is a series of waves, continues to the shore, and runs up inland
with a huge discharge [34]. On the other hand, if discontinuous vegetation patches are
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present in the path of flow, then the hydraulic conditions may change [35,36]. However,
when the tsunami inundation enters in the inland regions, it does not contain any waves and
propagates into the inland region with a long period. As a result, the tsunami inundation
can be represented as a quasi-steady flow [37]. Many earlier researchers considered the
flow in the inland area surrounding an inland vegetative forest in a steady and subcritical
condition when modeling the tsunami flow. Thus, the flow parameters in this research were
defined using Froude and initial water depth similarity, which assumes a subcritical and
constant tsunami inland flow. During the 2004 Indian Ocean tsunami, the Froude conditions
(Fr) were reported to be 0.64–1.04 in the inland region of Banda Aceh [38]. Furthermore,
the tsunami flow around an inland forest in Miyagi Prefecture, Japan, was subcritical
at numerous locations during the 2011 Great East Japan tsunami (GEJT), with varied
Froude values in the range of 0.7–1 and an approximate tsunami depth of 7.3–8.3 m [39].
The vegetation is set to be placed inland in the present research. To simulate a tsunami
flow on an actual scale, a model scale of 1/100 was used, and the Froude number in a
channel was kept around 0.7 without any vegetation inserted in the rectangular channel.
In this numerical research, the water depth (without a vegetation model) used to create
the subcritical inland tsunami condition was 4.5 cm, against the initial Froude number
of 0.70. Since the numerical domain used a two-phase model, i.e., (VOF), it is necessary
to specify how much air is included above the water region. Salaheldin et al. [40] stated
that there is no impact from the boundary at the top if air height to water height is kept
above 0.5. In our current 3D simulation, the total air portion depth is maintained at 5.5 cm,
resulting in a ratio of 1.22, which is sufficient to prevent any impact from the top of the
domain boundary state.

4.1.2. Vegetation Conditions

The Japanese pine tree, with an average tree height of 15 m and a trunk diameter of
0.4 m, located in the Sendai Plain, was adopted as the tree species for the vegetation model.
According to Tanaka et al., [41], a tree can be modelled as a rigid circular cylinder if the
crown part of the tree is high above the tsunami height. The trees were thus modelled
in 1/100 scale, utilizing rigid cylinders with a diameter of 0.4 cm placed in a staggered
pattern, in accordance with the average diameter of the pine tree. The density of the
vegetation is defined by S/d number [2]. There are three different vegetation densities
based on this S/d number (where S represents the spacing between the rigid cylinders in a
cross streamwise direction and d is the cylinder diameter). The sparse model is defined as
having a S/d number of 2.13, while the intermediate and dense models have a S/d value
of 1.03 and 0.25, respectively. In the current research, an intermediate density with a S/d
value of 1.03 was used for the vegetation model. As stated in the introductory section, the
construction of infinite vegetation in the inland areas would be impossible due to land
constraints; therefore, to replicate the actual situation, a limited length vegetation was
examined in this research to represent the inland vegetation. The main goal of the research
was to examine the effect of change in the length and width of the vegetation model on the
3D flow characteristics, while accounting for free surface fluctuation based on the aspect

ratio (AR = Wy
/

Wx
, in which wx and wy are the vegetation length in the x-direction and

width in the y-direction, respectively), which was considered as a changing parameter. Five
different cases were considered with varying length and width of vegetation model, as
shown in Figure 1. The vegetation models with five various configurations were placed
separately in the channel to evaluate their performance in terms of flow resistance. The AR
of the finite length vegetation in this study was in the range (0.2–5), as shown in Table 1.
The AR of 0.2 and 0.3 indicate longer vegetation patches and the AR of 3 and 5 indicate
wider vegetation patches configurations in the path of flow.
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Figure 1. Layout of the domain for numerical simulation: Arrangement of the Vegetation patches.

Table 1. Hydraulic Conditions of Numerical Model: Note: Wx represents vegetation length; Wy

depicts vegetation width; Fr shows Froude number (Fr = U
/√

gh, where U represents the initial

flow velocity, g is the gravitational constant and h is the initial water depth); Dw stands for water
depth; U is the initial velocity.

Cases AR Wx (cm) Wy (cm) Fr S/d Dw (cm) U (m/s)

Longer Vegetation
Patch

1 0.2 50 10 0.7 1.03 4.5 0.465

2 0.3 30 10 0.7 1.03 4.5 0.465

3 1 10 10 0.7 1.03 4.5 0.465

Wider Vegetation
Patch

4 3 10 30 0.7 1.03 4.5 0.465

5 5 10 50 0.7 1.03 4.5 0.465

4.1.3. Measurement Locations

A rectangular channel 150 cm long and 70 cm wide was used to represent the current
numerical domain, which included a vegetation model that covered the finite width of
the domain. The top view of the channel domain is presented in Figure 2. Six specified
points were selected to investigate the vertical distribution of stream wise velocities within
the vicinity of the vegetation model (x1, x2, x3) and the adjacent gap region (y1, y2, y3).
Furthermore, an important horizontal surface (at depth of z = 3.5 cm below the initial water
depth) and two longitudinal sections (LS1 = 35 cm passed through the centre of channel
domain or vegetation model and LS2 = 25 cm, passed through the adjacent gap region
throughout the channel domain),as well as two cross streamwise sections (CS1, located
within the vegetation model and CS2, located downstream of the vegetation model) were
considered for the detailed investigation of the flow properties in the form of free surface
level (FSL) distribution, velocity profiles, velocity vectors (flow movement), velocity and
turbulent intensity contour plot distribution.

Figure 2. Top view of the vegetated channel setup and specified positions and sections. The red
points depict the concerned locations, whereas the red dashed lines show the measurement sections.
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4.2. Preprocessing and Postprocessing
4.2.1. Preprocessing

The simulation was carried out using the Computational Fluid Dynamics (CFD) tool,
ANSYS. The numerical setup for this study consisted of two steps: preprocessing and
postprocessing. In preprocessing, the geometry was modeled using a design modeler tool.
A rectangular channel 150 cm long and 70 cm broad was created in a design modeler,
together with a vegetation model (staggered arrangement) that occupied the domain’s
limited width. The arrangement of the vegetation model and the spacing in between the
cylinders is shown in Figure 3a. The domain was then transferred to the mesh tool. Meshing
is a critical stage in achieving high-quality results, as desired outcomes require proper
meshing, which is described as the partition of the geometry into components, including
cells and elements. Simulation precision, convergence and speed are all influenced by mesh
size and density. More memory and time are required for fine meshing, whereas numerical
diffusion in the results occurs when meshing is carried out incorrectly. Firstly, we tested
various meshing methods (e.g., sweep meshing, tetrahedral primitive with numerous
deformable components resulted in higher skewness values and in some cases negative
volumes) on an open channel without vegetation to check the diffusion rate of water and
air interface; however, we achieved convergence with reasonable computation time using
multizone meshing with hexahedral components. Figure 3b,c depict the differences in
results in terms of diffusion rate between the water and air volume fractions on a channel
domain, when multizone and tetrahedral meshing are used separately. Tetrahedral meshing
generated incorrect results and maximized numerical diffusion at the water–air interface,
resulting in significant disparities. This was because tetrahedral meshing consisted of only
tetra cells and did not well distribute the cells to define the boundary between air and
water phase. It also created the poor-quality surface mesh around the vegetation cylinders.
On the other hand, multizone meshing, which is a hybrid of hexahedral or brick and tetra
elements, generally result in more accurate results at lower element counts than only tetra
elements. Therefore, multizone meshing produces the best results with low diffusivity
and can precisely track the water–air interface. Furthermore, the skewness and orthogonal
quality criterion methods were used to evaluate the quality of the mesh. Skewness defines
how close to the ideal (equiangular quad) a face or cell is. According to the definition,
a value that corresponds to 0 indicates “Excellent”, and 1 corresponds to the worst cells
(degenerate) quality. For this present study, the equilateral volume-based skewness method
was used to check the skewness. Under this method, the mesh is considered a good quality
for 3D if its skewness value is less than 0.4. The present geometry mesh has a value of 0.16,
which leads to excellent mesh quality. The mesh of the whole domain, especially around
the cylinders, is shown in Figure 3d.

Finally, in order to acquire the best simulation results, a grid independency test was
also conducted. The experimental results of vertical velocity distribution at position 1
(see Figure 3e were compared with the results of varying the mesh size of the numerical
domain. Initially, the mesh grids of 0.4 million (coarse), 1.7 million (fine), and 2.8 million
(finer) were investigated. A 7% change in vertical streamwise velocities between the coarse
and fine grids was observed at position 1 and 2; however, the variance in findings by
greater refinement was just 1%. Therefore, the fine mesh with 1.7 million grids was selected
for the present study. It has been shown that the vertical stream wise velocity values for
coarse grid are quite greater than those for medium and fine grid, in comparison with
the experimental values, Figure 3e. This might be because a coarse mesh cannot properly
recognize the boundaries of the vegetation cylinders, and so the resistance or drag produced
by these structures could not be accurately calculated, resulting in significantly greater
flow velocity magnitudes. On the other hand, a fine mesh (refinement method, particularly
near the cylinders) solves this issue by estimating a realistic flow shape and ensuring
computational precision.
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Figure 3. Preprocessing Setups. (a) Arrangement and spacing of cylinders: Comparison of Meshing
techniques: (b) Multizone meshing (c) Tetrahedral meshing. (d) Mesh domain (e) Grid indepen-
dency test.

4.2.2. Postprocessing

After meshing was complete, the next step was to set up the physics, which was
carried out in post processing. In multiphase models, the volume of fluid (VOF) model was
adopted, while the Reynolds stress model (RSM) was used for viscous modeling. The next
step was to designate the phases; water liquid was selected as the primary phase, while
air was defined as the secondary phase. The boundary conditions were than assigned to
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the faces of the geometry The velocity inlet boundary condition was given to the water
inlet, and the pressure inlet was applied to the air inlet. The water and air density were
set at 1000 (kg/m3) and 1.225 (kg/m3), respectively. The top boundary and outlet were
both considered as pressure outlets, with the gauge pressure set to zero. However, just
one outlet was defined so that the solution could use a flow level derived from the inner
flow field. The boundary condition applied to the bed of domain, faces of cylinders are
considered as a no-slip wall. The no-slip rule for viscous fluids in fluid dynamics means
that the fluid will have zero velocity at the solid boundary, as many researchers have used
this condition [42–44]. For side walls, a slip boundary condition was applied to avoid the
effects of the side wall. The boundary conditions applied to the whole domain is shown in
Figure 4.

Figure 4. Postprocessing Setups: Boundary Conditions.

The solver for time was used as transient. The type for interface modeling for VOF was
used as sharp/dispersed to avoid diffusion rate. Finally, for the pressure velocity-coupling
method, a SIMPLE scheme was adopted and for spatial discretization, the third order
upwind scheme was used. Under-relaxation factor values were considered as low for
convergence criteria and residual smoothing. A fully implicit scheme was incorporated for
the time incorporation. The normalized residual value was set at 1 × 10−6; thus, when the
solution’s calculations were less than the specified number, it was considered converged.
The standard initialization method was used for solution initialization. The user guide [45]
contains descriptions of the algorithm, governing equations, and turbulence model.

5. Results and Discussion

5.1. Model Validation

A laboratory experiment was conducted to validate the results of the numerical model.
The experimental setup was established in a laboratory channel of a rectangular cross-
section with a length (L) of 500 cm, width (w) 70 cm, and a height of 50 cm at Saitama
University, Japan. The vegetation was configured as an array of wooden cylinders in
a staggered arrangement and precisely embedded on the channel bed at the center of
the streamwise width, around 55 cm upstream of the channel. The dimensions of the
vegetation model were chosen to be the same as those used in the current numerical model
of Case No. 3 (Table 1), whereas the density of the vegetation model was considered sparse
(S/d = 2.13). The boundary effect, also known as the side wall effect, has an influence on the
channel flow structure when the blockage ratio, which measures how wide the vegetation
patch front is in relation to how wide the channel itself is, exceeds a certain threshold value.
According to previous studies, an utterly trivial impact of the side walls on the drag of a flat
plate occurs when the obstruction ratio is equal to 5–6 percent [46]. To determine how the
drag force decreases with increasing obstruction ratio (up to 40 percent), Okajima et al. [47]
performed an experiment around a cylinder shaped like a rectangle, in which the flow rate
was constant. They reported that the drag forces initially drop (obstruction ratio of 9 to
10 percent) and then rise as flow obstruction increases. The vegetation model (VM) studied
in the present research has the capacity to enable water to flow through it, and this is mostly
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based on the density. As a result, in order to compute the blockage ratio, the front width
(Wc) of the vegetation was estimated by multiplying the number of cylinders in each of the
first two rows due to its staggered arrangement by the cylinder diameter. Then, the front
width of the vegetation patch is divided by the channel’s width. The considered vegetation
model for experimental trial had a blockage ratio up to approximately 13%, which was
under critical limit. Furthermore, it was also observed during the testing that no waves
were reflected from the channel’s side wall into the area under investigation during the
experimental trials. As a result, it was assumed that the boundary effect had no influence
on the results and the effect of the restriction was overlooked.

The initial water depth was 7.2 cm, which corresponded to an initial Froude value
(Fro) of 0.73. The free surface level (FSL) was measured by point gauge at an interval of
every 20 cm longitudinally along the centerline from the channel upstream to just behind the
vegetation. Two positions were chosen (P1, located at front of the vegetation model and P2,
located at back of the vegetation model) to measure the vertical distribution of streamwise
velocity using an Electro Magnetic Flow Meter (EMFM). The velocity measurements were
obtained by positioning the EMFM slightly above the flume bed and raising it vertically at
an interval of 0.5 to 1 cm up to the FSL. The experimental setup of the vegetation model
(Measurement Locations) and the arrangement of cylinders and resulting flow structure
are presented in Figure 5a,b. To mimic the experimental setup for numerical modeling and
avoid a large mesh grid pattern and lowering computing costs, a vegetation model in a
channel with a length of only 90 cm and a width of 70 cm was built. The preprocessing and
postprocessing procedures used for the validation domain were the same as those used for
the present numerical model.

Figure 5. Model Validation (a) Experimental Flume setup and specific locations for measurement of
water level and vertical distribution of streamwise velocity; (b) Resulting flow structure.

The longitudinal distribution of a FSL calculated over the center portion of the domain
for both the experimental and numerical results are presented in Figure 6a. The ordinate
indicates the FSL in cm, while the abscissa represents the longitudinal distance along the
channel. After installing the vegetation cylinders in the channel, for both the experimental
and numerical results, the FSL was raised on the upstream side due to the vegetation model
retardation and followed a decreasing trend in the downstream region of the vegetation side.
This difference in elevation of the FSL between upstream and downstream of the vegetation
developed the slope of the FSL inside the vegetation. Furthermore, Figure 6b depicts the
results of the vertical distribution of streamwise velocity at defined locations from both the
experimental and numerical findings. The streamwise velocity was considerably lower at
the back (P1) of the vegetation patch compared to the front (P2) of the vegetation patch in
both experimental and computational outcomes. The low velocity magnitudes of velocity
at the back of the vegetation were caused by the retardation or blockage by the vegetation
cylinders, which is beneficial for the mitigation of high tsunami magnitude. The numerical
model outcomes are consistent with the findings in the experiment, demonstrating the
model’s validity. However, near the bed region, a difference in velocities was observed

24



Fluids 2022, 7, 175

between the experimental and numerical findings. This discrepancy may be attributable to
the fact that the EMFM’s velocity sensor cannot be used in close proximity to the bed.

Figure 6. (a) Comparison of computed and experimental free surface level (FSL) profiles: (b) Com-
parison of computed and experimental vertical distribution of streamwise velocity.

5.2. Flow Characteristics
5.2.1. Free Surface Profiles

Vegetation in coastal areas is essential in reducing the velocity and energy of tsunami-
generated floodwater. The flow properties around the coastal vegetation are highly depen-
dent on external flow structure, i.e., free surface variations. Water reflection and vegetation
resistance can reduce the flowing water energy, depth of inundation, region of inundation,
and velocity behind the vegetation [12]. Therefore, this numerical study mainly focused on
capturing the three-dimensional external flow structures, i.e., FSL variations around finite
length emergent coastal vegetation of different configurations based on the AR and its
impact on the flow behavior for tsunami mitigation. The two dimensional as well as three-
dimensional vortices generation and free surface movement around the vegetation models
of four cases (2, 3, 4, 5) are presented in Figure 7a–h. The free surface level (FSL) differences
at the front, mid and behind the vegetation model are presented in 2D water–air volume
fraction contours considering the longitudinal section (LS1), Figure 7a–d. The blue and
red color represent the air and water, respectively. The 3D water volume fraction contours,
i.e., Figure 7e–h are presented to understand the free surface vortices, overall shape, and the
free surface wavy pattern in the vegetated open channel. The red color in the rectangular
channel shows the water phase. By visualizing the contours, the formation of small and
large-sized free surface vortices and their development process mainly depend on the
vegetation elements configuration. The array of vegetation elements at the upstream side
caused the flow to be irrotational. Retardation occurs due to the patch blockage impact and
the drag interface discontinuity offered by the cylinders. The water gradually bleeds with
minimum velocity through the vegetation area and travels rapidly at high velocity in the
adjacent vegetation gap regions. The shear layer was formed by the significant difference in
velocity between the vegetation patch and its gap area due to the FSL elevation difference.
The shear layer then produces coherent structures or vortices due to Kelvin–Helmholtz
instability. The vortices generated by the shear layer dominate the flux exchange (low
and high velocity) between the vegetated and the gap region. The production of vortices
and the exchange of mass flux at the interface between the vegetated and gap regions can
be assumed to play a significant role in sediment transport into the vegetated plain [48].
These vortices have continuously grown from the upstream side towards the downstream
side and gradually dissipate in all cases (2–5). In the longer vegetation patch (AR < 1),
i.e., case (1) and case (2), it was found that the increment in elevation of FSL in front of
vegetation was less and less steep slope was generated within the vegetation Figure 7a,b,
resulting in the creation of vortices of small size vortices Figure 7e. Therefore, a longer
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vegetation patch would provide a smaller contribution to the overall water flow energy
dissipation capabilities. Similarly, in case (3), i.e., (AR = 1), small sized vortices were also
found when the length and width were same, as in Figure 7c,f. In addition, wider vegeta-
tion patches (AR > 1), i.e., case (4) Figure 7g and case (5) Figure 7d,h produced considerable
resistance due to increased vegetation cylinders in the cross streamwise direction, and
hence, maximum elevation of the FSL was observed. According to the findings of the Pasha
and Tanaka [16] study, increasing the width of the vegetation patch results in a greater
depth of water toward the front side of the vegetation, demonstrating that the results of
the current study are in agreement. The maximum FSL results in a steep gradient slope
inside the vegetation patch and minimum elevation of FSL was found on the vegetation
patch downstream side. This higher difference in FSL upstream and downstream side of
the vegetation patch resulted in the development of strong large vortices, Figure 7g,h. The
maximum FSL was observed in the maximum AR, i.e., case (5), around 66% compared to
the initial FSL, while this increment was observed to be 53% in case (4). Contrarily, fewer
percentage differences were observed in lower AR cases, i.e., cases 1, 2, and 3, around 25%,
22%, and 20%, respectively. Thus, in this study, the wider vegetation patches significantly
increased the FSL at the front side of the vegetation patch, which would help dissipate the
flow energy behind the vegetation patch. These dramatically changed FSL heights in the
upstream, inside, and behind the vegetation, and the development of vortices at the free
surface were difficult to observe in those numerical studies where they assume water as a
flat surface [21–23]. Therefore, VOF modeling (water–air interface) can well predict the FSL
around the vegetation in an open channel.

Figure 7. Cont.
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Figure 7. Two-dimensional (2D) Distribution of water–air volume fraction (a) Case 1, (b) Case 2,
(c) Case 3, (d) Case 5: Three-dimensional (3D) distribution of water volume fraction (e) Case 2,
(f) Case 3, (g) Case 4, (h) Case 5.

5.2.2. Velocity Distribution of Streamwise Velocity Profiles

The streamwise velocity distribution in the vertical direction around the finite length
vegetation and their adjacent gap regions was investigated. The behavior of the streamwise
velocity distribution is divided into three distinct regions that cover the whole array
of vegetation cylinders in the vertical direction. (i) The region near the free surface is
influenced by free surface oscillations. (ii) The middle region, found between the free
surface and the bed region, where the vertical cylinders control the flow, and in that region,
flow characteristics remain nearly constant in the vertical direction. (iii) The approaching
bed region where the flow is extremely three-dimensional because of the bed interaction.
The streamwise velocity at the centerline of the longitudinal section (L1) at the four specified
points (X1–X4) for all the AR cases (1–5) is shown in Figure 8a–d. Point (X1) is located on
the upstream side of the vegetation, and point (X2) is located at the center of the vegetation
region. In addition, Point (X3) and (X4) are located at the vegetation region’s downstream
side. The x-axis represents streamwise velocity (Uveg), while the y-axis indicates distance
from the bed (Zw) to the FSL. Due to the presence of vertical stems, as well as the resistance
given by the bed of the domain, the velocity is lower closer to the bed area of the domain.
The maximum reduction in velocity was observed in wider vegetation patches (AR > 1),
i.e., case (4) and case (5), at point (X1) due to the greater resistance provided by the cylinders
in the crosswise direction and the increased height of the FSL, while less reduction in
velocity was observed in the longer vegetation patch (AR < 1), i.e., case (1) and case (2). The
results clearly demonstrate that wider vegetation patches (AR > 1) could effectively reduce
the velocity in front of vegetation. In addition, near the free surface region in Figure 8a, the
highest reduction in velocity was observed in comparison to the middle region, resulting
from the difference in pressure caused by the rising FSL and the air region above the free
surface [14]. At point (X2) in Figure 8b, which was located within the vegetation patch,
the maximum reduction in velocity was observed in the longer vegetation patch (AR < 1),
case (1) and case (2) due to continuous resistance provided by the vegetation cylinders
in the longitudinal direction. In comparison, this reduction was low in wider vegetation
patches (AR > 1), i.e., case (4) and case (5). As a result, a longer vegetation patch benefits the
protection of the vegetation structure itself, which helps in reducing bed shear stress inside
the vegetation structure. Additionally, the same trend of velocity reduction was observed
at points (X3) and (X4) for all the cases in Figure 8c,d. These streamwise velocity profiles in
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the vertical direction within and around the vegetation were challenging to observe in the
experimental study. This manifests the numerical simulation benefits.

Figure 8. Vertical distribution of streamwise velocities in the vegetation region and downstream
region at specified locations (a) X1; (b) X2; (c) X3; (d) X4. For the locations, see Figure 2.

For all the different AR cases (1–5), the streamwise velocity in the vegetation gap
area is shown in Figure 9a–c. These points were considered on one side of the centerline
in the gap region because the vegetation is located at the centerline, and conditions are
symmetrical on both sides of the centerline. Point (Y1) is in the gap area on the upstream
side of the vegetation, and point (Y2) is located at the center of the vegetation gap region,
while point (Y3) is located downstream of the vegetation gap region. The x-axis depicted
the streamwise velocity of the gap region (UGap), whereas the y-axis depicted the distance
from the bed (Zw) up to the FSL. It is observed in all the AR cases (1–5) that velocity profiles
were lower in the upstream gap regions (Y1), marginally higher in the center of the gap
region (Y2), increased more in the downstream of the gap region (Y3) and decreased to
their minimum near the bed. Drop in velocities located within close vicinity to the bed were
attributable to the bed’s domain resistance. The streamwise flow velocity was observed
to be low in all the aspect ratio cases (1–5) at point (Y1) Figure 9a on the upstream side
of the vegetation gap region. This effect of low velocity was due to the sheltering effect
of vegetation cylinders and water reflection, i.e., increased height of the FSL, which also
affects the gap region. The maximum reduction in streamwise velocity was observed in a
wider vegetation patch (AR > 1), i.e., case (5), at point (Y1), due to the increased width of
vegetation in the crosswise direction, resulting in a more significant increase in the height
of the FSL. The streamwise velocity of case (4) and case (5) is increased as it moves towards
point (Y2), Figure 9b. The inflow of water from the vegetation zone into the gap leads
to a large-scale eddy between the interface of the gap and the vegetation cylinders. The
minimum length of vegetation along the longitudinal direction was also the main factor for
increasing the velocity.

The streamwise velocity was further increased at point (Y3), Figure 9c, downstream
of the vegetation gap region, and maximum velocity was observed in case (5) due to the
fast diffraction of flow at the edges of the vegetation. From the above profiles, it can be
shown that case (4) and case (5) provide the highest reduction in velocity upstream of the
vegetation gap region, Figure 9a. Simultaneously, these configurations contribute to an
increase in velocity downstream of the vegetation gap region Figure 9c, which may lead to
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erosion at the vegetation edges. However, in cases (1) and (2), where the vegetation length
was greater than the vegetation width, the same pattern of velocities was observed at the
upstream, middle, and downstream sides of the vegetation gap region, but the reduction
in velocities was less due to the minimum FSL at the upstream side, and the increase in
velocities was less due to the increased length of the vegetation patch.

Figure 9. Vertical distribution of streamwise velocities in the gap regions at specifies locations (a) Y1;
(b) Y2; (c) Y3. For the locations, see Figure 2. The black dashed lined shows the initial FSL.

5.2.3. Velocity Profiles along the Longitudinal Sections

The streamwise velocity distribution through the longitudinal sections (LS1 = y = 0.35 m)
and (LS2 = y = 0.25 m), i.e., passed from the center of the channel and the gap region, for all
the AR cases (1–5) is shown in Figure 10a,b. The dashed boxes depict the vegetation area
along the longitudinal direction. In Figure 10a, all the cases followed an irregular pattern of
velocities within the vegetation area. The longer the vegetation patch length, i.e., (AR < 1),
the maximum irregularity is observed in the velocity profiles. A maximum reduction of 97%
and 94.8% in velocities was observed within the vegetation patch in case (1) and case (2),
respectively, as compared to the initial velocity without the vegetation. These configurations
of vegetation patches could effectively reduce the bed shear stress inside the vegetation patch.
When the vegetation patch of (AR ≥ 1) is considered, the velocity reduction in cases 3, 4, and
5 also led to approximately (40.02–53.50%).

Figure 10. Longitudinal distributions of streamwise velocities, (a) along the longitudinal section LS1
and (b) along the longitudinal section LS2. The dashed lines show the Vegetation length area (Wx).

The reduction in streamwise velocities upstream of the vegetation gap region was
observed in all the AR cases due to increased FSL, Figure 10b. When the AR is increased,
the greater the velocity reduction in the upstream of the gap region (around 11.83–32.7%
reduction in velocities compared to initial velocity) was observed in cases 3, 4, and case 5.
However, the smaller AR vegetation patch also leads to a reduction in velocity upstream
of the vegetation gap area, which in case (1) and case (2) was approximately 7.1% and
14.1%, respectively. Contrarily, with the increase in the AR of vegetation patch, the greater
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the velocity increment downstream of the gap region (around 14.26–34.86% increment in
velocities compared to initial velocity) was observed in case 3, 4, and case 5. While this
increment was only 8.6% and 10.11% in the smaller AR case (1) and case (2), respectively, it
suggests that the longer vegetation patch did not substantially contribute to the increase in
velocity downstream of the vegetation gap area.

5.2.4. Simulated Contour Plot Distribution of Streamwise Velocity

The contour plot distribution of streamwise velocity on the horizontal x-y plane for
all the cases is shown in Figure 11a–e. One horizontal surface was examined at depth
z = 3.5 cm (below the free surface) to better understand the flow behavior. When the flow
bleeds through the vegetation region, the reduction in stream wise velocities was observed
at the front of the vegetation in all the cases (1–5). The lowest reduction was observed
in longer vegetation patch configuration, i.e., case (1), case (2) and case (3), Figure 11a–c,
whereas the highest reduction was seen in the wider patch configuration, i.e., case (4) and
case (5), Figure 11d,e. This was due to the presence of the maximum number of vegetation
cylinders in the path of flow. Regarding the inside of the vegetation region, the trend of
reduction in velocities were different. Due to the continuous resistance provided by the
vegetation cylinders, the highest reduction in velocity was observed in longer vegetation
patches (AR < 1), considering the inside region of the vegetation patch. However, wider
vegetation patches (AR > 1) also contribute to velocity reduction, but it produces a large,
sheltered zone (area of low velocity), Figure 11d,e, downstream of the vegetation patch
compared to the longer vegetation patches (AR < 1). Therefore, considering the tsunami
mitigation capability point of view, the findings illustrate the significance of a wider
vegetation patch, which could significantly increase the maximum velocity reduction area
just behind the vegetation patch compared to the longer vegetation patch.

Figure 11. Contour plot distribution of streamwise velocity along the horizontal plane: (a) Case 1,
(b) Case 2, (c) Case 3, (d) Case 4, (e) Case 5.
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The sheltering effect of the longer vegetation patch, on the other hand, causes the
velocity to decelerate in the nearby gap areas when compared to the wider vegetation
patch. Therefore, the wider vegetation patches (AR > 1) contribute to generating a small
zone of high-intensity velocity magnitude in the vegetation gap region, and the longer
vegetation patches (AR < 1) lead to the formation of a large zone of low-intensity velocity
magnitude. Therefore, an increased AR of the vegetation patch has a negative impact on
the downstream gap region due to increased velocity magnitudes at the vegetation patch
edges compared to the longer vegetation patch.

5.2.5. Flow Movement of Water and Air Phase

The schematic detail of the flow behavior between the air and water phase and genera-
tion of vortices at specified sections (CS1) and (CS2) for the only three AR cases (1, 3 and 5)
are shown in Figure 12a–f. The y-axis represents the channel’s crosswise direction, i.e., the
channel’s width and the z-axis represents the channel’s total depth, including both the air
and water region. Due to the slip wall presence, only the vegetated region and bed of the
channel domain were accountable for the generation of vortices. The presence of vegetated
and gap regions contributes to an inflection point along both the crosswise sections (CS1)
and (CS2) in the streamwise velocity vectors. In section (CS1) near the vegetation region
(water phase), i.e., the interface between the vegetated and gap region, flow divergence;
that is, the movement of flow in a lateral direction, occurred in the regions of vegetation
area towards the gap region, and, as a result, the downward movement of water flow
occurred within the vegetation region, Figure 12a,c,e. Contrarily, flow convergence in
section (CS2); that is, the movement of water flow, took place in the reverse direction just at
the downstream side of the vegetation patch in a lateral direction, as the flow behind the
vegetation again collided and, as a result, an upward movement of flow occurred in front
of the downstream side of the vegetation patch Figure 12b,d,f.

Figure 12. Cont.
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Figure 12. Streamwise velocity vectors (m/s) along the specified cross sections CS1 and CS2
(a,b) Case 1; (c,d) Case 3; (e,f) Case 5. The black dashed lined shows the FSL (Free Surface Level).

Owing to the combination of the air and water layers, the inflection point in the
streamwise velocities was seen near the free surface level in all three AR cases. The greater
velocity difference of the two phases, i.e., air and water, contribute to a generation of strong
vertical clockwise and counterclockwise vortices in the vertical direction Figure 13a,b. The
combination of low-density air–liquid and high-density water–liquid was accountable
for these vortices. However, these vortices are more prominent when the gap region is
larger, i.e., case (1) and case (3). Above the FSL, a downward air movement occurs in
the region above the vegetation area and the regions immediately behind the vegetation
side. According to Rashedunnabi and Tanaka [14], the air movement that occurs in the
downward direction in a vegetated open channel flow is the main reason for the air
entrainment in the vegetation patch at the downstream side, which can be seen in the
present numerical study.

Figure 13. Schematic diagram of general vortex behavior in an emergent vegetated channel of air
and water behavior along with the cross-sections (a) CS1; (b) CS2 for all the cases.

5.2.6. Turbulent Intensity Distribution of Air–Water Phase

When the flow bleeds through the vegetation area, the flow becomes unstable in
that region. The flow instability in the vegetation region leads to the turbulence level. In
addition, the air region above the water region also affects the flow phenomenon in terms
of air entrainment into the water region. Therefore, the estimation of the turbulence level
of both the air and water regions is very important and can be easily understood by using

VOF modeling. The turbulent intensity (I =
√

u′2 /
uavg

) in the form of contour plots for the

three AR cases (1, 3 and 5) only at the specified section (CS1) is shown in Figure 14a–c. On
the x-axis is the width of the channel, and on the z-axis is the elevation, which includes both
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air and water regions. Figure 14a–c shows that the maximum water turbulence intensity
below the free surface was observed both within the vegetation and near the bed of the
channel domain. This was due to the vegetation cylinders resistance in the path of the water
flow and the continuous resistance provided by the bed of the domain. Raupach et al. [49]
and Ricardo et al. [50] found that the production of vortices within the vegetation leads (as
seen in Figure 12a,c,e) to the dissipation of the turbulent energy. A considerable quantity
of turbulence was detected near the vegetation edge (i.e., the boundary between the gap
region and the vegetation region), which resulted from the rapid water moving towards
the gap area (discussed in Section 5.2.5). The gap regions exhibited little resistance; thus,
very little turbulence was recorded there. Therefore, the maximum turbulent intensity in
the vegetation region showed that vegetation cylinders provide significant resistance in the
path of the flow.

Figure 14. Turbulent intensities (%) along the cross-section CS1 (a) Case 1; (b) Case 3 and (c) Case 5.

Savelsberg and Van de water [51] found that turbulence of air at the free surface
indicates air entrainment into the water region. Above the FSL, in the gap region, strong
air turbulent intensity was observed in case (1), 11.9%, and case (3), 12.1%, indicating
strong air entrainment over this region, Figure 14a,b. In the gap region of the maximum
AR case (5), less than 3% of air turbulent intensity was gained over the free surface level
due to constriction of the gap area. while a significant increase in air turbulent intensity
above the vegetation region was found in case (5), i.e., wider vegetation patch, Figure 14c.
A study by Cain [52] revealed that air entrainment occurred in a turbulent flow due to
irregular vortices’ formation. In the present study, these vortices were formed at the free
surface level, as discussed in the above section. In addition, Chanson [53] showed that if
the turbulent properties are high enough to transcend both gravity and surface tension
impact, the air bubbles can be entrained. Therefore, a significant amount of air bubbles
forming in a maximum aspect ratio can result from the higher turbulent intensity of air
above the vegetation cylinders. Previous studies have also shown that higher generation of
turbulent structures can promote the flow of air bubbles into the vegetation region [54,55],
which can play an important role in energy dissipation [14,56]. Therefore, the maximum
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air intensity above the wider vegetation patch region (AR > 1) can result in greater energy
reduction relative to that of longer vegetation patch configuration (AR < 1).

6. Conclusions

In this research, a three-dimensional numerical model was established using ANSYS
to investigate inland tsunami flow in a vegetated open channel. The two-phase volume of
fluid (VOF) model was used to track the free surface combined with the Reynolds stress
model (RSM). The accuracy of the free surface was checked using a variety of meshing
methods; however, multizone meshing was the most effective in correctly tracking the free
surface with the smallest amount of diffusion, compared to the tetrahedral meshing. The
present numerical model has successfully captured reasonable outcomes and has better
correspondence with the experimental results in terms of free surface and velocity profiles.

The numerical model was then utilized to investigate the 3D flow behavior through the
longer (AR < 1) and wider (AR > 1) vegetation patches to compare the flow behavior of each
type under subcritical flow conditions depending on the Aspect Ratio (AR = vegetation
patch width/length). The results showed that the maximum free surface level (FSL) at the
front and minimum FSL behind the vegetation increases with the increase in AR > 1 (in the
case of the wider vegetation patch), which consequently results in the generation of large
size vortices. On the other hand, with the decrease in AR ≤ 1 (in the case of the longer
vegetation patch), less FSL is observed at the front of the vegetation, which consequently
results in the generation of small size vortices. Considering the tsunami mitigation point of
view, the wider vegetation patch configurations (AR > 1) give favorable conditions in terms
of the large area of low velocity directly downstream side of the vegetation patch, whereas
it has a negative impact on the adjacent downstream gap region due to increased high
velocity (around 14.3–34.9% increment in velocities compared to initial velocity), which
would increase bed shear stress at the edges of the vegetation. The longer vegetation
patch configurations (with AR < 1) gives favorable conditions due to maximum velocity
reduction within the vegetation patch (around 94.8–97.14% decrement in velocities), which
would decrease bed shear stress and protect the vegetation structures itself. However,
it has a disadvantage in the downstream vegetation region due to the generation of a
small, sheltered area of low velocity. In addition, the present numerical model successfully
captured the flow movement of water and air region around the vegetation patches. The
turbulent intensity distribution of air and water region showed that the turbulence of
air at the free surface suggests strong air entrainment into the water region, which can
result in greater energy reduction. The maximum air intensity above the wider vegetation
patch region (AR > 1) was observed compared to the longer vegetation patch configuration
(AR < 1).

These results are beneficial and provide basic information for considering the suitable
design of finite length emergent vegetation based on the Aspect Ratio (AR). Therefore, in
the future, more computational research should be conducted to analyze the flow properties
against the finite length emergent vegetation, with further varying configurations and with
some angled gaps to overcome the high-velocity zone at the edges of the vegetation patch
(observed in the wider patch configuration) and other ground conditions.
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Abstract: Many reclaimed areas in Indonesia have abandoned swampland or idle land which is
attributed to various factors. One of the main factors is the unsuitability of the exiting flow system in
this area since the condition of the canals and water structures in this area has not been rehabilitated
for a long time. No study has been carried out to investigate the suitable model for simulating the
appropriate criteria for assessment of erosion within the channel on Tidal lowland in Indonesia.
This study focuses on the investigation of erosion occurring within the Rural Channel and Main
Drainage Channel on Tidal lowland in Palembang, Indonesia which becomes the originality of this
manuscript. The erosion was attributed to the accumulation of sediment transport within the channel
of the reclaimed tidal delta region Telang I. The results of the research on the P8-13S scheme show
that equilibrium on the accumulation of sediment transport in the channel was observed in the Rural
Channel and Main Drainage Channel on average ranging from 3,301,859 m3 to 3,349,103 m3 while the
average sedimentation ranged from 809,232–898,467 m3. This study is very important in minimizing
the possible erosion near riverbank.

Keywords: rural channel; main drainage channel; sediment transport pattern; tidal lowland and erosion

1. Introduction

Sediment transport is critical for all aquatic habitats, but particularly lagoons, where
the volume and direction of suspended matter has a direct effect on the turbidity of the
water [1–3]. It has the potential to alter primary production and other ecological processes
within a system [4]. Sediments play a critical role in sculpting the terrain where rivers
meet the sea. Inadequate sedimentation to the sea may result in coastal erosion, leading in
the loss of land and tidal wetlands, necessitating coast protection and saltmarsh or beach
nourishment methods [5]. Furthermore, human action occasionally modifies the coastline,
frequently unintentionally altering previously identified sediment transport channels and
coastal morpho dynamics [6]. Juez et al. [7] proposed a model for simplification of coupling
technique for modelling transient shallow flow and movable bed to reduce the compu-
tational cost and time. Zordan et al. [8] concluded that bed shear stress and Reynolds
stresses are correlated with sediment entrainment for longer periods, such that it can be
inferred that they are associated to the distal transport of sediment. The main responsible
for sediment dislodging is found to be the vertical component of the fluid movement, which
presents a high peak of vertical mean velocity at the front of the currents.

Potential land for farming in Indonesia includes around 150 million ha. Some parts
are located within swamp area, which cover an area of around 33 million ha. This swamp
land is situated within tidal swamp with area of 21 million ha and normal swamp with
area of 12 million ha. These swamps land are distributed across the islands of Kalimantan,
Sulawesi, Sumatera and Papua, covering an area of about 10 million hectares each [9].

The Indonesian government has reclaimed some of the swamp areas. The reclamation
by private sector is around 1.9 million ha while the reclamation by the community is around
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2.1 million ha with a total reclamation of 4 million ha [10]. However, only few areas of these
reclaimed lands are utilized to generate crops. The productivity of the land is around 3 t/ha
which is utilized by the government. A lack of attention to Operations and Maintenance
has resulted in a micro-scale repair effort in tertiary channels without a sluicegate structural
framework, which means that farmers are doing their own micro-scale maintenance on
their own initiative [11].

Based on an inventory study of swamp area data in the western and eastern regions, it
is concluded that 0.8 million ha of 1.8 million ha reclaimed area is abandoned swampland
or idle land, which is attributed to various factors [12]. One of the main factors is the
unsuitability of the exiting flow system in this area since the existing water system network
is not optimal. The other important factor is related to the condition of the canals and water
structures in this area which has not been rehabilitated for a long time. In addition, the
maintenance of the channels is not optimal [13].

The originality of this study is related to the investigation of the suitable model for
simulating the appropriate criteria for assessment of erosion within the channel on Tidal
lowland in Indonesia. The criteria to determine the stability within the channel is related to
no erosion and sedimentation observed in the channel with the equilibrium condition of
the channel. Although erosion and sedimentation exist, but it should be merely temporary
material movements in the channel which does not affect the general condition of the
channel. No study has been carried out to investigate the suitable model for simulating the
appropriate criteria for assessment of erosion within channel on Tidal lowland in Indonesia.
This study focuses on the investigation of erosion occurring within the Rural Channel and
Main Drainage Channel on Tidal lowland in Palembang, Indonesia.

2. Site Overview and Methodology

According to this research, the area under investigation is located in Delta Region
Telang I in the province of South Sumatra, which is characterized by swampy terrain and
little rainfall. With the second generation of the double-grid design layout (Rib System),
this region was also reclaimed, along with Telang II, Delta Saleh, and Sugihan, as the
second generation [14]. A future open channel system has been designed for the Delta
region Telang I [15]. In addition to the main line (which is also used for navigation), the
system includes secondary channels and tertiary channels. The site location in this study is
depicted in Figure 1 [16].

 

Figure 1. (a) The investigated location in this study; (b) Layout of the investigated primary
channel 8 (P8).

Telang I lies between 020 29 and 020 48′ latitude and 1040 30 and 1040 52′ east longitude,
according to GPS. As a result, the country’s northern and southern borders are bounded
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by the Strait of Bangka and Telang I respectively. In contrast, the eastern region, which
includes the river Musi, and the western region, which includes the river Telang I [17].

Telang I is a hydrologically significant location since it is bordered by tidal rivers. The
Musi river runs through the eastern section of the territory, while the Telang river runs
through the western part of the region. According to the Land and Water Management
Tidal Lowlands (LWMTL) [11], the Bangka Strait borders the southern portion of the
province, whilst the river borders the northern part of the territory. As a result of these
factors and others, hydrology can be affected on a local and global scale by the surrounding
channels, the water levels in each channel, the sluicegate’s operation, tides, and other
environmental factors.

The numerical studies in this work were carried out using Mike-11 for simulating each
prototype of flap-gate based on two-dimensional (2-D) finite element calculations. MIKE-11
mathematical modelling technique was developed in the Danish Hydraulic Institute. The
MIKE11 software (Version 2009, Danish Hydraulic Institute, Kopenhagen, Denmark) is
based on an implicit finite difference scheme solution of the Saint Venant equations [18].
Equations (1) and (2) are used for hydrodynamic model simulated by the software.
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dt
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where A the flow area, b is the width of channel, h is the stage, Q is the discharge, R is the
hydraulic radius, n is the roughness coefficient, β is the momentum distribution coefficient,
q is the lateral inflow rate per unit length.

3. Numerical Analyses Results and Discussions

Research on channel stability has been carried out under various scenarios to deter-
mine a suitable pattern for channels in tidal swamp areas. The stable criterion is that there is
no erosion or sedimentation in the channel with equilibrium channel conditions. Although
erosion and sedimentation occur, it is only a momentary material transfer to the channel
without affecting the condition of the channel in general.

Tidal swamps in the delta Telang I where the study was conducted consists of a
26,680 ha of reclamation area. This area was opened in 1976 and it was developed as
transmigration area for people from Java which began in the early 1980s [19]. In the
development stage, this area was built with a water system and supporting infrastructure
for the development of tidal swamp farming business [20].

The length of the primary channel P8-13S is 19,071 m. The secondary channel is
divided into two: Rural Channels (RC) and the Drainage Channel or Main Drainage
Channel (MDC) which is located on the boundary of the business area II. The length of the
RC secondary channel is 3267 m and MDC is 3807 m. the area of one secondary block is
256 hectares.

The water system in this area works based on the concept of a one-way flow system
where tidal water flows into the RC and then it is released through the MDC. At present,
the RC and MDC both have functions as water intake and drainage channels. This one-way
water management system will provide good prospects if it is equipped with water gates
(flap-gate, stop-log or block) as a water regulator that can be controlled (Noor, 2004).

On the secondary channel P8-13S, a survey was carried out on the longitudinal and
transverse directions based on topographic and water level measurements. Most of the
tertiary canals in P8 are still unmodified, only certain part of this area has been modified
including the Southern part of the area with 13 secondary block (P8-13S). In general one
secondary block has the same area of ±256 ha with a total of 17 tertiary canals channel bar
(Figure 2).
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Figure 2. Schematic diagram of water system at P8 Telang I.

Many tertiary channels in P8 are not connected into the RC. There are only a small
number of channels that penetrate to the RC. Almost all of channels penetrate to the
secondary Main Drainage Channel (MDC). All secondary channels, both RC and MDC
in line P8 initially were not supported by water control structures. Only until 2010, four
sluice-gates were built in SDU 13-S secondary channels and 5 are in RC13-South.

3.1. P8-13S Channel Hydraulic Model Analysis and Simulation

Simulations of morphological changes in both Primary 8 (P8) channels and SPD and
SDU secondary channels, were performed using MIKE-11 2D software [18]. The initial
condition in the numerical simulation was determined based on the elevation of the water
level in the RC and MDC channels in P8-13S. The elevation of the water level in the Rural
Channel was recorded for 24 h starting from 8:00 am in the morning until 8:00 am in the
next day [21]. The elevation of the water level in the channel was −0.20 m recorded at
08:00 am and the elevation of the peak water level was 1.60 m recorded at 13.00 pm. Then
the elevation of the water level decreased to the minimum value of −0.61 m at 03:00 am in
the following morning. (Figure 3).
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Figure 3. Water level elevation in the Rural Channel.

Likewise, the elevation of the water level in the SDU channel was recorded for 24 h
starting from 08:00 am in the morning until 08:00 am in the next day. The level of water
level in the channel was −0.28 m at 08:00 am and the elevation of the peak water level
was 1.63 m at 13.00 pm. Then the water level decreased to the minimum value of −0.50 m
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at 3:00 am in the next morning. A boundary condition in the numerical simulation was
determined based on the water level in the mouth of the P-8 channel. The water level in
the mouth of the P8 channel was recorded for 24 h starting at 08:00 am in the morning
until 08:00 am in the next day. The elevation of the water level in the channel was 2.80 m
at 08.00 am and the peak water elevation was 4.60 m at 13:00 pm. Then the water level
decreased to the minimum value of 2.00 m at 3:00 am in the next morning. (Figure 4).
Calibration for sediment movement was conducted based on P8 channel parameters. The
width of P8 channel is 50 m and the height or depth of this channel is 4.80 m. (Figure 5).
All boundary conditions are incorporated in the numerical model. Table 1 presents RC
and MDC schemes without sluicegate structure, RC and MDC schemes with sluicegate
structure, and RC, MDC schemes and tertiary channels with sluicegate structure [22].

 
Figure 4. The water level at the mouth of the P-8 channel.

Figure 5. Sediment transport model simulation results.

Table 1. Parametric studies carried out in this study.

Scenario O&M (%) Works

I 25 RC and MDC without sluicegate
II 50 RC and MDC with sluicegate
III 75 RC, MDC and tertiary canals all with sluicegate

3.2. Accumulation of Sediment Transport in the Channel

The state of the study region prior to 2012 is presented in Scenario 1. The state of
the study area after 2012 is presented in Scenario 2 [23]. This scenario models P8, RC, or
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MDC without the use of a sluicegate, with the assumption that channel maintenance is not
correctly executed. The Manning roughness coefficient (n) is chosen to be 0.025 s/m1/3 in
this calculation. The channel in this situation still has grass in it, which indicates that the
flow is obstructed, which means that the flow velocity in the channel is decreased [15].

This scenario consists of eight primary channels, one RC channel, one MDC channel,
and two tertiary channels. In both the tertiary and secondary channels, sluicegate structures
are not available. The function of the channel as a supply or as a sewer cannot be recognized
without the use of a sluicegate structure. The water supply routes are used during high
tides, and the drainage channels are used during low tides. Figure 6 depicts a network
system in the scenario described above [24].

Figure 6. Schematic diagram of channel models for sediment movement in RC without sluicegate of
the scenario I (OM 25%).

A distance of 3200 m from the beginning of the P8 channel is shown in Figure 7 as
sediment movement in the RC and the P8 channel. A total of 4,224,089.34 m3 was eroded
before the Rural Channel (RC) sedimentation began at 871. As a result, no sediment
movement occurred up to a distance of 3650 m from the channel’s end.

Figure 7. Sediment movement in RC without flap-gate.

Primary 8 channel and MDC have sluicegate structures that are not present in sec-
ondary and tertiary networks. The channel’s ability to serve as either a supply or a sewage
cannot be determined without the presence of a sluicegate structure. At high tide, all
waterways are water supply routes, while at low tide, all channels are drains. For example,
Figure 8 depicts the accumulation of sediment movement that occurs along the P8 channel
and MDC without a sluicegate 3200 m downstream of the Telang river erosion, which
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totaled 4,224,089.33 m3, and 4500 m downstream of the MDC, where no sedimentation had
occurred prior to the start of the MDC. Up to a distance of 3650 m, the MDC channel did
not have any sediment flow.

Figure 8. Sediment movement in MDC without sluicegate.

Due to maintenance, the waterway in Scenario II is in a better condition than in the
prior scenario. To put it another way, it is anticipated that there will be no grass along
the channel’s path because of its shape. Some of the secondary channels’ cross sections
have the same dimensions as those in the tertiary channels. It was decided that in this
case the manning coefficient n would be bigger than in scenario I. Manning n is assumed
to have a coefficient of 0.033 s/m1/3 in this case. Primary 8 and RC networks are shown
schematically in Figure 9. To put it another way, the sluice gate is located in the Rural
Channel (RC). At high tide, all waterways are water supply routes, while at low tide, all
channels are drains.

Figure 9. Schematic diagram of channel models for sediment movement in RC with sluicegate on
scenario II (O&M 50%).

A total of 4,360,350.28 m3 of erosion was caused by sediment transport in the P8
channel and Rural Channels (RC) located 3200 m from the P8 channel’s starting. A total of
1,090,087.57 m3 of sediment was deposited at the start of the Rural Channel (RC). The Rural
Channel had no sediment movement up to a distance of 3650 m from the channel’s end. A
total of 4,496,611.23 m3 of sediment was transported by P8 channel and MDC over a 3200 m
distance from the P8 channel’s beginning, according to Figure 10. At a distance of 4500 m,
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sedimentation happened once more in the P8 channel. Sediment is not moving until the
end of the channel, which is 3650 m away from the MDC meeting point in the canal.

Figure 10. Sediment movement in MDC is sluicegate.

Compared to scenarios I and II, Scenario III assumes that the channel is well-maintained.
As a result, the channel’s shape is based on the original plan, and no new grass is expected
to sprout along its length. Both the secondary and tertiary channels have the same cross
sectional area. n, the manning coefficient, is higher in this situation than in either scenario I
or II [15]. The of coefficient of manning (n) for this scenario is 0.035 s/m1/3.

Figure 11 depicts sediment transit buildup in channels P8, RC, and tertiary channel 1. (tc-1).
3200 m in length from the P8 channel’s inception to its end, 4,360,350.28 cubic meters (m3) of
erosion was recorded. Sediment deposition totaled a total of 953,826.62 cubic meters from the
beginning of channel RC to the beginning of channel TC-1’s third-generation (a distance of
200 m). The terminus of the tc-1 channel saw sedimentation of 3,470,461.48 m3 from the
beginning to a distance of 750 m.

Figure 11. Movement of sediment in the tc-1 tertiary channel has a sluicegate.

In the RC secondary channel and the tc-3 tertiary channel, sluicegate structures have
a roughness coefficient of 0.35. A total of 4,496,611.27 m3 of cumulative erosion occurred
over a distance of 3200 m from the P8 channel to the RC channel. A total of 953,826.62 m3

was deposited in the RC channel from its inception to the beginning of the first tc-3 tertiary
channel. The terminus of the tc-3 channel experienced sedimentation of 3,222,571.38 m3
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from the beginning to a distance of 750 m. Figure 12 is a network system scheme of
Primary channel 8 (P8), RC and tertiary channel 5 (tc-5). The RC secondary channel and
tc-5 tertiary channel contain the valve door construction, with a roughness coefficient of
0.035 in the channel.

Figure 12. Cross section of channel models for sediment movement in channels tertiary tc-5 there is
a sluicegate.

The P8 channel, the Reverse Channel (RC), and the Tertiary Channel (5, or tc-5) all
followed a similar pattern of sediment transport, with a total of 4,496,611.27 m3 of channel
erosion occurring over a distance of 3200 m from the beginning of the P8 channel in the
Telang river to the beginning of the RC, and then 1800 m from the beginning of the RC to
the beginning of the tc-5 tertiary channel. For this construction, the roughness coefficient
in the channel is taken to be 0.035. It is placed in the secondary channel and the seventh
tertiary channel.

Figure 13 shows that sediment transport occurred in the P8 channel, the RC chan-
nel, and the tertiary channel 7 (tc-7), with channel erosion totaling 4,709,912.01 m3 at a
distance of 3200 m between the beginning of the P8 channel and the beginning of the
RC channel, and sedimentation totaling 867,615.37 m3 between the beginning of the RC
channel and the beginning of the tc-7. Figure 13 shows that sediment transport occurred
in Between the beginning of the tc-7 channel and the end of the channel, sedimentation
totaled 3,222,571.38 m3 and the end of the channel, sedimentation totaled 3,222,571.38 m3.
The beginning of the tc-7 channel up to a distance of 750 m and the end of the channel,
sedimentation totaled 3,222,571.38 m3. For the sluicegate structure, it is positioned both
in the RC secondary channel and in the tc-9 secondary channel, with a roughness coeffi-
cient in the channel taken at 0.0355 for the RC secondary channel and 0.0355 for the tc-9
secondary channel.

Figure 13. Sediment movement in the tc-7 tertiary channel has a sluicegate.
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4. Conclusions

Based on the three scenarios carried out in the simulation using MIKE-11 2D program,
it is observed that Scenario III with a 75% O&M model (RC, MDC and tertiary channels have
sluicegate) is considered as the most suitable condition for the P8-13S scheme prototype
model. P8 channel erosion occurred with an average volume of 3,599,979.28 m3 while
sedimentation occurred in the Rural Channel (RC) with an average volume of 963,836.56 m3.
An average tertiary channel erosion amounted to 3,251,972.30 m3. The P8 channel eroded
with an average volume of 3,419,184.75 m3 and sedimentation occurred at Main Drainage
Channels (MDC) and the tertiary channel was the same value as the magnitude of the
erosion at P8 which was an average of 3,419,184.75 m3. The channel conditions in the
P8-13S scheme of the Telang I tidal area can be said to have reached an equilibrium.
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Abstract: This article provides a comprehensive review and best practices for numerically simulating
hydraulic flushing for reservoir sediment management. Three sediment flushing types are discussed:
drawdown flushing, pressure flushing, and turbidity current venting. The need for reservoir sediment
management and the current practices are reviewed. Different hydraulic drawdown types are
described in terms of the basic physical processes involved as well as the empirical/analytical
assessment tools that may be used. The primary focus has been on the numerical modeling of
various hydraulic flushing options. Three model categories are reviewed: one-dimensional (1D),
two-dimensional (2D) depth-averaged or layer-averaged, and three-dimensional (3D) computational
fluid dynamics (CFD) models. General guidelines are provided on how to select a proper model
given the characteristics of the reservoir and the flushing method, as well as specific guidelines for
modeling. Case studies are also presented to illustrate the guidelines.

Keywords: reservoir sedimentation; sediment flushing; sediment sluicing; hydraulic flushing; nu-
merical model; reservoir sustainability

1. Introduction

Reservoirs have been built on natural rivers to provide various benefits such as
hydropower, flood protection, water supply, recreation, and navigation. They increase
water surface level upstream and reduce flow velocities, leading to undesirable conse-
quences upstream, downstream, and within the reservoir [1]. One consequence is reservoir
sedimentation—a large amount of inflowing sediment is blocked by the dam, causing de-
position within the reservoir and the starvation of sediment supply downstream. Reservoir
sedimentation in general reduces the reservoir capacity [2], increases the risk of water
intake plugging [3], and alters ecology negatively [4]. It was estimated that reservoir
sedimentation has led to an annual worldwide storage loss of 0.5 to 1% relative to the initial
design capacity [5–9]. Reservoir sustainability, therefore, has been becoming a prominent
topic in the last decade—it calls for actions to either remove sediment out of a reservoir or
to pass it through or around it to maintain reservoir capacity at a constant in the long term.
Failure to manage reservoir sediment today can be consequential in the future: dams may
eventually lose their benefits and need to be decommissioned—a substantial cost to future
generations.

As an example, most U.S. dams are approaching the age of 100 years—the typical
design lifespan allocated for reservoir sedimentation. The 100-year outlet level is being
reached and even exceeded at some reservoirs, impacting water delivery or leading to the
loss of reservoir functions. Some of the examples at the U.S. Bureau of Reclamation (USBR)
include the Paonia Reservoir in Colorado, Buffalo Bill Dam in Wyoming, Black Canyon
Dam in Idaho, Elephant Butte Reservoir and Summer Reservoir in New Mexico, Arrowrock
Reservoir in Idaho, and Horseshoe Dam in Arizona [10,11]. Seven additional examples
were discussed in the U.S. Army Corp of Engineers study [12].
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Reservoir sustainability may be partially or fully achieved by adopting proper sedi-
ment management measures. Among them are upstream watershed management, sediment
bypass, hydraulic flushing, and mechanical dredging [13]. Upstream watershed manage-
ment involves land-use practices to reduce sediment delivery to the reservoir; sediment
bypass diverts sediment through upstream tunnels to the downstream before it reaches the
dam; and hydraulic flushing is to flush (or sluice) sediment within and near the dam to the
downstream through increased water flows [13,14]. Various types of dredging may also be
used, such as the mechanical, hydraulic, and hydro-suction means.

This article focuses primarily on hydraulic flushing as it is the most commonly
adopted method, economically attractive, and technically effective in managing sedi-
mentation [13,15]. See [16,17] for reviews on the topic; additionally, hydraulic flushing
examples were discussed in [13,17–20], among others. In this article, the term “flushing” is
defined as the removal of deposited sediment, while “routing” is the process of keeping
sediment moving through the reservoir. The term hydraulic flushing refers broadly to
both flushing and routing using the flowing water. This article is further limited to the
numerical modeling aspect of hydraulic flushing. There exists a large body of literature
related to the laboratory and field studies of hydraulic flushing [5,16,21–23]. Numerical
modeling has also been carried out. However, there are no general guidelines available for
the modeling of sediment flushing. A recent review [24] concluded that “existing codes can
successfully simulate sediment management, but because each code has limitations, they
require seasoned judgment in their choice, application, and interpretation”.

In the following, a comprehensive review is presented, and the best-practice guidelines
are then provided on the topic of numerically modeling hydraulic flushing. Case studies
are also used to illustrate various guidelines, as well as their performance in practical usage.

2. Literature Review: Empirical/Analytical Analyses

2.1. Hydro Flushing Types

Three types of hydraulic flushing are considered: drawdown flushing, pressure flush-
ing, and turbidity current venting. Drawdown flushing is carried out by lowering the
reservoir pool elevation, partially or fully, through releasing waters out of the reservoir.
Pressure flushing refers to the process by which sediment is moved by opening the low-
level outlets while keeping the reservoir water at a constant level well above the outlets.
Finally, turbidity current venting refers to sediment routing that vents out the suspended
fine sediments while they are moving towards the dam during a large storm event. The
three types are illustrated in Figures 1–3.

 

Figure 1. Sketch of an eroded sediment channel in typical drawdown flushing (created by authors [5]).

An eroded flushing channel is usually generated for a typical drawdown flushing
operation; it constitutes a major portion of the deposited sediment removed (Figure 1).
For pressure flushing, however, the eroded area is usually limited to a scour cone near the
outlet (Figure 2) and the sediment volume flushed is much smaller than the drawdown
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flushing. A comparison of the two was discussed in [13,25]. For the turbidity current as in
Figure 3, the dense sediment flows into a less turbid reservoir and plunges when certain
conditions are met. Once plunged, the turbidity current usually attaches to the bed and
moves as an undercurrent propagating down the reservoir slope.

Figure 2. Sketch of a typical scour cone developed in pressure flushing (created by authors [26]).

Figure 3. Sketch of a turbid undercurrent movement for a typical turbidity current venting event
(created by authors [27]).

2.2. Drawdown Flushing

Drawdown flushing is operated by lowering the reservoir pool elevation to create
an increased flow velocity, resulting in the erosion of sediment deposit from the reservoir.
This technique has been widely used and is most effective among the three hydraulic types
(particularly so for narrow reservoirs). However, drawdown flushing may require a large
volume of water released out of the dam; sometimes, it may require the entire reservoir
to be emptied [16] which may not be feasible for some reservoirs. When poorly managed,
sediment from the upstream delta may move towards deeper portion of the reservoir
and then be deposited, rather than be flushed out of the dam [23]. Therefore, drawdown
operation needs to be studied carefully.
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Previous studies have established the following general favorable conditions for
carrying out drawdown flushing [5,21]:

• Steep longitudinal slope;
• Narrow valleys with steep banks;
• High flow velocity to mobilize and transport sediment;
• Low-level gates large enough to pass flows;
• Strongly seasonal flow patterns.

Specific guidelines were also proposed to achieve flushing success at a particular
reservoir. For example, [23] presented three factors to consider: total capacity of the
reservoir (CAP), mean annual runoff to the reservoir (MAR), and mean annual sediment
inflow to the reservoir (MAS). Low ratios of CAP/MAR (<0.1) and CAP/MAS (<30)
were recommended to ensure the success of drawdown flushing. Other criteria were
also recommended. For example, [28] suggested that the CAP/MAR ratio be less than
1/50, [29] recommended the CAP/MAR ratio be less than 1/25, while [21] concluded that
the CAP/MAR ratio should not exceed 4%.

The efficiency of drawdown flushing depends on many factors that are listed below:

• Reservoir geometry: width, depth, and area-capacity table.
• Reservoir sediment: size and gradation.
• Incoming flow: annual flow and flow hydrograph.
• Incoming sediment: rate (or concentration), size, and gradation.
• Outlets: location, invert elevation, and opening size.
• Reservoir operation: rules, gate-opening-duration constraints, and downstream gravel-

bed channel constraints.

It is noted that only a narrow width similar to the natural channel width will be eroded,
not the entire reservoir width, when drawdown flushing is applied to a reservoir much
wider than the original river width. Such an example is shown in Figure 4 at the Paonia
Reservoir, Colorado.

Figure 4. A photo of Paonia Reservoir in Colorado after the reservoir was drawn down: a channel
incised through a portion of the reservoir sediments.

The concept of sustainable reservoir capacity—which is the storage volume that may
be sustained by hydraulic flushing in a long term—is useful and has been discussed
since [16]. If a reservoir is narrower than the width of a self-formed channel produced
by the drawdown flushing, the reservoir is sustainable as all incoming sediment may be
hydraulically flushed. If the flushing channel width is much narrower than the reservoir
width, the sustainable reservoir capacity will be much smaller than the design storage.
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An estimate of the sustainable reservoir capacity is possible by using empirical/analytical
analyses by first estimating the long-term bed profile and bank-side slope. The long-term
channel profile may be computed from the initial bed profile and the difference between
the dam outlet and initial bed elevation at the dam. The channel bank-side slope may be
computed from the dry sediment density. The flushing channel width may be estimated
using empirical relations such as the one recommended by Atkinson [16]: B = 12.8Q0.5

f (B

is the width in meter and Qf is the flushing discharge in m3/s). This relation is applicable
when the reservoir sediment has reached near the dam. It is cautioned that the flushing
channel width may have high variability. Randle et al. [14], for example, found that the
channel width varied significantly both spatially and temporally. The channel might be
narrower where it comes into contact with cohesive sediment and wider where it contacts
coarser non-cohesive sediment. The channel in the upstream half of the reservoir can
become highly braided and change course daily in the process of reworking the non-
cohesive delta sediment.

Four sediment transport stages are generally involved in a drawdown flush:

1. When the low-level outlets are first opened, a high velocity flow is generated and fine
deposits are entrained close to the outlets, resulting in a short period of high sediment
concentration outflow. This stage is similar to pressure flushing.

2. After local deposits are removed, the velocity is not sufficiently high to move the
remaining sediment. This stage is similar to the final stage of pressure flushing.

3. As the reservoir level is lowered further, the sediment deposit at the reservoir up-
stream is entrained. At this stage, the entrained upstream sediments move towards
the downstream and eventually out of the dam; in the process, coarse ones may
redeposit in the reservoir.

4. In the final stage, when the water level is at its lowest level, previous reservoir deposits
may be resuspended and transported out of the dam.

2.3. Pressure Flushing

Pressure flushing has been widely used for reservoirs where water storage is important
and the inflowing sediment rate is relatively small. A key benefit of the pressure flushing
is that much less water is released. Sediment removal, however, is usually limited to the
vicinity of the outlets [30,31], as illustrated in Figure 2. Pressure flushing is often used
to clean sediment and debris near water intake outlets. In general, the pressure flushing
schedule adopted—the timing, duration, and release rate—may impact significantly the
flushing process.

Our current practice of pressure flushing is mostly empirical. The flushing design
is based mostly on empirical relations, as reviewed in [32]. Upstream of a gate in an un-
bounded reservoir, potential flow analytical solutions were derived by [33]. They proposed
that the maximum velocity (umax) upstream of the gap where the flow depth was much
greater than the gap diameter (D) might be computed by:

umax

U0
= 1 −

[
1 + 0.25(D/x)2

]−0.5

In the near gap zone of x/D < 2, where x is the distance along the centerline from the
gap, D is the gap diameter, and U0 is the average velocity within the gap. The maximum
velocity is proportional to x−2 for x/D greater than 2. The analysis demonstrated that the
flow velocity decreased rapidly upstream of the gap and, therefore, the effect of the gap on
erosion was limited to a relatively small area upstream of the gap.

Powell and Khan [34,35] studied the flow field upstream of a bounded gap with both
fixed and mobile beds. They analyzed a circular gap and the flow field was found to be
similar to the unbounded gap. A similar generalized equation was derived as:

umax

U0
= 1 −

[
1 + a(D/x)b

]−c
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The a, b, and c values were found to be 0.332, 1.679, and 0.515 for the fixed bed, and
0.145, 1.493, and 0.913 for the mobile bed.

A conceptual sketch of the scour cone upstream of a gap is shown in Figure 5. The
scoured area is assumed to form at depth Ds below the gap invert. There is a flat area
projecting from the wall and then the scoured cone projects upstream at a constant angle θ.

Figure 5. A conceptual sketch of the profile view for an equilibrium scour upstream of a gap.

Fathi-Moghadam et al. [36] performed a series of physical modelling studies on
non-cohesive sediment scouring under pressure flushing upstream of circular gaps. The
equations developed were based upon laboratory data and did not incorporate field data.
It is difficult to scale both the geotechnical processes and the fluid processes simultaneously,
and laboratory relationships are not generally applicable to field situations.

More empirical equations have been developed by, e.g., [34,35,37–39]. Refer also to [32]
for a more detailed review. It is sufficient to comment that the empirical equations are
useful in designing and evaluating expected scour in pressure flushing, but the following
limitations need to be taken into consideration:

• The empirical equations may not apply outside of the range of parameters used in
their development.

• They do not describe all the characteristics of the scour hole.
• They apply only for simple geometric conditions. Other structures added may alter

the scour significantly.
• The sediment size and cohesive properties were not scaled from the field to the

laboratory. The non-dimensional parameters related to the sediment size may be quite
different in the laboratory and in the field.

2.4. Turbidity Current Venting

Turbidity current may be formed if the incoming sediment is fine but the concentration
is high. This is the result of sediment-laden flow plunging beneath clear water in the
reservoir. Once plunged, the turbidity current usually moves along the reservoir bed
towards the dam as an undercurrent (Figure 3). Such a bottom-moving turbidity current
may be vented out of reservoir if there are low-level outlets opened at the right time.
While the turbidity current is being vented, the reservoir deposits on the bed may also
be entrained and removed out of the reservoir. Venting can be an effective sediment
management technique that has been studied extensively [11].
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Empirical and analytical analyses have been carried out and much information is avail-
able for understanding the turbidity current characteristics such as the plunging criteria,
mixing rate, and entrainment from the upper clear water layer. The need to analyze and
predict the turbidity current has also prompted the development of empirical/analytical
tools. Representative works were documented by [40,41]. A large amount of information
contained in [40] was used to develop an empirical tool DCURL at USBR [42].

The plunging point is an important parameter that might be determined empirically.
In a narrow reservoir, the plunging flow will form a line across the width. When a sediment-
laden flow discharges into a wide reach, the turbid water may extend into the reservoir
as an irregular tongue-like current which may shift from one side of the impoundment to
the other. The location of the plunge point may be determined by the balance between
the inflow momentum, the pressure gradient across the interface separating the river and
reservoir waters, and the resisting force. The location is also influenced by morphological
factors (bed slope, bed friction, and cross-sectional area). It can move several kilometers in
a few hours in response to the dynamic flows due to a storm or the hydropower operation.
For example, the water depth at the plunge point may be estimated using the densimetric
Froude number at the plunging point as [5]:

Fp =
Vi√
g′hp

; g′ = ρi − ρa

ρa
g

where Vi is the depth-averaged velocity of the incoming flow, hp is the depth at the plunging
point, and ρa and ρi are the densities of the ambient and the incoming waters, respectively.
Both laboratory and field data showed that Fp had a value of about 0.78, although other
values were also reported [5]. Different values of Fp were mostly associated with the
different assumed cross-section geometries. See [43] for a summary of the various Fp
values.

Entrainment and mixing of the ambient clear water into the incoming turbid water
occurred both in the plunging zone and after the turbidity undercurrent formed. The
entrainment processes into the undercurrent are well suited to laboratory studies and
have been carried out for simple cases such as [43,44]. Entrainment and mixing within the
plunging zone have received less attention, although up to 80% of the total entrainment
might occur in this zone [40]. Initial mixing at the plunging point is complex and empirical
equations have been derived and discussed (e.g., [40,43,45]). Later, Fleenor [46] developed
a new method to compute the initial entrainment, which varied from 30 to 300 percentage
of the initial inflow. The study described the process of initial entrainment in the plunging
zone, parameterized mixing, and developed and validated a computer tool that fully
accounted for the initial mixing over a range of flows and conditions expected in natural
water bodies.

Entrainment after the plunging zone has been analyzed extensively. One-dimensional
density underflows are governed by equations similar to the backwater equations of an
open channel flow. Detailed mathematical derivations and treatments are available in the
literature such as [47]. Analytical solutions to the simplified equations are often used by
the empirical/analytical tools. In such models, the entrainment rate for the underflow
appeared in the volume conservation law, as follows [40]:

∂A
∂t

+
∂Vb0 A

∂x
= EVb0B

where A is the cross-sectional area, B is the channel width, Vb0 is the revised velocity
downstream of the plunging point, and E is the entrainment rate. A number of entrainment
relations were developed and used. For example, Ashida and Egashira [48] used the
following expression:

E = 0.0015R−1
i ; Ri =

ρi − ρa

ρa

ghb0

V2
b0
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where hb0 is the water depth at the plunging point. See [49] for other alternatives.

E = 0.5η3CkC1.5
b R−1

i

3. Literature Review: Numerical Models

Numerical models which solve the partial differential equations (PDE) of the basic
conservation laws have been widely used in hydraulic flushing studies, as the empiri-
cal/analytical methods have limitations. The model complexity varies widely, ranging across
1D, 2D, and 3D. A literature review is provided below concerning these models, as a compre-
hensive review has not been carried out, although limited reviews are available [24,50].

3.1. One-Dimensional Numerical Models

One-dimensional numerical models require the computing resources and are thus
widely used for long-term simulations. However, care needs to be taken as 1D models
have their own limitations; for example, they are primarily for run-of-the-river or narrow
reservoirs where flow is highly channelized and transverse mixing is well accomplished [50].
Previous 1D modeling studies are reviewed below.

Morris and Hu [51] used the 1D HEC-6 to simulate sediment flushing in the Loíza
Reservoir in Puerto Rico. The numerical study indicated that the conversion of the reservoir
from the continuous high-pool operation to the low-pool operation during flood periods
had the potential to reduce the sediment trap efficiency by 65%.

Chang et al. [52] used a 1D FLUVIAL-12 model to evaluate the feasibility and effec-
tiveness of drawdown flushing during a flood. A series of reservoirs were examined on
the North Fork Feather River in Northern California. The numerical modeling demon-
strated that that sediment could be flushed and the reservoir capacity could be maintained
by adopting an extended drawdown flushing operation. It was further shown that the
reservoir drawdown operation and reservoir operation could be controlled such that no
sand would be deposited on the gravel bed downstream of the reservoirs for fish habitat
benefits.

Liu et al. [53] reported a 1D numerical modeling to simulate the 2001 sediment flushing
operation at two reservoirs in a series—the Dashidaira and Unazuki reservoirs on the
Kurobe River in Japan. The model computed the bed evolution, suspended sediment
concentration, and the sediment volume flushed from or deposited in the two reservoirs.

Ahn et al. [54] applied the 1D GSTAR4 to simulate sediment flushing in the Xiaolangdi
Reservoir on the Yellow River, China, as well as in the Lewis and Clark Lake on the Missouri
River, USA. Useful results were reported.

Guertault et al. [55] applied the 1D Mage-AdisTS to simulate the 2012 sediment
flushing at the Genissiat Reservoir on the French Upper Rhone River. During the flushing,
water and sediment were released at different levels to maintain the average downstream
concentration below 5 g/L throughout the operation. Flushing outlets were located at three
different levels and varied gate opening schedules were used to achieve the desired result.
The model reproduced the sediment concentration at the three vertical outlets well.

Boyd and Gibson [56] used the 1D HEC-RAS model to simulate the 2014 flushing
of the Spencer Dam reservoir, about 40 miles upstream of the confluence of the Niobrara
River and the Missouri River. The reservoir has been flushed twice annually, spring and
fall, for the last 60 years for sediment management. The numerical model was calibrated
using the measured data. It was reported that the model underpredicted the delta scour by
about 50% and over-predicted the peak downstream sediment concentration. The authors
attributed the mismatch to the channel widening process that was not captured by the
model. The same 1D model was also applied to the hydraulic flushing studies in other
reservoirs, such as those reported in [57].

Brignoli [58] applied the SRH-1D model to simulate the controlled sediment flush at
Isolato and Madesimo Reservoirs in Italy. The Madesimo Dam is on the Scalcoggia River, a
tributary of Liro River, and about 1.4 km upstream of the confluence of Scalcoggia and Liro
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rivers. Isolato Dam is about 1.4 km upstream of the same confluence in the Liro River. The
numerical model was used to predict the sediment impact downstream of the two dams
and at the confluence. A satisfactory agreement between the computed and observed
depositional patterns was obtained.

Huang et al. [11] updated the SRH-1D model to evaluate the sediment flushing opera-
tion at the Paonia Reservoir on the Muddy Creek, Colorado. A flushing plan was designed
to lower the reservoir pool in early spring and flush the sediment during the spring runoff.
Model modifications included the input of the user-defined reservoir operation rules. The
model was first calibrated using 3 years of field data under the existing condition, and was
then applied to predict the sediment management effects under different reservoir opera-
tion plans. The goal was to maximize the sediment flushing while maintaining the reservoir
fill of water from the spring snowmelt. The timing of when sluicing was stopped and the
storage of water was begun was based on the forecasted spring snow melt volume. The
modeling showed that the reservoir trap efficiency depended strongly on the exceedance
percentage of the inflow volume forecasted. For 2016, for example, the trap efficiency was
20% with the 90% exceedance, but 3% (net erosion) when the exceedance was 10%.

3.2. Two-Dimensional Numerical Models

Two-dimensional depth-averaged numerical models provide a more detailed represen-
tation of the reservoir hydraulic characteristics which might be missed in cross-sectionally
averaged 1D models. Two-dimensional models are more general than the 1D ones in that
they are applicable to both narrow and wide reservoirs and whether sediment deposition
and resuspension vary or not across the channel.

Olsen [59] reported a 2D numerical model for sediment flush studies. The numerical
model SSIIM solved the 2D depth-averaged equations for the flow and the 3D convection–
diffusion equation for the sediment concentration. The mesh was made adaptive in the
vertical direction and changed according to the water and bed levels. The numerical model
was evaluated by comparing with the physical model data obtained for the Kali Gandaki
Hydropower Reservoir in Nepal. Later, the 3D version of SSIIM was also reported [60].

Dewals et al. [61] used the WOLF 2D model to simulate sediment flush in an unknown
reservoir in India. The 2D modeling was based on the multi-block rectangular mesh. The
model predicted that only a narrow channel was generated by the flushing that was unable
to be extended to the broad part of the reservoir width. The results demonstrated the ability
of the model to simulate the sediment entrainment well during flushing; no measured data,
however, were available to validate the numerical results.

Boeriu et al. [62] reported case studies using the 2D version of Delft3D for reservoir
drawdown studies. Erosion was calculated differently for cohesive and non-cohesive beds,
and the bed level was computed using the Exner equation. Case studies were reported in
an unnamed reservoir in Sri Lanka where multiple days, 5 to 10, of drawdown flushing
were simulated. Modeling was also performed at the Koga reservoir in Ethiopia with a
35-day drawdown. No measured field data, however, were available to validate the model
results.

Chen and Tsai [63] developed a 2D model to simulate the sediment flushing efficiency
of the A-Gong-Dian Reservoir in southern Taiwan. The reservoir was wide and the dam
length was 2.4 km. The reservoir received waters from both Joushui River and Wanglai
River. The flushing efficiency simulated by emptying the reservoir was found to match that
based on the laboratory physical modeling study. The numerical modeling predicted the
erosion upstream of the outlet on the Joushui river side and the deposition on the Wanglai
river side. Based on the study, relocation of the outlet was proposed towards the Wanglai
river side to improve the flushing efficiency.

Iqbal et al. [64] used the 2D BASEMENT model to simulate the sediment flushing
processes. The model was based on the finite volume technique to solve the 2D shallow
water equations on an unstructured triangular mesh. The transition from subcritical to
supercritical during the rapid sediment flushing process was handled by solving the
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Riemann problem at cell interfaces using the Godunov scheme. The model was used
to simulate two sediment flushing cases: a 1:40 physical model of the reservoir at the
Gulpur Hydropower Plant on the Poonch river in the Pakistan-administrated Kashmir and
the laboratory flushing experiment of [65]. The model was found to reproduce the bed
longitudinal and lateral erosions as well as the flushed sediment volume.

Chaudhary et al. [66] used MIKE21C to simulate reservoir flushing at a proposed
reservoir on the Dibang River in East Asia. The reservoir will collect water from the Dri and
Tangon Rivers. The 1D MIKE 11 was used to calculate the long-term sediment distribution
in the reservoir, while MIKE21C was used to simulate sediment flush under a proposed
drawdown plan. Reservoir flushing was carried out through the low-level spillway and
the downstream water surface was from the flow rates over the spillway. The numerical
model estimated the amount of sediment that would be flushed out under various flushing
schemes.

Stillwater Sciences [67] reported the use of the SRH-2D model to simulate the sediment
processes under the dam removal scenarios at the Matilija Dam within the Ventura River
watershed in southern California. One-dimensional sediment transport modeling was
conducted first to determine the downstream project impact within the Matilija Creek and
Ventura River. Later, it was determined that 2D modeling was needed to provide more
detailed data in areas having potential flood risks.

SRH-2D has also been adopted to study several reservoir drawdown scenarios in the
A-Gong-Dian Reservoir, Taiwan [68]. The study examined and then determined the main
factors that would influence the flushing efficiency. Recommendations were developed on
how to increase the sediment flushing efficiency. Modeling studies confirmed the benefits
by lowering the initial water level, creating narrower gorge-like geometry by partitioning
and modifying the operation rules related to the flushing duration and the release rate.

3.3. Two-Dimensional Turbidity Current Model

Turbidity current modeling is complex and empirical models have been widely
adopted. Most existing numerical models cannot be used to simulate turbidity current
transport in reservoirs once the sediment has plunged to the bottom. A few advanced mod-
els, however, have been reported to overcome the limitations of the empirical/analytical
tools and the existing 2D models; they range across 2D laterally averaged models, 2D
layer-averaged models, and 3D models.

The 2D laterally averaged model has been widely used for stratified flows in reservoirs,
particularly in the field of water quality modeling. For reservoirs, when the variation in key
variables over the depth is more important than the lateral changes, 2D equations may be
derived by integrating the 3D equations laterally across the reservoir to obtain the so-called
laterally averaged equations. Wells and Gordon [69] have shown that such models may be
adequate for some reservoirs.

The limitations of the laterally averaged 2D models, however, are similar to the 1D
models: they are suitable primarily for relatively narrow reservoirs where the water surface
level does not vary appreciably and there are no significant lateral inflows or outflows. A
key advantage of the 2D models over the 1D ones is that the vertical stratification may
be simulated directly. Laterally averaged models may be classified as with or without
hydrostatic assumption. A widely used 2D, laterally averaged, hydrostatic, hydrodynamic,
and water quality model is the so-called CE-QUAL-W2 [70]. This model assumes that
vertical velocities are sufficiently small so that the vertical momentum equation may be
reduced to the hydrostatic condition. The model has been widely adopted to simulate
narrow reservoirs such as [71,72].

For wide or general reservoirs, layer-averaged 2D models are more appropriate for
the turbidity current modeling. A complete set of layer-averaged governing equations was
reported in [47]. Only a handful of 2D layer-averaged models have been reported that can
deal with unsteady and non-conservative turbidity currents. One of these was the work of
Bradford and Katopodes [73], who studied turbidity undercurrents in the deep-sea environ-
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ment. A high-resolution, total-variation-diminishing, finite-volume numerical model was
developed to capture the current front using the predictor–corrector time-stepping scheme.
Mesh was used to represent the geometry suitable to deep sea applications. The model
was verified by comparison with the experimental data of turbidity currents driven by
uniform and non-uniform sediment. Groenenberg et al. [74] reported a 2D model that used
a combination of the explicit fractional-step MacCormack scheme and a high-resolution
shock-capturing technique. The model was based on a rectangular mesh and used a second-
order finite-difference approximation. The model was verified using multiple laboratory
cases; reasonable agreements with the measured data were reported.

A general 2D layer-averaged turbidity current model was developed by Lai et al. [75],
and applications were reported in [76]. An extensive number of verification cases was
documented which highlighted the applicability range of the model. Later, a case study will
be presented and discussed using the model. We believe that the 2D layer-averaged model
is a good compromise between the empirical/analytical models that are over-simplified
and the 3D models that are still at the research stage and yet to become practical.

3.4. Three-Dimensional Numerical Models

Three-dimensional numerical models have also been reported in simulating reservoir
drawdown flushing. Some models are limited to hydrostatic assumption, for which an
extensive review was presented in [77]. In the following, only the non-hydrostatic 3D
models are reviewed. We will use the term “3D CFD (computational fluid dynamics)
models” to refer to this model category. Note that the full Navier–Stokes (NS) equations
are solved with such models along with an appropriate turbulence model. Our experience
suggested that only a 3D CFD model would be beneficial in obtaining more accurate results
than the 2D layer-averaged models, at least for hydraulic flushing modeling studies.

Ghoreishi and Tabatabai [78] reported the use of a 3D CFD model to simulate the
reservoir sediment flushing experiment carried out by [65]. The experiment was conducted
in a rectangular flume which had dimensions of 50.0 m long, 2.44 m wide, and 1.52 m
high, and the sediment was paved in a 9 m reach upstream of the dam. The numerical
model predicted the channel erosion near the dam well; however, it did not reproduce
the observed channel erosion further upstream longitudinally. The authors attributed the
mismatch to the assumption of the rigid lid for the water surface. Temporally, the 3D
model reproduced the erosion patten in the initial stage of the flushing well and showed
differences in the later stages. Results indicated that the model performed well for the
pressure flushing process, but less good for the later drawdown processes.

Haun and Olsen [79] applied the 3D SSIIM to predict reservoir sediment flushing
processes. The model used the structured mesh in the horizontal plane and adaptive grid
in the vertical direction. Only one vertical cell was adopted in the shallow area, while up
to eleven cells were used in the deep area. The model was applied to simulate a physical
model case conducted at the Kali Gandaki hydropower reservoir in Nepal. Later, Olsen
and Haun [80] updated SSIIM to include the bank failure module to improve the prediction
of channel widening processes during reservoir flushing. The model domain was divided
into water, soil, and slide cells. The soil domain used a 2D horizontal mesh, while the water
and slide domains were based on a 3D mesh. The bank failure algorithm was tested for the
2014 reservoir flushing event at the Bodendorf reservoir, Austria. The model was able to
reproduce the number and magnitude of the slides well, although the locations were not
always correct. The updated model worked well for thick sediment layers, but instabilities
occurred for thin layers. SSIIM was also used in [81] to simulate the flushing efficiency of
the Schwarzenbach Reservoir in the Black Forest, Germany, under both the partial and full
drawdowns.

Esmaeili et al. [82] employed the SSIIM model to simulate the 2012 sediment flushing
operation at the Dashidaira Reservoir in Japan. The sediment flushing operation was
performed at the site through the bottom outlets annually in the early rainy season from
1991. The model was first calibrated by reducing the difference between the computed and
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measured total flushed-out sediment volume. The simulated reservoir bathymetry after
flushing was compared with the measured data. The results showed that the 3D model
simulated reasonably well the flushing channel evolutionary pattern. Modeling found that
finer sediment was entrained and flushed out earlier than the coarser sediment. They later
presented additional modeling studies using the same model by adding additional artificial
discharges during the free-flow state [83], increasing the drawdown speed, and adding an
auxiliary longitudinal channel.

Our review found that numerical modeling of the pressure flushing processes is
rarely carried out. It is possibly because only 3D CFD modeling is adequate for the
pressure flushing simulation. An attempt was reported by Ermilov et al. [84], who used the
TELEMAC-MASCARET package to simulate the pressure flushing scenarios. Model results
were compared with the physical model data. It was shown that 3D modeling was capable
of simulating sudden sediment removal in a schematized reservoir under the pressure
flushing operation. The model reproduced the typical scour cone shape upstream of the
flushing gate; locally varying flow features were also captured. The simulated bed scouring
changes were in good agreement with the results of the physical model study. It was also
found that the 3D model results were sensitive to the numerical model parameters adopted.

Three-dimensional CFD modeling was also carried out by Lai and Greimann [32] to
simulate the pressure flushing process at the Cherry Creek Reservoir, Denver, Colorado.
The numerical model results were compared with the field data and good results were
obtained. Further discussion of the case will be presented later in this article.

3.5. Nested Approach

It has been commented that the so-called Nested Approach has been adopted for the
numerical modeling of hydraulic flushing and can be beneficial. Often, a comprehensive
reservoir management/sustainability study may adopt the nested approach in which 1D,
2D, and 3D models are applied conjunctively. In this approach, 3D modeling is applied
in a subset zone of the 2D model, and 2D modeling is a subset of the 1D model domain.
Often, the coarser models provide the boundary conditions to the refined ones. The nested
approach has the best potential to address an extensive list of study questions and may be
adopted for large projects.

Castillo et al. [85] provided an example of the nested approach to understand the
changes expected in the Paute River, Ecuador, after the Paute-Cardenillo Dam was con-
structed. Then, 1D, 2D, and 3D models were used together to answer various study
questions related to the sediment transport and flushing consequences. The 1D model was
used to estimate the long-term reservoir sedimentation; the 2D model was used to simulate
the 72 h hydraulic flushing operation; and the 3D model was applied to investigate the
sediment transport details when the bottom outlets were operated. The study demon-
strated that different model simulations were needed to achieve appropriate resolutions
in the prediction of the sedimentation and flushing operation. The reported computing
times of all models by Castillo et al. [85] may shed light on the model performance. The 2D
modeling of a 72-h period took about 24 h in computing time for the entire reservoir, while
3D modeling of the same period required above 1600 h. The run time for the 1D model was
not reported; we estimate that a 1D model would require only an hour to run a 100-year
simulation.

4. Guidelines

In this section, general and specific guidelines are presented based on years of experi-
ence in research, development, and application at USBR.

4.1. General Guidelines

General recommendations are first presented on how to select a 1D, 2D depth-averaged,
or a 3D CFD model.
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For 1D models, a key advantage is that a minimal amount of computing time is
required so that a long-term modeling study may be conveniently carried out. A list of
general guidelines is provided below for using the 1D model:

• Recommended for projects whose study questions require long-term simulations (e.g.,
>10 years); a 100-year modeling study has been routinely carried out.

• More appropriate for evaluating alternative operational options or design strategies
when many simulations are needed.

• Study questions that may be answered by 1D models include: reservoir sedimentation
and storage loss, long-term flushing efficiency for different flushing alternatives,
reservoir sustainability impacts of reservoir operation, long-term sediment impact
downstream of the reservoir, and quantification of the uncertainty of the model results,
among others.

• One-dimensional modeling can often start from the pre-impoundment geometry and
use the historical inflows and reservoir operations as the inputs for the model calibra-
tion. Measured longitudinal profiles and/or the reservoir sedimentation volumes at
different times may often be used for the model calibration.

• Limitations of 1D modeling should be kept in mind, such as:

◦ High uncertainty exists when the reservoir is wide and geometry is not a single
channel. However, 1D model accuracy improves significantly with a narrowing
reservoir channel. A reservoir is considered narrow when the width ratio of
the largest reservoir cross section to the narrowest or drawdown section is less
than 4 to 5.

◦ The reliability of the 1D results increases with the pool level lowering depth.
The highest accuracy is achieved when the flow during the flushing is of the
run-of-the-river type.

For 2D depth-averaged models, the computing time may be much longer than 1D
models. Therefore, the spatial extent and simulation time duration may be limited. Specific
guidelines/comments are as follows:

• Spatial and time limitations: the longitudinal length along the river is not higher than,
e.g., 20 km, and the simulation time is often limited to a single drawdown event or no
more than a few years.

• Two-dimensional modeling is generally applicable to most reservoirs, and particularly
recommended if the reservoir width is large (more than 4 to 5 times of the drawdown
width) or if the assumption of a constant water level across the cross sections is not
valid. Tow-dimensional modeling is highly recommended if the delta evolution will
be simulated where the delta moves into lateral tributaries and margins.

• Two-dimensional modeling is needed where multiple gates are used for drawdown
across the dam and when gates are operated differently.

• Potential limitations:

◦ The flushing-induced channel erosion may be underpredicted significantly
if the bed consists of cohesive materials, unless the cohesive properties are
properly taken into consideration and the model is properly calibrated.

◦ Channel erosion during drawdown may be under-predicted significantly if the
erosion is mainly contributed by bank erosion or knickpoint process.

Three-dimensional CFD models refer to those which solve the Reynolds-Averaged
Navier–Stokes (RANS) equations without the use of the hydrostatic assumption. General
guidelines are provided below:

• Three-dimensional models are the most general and applicable to all types of hydraulic
flushing.

◦ In contrast, 1D and 2D models have restrictions due to the various model
assumptions adopted. For example, 1D and 2D models are generally not
applicable to pressure flushing, as velocity is assumed to be uniform throughout
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the pool depth with such models. For pressure flushing, 3D modeling is
probably the only viable option.

• Few adjustable model parameters are needed for 3D CFD models, so model calibration
is not critical, at least for the flow field processes. Please refer to [86] for a recent review
of the 3D CFD models on sediment modeling. Three-dimensional CFD models, there-
fore, are highly recommended if the flow field, particularly in the vertical direction, is
important to answer the study questions.

◦ Model input parameters that may impact the model accuracy include mesh
size, time step, and turbulence model.

• It is cautioned that most existing 3D CFD models adopted similar sediment theory
and equations to the 2D depth-averaged models [75].

◦ Therefore, any model errors associated with the sediment theory/equations
would not be improved by using the 3D models.

• An important 3D model limitation: the runtime can be very high and days or even
weeks have been reported in case studies. Therefore, both the spatial extent and time
duration may need to be much reduced from the 2D models.

• Other general guidelines:

◦ Model results may be sensitive to the mesh resolution; in general, a mesh
sensitivity study should be carried out.

◦ The selection of a turbulence model may not be critical in applications (though
it has been reported to be significant in the literature, but mostly for theoretical
studies), and may be treated as a secondary issue.

◦ The accuracy of the scour and sediment predictions is additionally dictated by
the empirical sediment equations adopted by the 3D model; therefore, sediment
input parameters need to be carefully selected.

◦ The bed sediment in front of the bottom gates is often cohesive for reservoir
management applications; care should be taken to ensure that the model has
cohesive bed modeling capability and that the cohesive erosion properties are
adequately measured with known uncertainty ranges. Proper model parame-
ter sensitivity studies may be important in obtaining statistically meaningful
results.

4.2. Specific Guidelines
4.2.1. Drawdown Flushing Modeling

• One-dimensional or two-dimensional models are recommended for drawdown flush-
ing simulation unless the pool water level is too high and the sediment processes are
similar to pressure flushing.

• The reservoir narrowness should be used as a guide for the choice of 1D or 2D models
(discussed previously). In theory, there is no width restriction with the 2D models.

• The reliability of 1D and 2D model results near the dam is influenced significantly by
the amount of pool level lowering—the lower the pool level, higher the accuracy.

• Three-dimensional modeling may still be needed for the early stage of the drawdown
flushing operation.

Two channel erosion processes should be recognized during drawdown: progressive
and retrogressive. Progressive erosion is characterized by the emergence of an eroded
channel at the upstream of the reservoir, and erosion moves downstream towards the
dam and finally reaches the dam while the reservoir is being emptied. Channel formation
is via fluvial processes of increased sediment-carrying capacity. Progressive erosion is
often initiated when reservoir drawdown is achieved through low-level outlets and the
drawdown rate is not rapid. This type is relatively easier to simulate than the retrogressive
one. Retrogressive erosion is characterized by a zone of high slope and fast erosion that
is moving upstream. The point of slope change has the highest erosion rate (commonly
called the knickpoint). Retrogressive erosion may initiate in instances where sediment
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deposits are deep and near the dam and drawdown rate is rapid or an initial steep slope
is created. This erosion type has been observed both in the laboratory and in the field [5].
Retrogressive erosion is much more difficult to simulate as knickpoint erosion may not be
incorporated in most numerical models.

4.2.2. Turbidity Current Venting Modeling

• Empirical/analytical models may be used first at the beginning of a project to gain
an overview of the turbidity current processes and obtain an estimate of general
parameters such as the plunging point location and mixing characteristics. Not all
turbid water would plunge to the reservoir bottom and form an undercurrent. Field
observations and data may also be needed to gain an understanding of the turbidity
current characteristics.

• Two-dimensional layer-averaged models are recommended for most projects as re-
cent two-dimensional models are more general than the existing one-dimensional
models and the computing time is becoming reasonable with the availability of fast
modern-day PCs. In particular, turbidity current modeling is often event-based, so the
simulation time is finite. If 1D models are used, ensure that the river resembles the
run-of-the-river type.

• Three-dimensional CFD models may also be used and they are accurate. However, the
runtime of most 3D models may be prohibitively long; 3D models are yet to become
practical.

4.2.3. Pressure Flushing Modeling

• Only 3D CFD models may be appropriate for pressure flushing simulation. One-
dimensional and two-dimensional models are not recommended unless the specific
case study questions warrant their use.

• Only a portion of the reservoir pool near the pressure flushing bottom outlets needs to
be simulated. Use of the entire reservoir is generally unnecessary and serves only to
increase the computing runtime. The reason is that the scour cone is usually small and
limited to the front part of the outlets. Away from the outlets, flow velocity is low and
there is little sediment movement.

5. Case Studies

Case studies are provided in this section to shed light on the use and performance of
the numerical models, as well as the use of the guidelines.

5.1. One-Dimensional Modeling at Paonia Reservoir, Colorado

SRH-1D model has been applied to several drawdown sediment flushing studies at
USBR. Herein, the modeling at the Paonia reservoir, Colorado, was chosen to illustrate the
selection, use, and performance of 1D modeling.

The Paonia Reservoir on the Muddy Creek is located about 27 km northeast of Pao-
nia, Colorado. The reservoir has a surface area of 1.35 km2, a total design capacity of
25.8 million-m3, and is considered narrow (4.8 km long and 0.3 km wide). Hydrology is
characterized by spring snowmelt with summer thunderstorms. The estimated average
annual sedimentation rate is about 0.125 million m3 per year; nearly 25% of the reservoir
capacity has been lost. In 2010, the outlets were blocked by sediment and debris, leading
to the start of a comprehensive study to design a sediment flushing plan to solve the
sedimentation problem. Field drawdown flushing was exercised and able to pass sediment
through the reservoir. However, it was insufficient to sustain the reservoir storage. In 2014,
the dead pool of the reservoir was completely filled (Figure 6).
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Figure 6. Paonia Dam water diversion outlet structure partially blocked by sediment (USBR photo
taken on 11 November 2014).

A numerical modeling study was initiated, using the SRH-1D model, to evaluate both
the short-term and long-term plans [10,11]. Modeling provided answers about the reservoir
sedimentation rate, trap efficiency, sediment release concentration, and other variables.
One-dimensional modeling was adequate for the case, as the reservoir is relatively narrow
and it was chosen as the study questions were related to the long-term effect of the flushing
alternatives. The set of user-definable reservoir operation rules include (a) the minimum
and maximum reservoir releases at different reservoir water levels, (b) timing to start
reservoir filling according to the forecast incoming flows, (c) constraints on the releases
imposed by the gate and spillway capacity, and (d) constrains on the ramping rate of the
releases.

The model inputs included cross-sectional geometry, incoming flow and sediment
rates, downstream water surface elevation or discharge, bed sediment size and gradation,
flow roughness coefficient, sediment transport capacity equation, and other model-specific
inputs. The model was first calibrated using the data collected in the time period of 11 June
2013 to 30 June 2015. The measured sediment load at the reservoir exit was used for the
model calibration. It was found that the reservoir channel bed profile and the outflowing
suspended concentration were predicted reasonably by the model. The calibrated model
was then used for both the short-term and long-term simulations for model application
predictions. The impact of various reservoir operational rules was evaluated.

5.2. Two-Dimensional Depth-Averaged Modeling of Drawdown Flushing on the Klamath
River, Oregon

Two-dimensional modeling has been routinely carried out at USBR for numerous
sediment transport projects. Herein, the study of the drawdown processes at the Copco-1
Reservoir on the Klamath River, Oregon is presented—a 2D modeling study of hydraulic
drawdown flushing. The study was carried out as part of a much larger effort at USBR to
support the Secretarial Determination on Klamath Dam Removal and Basin Restoration [87].

Four dams, JC Boyle, Copco-1, Copco-2, and Iron Gate on the Klamath River, were
studied for possible decommissioning. Numerical modeling was carried out at the Copco-1
Reservoir to address two study questions: (a) channel erosion during drawdown, and
(b) the estimate of suspended sediment concentration released to the downstream. The
drawdown process was event-based (a relatively short time period) and the reservoir was
relatively wide (erosion was expected to have lateral variation)—these two facts led to
the selection of 2D modeling for answering the study questions. The modeling study was
further used to aid in determining the strategies for revegetating the reservoir area and
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recovering a functional riparian corridor after dam decommissioning. The downstream
sediment release would help to determine the proper timing, duration, and release rate of
the drawdown design. Note that extensive 1D modeling was also carried out to answer
other long-term questions, as documented in [87].

Copco-1 Dam, constructed in 1918, is 38.4 m high; the reservoir is 7.5 km long, and
has 10.4 m average depth and 41.6 million-m3 storage capacity. The 2D modeling began
with the selection of a model domain (entire reservoir selected) and the generation of a 2D
mesh (10,504 mixed quadrilaterals and triangles)—they are shown Figure 7a. Measured
bathymetric and terrain data were used as the initial reservoir terrain before the drawdown
(Figure 7b). Main model inputs included (a) the Manning’s roughness coefficient of 0.03;
(b) bed and subsurface layer sediment data (the top layer consisted of mostly silt and clay
and the bottom layers of coarse gravel); and (c) the historical upstream flow rate and zero
sediment rate (as the majority was wash load that simply passed through).

Figure 7. (a) 2D model domain and mesh; (b) reservoir initial bathymetry/terrain for the numerical
modeling.

Initially, the reservoir was filled with water to an elevation of 793.4 m (inversion
of the spillway). Drawdown was then initiated through water release at the low-level
gates. The release rate was 0.914 m/day but varied according to the gate constraint. The
modeling used seven sediment size classes, with one size representing the cohesive material
smaller than 0.0625 mm in diameter. Three simulations were carried out, corresponding to
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three hydrological scenarios (Dry-Year, Average-Year, and Wet-Year). Each run started on
15 November and ended on 15 May of the following year, a duration of six months.

In the following, the model results corresponding to the Average-Year, named the
baseline, are presented. The predicted reservoir water surface elevation and discharges into
and out of the reservoir are displayed in Figure 8. It can be seen that the reservoir elevation
was lowered to below 762 m within one month. However, only under the relatively dry
year could the reservoir water level be maintained at such a low level. The reservoir
would be filled with water quickly with the Wet-Year hydrology. The predicted sediment
concentration released to the downstream from Copco-1 is shown in Figure 9 for the three
hydrological scenarios. The predicted concentration did not differ substantially between
the Dry-Year and Average-Year, as both flows were sufficient to mobilize the majority of the
reservoir deposits. There was, however, a noticeable difference between the Wet-Year and
the other two. This might be explained by the fact that the reservoir water level remained
low for the Dry- and Medium-Year but not so for the Wet-Year. Low water elevation led
to high flow velocity and sediment carrying capacity. With the Dry- and Medium-Year
simulations, the predicted sediment concentration pulse had an average peak of about
6000 ppm (occasionally exceeding 7000 ppm) and a duration of about 1.5 months. With
the Wet-Year, the average pulse peak was lowered to 4000 ppm (occasionally exceeding
6000 ppm). After 45 days of the drawdown, sediment concentration fell to a low level
(about a few hundred ppm).

Figure 8. Simulated reservoir water surface elevation and discharges into and out of the reservoir
under the baseline scenario.

One of the study questions involved understanding erosion channel formation due to
the drawdown. As discussed earlier, two channel erosion forms may occur: retrogressive
and progressive. The numerical modeling of Copco-1 showed that the channel process
belonged to the progressive type, as shown in Figure 10. Progressive erosion was expected
to occur, given the assumed drawdown conditions according to the analyses in [88,89].
The reservoir pool level was near its lowest on 29 December, while 14 May was the end of
the simulation. The pre-dam geomorphology of the reservoir area was delineated in [87]
and is plotted in Figure 11. The predicted bed elevation and the net eroded depth are
compared with the initial top bed layer thickness and bed elevation in Figure 12. It is
seen that the model-predicted channel erosion pattern and thalweg agreed well with the
pre-dam channel. The majority of the reservoir deposits within the pre-dam channel had
eroded after 45 days of the drawdown, particularly for the upstream half of the reservoir
(note that the results are inaccurate near the dam). Incision into the bottom bed layer was
also predicted for the upstream half of the reservoir six months after the drawdown. In
the upstream zone 1 and 2 areas, channel incision decreased with increasing flow into the
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reservoir (wet year). The trend, however, was reversed in zones 4 and 5, where incision
increased with an increasing flow.

Figure 9. Predicted sediment concentration from the drawdown gate of Copco-1 under the three
hydrological scenarios.

Figure 10. (a) From 25 November 2008; (b) 30 November 2008; (c) 10 December 2008; (d) 14 May
2009. Predicted erosion/deposition pattern during the drawdown of Copco 1 reservoir under the
Average-Year hydrology (2008) and Medium-Erosion bed sediment.

Deposition was predicted in the pre-dam floodplain area in the downstream half of
the reservoir. It was particularly visible in the open area near the narrow canyon. These
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model results provided the data needed to make the decision on how revegetation and
habitat restoration would be planned after dam decommissioning.

Figure 11. Geomorphic map of the river corridor prior to the construction of the Copco I Dam.

Figure 12. (a) Net eroded depth; (b) bed elevation. Simulated net depth of erosion and deposition
(left) and the predicted bed elevation (right) along the thalweg of the incised channel on two dates,
compared with the initial thickness of the top bed layer deposit and the top and bottom bed layer
elevations.

It has been commented that the deposition near the drawdown gate in zone 1 may be
unrealistic given that (a) the model was depth-averaged but flow was highly 3D near the
gate, and (b) the pressurized flow dominated near the gate. The inaccuracy of the erosion
prediction near the gate, however, was expected to have negligible effect on the predicted
erosion upstream.

5.3. Two-Dimensional Layer-Averaged Modeling of Turbidity Current at Shihmen
Reservoir, Taiwan

A 2D model of turbidity current venting at Shihmen Reservoir, Taiwan, is presented to
highlight the modeling process and model performance. Suspended sediment periodically
moves into this reservoir in the form of a turbid undercurrent during large typhoons.
Limited sediment venting capacity at the dam has led to the loss of reservoir capacity at a
faster rate than the original design. The 2004 Typhoon Aere event is presented here as a
case study, as the event was large and caused 11% loss of the reservoir storage capacity.

The 2D turbidity current model of [75] was used for the modeling and the results
were compared with the 1-to-100 scale laboratory data. The numerical model covered
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the entire reservoir with about 15.5 km longitudinal length (Figure 13a), and a 2D mesh
was developed consisting of 33,008 mesh cells. Initial reservoir bathymetry was derived
from the measured data surveyed in 2003 (Figure 13b). At the reservoir inflow boundary,
measured flow rate and suspended concentration were used as the boundary conditions.
The median diameter of the turbidity current sediment was 5 μm. The simulation was
carried out for the typhoon period of 02:00, 24 August to 21:00, 26 August 2004—a 67 h
duration in the prototype.

Figure 13. (a) Study domain and key cross sections; (b) reservoir bathymetry. The model domain and
selected cross-section (XS) locations for the Shihmen Reservoir modeling along with the bathymetry
(in meters).

Downstream boundary conditions were complex and demonstrated the need for 2D
modeling. There were five outlets distributed along the dam and located at different
depths. They included the spillway, the flood diversion tunnel, the powerhouse intake, the
permanent river outlet, and the Shihmen intake. The spillway had an invert of 235 m, width
of 107 m, and discharge capacity of 5800 m3/s at the prototype scale. The flood diversion
tunnel had an invert of 220 m, height of 8 m and a full-capacity discharge of 1800 m3/s. The
powerhouse outlet vented the highest amount of sediment, as it was located at the lowest
depth. It had an invert of 171 m, a height of 5 m and a full-capacity discharge of 380 m3/s.
The permanent channel outlet was relatively small and less important in sediment venting.
It had the same invert as the powerhouse but a full capacity of 30 m3/s. The Shihmen
intake was also small in its venting capacity; it had an invert of 193.6 m, height of 2.4 m,
and full capacity of 13 m3/s. The key model input was the drag coefficient; a value of 0.055
was adopted (calibrated). The initial reservoir was assumed to be clear (i.e., zero suspended
sediment concentration without the undercurrent); the turbidity current then entered the
model domain and moved towards the dam.

The predicted arrival times of the turbidity current at various cross-sections along the
reservoir are compared with the measured data in Figure 14. Good agreement was obtained.
The percentage error was less than 14% at all measured cross-sections. The numerical model
predicted that it would take 0.925 h for the front of the current to reach the powerhouse
from the upstream boundary (9.25 h in the prototype), which was comparable to 0.930 h of
the physical model. The turbidity current front was predicted to move at a nearly constant
speed of 0.0450 m/s; it was compared with the measured speed of 0.0448 m/s (0.448 m/s
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in the prototype). The results showed that the numerical model was capable of predicting
the current movement through the reservoir well. Such predictions were important as they
could help inform how the outlets might be operated to optimize the sediment venting.

Figure 14. Comparison of model-predicted and measured current arrival times at various cross-
sections along the reservoir during Typhoon Aere (time in the physical model scale).

Of particular interest was the total amount of sediment that might be vented out of
the available outlets; this would produce the venting efficiency important for determining
the reservoir storage loss and its sustained life. The sediment volumes delivered into
and vented out of the reservoir through all outlets are compared in Table 1 between the
numerical and physical models. It was shown that the total sediment volume vented out
of the reservoir was 55.9% and 45.1%, respectively, for the numerical model and physical
model. The higher venting efficiency predicted by the numerical model was due primarily
to the higher predicted sediment through the spillway and the diversion tunnel—the two
higher-level outlets whose venting ability depended heavily on the vertical distribution of
the turbidity current, which was not predicted by the 2D model and obtained through an
empirical relation.

Table 1. Summary of total sediment volumes moved into and out of the reservoir during the Typhoon
Aere event from both the numerical and physical models.

Numerical Model Physical Model

Total sediment volume into reservoir (million-m3) 10.93 10.97

Volume through Power House
(million-m3) 3.31 (30.3%) 3.18 (29.0%)

Volume through Spillway
(million-m3) 1.72 (15.7%) 1.02 (9.30%)

Volume through Flood Diversion (million-m3) 0.754 (6.9%) 0.420 (3.92%)

Volume through Permanent Channel (million-m3) 0.265 (2.42%) 0.259 (2.36%)

Volume through Shihmen Intake (million-m3) 0.0569 (0.52%) 0.0593 (0.54%)

A sensitivity study was also carried out with several model input parameters. It was
found that the drag coefficient and erosional rate were important, while the entrainment
rate was not. The drag coefficient impacted the current front speed significantly but had
negligible effect on the outlet sediment rates. For example, the times needed for the current
front to reach the powerhouse outlet were 8.20, 9.25, and 10.03 h, respectively, with drag
coefficients of 0.035, 0.055, and 0.075. The erosional rate coefficient was important for
predicting the erosion and deposition characteristics during the venting event as well as the
current movement speed. An increased erosional rate coefficient led to increased sediment
volume out of the reservoir and faster current movement speed.
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5.4. Three-Dimensional CFD Modeling of Pressure Flushing at Cherry Creek Reservoir, Colorado

A 3D CFD modeling study is presented for pressure flushing at the Cherry Creek
Reservoir, Denver, Colorado. Three-dimensional modeling is often required for pressure
flushing, as the above guidelines recommended.

A small horizontal domain near the outlets was chosen for the 3D modeling according
to the guidelines discussed above and shown in Figure 15a. The far field flows, indeed,
were found to be small and insignificant for the present modeling, based on the results of
an entire reservoir simulation (results not shown here). The flushing outlets were located
within an intake tower whose dimensions are marked in Figures 15b and 16. The outlet
gate geometry needed to be represented as accurately as possible for adequate 3D modeling
(see Figure 16). As can be seen, the five bottom gates were used for pressure flushing;
they were extended out in the numerical model so that water release amounts might be
implemented properly by the numerical model. The 3D mesh had a horizontal size of
9855 mixed quadrilateral and triangle cells (Figure 15a) and 47 vertical points. Note that
the 3D model used solved the NS equations, and the k-ε turbulence model was adopted.

Figure 15. (a) Model domain and horizontal mesh; (b) side view of the intake tower. Model domain,
horizontal mesh, and a side view of the intake tower.

Two sets of modeling were carried out, corresponding to two pressure flushing opera-
tions at the Cheery Creek Reservoir: 2017 low-discharge and 2018 high-discharge flushing.
The flushing release rate was an input in the model as the boundary condition, while other
model inputs (to be discussed below) were kept the same for all modeling runs. Only the
2018 flushing results are discussed below.

Pressure flushing was conducted in the field on 23 May 2018 with a nominal discharge
of 36.8 m3/s and the reservoir pool maintained at the constant elevation of 45.71 m. The
actual flow release rate through all intake gates is shown in Figure 17. The release was
achieved by opening one gate at a time of the five gates, and following the sequence of gates
3, 1, 2, 4, and 5 (gates are numbered from right to left looking towards the intake in Figure 16).
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The reservoir sediment consisted of clay, silt, and sand and the properties were measured
by [90] and used by the model. The fractions for the clay, silt, and sand were 45%, 50%, and
5%, respectively. The bed was treated as cohesive. The erodibility properties of the cohesive
sediment are important for modeling. The critical shear stress and erodibility were measured
by [90]: the critical shear stress was 0.62 Pa and the erodibility was 3.55 × 10−4 m/s-Pa.

Figure 16. Front view of the intake tower with five bottom gates for water release.

Figure 17. The actual flow release during the 2018 pressure flushing operation.

First, the predicted sediment concentration out of the reservoir was compared with the
field data in Figure 18. The agreement was found to be good, although the concentration
was under-predicted over the first two gate opening periods and over-predicted in the next
three gate periods. Note that the predicted concentration was obtained right after the gates
(within the outlet works), while the measured value was within the Cherry Creek, about
0.4 km downstream of the dam outlet. This may explain some of the above discrepancies.
The measured high concentration during the first gate was partially contributed by the
sediments stored downstream of the release outlet, and not entirely due to the reservoir
release.
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Figure 18. Baseline model prediction and field-measured sediment concentration downstream of
the release gate during the 2018 pressure flushing (Red line: numerical model; blue symbol and line:
measurement).

The predicted erosion pattern (scour zone) produced by the pressure flushing is shown
in Figure 19. The results showed that the scour zone was limited to within the intake, which
was confirmed by the field survey at the site. A quantitative comparison of the erosion
pattern was not possible as the field measurement was not able to reach inside the intake.

Figure 19. Cont.
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Figure 19. (a) Time = 1.0 h (Gate 3 complete); (b) time = 1.5 h (Gate 2 complete); (c) time = 2.0 h (Gate
1 complete); (d) time = 2.5 h (Gate 4 complete); (e) time = 3.5 h (end of flushing). Predicted scour
development with time during the 2018 pressure flushing (contours represent the eroded depth in
meters).

This case study shows that the 3D CFD model performed well in simulating the pres-
sure flushing process, at least for the study site. For example, the sediment concentration
released downstream was well predicted, pointing to its potential to be used for future
pressure flushing modeling applications. It showed also that 3D numerical models may be
useful in developing an effective flushing strategy. Based on the above results, for example,
a three-gate release—gates 3, 1, and 5—would be more efficient than the current five-gate
schedule. Further, the flushing efficiency might be maximized by flushing every other year
or the flushing duration may be much reduced to save water release, as high erosion occurs
primarily during the early stage of gate opening.

6. Concluding Remarks

A comprehensive review has been provided in this article with regard to the numerical
modeling of hydraulic flushing to manage reservoir sedimentation. Three sediment removal
types were covered: drawdown flushing, pressure flushing, and turbidity current venting.
The review also provides the empirical/analytical methods that may be used for a quick
assessment of the three types of hydraulic flushing, while the more comprehensive and
general 1D, 2D, and 3D models were reviewed extensively. In particular, guidelines
and best practices were presented for the three categories of the numerical models: 1D
cross-sectionally averaged, 2D depth-averaged or layer-averaged, and 3D CFD models.
Case studies were presented for each hydraulic flushing type and using each category
of the numerical models. These cases illustrate the guidelines and discuss how study
questions may be addressed. In addition, the case studies also discuss how a model is
selected given a specific reservoir, the determination of the model domain and mesh, model
inputs, model performance, and a results comparison. Important findings include the
following: (a) the empirical/analytical method may be used for planning studies; (b) 1D,
2D, and 2D models are recommended for design and alternatives assessment studies; (c) 1D
models are appropriate for narrow reservoirs or long-term simulations; (d) 2D models are
recommended for wide reservoirs or where later changes are important; (e) 3D models
are needed for pressure flushing modeling or any near-field processes for which vertical
variation is important (1D and 2D models are not adequate); and (f) any numerical models
need to be calibrated and/or validated for the study site before the results may be used for
predictions.
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Abstract: In the present study, the streamflow simulation capacities between the Soil and Water
Assessment Tool (SWAT) and the Hydrologic Engineering Centre-Hydrologic Modelling System
(HEC-HMS) were compared for the Huai Bang Sai (HBS) watershed in northeastern Thailand. During
calibration (2007–2010) and validation (2011–2014), the SWAT model demonstrated a Coefficient
of Determination (R2) and a Nash Sutcliffe Efficiency (NSE) of 0.83 and 0.82, and 0.78 and 0.77,
respectively. During the same periods, the HEC-HMS model demonstrated values of 0.80 and 0.79,
and 0.84 and 0.82. The exceedance probabilities at 10%, 40%, and 90% were 144.5, 14.5, and 0.9 mm in
the flow duration curves (FDCs) obtained for observed flow. From the HEC-HMS and SWAT models,
these indices yielded 109.0, 15.0, and 0.02 mm, and 123.5, 16.95, and 0.02 mm. These results inferred
those high flows were captured well by the SWAT model, while medium flows were captured well
by the HEC-HMS model. It is noteworthy that the low flows were accurately simulated by both
models. Furthermore, dry and wet seasonal flows were simulated reasonably well by the SWAT
model with slight under-predictions of 2.12% and 13.52% compared to the observed values. The
HEC-HMS model under-predicted the dry and wet seasonal flows by 10.76% and 18.54% compared
to observed flows. The results of the present study will provide valuable recommendations for the
stakeholders of the HBS watershed to improve water usage policies. In addition, the present study
will be helpful to select the most appropriate hydrologic model for humid tropical watersheds in
Thailand and elsewhere in the world.

Keywords: Hydrologic Engineering Center-Hydrologic Modeling System (HEC-HMS); Huai Bang
Sai (HBS) watershed; streamflow; Soil and Water Assessment Tool (SWAT)

1. Introduction

Water resource management and operational hydrology require reliable predictions of
water balance components including runoff, evapotranspiration, infiltration, and ground-
water flow. Hydrologic models are used for the planning of water resources [1–3], for
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flood predictions [4–6], to understand the hydrology due to changes in land use and cli-
mate [7,8], for water quality monitoring [9], to formulate aquifer recharge management
strategies [10], to design hydraulic infrastructure [11], for ecological restoration design [12],
etc. The evolvement of computer technology and programming has benefited researchers,
academia, and commercial-based companies to develop different software to simulate
watershed processes. The Soil and Water Assessment Tool (SWAT) [13], the Hydrologic En-
gineering Center-Hydrologic Modeling System (HEC-HMS) [14], the Hydrologiska Byråns
Vattenbalansavdelning (HBV light) model [15], the J2000 model [16], the GR4J model [17],
the Hydrologic Simulation Program FORTRAN (HSPF) model [18], and the MIKE-SHE
model [19] are some of the widely used hydrologic models used in different regions of the
world today [20].

In this study, the widely used SWAT and the HEC-HMS hydrologic models were used
to compare the streamflow simulation capacities in the Huai Bang Sai (HBS) watershed,
which flows into the greater Mekong River. These two hydrologic models have been
frequently used in tropical regions by many researchers [21,22]. The HEC-HMS model is
a lump-based model, while the SWAT model is a semi-distributed model. Lump-based
models consider the total basin as a “single homogeneous element”. On the other hand, the
semi-distributed models discretize the drainage basin into homogeneous units of landform,
soil, and topography of the watershed [23]. Hence, in the present study, the hypothesis
tested was whether the spatial discretization of the watershed through different hydrologic
models had an impact on the response to the streamflow simulation.

It is noteworthy that hydrologic models that were developed in environments were
later applied in watersheds that had different climatic and watershed characteristics than
they were originally developed for. For instance, Gunathilake et al. [24] and Chathu-
ranika et al. [25] used the HEC-HMS model to simulate streamflow in the Seethawaka
and Nilwala watersheds in Sri Lanka. However, the HEC-HMS was developed for the
temperate climatic conditions of the USA. This model is widely used and was developed
by the United States Army Corps of Engineers (USACE). In another study, the SWAT
model developed by the Agricultural Research Services of the United States Department of
Agriculture, (originally developed for the temperate climatic conditions in the USA) was ap-
plied in the sub-humid tropical Indian region by Shekar and Vinay [26]. Phomcha et al. [27]
applied the SWAT model to the Lam Sonthi tropical watershed in Thailand and found
that the model was able to simulate sediments accurately. Phomcha et al. [27] stated that
although the SWAT model can be simulated with a small amount of input data, some of its
model algorithms are inefficient for tropical watersheds. Supakosol and Boonrawd [28] and
Rossi et al. [29] used the SWAT model to simulate streamflow in the Nong Han lake basin
and Mae Nam Chi in Yasothon in northeastern Thailand. Furthermore, the HEC-HMS
model was used by Kuntiyawichai et al. [30] to simulate flow into the Ubol Ratana reservoir
in northeastern Thailand. These results showcased that both these models are capable of
simulating streamflow in watersheds of northeastern Thailand.

Shekar and Vinay [26] conducted a comparison study for HEC-HMS and SWAT for
a river basin in India and demonstrated that the SWAT model outperformed the HEC-
HMS model. On the contrary, Aliye et al. [31] showcased that the HEC-HMS model
performed better than the SWAT model for the Ethiopian Rift valley lake basin. A similar
comparison study was carried out in the Srepok river basin in Vietnam by Khoi [32]. The
results of this study inferred that the SWAT model outperformed the HEC-HMS. However,
Ismail et al. [33] reported that the HEC-HMS model outperformed the SWAT model in the
tropical Bernam river basin in Malaysia. The above studies indicate that the hydrological
performance of models should be determined for the individual watershed for its suitability.

As it was stated in the preceding paragraphs, streamflow computation is highly im-
portant to major streams and rivers in a watershed. Even though the field measurements
are highly accurate, the logistic difficulties might devalue the field measurements. Hourly
instrument usage is not an easy task for a major catchment. Therefore, computational mod-
eling is convenient in this situation. However, the streamflow calculations from different
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computational models can have some mismatches to the ground-measured streamflows.
Therefore, identification of the best suited hydrologic model for a particular watershed is
important in the context of streamflows.

This study presents the comparative analysis of SWAT and HEC-HMS hydrologic
models in the HBS of northeastern Thailand. The overall idea of the comparative analysis
is to investigate the capabilities of streamflow calculations by the two widely used com-
putational models. Both models were calibrated between 2007 and 2010 (for 4 years) and
validated from 2011 to 2014 (for 4 years) at the same discharge station. The hydrologic
model statistical performances for both models were examined using the Coefficient of
Determination (R2) and the Nash Sutcliffe Efficiency (NSE). Error in Peak flow, Percentage
Error in Volume (PEV) were calculated to compare the performances of both models. These
parameters were investigated to determine the streamflow computational capabilities.
In the present study, the hypothesis tested was whether the spatial discretization of the
watershed through different hydrologic models had an impact on the response to the
streamflow simulation. The results of the present study will essentially provide valuable
recommendations and insights to select the most appropriate hydrologic model simulating
rainfall–runoff processes of the tropical humid northeastern part of Thailand. The research
findings would also be useful for the policymakers to take necessary actions to achieve
sustainable water resource management.

2. The Study Area and Data Required

The HBS watershed is a sub-catchment of the greater Mekong River watershed, which
is in northeastern Thailand. This region is situated at the Thailand-Lao PDR border
(neighboring the Mekong River) on the eastern side. The HBS drains an area of 1340 km2

before joining the Mekong River near Mukdahan town (refer to Figure 1). The HBS
watershed lies between 16◦35′ N–16◦55′ N and 104◦02′ E–104◦44′ E. The altitude of the
HBS watershed varies between 140 and 640 m above mean sea level (AMSL). This area
receives a mean annual precipitation of 1200 mm with the majority of this received during
the southwest monsoon season from May to September. Dense deciduous forests are the
primary land use type of the area, and it covers nearly 68% of the catchment. Other main
land use types in the area are cassava, sugarcane, and rubber plantations (refer to Figure 2a).
Forest cover deterioration due to the cultivation of cash crops and the reduction in soil and
water quality are identified as the key environmental problems during the last 30 years
in the region. This phenomenon has happened due to poor soil and water conservation
practices [34]. Hang Chat is the primary soil type in the catchment. It has a loamy sand
texture and belongs to the hydrologic soil group C (loamy sand nature) of the “United
States Department of Agriculture” (USDA)’s soil classification. Figure 2b represents the
soil distribution map of the HBS watershed.

Figure 1 shows the locations of the rain gauges and the flow gauge in the study
area. Daily rainfall data were obtained from the “Royal Irrigation Department” (RID),
Thailand for Dong Luang, Wan Yai, Tong Khop, Mukdahan, and Huai Ta Poe stations for
8 years (from 2007 to 2014). Daily temperature records were obtained for a similar period
from “Thai Meteorological Department” (TMD) from the nearby meteorological stations.
Similarly, daily streamflow data for station kh.92 (Ban Kan Luang Dong) were also collected
from RID. The land use types for the year 2015 were obtained from the Land Development
Department (LDD) of Thailand with a 500 m resolution, and in a 1:50,000 scale. Soil data
for 2015 were also acquired from the LDD of Thailand with a 1 km resolution, and in a
1:100,000 scale. “Digital Elevation Model” (DEM) of 30 m resolution was downloaded from
the “United States Geological Survey” (USGS) website; https://earthexplorer.usgs.gov/
(accessed on 31 June 2022).
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Figure 1. Location and topography map with hydrometeorological stations in Huai Bang Sai water-
shed in northeastern Thailand.

 
(a) 

Figure 2. Cont.

81



Fluids 2022, 7, 267

 
(b) 

Figure 2. (a) Land-use map and (b) soil distribution map for the HBS watershed.

3. Rainfall–Runoff Modelling of the HBS Watershed

This study compared the performance of HEC-HMS and SWAT hydrological models
to simulate streamflow at the kh.92 hydrological station from 2007 to 2014. For the present
study, a HEC-HMS model was developed, and the model was compared with the SWAT
model, which was developed previously by Babel et al. [21].

Both the HEC-HMS and SWAT models are capable of continuous simulations [35].
These models simplify water resource systems for ease of understanding of the model
behavior. Understanding the components of the hydrological cycle including surface
runoff, infiltration, evaporation, transpiration, and precipitation is of prime importance in
hydrologic modeling studies.

In the case of the HEC-HMS model, the HEC-GeoHMS and Archydro tools were used
to delineate and calculate the physical and drainage characteristics of the watershed. They
were used in the HEC-HMS model as inputs for the initial simulation. The whole watershed
was delineated into 12 sub-watersheds considering nearly equal surface areas for each sub-
watershed. HEC-HMS model development process includes four main components namely,
basin model, input data (time series, paired and gridded data), meteorological model,
and control specifications [36,37]. The basin model connects sub-watersheds, reaches,
junctions, diversions, reservoirs, etc., to create a drainage system [38]. The time interval
for a simulation is controlled by control specifications [39]. In this study, climate data
were added to the meteorological model to distribute them spatially and temporally over
the watershed through the Thiessen polygon method. Time series data of precipitation,
temperature, and streamflow data in a daily step were included in the model. The HEC-
HMS model was calibrated from 1 January 2007 to 31 December 2010 and validated between
1 January 2011 and 31 December 2014. A sensitivity analysis was conducted by considering
the changes in the percentage error in runoff volume (PEV). The normalized objective
function (NOF), the Nash Sutcliffe Efficiency (NSE), the percentage of bias (PBIAS), and the
Coefficient of Determination (R2) were used to determine the statistical performance of the
HEC-HMS model on a daily and monthly basis. If the simulated values exactly match with
the observed values, NOF, NSE, PBIAS, and R2 would be equal to zero, one, zero percent,
and one, respectively. These skill matrices were calculated using the following equations
from (1) to (4) [40,41].

NOF =
1
Ō

√
1
n

n

∑
i = 1

(Oi − Si)
2 (1)
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NSE = 1 − ∑n
I = 1(Si − Oi)

2

∑n
I = 1

(
Oi − Ō

)2 (2)

PBIAS =
∑n

i = 1(Si − Oi)

∑n
i−1 Oi

× 100% (3)

R2 =
n ∑ Oi·Si − ∑ Oi·Si(√

n(∑ Oi
2)− (∑ Oi)

2
)
×

(√
n(∑ Si

2)− (∑ Si)
2
) (4)

where Oi = observed discharge, Si = simulated discharge, n = number of observed or
simulated data points, and Ō = mean of the observed discharge.

4. Development of Hydrologic Models

4.1. SWAT Model Development

The SWAT model, which operates in daily time steps was developed by the Agricul-
tural Research Services (ARS) division of the USDA [42]. This model is efficient in assessing
hydrological processes and non-point source pollution at different spatial scales. The SWAT
model divides a watershed into multiple watersheds, and then further discretizes into
hydrologic response units (HRUs) consisting of a combination of similar land use, soil, and
slope characteristics [43]. HRUs also represent sub-basin area percentages and they are not
recognized spatially within a model simulation [44]. The water balance equation (refer to
Equation (5)) is the governing equation in the SWAT model [45].

SWt = SW0 +
t

∑
i = 1

(
Rday − Qsur f − ETa − Wseep − Qgw

)
(5)

where SWt = final soil water content (mm), SW0 = initial soil water content (mm), t = time
(days), Rday = amount of precipitation (mm), Qsur f = amount of surface runoff (mm),
ETa = amount of evapotranspiration (mm), Wseep = amount of water entering the vadose
zone from the soil profile (mm), and Qgw = amount of return flow (mm).

Babel et al. [21] developed the SWAT model for the HBS river basin using the SWAT
2012 version. In this previous study, firstly, the entire watershed was delineated into
7 sub-watersheds in the model setup process. Then, these sub-basins were subdivided into
797 HRUs. Afterward, the model was calibrated from 1 January 2007 to 31 December 2010
(4 years) and validated from 1 January 2011 to 31 December 2014 (4 years). A warm-up
period of 3 years (1 January 2004 to 31 December 2006) was considered to equilibrate be-
tween various water storages in the model. Streamflows observed at the kh.92 hydrological
station were used for hydrologic model development. A sensitivity analysis was conducted
through the manual calibration process. SWAT Calibration and Uncertainty Procedures
(SWAT-CUP) were initially used to identify the most sensitive parameters to streamflow. In
the SWAT model developed through the previous study, surface runoff was predicted by
the Soil Conservation Service Curve Number (SCS-CN) method. Moreover, the potential
evapotranspiration was calculated by the Hargreaves method.

Initially, the Digital Elevation Model (DEM) of the HBS watershed was delineated
into sub watersheds by the watershed delineation tool available in SWAT. Thereafter, the
reclassified land use and soil maps were used as input in the SWAT model. Then, the
weather data were inserted to run the model. Finally, the observed streamflow data at kh.92
was used to calibrate the model.

4.2. HEC-HMS Model Development

A well-calibrated model depends upon the technical abilities of the hydrological
model as well as the quality of the input data. The HEC-HMS model for the HBS watershed
was manually calibrated for daily streamflow predictions for the period 2007–2010 by
comparing the observed streamflow for the peaks, timing, and runoff volumes.
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In order to determine the critical parameters affecting the calibration of the rainfall–
runoff model, a sensitivity analysis was carried out. One parameter was varied at a time
between −50% and 50% within the augmentations of 10% [4]. This was performed while
keeping other hydrological parameters constant until the best agreement between observed
streamflow and simulated streamflow was achieved. The soil percolation (mm/hr), imper-
vious percentage (%), soil storage (mm), and groundwater 1 storage (mm) are found to be
the most sensitive parameters.

5. Results and Discussion

5.1. Results from the HEC-HMS Model

Figure 3 depicts the “percentage error in runoff volume” (PEV) for the calibration
period (2007–2010).

 

Figure 3. Sensitivity analysis of the HEC-HMS model for the calibration period (2007-2010).

The HEC-HMS model produced a reasonable agreement between observed and simu-
lated discharges on daily and monthly time scales. Figure 4 depicts the daily hydrograph
comparison of simulated and observed discharges at kh.92 hydrological station for the
calibration (January 2007–December 2010) and validation (January 2011–December 2014)
periods. The HEC-HMS model underestimated observed streamflow in certain time peri-
ods. During calibration and validation, the model underestimated the water volume by
14.43% and 16.62%, respectively. Optimized values for the HBS watershed are provided
in Table 1. The model validation results proved that there was an acceptable agreement
between observed and simulated hydrographs for the period between January 2011 and
December 2014. Among the different loss methods available in the HEC-HMS model for
the present study, the soil and moisture accounting method, which is capable of simu-
lating continuous events, was used. The direct runoff was simulated by the Clark Unit
Hydrograph. The recession method was used to simulate baseflow, while flow routing was
carried out by the Muskingum method.
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Figure 4. Comparison of daily observed and simulated streamflows at kh.92 for the 2007–2014 period
from the HEC-HMS model.

Table 1. Optimized parameters of HEC-HMS model.

Method Parameter Unit Optimized Value

Soil Moisture Accounting

Soil Percentage % 70
Groundwater 1 % 45
Groundwater 2 % 82

Max. Infiltration mm/hr 4.5
Impervious Percentage % 16.2

Soil Storage mm 276
Tension Storage mm 30
Soil Percolation mm/hr 0.42
GW 1 Storage mm 9

GW 1 Percolation mm/hr 0.675
GW 1 Coefficient hr 120

GW 2 Storage mm 100
GW 2 Percolation mm/hr 1
GW 2 Coefficient hr 100

Clark Unit Hydrograph Time of Concentration hr 10
Storage Coefficient hr 42

Recession
Initial Discharge m3/s 0.1

Recession Constant 0.35
Ratio to Peak 0.4

Muskingum
K hr 0.02

x 0.3

The statistics obtained during the calibration and validation of the HEC-HMS model
are given in Table 2 below. The statistical indicators including NOF, NSE, PBIAS, and
R2 were calculated to evaluate the model performance. Skill metrics for calibration and
validation on a daily basis for different metrics including NOFs of 1.52 and 1.58, NSEs of
0.70 and 0.60, PBIAS of 14.44% and 16.63%, and R2 of 0.70 and 0.55, respectively. Monthly
skill performance for calibration and validation presented better performance compared to
the daily performance, which was calculated for NOF as 0.71 and 0.80, NSE as 0.79 and
0.82, and R2 as 0.80 and 0.84. PBIAS demonstrated an underestimation in both calibration
and validation periods. Moreover, daily and monthly R2 values are found to be higher than
0.5, while NSE values were found to be greater than 0.60. The NOF was closer to zero. The
obtained results demonstrated that the model is acceptable for use in hydrological studies.
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Table 2. Statistical performance criterions during calibration and validation for the HEC-HMS model.

Cluster
Daily Monthly

NOF NSE PBIAS R2 NOF NSE PBIAS R2

Calibration (2007–2010) 1.52 0.70 −14.45 0.70 0.71 0.79 −14.45 0.80

Validation (2011–2014) 1.58 0.60 −16.63 0.55 0.80 0.82 −16.63 0.84

5.2. Streamflow Prediction Capacities between the HEC-HMS and SWAT Models

The streamflow predictions of HEC-HMS were compared with that of SWAT [21] for
the HBS watershed.

The monthly observed and simulated streamflows for the period 2007–2014 for the
HBS watershed using the HEC-HMS and SWAT models are depicted in Figure 5. Both
models performed fairly well although with few discrepancies. The times to peak of
simulated discharges from the two hydrological models were comparable. The highest
observed monthly discharge at kh.92 during the 2007–2014 period happened in August
2011 and this peak discharge was underestimated by the HEC-HMS and SWAT models by
26.62% and 15.98%. Moreover, a reasonable amount of flood peaks were captured from
the SWAT model compared to the HEC-HMS model. The total water volume from the
2007–2014 period has been underestimated through the HEC-HMS and SWAT simulations
by 17.76% and 12.37%. In addition, the monthly statistical performances for R2 and NSE
obtained by Babel et al. [21] were 0.83 and 0.82 during the calibration (2007–2010) and 0.78
and 0.77 for validation (2011–2014) from the SWAT model. During the same periods, the
values obtained for the same metrics from the HEC-HMS model were 0.80 and 0.79 and 0.84
and 0.82. Therefore, the SWAT model statistically performed well during the calibration
period (2007–2010).

Figure 5. Comparison of observed and simulated hydrographs for the HEC-HMS and SWAT models
for the period 2007–2014 of the HBS watershed.

Figure 6 illustrates scatter plots for the HEC-HMS and SWAT models after the opti-
mization for the kh.92 hydrological station considering monthly simulated and observed
streamflows under calibration (2007–2010) and validation (2011–2014) periods. Simulated
and observed values are well distributed along the uphill and downhill compared to the
1:1 line for both models. Some points can be seen along the 1:1 lines as well. Therefore,
predictive capacities for both models show satisfactory agreement during calibration and
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validation periods. Linear graphs for the calibration period (2007–2010) are very close to the
1:1 line for both models and HEC-HMS shows a better performance compared to the SWAT
model if both hydrological models are exactly matched, then the green color linear curve in
Figure 6c should be on the 1:1 line. This gap represents the strengths and weaknesses of
both models. The HEC-HMS and SWAT models performed similarly while providing a
few months of contradictory results. Through visual inspection, it is clear that the SWAT
model was able to catch higher monthly flows compared to the HEC-HMS model.

 
(a) (b) 

(c) 

Figure 6. Scatter plots for monthly data comparing between: (a) simulated streamflow by HEC-HMS
model versus observed streamflow in mm for calibration and validation; (b) simulated streamflow
by SWAT model versus observed streamflow in mm for calibration and validation; (c) simulated
streamflow by SWAT model versus simulated streamflow by HEC-HMS during the 2007–2014 period.

Flow duration curves (FDCs) were created to compare high flows (10% exceedance),
medium flows (40% exceedance), and low flows (90% exceedance) for simulated monthly
discharges through the HEC-HMS and SWAT models and observed monthly discharges at
the kh.92 hydrological station in the HBS catchment during the 2007–2014 period. Figure 7
illustrates the magnitude of observed monthly streamflows for 10%, 40%, and 90% ex-
ceedance percentages as 144.5, 14.5, and 0.9 mm. Simulated monthly discharges show
exceedance probabilities of 10%, 40%, and 90% as 109.0, 15.0, and 0.02 mm for the HEC-
HMS model and 123.5, 16.95, and 0.02 mm for the SWAT model, respectively. This infers
that the SWAT model can capture high flows compared to the HEC-HMS model for the
2007–2014 period. Medium flows can be obtained through the HEC-HMS model more
accurately compared to the SWAT model. Both models provide similar performance for the
generation of low flows within the considered duration.
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Figure 7. FDCs for monthly simulated streamflows by the HEC-HMS and SWAT models compared
to the observed monthly streamflow within the period 2007–2014.

Figure 8 shows the mean seasonal discharge for the HEC-HMS and SWAT models with
the observed mean seasonal discharge at kh.92 hydrologic station for the 2007–2014 period.
Northeastern Thailand has two major rainfall seasons, namely the dry (November to May)
and wet (June to October) seasons. The SWAT and HEC-HMS models performed with
under-predictions compared to the observed for dry and wet seasons as 2.12% and 13.52%,
and 10.76% and 18.54%, respectively. Therefore, the SWAT model performed moderately
well compared with the HEC-HMS model on a seasonal basis for the HBS watershed,
Thailand. Lacombe et al. [46] stated that northeastern Thailand receives approximately
80–90% of annual precipitation from May to October and above.

Figure 8. Mean seasonal discharge for observed as well as the HEC-HMS and SWAT models for the
period 2007–2014.

In fact, in the SWAT model, the precipitation for a specific sub-basin is derived from the
nearest weather station. However, in the HEC-HMS model, a Thiessen Polygon weighted
rainfall is assigned for different sub-basins. The Thiessen Polygon weights are user given.
Since rainfall is the main input in a rainfall–runoff model this process might have an impact
on streamflow simulations as observed through the two hydrologic models. The HEC-HMS
uses the Clark Unit Hydrograph method to simulate streamflow, while the SCS-CN method
is adopted in the SWAT model. The SCS-CN method accounts for soil, land use, and
slopes, while the Clark Unit Hydrograph accounts for the basin shape, watershed storage,
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and timing. The above-mentioned reasons can be some of the contributing factors to the
variations in streamflow results obtained.

The above results also focus on parameter uncertainty and it is clear that better
results can be obtained using different parameter sets in different hydrological models.
Additionally, errors in the observed datasets make it difficult to perfectly determine the
accuracy of runoff predictions through hydrological modelling. The results of this study
can be further improved if observed data for evapotranspiration, wind speed, radiation,
etc., are available for comparison purposes. Moreover, the robustness of the hydrological
model changes according to the chosen time scale. It is recommended to determine suitable
hydrological models using alternatives and also to determine hydrology using ensembles
of several model structures for tropical catchments.

6. Conclusions

A tropical watershed in northeastern Thailand, the Huai Bang Sai (HBS) was selected
in this research to compare the hydrologic performances of two widely used hydrologic
models the HEC-HMS and the SWAT. The current work was carried out for the period
2007–2014. For both models, the calibration was carried out at the kh.92 (Ban Kan Luang
Dong) hydrological station. The HEC-HMS model developed for the HBS watershed was
calibrated and validated and then compared with the earlier developed SWAT model. The
R2 and NSE obtained during the calibration process were 0.80 and 0.79, and 0.83 and 0.82
during validation in the HEC-HMS model. For the SWAT model, during calibration, these
indices yielded 0.83 and 0.82 and for validation, they were 0.78 and 0.77. The performance
of both models is deemed to be satisfactory. The SWAT model was able to capture high
flows compared to the HEC-HMS model more accurately for the 2007–2014 period, whereas
medium flows were captured through the HEC-HMS model more accurately. Low flows
were obtained with good accuracy by both models. In seasonal scales, the SWAT models
outperformed the HEC-HMS model. Hence, the SWAT model can be attractive for both
wet and dry seasonal flow simulations. The study results demonstrated that the spatial
discretization of the HBS watershed through the SWAT and HEC-HMS models did not have
a significant impact on response to streamflow simulations. The differences in equations
used to compute hydrologic processes did not demonstrate large deviations in reproducing
streamflow. Hence, both the SWAT and HEC-HMS are recommended to be used in the
tropical humid conditions in Thailand and elsewhere in the world.
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Abstract: Hydraulic structures, such as barrages, play an important role in the sustainable develop-
ment of several regions worldwide. The aim of this novel study is to identify the critical hydraulic
parameters (CHPs) of Taunsa Barrage, built on the Indus River. These CHPs, including free sur-
face profiles, flow depths, Froude number, velocity profiles, energy dissipation and turbulence
kinetic energy, were investigated using simulation via FLOW-3D numerical models. Incompressible
Reynolds-averaged Navier–Stokes (RANS) equations on each computational cell were solved using
the numerical methods available in FLOW-3D. The simulation results indicated that the locations of
hydraulic jumps (HJs) were lower than that were reported in the previous one-dimensional study.
Similarly, the distances of the HJs from the downstream toe of the glacis were reached at 2.97 m and
6 m at 129.10 m and 130.30 m tailwater levels, respectively, which deviated from the previous studies.
In higher tailwater, the sequent depth ratio also deviated from the previous data. The maximum
turbulent kinetic energies were observed in the developing regions of HJs, which were found to be
decreased as the distance from the HJ was increased. The results of this research will be highly useful
for engineers working in the field of design of hydraulic structures.

Keywords: hydraulic parameters; numerical methods; simulation; stilling basin; Taunsa barrage;
energy dissipation; efficiency

1. Introduction

1.1. Significance of Hydraulic Jumps (HJs)

Due to the sufficient head upstream of hydraulic structures, the outflow water has
immense kinetic energy that can damage the downstream structures. Researchers and
hydraulic engineers have devised many measures such as baffle blocks, friction blocks,
chute blocks, and end sills to control the above-mentioned issues. These devices stabilize
the hydraulic jumps (a vital energy dissipation process) formed at the location. Hydraulic
jumps occur in natural systems and artificial channels such as rivers, streams, spillways,
sluice gates, barrages, and weirs. At the different locations of these hydraulic structures,
the flow passes through different conditions, i.e., subcritical (Froude number ((Fr) < 1),
critical (Fr = 1), and supercritical (Fr > 1)). In the subcritical condition, the actual flow depth
is higher than the critical, whereas in the supercritical condition the flow depth is always
found to be less than critical. In the hydraulic jumps, the flow changes suddenly from
supercritical to subcritical conditions and vice versa. During this chaotic phenomenon, a
rapid rise in the free surface occurs that dissipates a large amount of energy due to the
turbulent mixing [1–4]. A hydraulic jump (HJ hereafter) occurs in gravity-driven flows
when Fr crosses unity and is defined as the ratio of inertial to gravitational forces.

Numerous researchers have conducted experiments on HJs by employing various
geometries and hydraulic conditions, such as vegetated bed (Bai et al. [5]), close conduits
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(Li et al. [6]), stilling basins of open-channel hydraulic structures [7–13]; and horizontal
smooth and rough beds [14]. In addition, Balachandar et al. [15] investigated the effects of
tailwater variation on HJs and studied downstream bed profiles, whereas [16–20] investi-
gated submerged HJs for different beds and flow conditions. Furthermore, a few studies
have investigated the transition region of an HJ (Zobeyer et al. [21]; Abbaspour et al. [22])
and the weak HJ (Mignot and Cienfuegos [23]) on rough beds and in small open channels.
On the whole, these studies tested the basin’s appurtenances to increase the energy dis-
sipation and mainly investigated the gate openings, Fr, Reynolds number, roller lengths
of HJs, sequent depths, tailwater, momentum and velocity decay, and turbulent kinetic
energy. However, the literature did not reveal any detailed experimental study on the flow
patterns downstream of the Taunsa barrage, which is an important research area because of
the significant importance of the barrage.

1.2. Role of Stilling Basins

Stilling basins are accepted for the dissipation of the surplus kinetic energy of an HJ
downstream of spillways, dams, barrages, and pipe outlets. The hydraulic performance
of the stilling basin is very much dependent on its shape and size, which affect the flow
patterns [24,25]. Furthermore, a substantial amount of energy is still to be dissipated down-
stream of the stilling basin, for which flexible aprons are provided. The risk of scouring
is also safeguarded by the flexible aprons, which alleviate the uplift pressure that is left
behind. Ali and Mohamed [26] and Mishra [27] conducted experiments to study the ef-
fects of stilling basins shapes downstream of radial gates. Alikhani et al. [28] conducted
experiments on a single vertical sill in a stilling basin for a forced HJ. Elsaeed et al. [29] in-
vestigated the effects of end steps on the length of submerged HJs and measured the energy
losses and velocity profile along the stilling basin. Tiwari et al. (a, b) [30,31] investigated
the stilling basin shape for pipe outlets and used different shapes of intermediate sills with
heights equivalent to the diameter of the pipes. Hager and Li [32] and Herrera-Granados
and Kostecki [33] conducted experiments to investigate the effects of different energy dissi-
pators on the characteristics of HJ. Ali and Kaleem [34] investigated the energy dissipation
of Taunsa Barrage stilling basins before and after remodeling. The results showed that,
due to the remodeling of the basin, the stone apron was launched during the 2010 flood
and the river course also shifted towards the left side. Chaudary and Sarwar [35] and
Chaudhry [36] analyzed the tailwater effects on different stilling basins of Taunsa Barrage.
The results indicated that the existing tailwater levels downstream of the prototype barrage
were appropriate for the formation of an HJ.

1.3. Computational Fluid Dynamic and Hydraulic Modelling

The previous sections (Sections 1.1 and 1.2) discussed the methods and the signifi-
cance of physical and experimental investigations of HJs and basin appurtenances, which
can be assisted by three dimensional (3D) numerical codes. Additionally, experimental
investigations and on-site measurements are usually expensive and time-consuming and
due to hindrance of flow devices and scaling effects, the output results are found to deviate
from the prototypes. Therefore, the use of numerical modelling to investigate the hydraulic
characteristics of grade-control structures is becoming popular. Such modeling tools are
helpful, especially when the basic fundamental equations are not adequate to give solutions
such as multifaceted geometries [33]. Recently, with the development in computer tech-
nology, the problems of complicated hydraulic structures can be studied by improved via
numerical methods and turbulence models, which further harmonize physical modeling in
the design stages. These numerical models also test various feasible flow phenomena, with
little change in the input to obtain further data for the computed domains [14,37,38]. Many
numerical investigations are found on HJs and energy dissipation using various numerical
codes; however, Table 1 highlights a few of the most relevant studies dealing with HJs and
energy dissipators.
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Table 1. Numerical simulations on HJs and energy dissipation basins.

Reference Numerical Codes Modelling Approach Turbulence Scheme

Chaudhry [36] HEC-RAS Energy equation 1-D model

Aydogdu et al. [39] ANSYS-FLUENT RANS RNG K-ε

Mukha et al. [40] Open Foam Large Eddy Simulation
(LES) LES-VOF

Abd El Azim et al. [41] FLOW-3D RANS RNG K-ε

Kosaj et al. [42] FLOW-3D RANS RNG K-ε

Mirzaei and Tootoonchi [43] FLOW-3D RANS Standard K-ε, LES, RNG K-ε,

Macián-Pérez et al. [44] FLOW-3D RANS Standard K-ε, K-ω, RNG K-ε,

Daneshfaraz and Ghaderi [45] FLUENT RANS RNG K-ε

Anjum et al. [46] FLUENT RANS Reynolds Stress Model (RSM)

Dargahi [47] FLUENT RANS RSM, Standard K-ε, RNG K-ε

Karim and Ali [48] FLUENT RANS RSM, Standard K-ε, RNG K-ε

Liu and García [49] Open Foam RANS Standard K-ε

Bayon et al. [50] Open Foam, FLOW-3D RANS RNG K-ε

Bayon-Barrachina et al. [51] Open Foam RANS Standard K-ε, SST K-ω, RNG K-ε

Nguyen et al. [52] and Riad et al. [53] Finite Element Model
(FEM) RANS Standard K-ε, Prandtl Mixing

Length

Chatila and Tabbara [54] ADINA-F RANS Standard K-ε

Cassan and Belaud [55] FLUENT RANS RSM, Standard K-ε, RNG K-ε

Carvalho et al. [56] FLOW-3D RANS RNG K-ε

From Table 1, some studies, e.g., [39,40,43,44,47,50,51,56], have focused HJs and their
associated parameters such as velocity, free surface profile, sequent depths, roller lengths,
and turbulent kinetics energy, whereas other researchers have investigated energy dissi-
pation [41,45,46,48,53–55] and scour [42,49] downstream of different hydraulic structures.
However, except for the 1D Hydrologic Engineering Center River Analysis System (HEC-
RAS) study on Taunsa barrage, the literature did not reveal any study that studied the
effects of tailwater on the HJ and flow pattern in the barrage’s basin.

1.4. Research Motives and Problem Statement

Soon after the operation of the Taunsa barrage, due to the retrogression of the down-
stream riverbed, the tailwater levels were lowered, which consequently damaged the
basin’s floor; during 1959–1962 these regular issues were resolved. Additionally, due to
the structural flaws, some of the baffle blocks were also found to be uprooted [55]. After
so many years of partial repairs, it was declared that the barrage was to be remodeled;
it was reported that due to the lowering of the tailwater levels, the HJ was sweeping
on the floor. On the basis of a model study report, the basin was remodeled; however,
even after remodeling, the data from the 2010 flood revealed damage downstream of
barrage [57,58]. To understand the tailwater levels and HJ locations, Chaudhry [36] carried
out a one-dimensional HEC-RAS study.

In the year 2008, Taunsa barrage was remodeled based on a sectional model study on
the rigid bed. Except tailwater, no other hydraulic parameters were thoroughly investigated.
Furthermore, these kinds of physical studies are generally associated with scaling effects
such as roughness and length. However, due to the advent of computer technology
and advanced turbulence models, as compared with HEC-RAS, more dedicated hydraulic
modeling tools are available to investigate hydraulic issues such as those found downstream
of the Taunsa barrage. Therefore, in this study, firstly, using the frequency of occurrence
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and relative importance index (RII), the critical hydraulic parameters (CHPs) are identified
from the literature. The prime objective of this study is to investigate the tailwater and HJ
locations at 44 m3/s discharge downstream of the old basin of Taunsa barrage using FLOW-
3D. This study further investigates the identified CHPs on the basin before its remodeling
and mainly focuses on free surface profiles, flow depths, Froude number, velocity profiles,
and turbulent kinetic energy. Additionally, the results of CHPs are also compared with the
available data from prototypes, HEC-RAS, and studies from the literature. The specific
research goals for the present numerical study are as below:

• To calibrate and validate a 3D model under the field conditions of a full-scale hydraulic
structure using data from Taunsa Barrage.

• To identify the critical hydraulic parameters (CHPs) that play a crucial role in the
design of graded control structures.

• To investigate the flow patterns of CHPs for stilling basins at various tailwater levels
using the data from the old Taunsa Barrage.

• To study the effects of different tailwater levels on the locations of the HJs and compare
them with relevant field and numerical data.

• To provide an overview of HJ locations in various basins of a barrage for different
tailwater and discharge levels (a case study for Taunsa Barrage).

2. Study Area

Pakistan is an agricultural country; the major source of economy and livelihood
depends on the agriculture sector. This sector provides about 25% of GDP and engages
50% of labor from rural areas [56]. More than 18 million hectares (ha) of land is irrigated by
the Indus River and its branches. In the Indus Basin, barrages are essential components
that divert water into the canals and also serve as roads, bridges and power transmission
lines [56]. Taunsa Barrage was completed in 1958 on the Indus River. The barrage diverts
water to Dera Ghazi Khan Division through the Muzaffargarh and Taunsa-Panjnad link
canals and irrigates about 809,371 ha of land. The barrage was designed for a discharge
capacity of 28,313 m3/s. The total length of the barrage is 1325 m, whereas the clear width
for flow passage is 1171 m. The maximum upstream and downstream flood levels are
136.94 m and 135.33 m, respectively, whereas 136.24 m is the normal pond level for the
operation of the canals. The upstream and downstream floor levels are designed at 128.31 m
and 126.79 m, respectively. The weir’s crest is located at 130.44 m, whereas the waterfall
is kept at 3.66 m. It should also be noted that all the elevations given herein are from the
mean sea level. Taunsa barrage’s location and its typical cross section is shown in Figure 1.

Figure 1. Location of the study area.
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The stilling basin of the barrage is of a modified form similar to the United States
Bureau of Reclamation’s (USBR’s) stilling basin type-III. Within the basin, two rows of
baffle and friction blocks facilitate energy dissipation and stabilize the HJ even in cases of
minimum tailwater requirements. However, soon after the barrage construction, multiple
problems such as the oblique right-sided river approach, heavy siltation in one of the major
canals, uprooting of impact baffle blocks, damage to the stilling basin floor, and retrogres-
sion of water levels appeared in its downstream areas. During 1959–1962, 1966, and 1973,
repairs works were carried out to cater to the problems mentioned above; however, the
problems remained persistent. In the reports by Zaidi et al. [58] and the World Bank [57],
sweeping of the HJ was believed to be the main reason for the issues highlighted above. To
resolve these issues, the Punjab Government constituted committees of experts; however,
no specific measures were taken and the issues continued to be aggravated. The typical
cross section of the Taunsa barrage stilling basin is shown in Figure 2.

Figure 2. Typical cross section of the barrage.

3. Material and Methods

The methodology for the present study has two phases, as shown in Figure 3.

Figure 3. Methodology of the study.
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3.1. Phase 1: Identification of the Critical Hydraulic Parameters

In the first phase, the critical hydraulic parameters (CHPs) were identified from in-
depth review of the published experimental and numerical data, whereas in the second
phase the identified CHPs from the first phase were numerically investigated using FLOW-
3D within the basin of Taunsa Barrage. For the first phase, a systematic review of the
previous studies published from 2000 to 2020 was carried out and all those articles were
retrieved that addressed the hydraulic parameters on downstream sides of any hydraulic
structures such as spillways, barrages, sluice gates, weirs, and falls. The retrieved articles
were divided into two categories, one was experimental studies and the other was numerical
studies. By doing so, eighty research articles were retrieved, whereas the unrelated articles
were discarded. A detailed review of the retrieved article was carried out and, skimming
through these papers, forty-two articles on experimental studies and twenty-four articles
on numerical studies were selected for further analysis to identify the CHPs. The statistical
methods used for the identification of parameters are explained below.

The ranking of CHPs was performed on the basis of the relative percentage score,
which was calculated by Formula (1) [59–61].

Percent Score = Rf × RPA (1)

where Rf and RPA are the relative frequency and relative portion of the party affected,
respectively, which have been assigned to each parameter. In the present investigation,
articles from the experimental and numerical categories were selected as parties [60–65].

The relative importance of the parameters can be calculated using the relative im-
portance index (RII). A similar approach was used in the present study. The RII for each
parameter was calculated using Formula (2):

RII = ∑n
i=0

Wi
A × N

(2)

where RII is the relative importance index and Wi and A are the weight and highest weight
given to each parameter. In Formula (2), N is the total number of research articles from
where these hydraulic parameters were taken. The RII value ranges from 0 to 1; the higher
the RII, the more critical is the parameter.

3.2. Phase 2: Numerical Model Implementation

Choosing the most suitable CFD codes from many available options is crucial [63–65].
Still, it is tedious as the investigative parameters [66–69] are strongly case dependent
(Bennett et al. [70]). However, according to Chen et al. [14] and Babaali et al. [24], FLOW-3D
has been the most widely used modelling tool for hydraulic investigations. Bayon et al. [50]
recommended FLOW-3D for HJ characteristics after comparing its results with similar
numerical models. Based on the recommendations of studies mentioned above, the present
study implemented FLOW-3D numerical models to investigate the identified CHPs within
the stilling basin of the studied barrage. FLOW-3D software (https://www.flow3d.com/)
is considered as one of the most potent computer tools for performing three-dimensional
(3D) flow analyses and uses multiple techniques to investigate the issue of multi-fluid
by solving incompressible Reynolds-averaged Navier–Stokes (RANS) equations on each
computational cell. FLOW-3D subdivides the flow and solid domains into structured grid
blocks to resolve these domains for obtaining solutions of hydraulic issues. These structured
rectangular grids are easy to develop and store essential information on cell faces and nodes.
However, non-uniform mesh grid facilitates users to create meshes for complex geometries.
Each cell within the grid is identified with a specific number in three dimensions: i in
the x-direction, j in the y-direction, and k in the z-direction. The fundamentals of finite
difference and finite volume methods were formerly developed on such meshes. These
methods are central for the development of FLOW-3D. This 3D-modeling tool applies
the finite volume method (FVM) derived directly from the conservation law to hold fluid
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properties. In FLOW-3D, the fluid–solid interface is tracked using the FAVOR method,
whereas the generalized minimum residual method (GMRES) is implemented to solve
issues of pressure velocity coupling. The proceeding sections show the equations used for
the present models.

FLOW-3D discretizes the governing equations such as continuity and momentum
equations. The general form of the mass continuity is described by Equation (3). For
incompressible flow simulation, considering ρ as constant, Equation (3) is transformed for
the incompressibility conditions, as provided in the following Equation (4):
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In Equations (3) and (4), VF is the partial volume of flow, ρ is the fluid density, RSOR
is the mass source, and RDIF is the diffusion term of turbulence. In case of Cartesian
coordinates, R is equal to unity and ξ is set as zero. The fluid velocity’s components in three
dimensions are computed using the following Reynolds-averaged Navier–Stokes (RANS)
Equation (5):
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where u, v, and w are the velocity components, Ax, Ay, and Az are the flow areas, Gx,
Gy, and Gz are body accelerations, fx, fy, and fz are viscous accelerations, and ρ is the
fluid density.

3.2.1. Model Meshing and the Initial and Boundary Conditions

The solid geometry of the model was prepared in AutoCAD and converted into
a stereolithographic file (Stl.). Before importing the geometry into FLOW-3D, it was
checked by Netfab software (https://inno-venture.com/netfabb/) to remove errors, holes,
and facets. The model geometry and simulation domain were resolved using structured
hexahedral mesh.

A single mesh block of 55.47 m long, 20.42 m wide, and 10.06 m high was implemented.
Initially, a coarse mesh of 0.50 m cell size was applied to resolve the geometry; however,
the stilling basin appurtenances were not fully resolved. Gradually reducing the cell size
to 0.16 m, the geometry displayed a more suitable resolution to run the simulations. In
total, 2,890,443 cubic mesh cells were used for models. To reduce the simulation time, a
domain-removing component was added on the downstream side to deactivate the empty
cells. The cell deactivation region of the domain-removing component was defined from the
gate to the end of the stilling basin, and it was ensured that the region of domain-removing
component did not contain the fluid. Figure 4 shows meshing applied to the models.

Routinely, barrage gates are not opened to the same levels. The openings are set
according to the flows in the river. For reproducing the similar conditions for 44 m3/s of
flow, the models were set for a constant elevation of 136.24 m for the pond levels, whereas
five different tailwater levels ranging from 129.10 m to 130.30 m with an equal increment
of 0.30 m were implemented on the downstream side. The flux surface (porosity = 1) was
set at the end of the stilling basin and a movable probe was assigned to measure the free
surface profile and other essential parameters in the stilling basin. The volume flow rate
of single bay was used for the discharge calculation of 64 bays of the barrage, thereby the
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actual conditions for 44 m3/s flow were generated in the models. For all the models, the
initial boundary conditions of discharge (44 m3/s), upstream pond level (136.24 m), and
turbulence model (RNG-K-ε) were kept constant, whereas the tailwater level was changed
from 129.10 m to 130.30 m. The total simulation length of the model was 55.47 m, of which
38.10 m comprised the downstream area. Table 2 shows the initial conditions for gated-
and free-flow analysis.

 

Figure 4. Meshing setup for the simulation domain.

Table 2. Initial conditions for the gated and free flow.

Discharge (m3/s)
Minimum Tailwater
Required for HJ (m)

Maximum Tailwater
Required for HJ (m)

Upstream Water Level
Maintained (m)

Turbulence Model Models Operation

44 129.10 132.28 136.24 RNG
K-ε Gated Flow

444 133.8 ----- 135.93 RNG
K-ε Free Designed Flow

Figure 5 shows that the pressure (P) boundaries were set for upstream (Xmin) and
downstream (Xmax), whereas the lateral sides and bed were set as the rigid boundaries (W)
and no-slip conditions were imposed which were expressed as zero tangential and normal
velocity (u = v = w = 0) on the wall. u, v, and w are the velocity in the x, y, and z directions,
respectively. For all variables (except pressure (P), which was set to zero), the upper
boundaries (Zmax) were set as atmospheric pressure to allow water to null von Neumann.

Figure 5. Boundary conditions governing the models.
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3.2.2. Turbulence Modelling and Free Surface Tracking

One of the important aspects of computational fluid dynamic (CFD) models is tur-
bulence closure. These numerical models implement Reynolds-averaged Navier–Stokes
equations (RANS) to find the turbulence closure and solve high Reynolds numbers that
develop flow instabilities. These models solve Reynolds stresses terms in the Navier–Stokes
equation and calculate solutions for the additional equations of the turbulent viscosity
and transport variable. Out of the six turbulence models in FLOW-3D, the two equation
turbulence models (K-ε), standard K-ε and renormalization group (RNG K-ε), are the most
widely used in hydraulic investigations. The above-mentioned turbulence models were ap-
plied by Bayon-Barrachina and Lopez-Jimenez [4], Macián-Pérez [9], and Bayon et al. [50] to
investigate the HJ characteristics and the results showed that RNG K-ε produced reasonable
accuracy for the efficiency of the HJ, sequent depths, roller lengths, and turbulent kinetic en-
ergy. Similarly, Nikmehr and Aminpour [71] also used RNG K-ε to investigate the free surface
profile, flow rate, and Fr1 on the corrugated bed and the model results were well in agreement
with the compared experiments. Furthermore, studies such as those by Carvalho et al. [56],
Savage and Johnson [72], and Johnson and Savage [73] investigated HJ characteristics within
the stilling basins of spillways and indicated that the RNG K-ε turbulence model produced
free surface, velocity, pressure profiles, and turbulent kinetic energy that were well in agree-
ment with the experimental results. Based on the published data from similar studies, the
present studies implemented the RNG K-ε turbulence model within the stilling basin of the
studied barrage. In the RNG K-ε turbulence model [73–81], Equations (6) and (7) were applied
to model the turbulent kinetic energy (k) and its dissipation (ε), respectively.
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In Equations (6) and (7), xi, μ, μt, k, ε, ρ, and Pk are the coordinate in x direction,
dynamic viscosity, turbulent dynamic viscosity, turbulent kinetic energy (TKE), turbulent
dissipation, fluid density, and produced TKE, respectively. Finally, the terms σk, σε, C1ε,
and C2ε are model parameters whose values are given in the study by Yakhot et al. [67].
The volume of fluid (VOF) method was used to track the free surface in which the fraction
of the fluid (F) was implemented to find the fractional volume (i.e., water or air). To track
the free surface within the simulation domain, Equation (8) was used.

∂F
∂t

+∇x(ūF) = 0 (8)

where, in the modelling domain, the fluid fraction (F) is represented by the below three pos-
sibilities.

1. If F approaches 0, the cell is considered as empty;
2. When F reaches 1, the cell is believed to be occupied by fluid;
3. If 0 < F < 1, the cell represents a surface between the two fluids.

Presently, one fluid (water) with free surface is considered, whereas other advection
schemes are selected by the models.

3.3. Model Verification and Validation

For validation of free designed flow analysis, he/Hd = 0.998 was implemented as
previously used in [72,73,82,83], whereas he and Hd were the effective head and designed
heads, respectively, as shown in Figure 6. For the designed flow analysis to run the
simulations, pond and tailwater levels of 135.93 m and 133.8 m were used, respectively.
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Figure 6. Operating conditions for gated/orifice flow.

On the other hand, for gated flow, Formula (9) was used to calculate the discharge through
the orifice. For 44 m3/s discharge, D = 0.280 m and Hd = 136.24 m were used to operate the
models, where D is the gate opening and Hd is the design head for orifice discharge.

Q =
2
3

Cd ∗ A ∗√
2ghc (9)

where Q, A, and g are the volume flow rate, area of orifice, and acceleration due to grav-
ity, respectively, and are measured in m3/s, m2, and m/s2, respectively. However, in
Equation (9), hc is the centerline head, which is calculated using the gate openings and
pond levels. For gated flow, a 0.816 value for the coefficients of discharge (Cd) was used,
whereas a Cd value of 0.819 was obtained from the models.

Courant number stability criteria [66,67] were adopted to control the time steps and
varied from 0.06 to 0.0023 and 0.015 to 0.0025 for free and gated flow, respectively. The
volume flow rates at inlet and outlet boundaries were monitored to check the steady state
of the models [83–85]. For modelling the discharges of 44 m3/s and 444 m3/s, a simulation
finish time of (T = 80 s) was selected, as can be seen in Figure 7; the models achieved steady
state at T = 60 s and T = 75 s for free designed and gated flow, respectively.

0
10
20
30
40
50
60
70
80
90

100
110

0 10 20 30 40 50 60 70 80

V
ol

um
e 

Fl
ow

 R
at

e 
(m

3 /s
)

Time (s)

Volume Flow Rate at Inlet
Volume Flow Rate at Outlet

(a)
0

50
100
150
200
250
300
350
400
450
500

V
ol

um
e 

flo
w

 ra
te

 (m
3 /s

)

Time (s)

Volume flow rate at inlet
Volume flow rate at outlet

(b)

Figure 7. Time rate of change of flow at inlet and outlet boundaries. (a) Gated flow. (b) Free
designed flow.

Analysis of free designed and flow analysis showed that at the beginning the free
surface on the upstream and downstream of weir was found to be fluctuating; this became
stable when the models reached the steady state, as shown in Figure 7. Free stable HJs
were observed at T = 60 s and T = 75 s for free and gated flow, respectively. In free flow, the
model underestimated the flow and the maximum error reached −5%, whereas a 1.14%
error was observed in gated flow. From the gated and free flow analysis, it was found that
the present models produced acceptable discharge accuracy, which allowed us to study the
CHPs downstream of the studied barrage as described in Section 4.2.
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4. Results

4.1. Identification of Critical Hydraulic Parameters (CHPs)

Appendices A and B show the sources of hydraulic parameters extracted from the
numerical and experimental studies. The parameters in the appendixes were based on their
frequency of occurrence. From the initial analysis, twenty-four and twenty-three hydraulic
parameters were found from the numerical and experimental studies, respectively, as
provided in Tables 3 and 4, respectively. However, fifteen parameters were found to be
common to both types of studies (numerical and experimental). By taking the union of both
sources (numerical and experimental), a total of thirty-three parameters were identified
from the published data; these are listed in Table 5.

Table 3. Frequency of occurrence, RII, and ranking of parameters from numerical studies.

Parameters Frequency RII Rank Parameters Frequency RII Rank

VP 16 0.155 1st WSS 2 0.019 10th
FSP 15 0.146 2nd BSS 2 0.019
PP 11 0.107 3rd TWL 1 0.010

11th

TKE 8 0.078 4th CC 1 0.010
AV 7 0.068 5th HL 1 0.010
DM 6 0.058

6th
FF 1 0.010

Fr1 6 0.058 MC 1 0.010
ï 5 0.049 7th EC 1 0.010
SS 4 0.039

8th
DC 1 0.010

SDHJ 4 0.039 SP 1 0.010
RSS 3 0.029

9th
BP 1 0.010

LHJ 3 0.029 ED 1 0.010

Table 4. Frequency of occurrence, RII, and ranking of parameters from experimental studies.

Parameters Frequency RII Rank Parameters Frequency RII Rank

VP 24 0.125
1st

TI 5 0.026 11th
Fr1 24 0.125 SM 4 0.021

12thTWL 20 0.104 2nd LHJ 4 0.021
FSP 19 0.099 3rd RG 3 0.016

13thSS 17 0.089 4th ï 3 0.016
BP 14 0.073 5th MF 2 0.010

14thSP 13 0.068 6th VF 2 0.010
ED 9 0.047 7th SDHJ 2 0.010
BSS 7 0.036 8th TP 1 0.005

15hTKE 6 0.031
9th

PS 1 0.005
PP 6 0.031 ΔE/E1 1 0.005

RSS 5 0.026 10th

In Table 3, by applying the relative importance index (RII), the velocity profile (VP),
free surface profile (FSP), pressure profile (PP), turbulence kinetic energy (TKE), air vol-
ume value (AV), discharge measurement (DM), shape of stilling basin (SS), Fr1, and HJ
efficiency (ï) were ranked as the most CHPs in numerical studies that were conducted from
2000 to 2020.

Table 4 shows the ranking of the parameters that were computed for experimental
studies. The RII showed that VP, Fr1, TWL, SS, FSP, BP, SP, and ED were the most CHPs,
upon which several studies have been performed during recent years. After adding up the
parameters from the experimental and numerical studies based on their RII, the VP, FSP,
Fr1, SS, TWL, PP, BP, TKE, SP, and ED were found to be the most important CHPs, as shown
in Table 5. In Table 6, the relative percentage score of the 33 parameters was calculated; to
do so, the Rf and RPA for each parameter were computed and results were presented in
three different ranks.
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Table 5. RII and ranking of parameters by combining numerical and experimental studies.

Parameters Frequency RII Rank Parameters Frequency RII Rank

VP 40 0.140 1st SDHJ 6 0.021 14th
FSP 31 0.110 2nd TI 5 0.017 15th
Fr1 30 0.100 3rd SM 4 0.014 16th
SS 21 0.080 4th RG 3 0.010 17th

TWL 21 0.070 5th MF 2 0.007
18thPP 17 0.050 6th VF 2 0.007

BP 15 0.060
7th

WSS 2 0.007
TKE 14 0.060 CC 1 0.003

19th

SP 14 0.060 HL 1 0.003
ED 10 0.040 8th FF 1 0.003
BSS 9 0.030

9th
MC 1 0.003

RSS 8 0.030 EC 1 0.003
ï 8 0.020 10th DC 1 0.003

AV 7 0.030 11th ES 1 0.003
LHJ 7 0.010 12th TP 1 0.003
DM 6 0.020 13th PS 1 0.003

(ΔE/E1) 1 0.003

Table 6. Relative % score and ranking based on frequency of occurrence of the parameters in the
literature [62,64,65,69].

Parameters Frequency Relative
Frequency

PA RPA
%

Score
R %

Score
Parameters Frequency Relative

Frequency
PA RPA

%
Score

R %
Score

VP 40 0.137 2 1 0.137 14.71% TI 5 0.017 1 0.34 0.006 0.63%
FSP 31 0.106 2 1 0.106 11.40% SM 4 0.014 1 0.34 0.005 0.50%
Fr1 30 0.103 2 1 0.103 11.04% RG 3 0.010 1 0.34 0.003 0.38%
SS 21 0.072 2 1 0.072 7.72% MF 2 0.007 1 0.34 0.002 0.25%

TWL 21 0.072 2 1 0.072 7.72% VF 2 0.007 1 0.34 0.002 0.25%
PP 17 0.058 2 1 0.058 6.25% WSS 2 0.007 1 0.66 0.005 0.49%
BP 15 0.051 2 1 0.051 5.52% CC 1 0.003 1 0.66 0.002 0.24%

TKE 14 0.048 2 1 0.048 5.15% HL 1 0.003 1 0.66 0.002 0.24%
SP 14 0.048 2 1 0.048 5.15% FF 1 0.003 1 0.66 0.002 0.24%
ED 10 0.034 2 1 0.034 3.68% MC 1 0.003 1 0.66 0.002 0.24%
BSS 9 0.031 2 1 0.031 3.31% EC 1 0.003 1 0.66 0.002 0.24%
RSS 8 0.027 2 1 0.027 2.94% DC 1 0.003 1 0.66 0.002 0.24%

ï 8 0.027 2 1 0.027 2.94% ES 1 0.003 1 0.66 0.002 0.24%
AV 7 0.024 1 0.66 0.016 1.70% TP 1 0.003 1 0.34 0.001 0.13%
LHJ 7 0.024 2 1 0.024 2.57% PS 1 0.003 1 0.34 0.001 0.13%
DM 6 0.021 1 0.66 0.014 1.46% ΔE/E1 1 0.003 1 0.34 0.001 0.13%

SDHJ 6 0.021 2 1 0.021 2.21%

Table 7 shows the overall relative position of the CHPs based on frequency analysis,
RII, and relative % score. It can be seen from Table 7 that, except for VP, all the other
parameters changed their position when employing different statistical methods. From
Table 7, it is found that VP, Fr, FSP, SS, TKE, and TWL are the most significant parameters
that have been widely investigated in the literature. Hence, for the present study, these
hydraulic parameters are focused on and investigated downstream of the studied barrage.

Table 7. Relative position of CHPs in the literature with different statistical methods.

Parameters Ranking Extracted
from Table 2

Ranking Extracted
from Table 3

Ranking Extracted from
Table 4

Ranking Extracted
from

Table 5
Overall Occurrence

(1) (2) (3) (4) (5) (6) = (2) + (3) + (4) + (5)

VP 1st 1th 1th 1th 4
Fr1 6th 1th 3rd 3rd 4
FSP 2nd NA 2nd 2nd 3
SS NA * 4th 4th 4th 3

TKE 4th NA 7th 8th 3
TWL NA 2nd 5th 5th 3

* NA = Did not appear.
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4.2. Phase 2: Results for Critical Hydraulic Parameters (CHPs) Using Numerical Models
4.2.1. Free Surface Profiles

Figure 8 compares the free surface profiles at five different TWLs. The free surface
data were taken from the downstream of the gate to the end of the stilling basin. The total
upstream ponding length was 16.45 m, which ranged from Xmin to the gate. At start, with
the time rate of change, the free surface profiles were fluctuating [86–89]; however, they
became stable when the models achieved a steady state. For the investigated tailwater
levels, HJs were located at the glacis. However, the locations and lengths of the HJs were
found to be different as the tailwater levels were changed; the shapes of the HJs were
also changed.

Figure 8. Free surface profiles and location of HJs at various tailwater levels.

The results further indicated that, at low TWLs, the undulating free water surface was
found in the HJ, which continued to the end of the stilling basin, as shown in Figure 8 in
129.10 m and 129.40 m TWLs. At higher TWLs, the HJ was shifted to the upstream side of
the glacis and different free surface profiles were noticed compared with the lower tailwater
levels, as shown in Figure 8.

At 129.10 m tailwater, the results showed a 127.90 m elevation for the HJ; this is in good
agreement with [82,90], in which the HJ elevation was observed at 128 m. Furthermore, the
results of the present models are also compared with the designed and prototype data for
the year 2010. In these reports, the distance of the HJ at 130.30 m was 1.22 m from the toe
of the glacis, as shown in Table 8. However, the HJ locations were found to be missing on
the lower tailwater [91–94]. Upon comparison with the available data point, the present
model showed a five times higher HJ distance from the toe of the downstream glacis. In
addition, even at a lower TWL of 129.10 m, the distance of the HJ was found to be 2.5 times
higher than that observed at the barrage site during 2010. A detailed comparison of the HJ
elevation and its location is provided in Table 8.

Table 8. Comparison of the results of the hydraulic jump with HEC-RAS and field data.

Q
(m3/s)

TWLs
(m)

Present Study
3D Models

Chaudhry [36]
HEC-RAS

Zaidi et al. [95]

HJ Elevation
(m)

HJ Distance
from Glacis

Toe (m)

HJ Elevation
(m)

HJ Distance
from Glacis

Toe (m)

Designed HJ
Location(m)

HJ Location
Obserevd at

Prototype (m)

44

129.10 127.91 2.97 128 3.20 . . .. . .. . .. . . .. . .. . ..
129.40 128.33 4.17 . . .. . .. . .. . . .. . .. . .. . . .. . .. . .. . . .. . .. . ..
129.70 128.60 5.92 . . .. . .. . .. . . .. . .. . .. . . .. . .. . .. . . .. . .. . ..
129.9 128.87 6.15 . . .. . .. . .. . . .. . .. . .. . . .. . .. . .. . . .. . .. . ..
130.30 129.03 6.03 129.5 6.5 1.22 1.22
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From Table 8, it can be realized that compared with the present models, the HEC-RAS
models in [36] overestimated the length and location of the HJs. On the contrary, even after
the remodeling of basin, the location and distances of HJs from the downstream toe of the
glacis were found to be less than in the old basin, i.e., studied presently.

4.2.2. Froude Number

Figure 9 shows Froude number variations in the stilling basin. In the tested models,
large numbers of oscillations were observed from the gate opening to the jump initiating
point. The maximum value for Fr1 was found for 129.10 m tailwater, which reached to 5.87,
whereas the minimum value for Fr1 was 5.30 at 129.70 m.
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Figure 9. Variation in Froude number in the basin at different tailwater levels.

As compared with [36] for all the investigated tailwater levels, the present models
showed higher values for Fr1, whereas in the subcritical region, the results for the Froude
number agreed with the study of Chaudhry [36]. A gradual decrease in the Fr1 was
observed when the TWLs increased. The minimum value for Fr1 was observed at the
maximum TWL. After the HJ, the flow changed into the subcritical state and the maximum
value of Fr2 was 0.22 at a 129.10 m TWL. At a constant discharge, pond level, and gate
opening, the results of TWLs against Fr1 showed a nonlinear trend. Two-dimensional
illustrations of Fr in the stilling basin are shown in Figure 10a–e.

Figure 10. Three-dimensional illustration of Froude number in various tailwaters. (a) 129.10 m,
(b) 129.40 m, (c) 129.70 m, (d) 129.99 m, and (e) 130.30 m.
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4.2.3. Flow Depths

Figure 11 shows that at all the investigated tailwater levels, the flow depths up to
the jump initiating point show identical behavior, whereas fluctuations in the flow depths
were observed in the HJ region. Except at a 129.99 m TWL, the results indicate the smooth
transition from supercritical (y1) into subcritical flow depths (y2), whereas at a 129.99 m
TWL, large fluctuations were seen in the jump. At a 129.10 m TWL, due to the presence
of friction blocks, the results indicate small oscillations in the flow depths at the stilling
basin’s end that deflected the flow towards the free surface.
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Figure 11. Flow depth variation at different TWLs in the stilling basin.

From Figure 12, it can be observed that as the tailwater was increased, the sequent
depth ratio increased, and the Froude number values were found to be decreased. Figure 12
also compares the sequent depths of present study with the previous experimental and
numerical studies. It can be seen from Figure 12 that at lower tailwater levels, i.e., 129.10 m,
the sequent depths agreed well with the experimental data from Kucukali and Chanson [94]
and numerical study by Bayon-Batrachia and Lope-Jimenez [4]. However, as the tailwater
levels increased, the sequent depths showed deviation from the compared studies.
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Figure 12. Comparison of sequent depth with the relevant literature studies [2,94] at various tailwa-
ter levels.
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4.2.4. Free-Surface and Depth-Averaged Velocities

Figure 13a,b shows the free surface and depth-averaged velocities at various tailwater
levels in the studied basin. The maximum values for longitudinal velocity were observed
in the supercritical region before the HJ. Due to the recirculation and turbulence in the HJ
region, negative velocity was observed. The maximum negative velocities were observed
at lower tailwater levels, as shown in Figure 13a.

Figure 13. Velocity profiles in the stilling basin at the investigated TWLs. (a) Free−surface velocity
profiles, (b) depth−averaged velocity.

The results showed that as the tailwater levels increased, the velocity values in the
HJ and in the subcritical region decreased. Compared with lower tailwater levels, at a
constant discharge, the velocity decay in the HJ region was found more at higher tailwater
levels. Additionally, as compared with lower tailwater levels, at higher tailwater levels,
the values of the velocities were small at the end of the end stilling basin. As compared
with the numerical study by Chaudhry [36], at all the studied tailwater levels, the observed
velocity values in the present numerical study were found to be higher.

Figure 14b shows depth-averaged velocity profiles at the studied TWLs. These velocity
profiles are drawn from the centerline of the bay. At all the TWLs, the maximum velocity
was found just before the initial locations of the HJs, which reached 9.49, 9.45, 9.30, 9.38, and
9.28 m/s at TWLs of 129.10, 129.40, 129.70, 129.99, and 130.30, respectively. In the transition
regions of the HJ, due to the eddies and fluid recirculation, the velocity rapidly decreased
and remained consistent in the baffle block region. After the baffle blocks, a slight increase
in the velocity values was noticed, from X = 57 m to 62 m. From the jump initiating location
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to the start of friction blocks region, the maximum velocity was noticed at the 129.40 m TWL;
however, after the friction blocks, the velocity values became equivalent to those that were
observed at the 129.10 TWL. In addition, in and after the friction blocks region, the velocity
values at the studied TWLs were further reduced. The results further showed that as the
TWL was increased, the velocity values in the stilling basin were found to be decreased due
to the higher tailwater depths. At the basin’s end, the maximum and minimum velocity
values reached 1.1 m/s and 0.70 m/s at the 129.10 and 130.30 TWLs, respectively.

Figure 14. Velocity profiles at different tailwater levels. (a) 129.10 m, (b) 129.40 m, (c) 129.70 m,
(d) 129.99 m, and (e) 130.30 m.

Figure 14 shows the behavior of velocity vectors in the longitudinal direction at various
tailwater levels. Due to the supercritical velocity, the contracted flow jet was impinging
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at the toe of the glacis, which decreased the velocities at the upper fluid regions. Before
the stilling basin appurtenances, reverse flows and eddies can be seen in the HJ at all
the investigated TWLs. The flow behaviors of the upper fluid region of the HJ indicated
typical backward velocity profiles, as described by Ead and Rajaratnam [11–13]. As the
flow reached a steady state, these reverse fluid circulations stabilized, which showed the
stagnation zones. The analysis showed that the recirculation region occurred in the HJ and
between and after the baffle blocks, and the maximum backward velocity profiles were
found in the developed areas. At all the investigated TWLs, after the HJ the flow recovering
zone starts and the negative velocity profile becomes positive.

Additionally, the effect of energy dissipation devices shows that after the baffle blocks,
the velocity profiles near the bed decreased and became positive on the free surface. In
addition, at all the studied tailwater levels the vertical velocity profiles followed the trend of
Ead and Rajaratnam [11–13]. The maximum velocities were found at the floor level before
the baffle blocks and decreased as the flow moved forward to the end of the stilling basin.

4.2.5. Turbulent Kinetic Energies (TKEs)

The root mean square values of velocity fluctuations were used to calculate turbulent
kinetic energies (TKE) at various locations. By considering the successive velocity values,
the value of root mean square velocity (urms) can be obtained using Equation (10).

Urms =

√√√√ (u 2
1 + u2

2 + u2
3 + . . . + u2

n

)
n

(10)

In the above Equation (10), u1, u2, and u3 are the successive velocity values in the horizontal
direction. Using the velocity values, the TKE can be calculated using Equation (11).

TKE = 1/2
(

u2
rms + v2

rms + w2
rms

)
(11)

whereas urms, vrms, and wrms are the root mean square velocities in the x, y, and z direc-
tions, respectively.

Figure 15a shows the variation in the TKE in 129.10 m tailwater. The TKE values were
computed from HJ initiation to the termination points, such as at the supercritical flow
region and within the HJ and subcritical regions. The maximum value for the TKE was
found after the HJ and decreased afterward. At a 129.10 m tailwater level, the maximum
value for the TKE reached 3.72 m2/s2 at X =10. At all the fluid depths at X = 52, after the HJ
the TKE values were found to level off, as shown in Figure 15a. The result further showed
that the TKEs were found to be maximal in the middle regions of the flow depths and that
that minimum values were found at the free surface. In Figure 15b, as in the lower tailwater
levels, the maximum value for the TKE was found after the HJ initiating location, and the
value reached 3.12 m2/s2. However, as compared with lower tailwater levels, the values for
TKEs in 129.40 m tailwater were found to be lower and the TKEs levelled off earlier within
and after the HJ. In the HJ regions, following the similar trends for the 129.10 and 129.40 m
tailwater levels, the TKEs in the 129.70, 129.99, and 130.30 m tailwater levels reached 3.20,
3.15, and 2.90 m2/s2, respectively, and their values decreased after the HJ, as illustrated in
Figure 15c–e. Additionally, the results for the TKEs showed a trend that was noted in the
numerical studies (Nikmehr and Aminpour [71]; Soori et al. [76]).
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Figure 15. TKEs in the hydraulic jump region at different tailwater levels. (a) 129.10 m, (b) 129.40 m,
(c) 129.70 m, (d) 129.99 m, and (e) 130.30 m.

Figure 16 shows 2D illustrations of turbulent kinetic energies captured using RNG-K-ε
at five different tailwater levels. Figure 16a shows that in 129.10 m tailwater, the maximum
turbulent kinetic energy was found before and within the HJ. The rest of the kinetic energy
after the jump was dissipated by two rows of baffle blocks. After the baffle blocks, the flow
became less turbulent and TKE was reduced and gradually leveled off at the end of stilling
basin. Similarly, in the case of a 129.40 m tailwater level, the overall values for the TKE
decreased compared with the 129.10 m tailwater. However, the maximum TKE is found
before and within the HJ, as shown in Figure 16b. After the baffle blocks, TKEs gradually
reduced up to the end of stilling basin. Following the same development, at the 129.70 m,
129.99 m, and 130.30 m TWLs, the maximum TKEs are found before and within the HJ; this
can be seen in Figure 16c–e.

The 2D illustrations further indicate that as the tailwater increased downstream of
the barrage, the TKEs within the HJ decreased but the turbulent behavior of all the fluid
layers was observed differently. At the 130.30 m tailwater level, the TKEs within the upper
and lower layers of the HJ decreased compared with the central region, as illustrated in
Figure 16e. This different behavior within the HJ could be due to the greater flow depth
available for the jump.

110



Fluids 2023, 8, 310

 

Figure 16. Two-dimensional representation of turbulent kinetic energy at a (a) 129.10 m TWL,
(b) 129.40 m TWL, (c) 129.70 m TWL, (d) 129.99 m TWL, and (e) 130.30 m TWL.

5. Discussion and Real-World Implications

The preceding sections, Sections 4.1 and 4.2, focused on CHP identification and the
effects of these parameters downstream of the Taunsa barrage, respectively. Frequency
analysis, RII, and relative % score revealed different rankings for the hydraulic parameters,
which were focused in many experimental and numerical studies. However, out of the
CHPs, the velocity profile and Froude number were found to be the most investigated
hydraulic parameters, as can be seen in Table 6. On the contrary, after extensive analysis
of the literature, the investigation of the identified CHPs is found to be lacking on the
studied barrage. The literature only revealed one study that employed a one-dimensional
(1D) HEC-RAS model to investigate the limited hydraulic parameters downstream of the
studied barrage [36]. Therefore, the present FLOW-3D model results are compared with 1D
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and the relevant studies from the literature, i.e., Bayon-Barrachina and Lope-Jimenez [4],
Chaudhry [36], Ead and Rajaratnam [11–13], Nikmehr and Aminpour [71], Soori et al. [76],
and Kucukali and Chanson [94]. After comparing with the results of the free surface profiles
of HJs at the studied tailwater levels, it is revealed that the previously used 1D model
underestimates the locations of the HJs; for which the errors reached 8%. Similarly, as
compared with the present 3D models, the values for the Froude number in the supercritical
region were found to be lower in 1D model, whereas the models’ results for the Froude
number in the subcritical region agree with previous data [36]. At all the tested tailwater
levels, the analysis of sequent depths ratios showed agreement with the previous studies.
In comparison with the 1D study [36], the results of velocity profiles within the stilling
basin were found to be higher in the present models. However, at all the tested tailwater
levels, the results of the vertical velocity profiles in the HJ region showed wall-jet-like
profiles that showed agreement with Ead and Rajaratnam [11–13]. The maximum TKEs
were found within the HJ region, and these declined as the distance from the HJ increased.
In addition, the maximum amount of TKE was found within the central fluid depth; this
started to decline towards the free surface and the basin’s bed.

The findings of the present study will facilitate both hydraulic researchers and prac-
titioners. Firstly, the results identified critical hydraulic parameters that should be given
significant importance when a new hydraulic intervention is to be carried out, i.e., remodel-
ing of hydraulic structures (Chaudary and Sarwar [35]; World Bank [57]; Zaidi et al. [58]).
On the other hand, the use of numerical models is becoming prevalent in hydraulic investi-
gations such as those carried out in the present study. The results showed that previous
one-dimensional HEC-RAS studies are limited and unable to describe the flow charac-
teristics spatially; this is why the FLOW-3D models’ results are found to be different. In
addition, the results from the FLOW-3D model also highlight that tailwater levels before
the remodeling of the barrage were appropriate to hold the HJs at the glacis well above
its toe. Therefore, it is believed that, in future, these modeling tools will also eliminate
physical modeling, because conventionally scaled modeling is usually associated with the
difficulties of terrain, concrete roughness, and flow measuring devices. The present study
was limited to a single discharge value and turbulence model. Therefore, the model should
also be tested and evaluated for higher values of discharge and other turbulence models.

6. Conclusions

The present study identified critical hydraulic parameters (CHPs) from the literature
and studied these parameters downstream of Tuansa barrage using FLOW-3D numerical
models. The study also investigated the effects of changes in tailwater levels on the HJ
characteristics and compared the results with available previous data for the studied
barrage. Following main conclusions drawn are:

• The literature review outlined thirty-three hydraulic parameters; out of those, the
velocity profile, Froude number, free surface profile, shape of stilling basin, tailwater,
and turbulent kinetic energy were the highly significant hydraulic parameters in the
literature that were studied downstream of hydraulic structures.

• At all the investigated tailwater levels, no sweeping of the HJ was observed as re-
ported in the previous studies. The location and elevation of HJs were observed to
be different compared with a previous HEC-RAS one-dimensional hydraulic study.
Upon comparison with the HJ results of the designed and downstream of a prototype
barrage (i.e., remodeled basin), the distance of the HJ from the glacis toe was found to
be higher, which further revealed the old basin (i.e., studied presently) was efficiently
holding the HJ at the investigated discharge and TWLs.

• Non-linear trends for the Froude number and sequent depths were observed as the
tailwater levels varied. On comparison with previous studies, the present models
showed higher values for the Froude number and sequent depths, which showed
deviation at higher tailwater levels.
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• At lower tailwater levels, the vertical velocity profiles in the developing region of the
HJ near the floor were found to be higher than the results at higher tailwater levels.
At the investigated tailwater levels, jet-like velocity profiles were obtained in the HJ
regions that levelled off as the distance from the HJ was increased.

• The maximum turbulent kinetic energy was found in the developing region of the
HJ at the minimum tailwater level. After the impact and baffle blocks, the kinetic
energy gradually reduced, and the minimum kinetic energy was observed at higher
tailwater levels.

Based on the results of the numerical models, it can be said that the tailwater envelope
for the studied discharge (44 m3/s) for the Tuansa Barrage was within the acceptable
limit, which holds the HJ on the downstream glacis. Using FLOW-3D numerical models,
the study further confirmed that the previously used one-dimensional HEC-RAS models
produced higher values for the hydraulic parameters. As the present study was limited to
one discharge, more comprehensive studies for other discharges and turbulence models
must be carried out on the stilling basin of the studied barrage. The study further suggests
investigating the retrogression analysis downstream of the Taunsa barrage using three-
dimensional numerical models.
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Appendix A. Hydraulic Parameters from the Numerical Studies and Their Sources

Sr.No. Hydraulic Parameters Articles Cited

1 Velocity profile (VP) [4,24,27,37,43,44,46,47,49,52,55,71,74–77]
2 Free surface profile (FSP) [4,9,24,27,37,44,45,47,49,71,75–78]
3 Pressure profile (PP) [4,24,44,45,49,50,72–74,76,78]
4 Turbulent kinetic energy (TKE) [4,27,37,46,47,55,75,76]
5 Air volume value (AV) [4,24,27,37,44,45,75]
6 Discharge measurement (DM) [24,72,73,76–78]
7 Shape of stilling basin (SS) [16,18,47,72]
8 Froude number (Fr1) [24,37,43,50,75,79]
9 HJ efficiency (ï) [24,44,50,74,76]

10 Reynolds shear stress (RSS) [4,46,49]
11 Tailwater level (TWL) [75]
12 Contraction coefficient (CC) [55]
13 Head loss (HL) [55]
14 Frictional forces (FF) [55]
15 Momentum coefficient (MC) [55]
16 Energy coefficient (EC) [47]
17 Discharge coefficient (DC) [47]
18 Wall shear stress (WSS) [4,74]
19 Sequent depth of HJ (SDHJ) [4,49,71,74]
20 Length of HJ (LHJ) [49,71,74]
21 Scour profile (SP) [9]
22 Bed profile (BP) [37]
23 Energy dissipation (ED) [47]
24 Bed shear stress (BSS) [47,74]
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Appendix B. Hydraulic Parameters from the Experimental Studies and Their Sources

Sr.No. Hydraulic Parameters Articles Cited

1 Velocity profile (VP) [2,3,8–10,14,15,18,21–26,32,48,73,80–86]
2 Froude number (Fr1) [2,3,8,11,13,17–22,24,25,28,32,73,82–84,88,90,95]
3 Tailwater level (TWL) [3,12,13,15,20,22,32,43,72–74,81,84–87,89–92]
4 Shape of stilling basin (SS) [12,19,20,24–26,28,72,73,79,81,85,88,90,91,93]
5 Free surface profile (FSP) [3,8,9,11,12,14,16,22–24,32,80,81,84,87,89,90,92,94]
6 Bed profile (BP) [3,11,12,16,22–24,32,73,80,84,90,94,95]
7 Scour profile (SP) [3,15,32,45,76,84,87,88,90,91,93,94]
8 Energy dissipation (ED) [14,20,22–24,82,83,87,91]
9 Turbulence kinetic energy (TKE) [14,20,22–24,73]
10 Pressure profile (PP) [14,24,32,80,81,92]
11 Bed shear stress (BSS) [2,11,17,22,48,73,85]
12 Reynolds shear stress (RSS) [17,18,21,85,90]
13 Turbulence intensity (TI) [17,18,21,81,85]
14 Submergence (SM) [3,19,25,89]
15 Retrogression (RG) [73,80,89]
16 HJ efficiency (ï) [22,23,29]
17 Momentum flux (MF) [11,13]
18 Volume flux (VF) [11,13]
19 Length of HJ (LHJ) [8,26,86,92]
20 Turbulence production (TP) [23]
21 Power spectra (PS) [18]
22 Sequent depth of HJ (SDHJ) [9,74]
23 Relative energy loss (ΔE/E1) [22]
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Abstract: A numerical model was developed to investigate the behavior of round buoyancy-driven
particle clouds in a quiescent ambient. The model was validated by comparing model simulations
with prior experimental and numerical results and then applied the model to examine the difference
between releases of positively and negatively buoyant particles. The particle cloud model used
the entrainment assumption while approximating the flow field induced by the cloud as a Hill’s
spherical vortex. The motion of individual particles was resolved using a particle tracking equation
that considered the forces acting on them and the induced velocity field. The simulation results
showed that clouds with the same initial buoyancy magnitude and particle Reynolds number behaved
differently depending on whether the particles were more dense or less dense than the ambient fluid.
This was found even for very low initial buoyancy releases, suggesting that the sign of the buoyancy
is always important and that, therefore, the Boussinesq assumption is never fully appropriate for
such flows.

Keywords: particle clouds; dredging; two-phase flows; integral models

1. Introduction

Particle cloud dynamics play an important role in many natural and human-induced
processes. For instance, particle cloud dynamics are relevant in activities such as dumping
dredged sediment waste in assigned water areas or placing sand in water for land reclama-
tion purposes [1]. Overall, large amounts of sediment are removed from inland waterways
through dredging operations every year, particularly in estuarine areas [2]. Storing the
dredged sediment on land is expensive; therefore, releasing it into seawater has become an
attractive option [2]. However, even if the sediment is not contaminated, releasing it into
seawater can have consequences such as increased turbidity and disruption of biological
habitats [3–6]. Therefore, it is crucial to understand the fate of dredged sediment releases
to manage estuarine and coastal zones effectively.

Previous research has examined the behavior of sediments that are released in stagnant
homogeneous and stratified ambient conditions [7–11]. When particles are released into a
fluid ambient (e.g., water), they behave as a source of negative buoyancy. In such cases,
the cloud of particles is often considered to be a continuous, single phase of uniform density
that is no different from a heavy fluid that has been released with the same average density.
During the initial phase, the particle cloud accelerates and expands rapidly since the cloud
behaves as a homogeneous dense fluid cloud. It has been shown in many studies that
the duration of this phase depends on the initial buoyancy, and the cloud reaches the
self-preserving phase after a depth equivalent to one to three times its source diameter [8].
In the self-preserving phase, the fluid and particle cloud undergoes deceleration due to the
rapid entrainment of ambient fluid. As there is no representative length scale in this region,
it is typically assumed that the buoyant cloud has reached a state of self-similarity where
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all lengths are proportionate [12]. Finally, as the descending particle cloud decelerates
and its velocity approaches the settling velocity of individual particles, the circulation is
insufficient to keep the particles suspended. Hence, the particles settle out of the cloud,
descending as a particle “swarm”. A schematic diagram of this flow is shown in Figure 1
for both positively and negatively buoyant particle clouds.

Figure 1. Schematic diagram showing the particle cloud falling and spreading out with the particles
eventually falling out of the vortex.

Sediment clouds have been the subject of several past investigations. Studies have
investigated the effects of different release conditions on the behavior of particle clouds
in the ambient field. For example, the impact of water content in released sediments [11]
and the effect of cloud momentum generated by releasing dry sediments at a height above
the water surface [10]. The influence of various ambient conditions, such as ambient
stratification, on particle clouds has also been researched [7,13]. The influence of ambient
waves was studied in [14], ambient cross-flow in [15], and the two-phase characteristics of
a particle cloud in [16].

Several studies using computational fluid dynamics (CFD) have enhanced the mod-
eling of sediment clouds [17–20]. For instance, ref. [8] created a CFD model that treated
discrete particles as a continuous density field and used a mixing length model for turbu-
lence closure. Turbulence coefficients were estimated through calibration with Scorer’s
previous experimental data [21]. Li’s findings showed that fine particles with low settling
velocity exhibit vortex motion (a vortex ring). Gu and Li [22] developed a CFD model
combining Eulerian–Lagrangian methods to study sediment clouds with multiple particle
sizes. Fluid phase motion is computed using a two-equation turbulence model, while solid
phase (particles) motion is computed by assuming the particle’s velocity to be the sum of
the fluid random velocity and the particle settling velocity. The two phases are coupled
using the multiphase particle-in-cell method. In addition to CFD modeling, a number of
researchers have developed numerical models to evaluate the environmental impact of
sediment disposal in open-water activities. For example, ref. [16] developed a two-phase
sediment cloud model that was based on Hill’s spherical vortex, and they used particle
tracking equations to follow the particles. They assumed that particle clouds had uniform
particle sizes but later expanded the model to include poly-disperse releases [1].
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In this study, we extend the cloud model proposed by Lai et al. [16] to investigate
the characteristics of buoyant clouds with positive and negative buoyancy effects. Our
objective is to test whether particle clouds with the same initial conditions, buoyancy
magnitude, and Reynolds number show different behaviors depending on their density
relative to the ambient fluid. The goal of this paper is to assess the appropriateness of the
Boussinesq assumption for these types of flows.

The Boussinesq assumption hypothesizes that, when density differences are small, they
can be ignored in the momentum terms and only need to be considered in the buoyancy
term. One result of this assumption is that the flow behavior is independent of the sign of
the buoyancy term. Therefore, two buoyant clouds that are identical other than the sign
of the reduced gravity will behave identically other than the direction of flow. So, if two
particle clouds are released with the same number of particles each with the same diameter
and each with the same difference in density with respect to the ambient fluid but with one
set of particles lighter than the ambient and the other set denser, then the cloud velocity and
diameter will evolve in the identical way for each cloud. Herein, we test this assumption
through a detailed parametric study of cloud development for a range of particle sizes and
concentrations and show that, even for small density differences, clouds do not evolve in
the same way when the buoyancy sign is reversed.

This paper is structured as follows: In Section 1, we present the introduction. In Section 2,
we provide a brief description of the Lai et al. [16] model and discuss its enhancement and
extension to include the release of both positively and negatively buoyant particle clouds.
Section 3 presents the simulation results that we conducted to validate our model. Then,
in Section 4, we apply our model to conduct a parametric study of the similarities and
differences in positively and negatively buoyant particle clouds. Finally, in Section 5, we
discuss our findings and draw conclusions.

2. Model Development

2.1. Flow Field Model

Several models for particle cloud behavior have been presented in the literature [1,7,16].
In this study, we consider a volume of spherical particles with a total mass (mo) and density
(ρp) released from the rest into a quiescent ambient fluid of density (ρw) with acceleration
due to gravity (g). The ambient is homogeneous, where the ambient fluid density is constant
through the depth of the fluid column. After an initial acceleration, the total buoyancy of
the particles B0 = m0

ρp
(ρp − ρw)g induces a buoyant vortex ring structure. In this study, we

refer to the fluid field (entrained into the buoyant vortex ring) as the “fluid phase”, while
particles are referred to as the “solid phase”.

Experimental evidence suggests that the fluid field can be approximated as an ex-
panding Hill’s spherical vortex [12,23]; therefore, we estimated the flow field analytically
assuming it behaves as an expanding Hill’s vortex. The flow field is modeled in three
dimensions using Cartesian coordinates (x, y, and z). The flow field is modeled within and
outside the cloud. The flow is considered to be within the cloud if R is less than rc (the
radius of the particle cloud), where R is the radial distance from the cloud center and is
calculated as R2 = x2 + y2 + (z − zc)2 where zc is the height of the cloud centroid.

For the flow within the cloud, the mean velocities (ux, uy, and uz) are calculated using
the following equations:

ux =
3uc

2r2
c

x(z − zc), (1)

uy =
3uc

2r2
c

y(z − zc), (2)

and

uz = −3uc

4

[
4
(

x2 + y2

r2
c

)
+ 2

(
z − zc

rc

)2
− 10

3

]
(3)
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The mean velocity of the flow field outside the cloud in the x, y, and z directions is
calculated as follows:

ux =
3ucr3

c x(z − zc)

2[(z − zc)2 + x2 + y2]5/2 , (4)

uy =
3ucr3

c y(z − zc)

2[(z − zc)2 + x2 + y2]5/2 , (5)

and

uz =
ucr3

c
2

2(z − zc)2 − x2 − y2

[(z − zc)2 + x2 + y2]5/2 (6)

refs. [12,16], where uc is the velocity of the cloud center.

2.2. Cloud Characteristics Model

The particle cloud is described by three main variables: velocity (uc), radius (rc),
and centroid depth (zc), which are predicted using an integral model. This model is used
to determine the three variables of the particle cloud at each time step. The cloud initially
has a total excess mass of m0, with a volume of V0 = m0

ρp
and total momentum of M0 = 0.

The volume of the cloud is modeled using the entrainment assumption [24], which can be
expressed as

dV
dt

= 4παr2
c uc (7)

where uc is the cloud velocity, rc is the cloud radius, V is the cloud volume, and α is the
entrainment coefficient and can be related to rc and uc as follows

drc

dzc
= α (8)

Due to the continuous particles raining out of the cloud, the entrainment coefficient α
can be a function of the cloud number Nc (see [1,9]). Here, Nc is defined as

Nc = ucrc

(
ρw

Bo

)1/2
(9)

The settling velocity of particles has a significant impact on their Nc value. Particles
with a high settling velocity usually have an Nc value closer to one, while particles with a
low settling velocity have a lower Nc value. The relationship between Nc and α needs to
be determined using experimental data. We used the best-fit curve from the experimental
work of [1,16]. It was found that when all particles fell out of the particle clouds, the value
of α was 0.007 [16]. For particles within the cloud, the value of α can be calculated using
the following equation:

α = 0.27(1 − 0.28N1.64
c ) (10)

The momentum M of the cloud depends on the buoyancy contributed by the particles
and can be calculated as

dM
dt

=
d
dt
(ucVρw) = B (11)

where B is the total buoyancy of the cloud. The vertical position change is determined by
the cloud’s vertical velocity.

dzc

dt
= uc (12)

The total buoyancy inside the cloud is contributed by the particles. Over time, the buoy-
ancy gradually decreases since the particles (the source of buoyancy) gradually drift out of
the cloud. Therefore, B can be expressed as follows:

B = Boφ (13)
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where φ is the fraction of the initial number of particles that remain inside the cloud.
The radius and velocity of the cloud can be expressed using the following two equations.

rc =

(
3V
4π

)1/3
(14)

and
uc =

M
ρwV

(15)

2.3. Particle Trucking Model

The motion of particles can be predicted using the particle tracking equation with the
computed flow field and accounts for different forces acting on the particle to calculate the
acceleration of the particle. Ignoring the added mass, inertial, and history forces on the
particle, the resulting equations for the time variation of the location of a particle (xP, yP, zP)
in x, y, and z are given by

d2xp

dt2 =

(
f

ut

)
(ux − up), (16)

d2yp

dt2 =

(
f

ut

)
(uy − vp), (17)

and
d2zp

dt2 =

(
f

ut

)
(uz − wp)−

(
1 − ρw

ρp

)
g (18)

where f is a function of the drag coefficient (CD) and the particle Reynolds number (Rep),
ut is the settling velocity of the particles, and subscripts p and w represent the ‘particle’
and ‘fluid’.

The particle Reynolds numbers based on the particle diameter, the relative velocity of
the particle, and the flow field are given as

Rep =
udd

υ
(19)

where d is the particle diameter, υ is the kinematic viscosity, and ud is the difference between
the resultant velocities of the fluid and the individual particles. ud can be expressed as

ud =
√
(ux − up)2 + (uy − vp)2 + (uz − wp)2 (20)

The drag coefficient is calculated using the Swamee and Ojha formula [25] and can be
expressed as

CD = 0.5[16(Φ1 + Φ2)
2.5 + (Φ3 + 1)−0.25]0.25 (21)

where

Φ1 =

(
24

Rep

)1.6
, Φ2 =

(
130
Rep

)0.72
, and Φ3 =

(
40, 000

Rep

)2
(22)

Now, the f value can be estimated as

f =
CDRep

24
(23)

The settling velocity ut is calculated using Dietrich’s (1982) equation [26] for spherical
particles. The formula is applicable to both laminar and turbulent flow regimes.

log10W = −3.76715 + 1.92944log10D − 0.09815log10D2 − 0.00557log10D3 − 0.00056log10D4 (24)
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where

W =
u3

t
g′

υ
, D =

g
′
d3

υ2 , and g
′
= g

(
ρp

ρw
− 1

)
(25)

where g′ is the reduced gravity of the particles. The particle Reynolds numbers based on
the individual particle settling speeds are given as

RePt =
utd
υ

(26)

Note that the particle Reynolds numbers presented in the later results section are
based on the particle falling at its terminal velocity in a quiescent environment and are
used to characterize the particle properties. During each run, the model calculates the
Reynolds number of each particle based on the velocity of the flow relative to the particle.
This Reynolds number is used to calculate the drag coefficient for each particle at each
time step.

2.4. Turbulent Dispersion of the Particles

Previous studies have shown that the particle cloud can cause a strong mixing of par-
ticles. To consider the impact of turbulent mixing within the cloud, we have incorporated a
turbulent dispersion term into our particle tracking model using a random walk model [27].

xp(t + Δt) = xp(t) + upΔt + ς
√

2KΔt, (27)

yp(t + Δt) = yp(t) + vpΔt + ς
√

2KΔt, (28)

zp(t + Δt) = zp(t) + wpΔt + ς
√

2KΔt (29)

where ς is a normally distributed random variable with zero mean and unit variance and K
is the dispersion coefficient, which is assumed to be constant in our model. The second
part of the equation upΔt is the “advection term” as a result of the mean flow field of
the cloud. The last part of the equation ς

√
2KΔt is the “diffusion term”, which results

from the turbulence within the cloud. The value of K is calculated based on the results of
Lai et al. [1], where

K = 0.02

√
B0

ρw
. (30)

3. Model Implementation and Validation

The model was solved numerically using MATLAB (R2023b) built-in functions for
solving systems of ordinary differential equations. In the model, the initial conditions
were set up so the cloud had a finite volume. For a single-phase buoyant cloud [24],
there is a similar solution to the differential equations for the volume and velocity of
the cloud. The solution has the cloud radius growing linearly with distance from its
source. The limiting case for the source is singular with zero volume (V0) and infinite
reduced gravity (g′0) but finite total buoyancy (g′0V0). To avoid the singularity at our initial
conditions, the simulations were started with the cloud located 10 cm from its virtual
(singular) source, with all the particles uniformly distributed in a grid within the spherical
cloud. The cloud velocity and radius were calculated based on the similarity solution for a
single-phase cloud with the same total buoyancy. The model tracks each particle separately
as well as the cloud size, velocity, and location. While the numerical implementation
calculated the location of each particle, there was no attempt to track particle collisions.
That is, even if particles overlapped in space, they were assumed not to be influenced by
the other particles, only by the flow in and around the cloud.

We have conducted a comparison between our model and Lai’s experimental and
numerical results [16]. Specifically, we have compared the two models in terms of tracking
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the particle cloud characteristics, including the depth of the cloud (zc) and the half-width
of the cloud (rc) over time. The validation was carried out for two particle sizes—0.725 mm
and 0.513 mm—with all particles having a density of 2.5 g/cm3. Figure 2 displays the
vertical distance traveled by the cloud and the cloud’s radius as functions of time (Size A
and Size B). Although there may be minor differences in these values, our model accurately
models the cloud bulk parameters, which is consistent with prior models. The results
suggest that our model captures the essential physical features of the flow.

Figure 2. Transient depth and half-width of the particle cloud (in the entrained fluid phase). Lines
prediction, symbols observation. Size A represents particles with a diameter of 0.725 mm, while size
B represents particles with a diameter of 0.513 mm [16].

4. Parametric Study Results

We now present the results of a parametric study designed to understand the similari-
ties and differences between particle clouds with nominally identical bulk characteristics
but with buoyancy of different signs. That is, we compare clouds made of particles that
are lighter than the ambient fluid and particles that are denser than the ambient fluid but
are otherwise identical. By identical, we mean that the particles have the same diame-
ter, density ratio with the ambient fluid, terminal velocity (though with opposite sign),
and Reynolds number and that the clouds have the same initial number of particles in the
cloud and the total buoyancy of the cloud has the same magnitude with the opposite sign.

4.1. Parametric Study Details

Simulations were run for 10 different density ratios, five with the particles denser than
the ambient fluid and five with the particles less dense than the ambient fluid. For each
density ratio, simulations were run for seven different particle Reynolds numbers, which
were calculated based on the terminal velocity of an isolated particle. The parameters
simulated are listed in Table 1. A total of 70 simulations were run.
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Table 1. List of density ratios and Reynolds numbers simulated.

Buoyancy Sign ρp/ρw Rep

Positive 0.9, 0.8, 0.7, 0.6, 0.5 0.48, 1.0, 1.56, 2.36, 12.76, 25.6, 43.5

Negative 1.1, 1.2, 1.3, 1.4, 1.5 0.48, 1.0, 1.56, 2.36, 12.76, 25.6, 43.5

4.2. Qualitative Results

Figure 3 shows examples of particle clouds that are released from the rest for both
positive and negative particles. In this case, the particle Reynolds number is Rep = 1.56,
and the pictures show three distinct density ratios for negatively (1.5, 1.3, and 1.1) and
positively (0.5, 0.7, and 0.1) buoyant particles. The simulations continue until all particles
have left the cloud, which occurs when the total buoyancy of the cloud reaches zero.
The initial total cloud buoyancy (B0) is the same in all cases. The images show snapshots
of both positive and negative clouds at the same time. It is worth noting that negatively
buoyant particles exit the cloud more quickly than their positively buoyant counterparts.

Figure 3. An example of model predictions for positively and negatively buoyant cloud particles
with six different density ratios for Rep = 1.56. The particles are represented in black, while the blue
color shows the particle cloud growing over time due to entrainment. Note that the vertical scales
differ in each column in order to show the full behavior over time for each cloud.
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At high-density ratios, such as 1.5 and 0.5, the particles initially remain together in the
cloud as a single entity. Later, they precipitate in a swarm vortex ring shaped like a bowl.
However, the particles stay in the cloud longer for small-density ratios like 1.1 and 0.9. This
results in a significant increase in the cloud size due to entrainment. Eventually, the particles
rain out of the cloud but dissipate differently from the swarm-shaped formation observed
in high-density ratios.

For the intermediate density difference case (center column in Figure 3), some particles
are ejected from the cloud at an early time and travel ahead of the cloud. However, the num-
ber ejected is much higher for the denser particles (top row with ρp/ρw = 1.3) compared
to the number initially ejected for the lighter particles (bottom row with ρp/ρw = 0.7).
This behavior is also observed to a greater or lesser extent for the other cases shown in
Figure 3, though it is less clear in the two-dimensional plots of the three-dimensional flow
for these cases.

4.3. Quantitative Results

To better compare positively and negatively buoyant cloud cases, we introduce a time
and length scale based on cloud buoyancy and particle terminal velocity. The scales are
given by

T =

√
B

ρw

u2
t

and L =

√
B

ρw

ut
. (31)

Based on these scales, several non-dimensional variables can be defined. These are as
follows: the cloud buoyancy

β =
B
Bo

, (32)

travel time
τ =

t
T

, (33)

cloud velocity

ν =
uc

ut
, (34)

cloud radius
ζ =

rc

L
, (35)

and cloud height

Λ =
zc

L
. (36)

Figure 4 displays the dimensionless cloud buoyancy β, velocity ν, and radius ζ as a
function of time for the cases shown in Figure 3. In all six cases, there is an initial ejection of
a large number of particles (top row of Figure 4) followed by their re-entrainment into the
cloud. For the lowest density difference (right-hand column), almost all the particles are re-
entrained and remain within the cloud for a prolonged period before settling out. However,
despite having the same terminal velocity, the denser (negatively buoyant) particles (red
line) fall out much earlier than the lighter (positively buoyant) particles (blue line). For the
larger density differences, the deviation between the red and blue lines occurs much sooner,
as fewer of the denser particles are re-entrained back into the cloud following the initial
ejection. Note that the ejection and re-entrainment cycle produces a significant oscillation
in the cloud buoyancy (β) (Figure 4 middle column top row) but only a small amplitude
fluctuation in the velocity (middle row), while the displacement plot is smooth (bottom
row). This is because the buoyancy fluctuation is integrated over time to obtain the velocity.
Also, the similarity solution to the single-phase buoyant cloud model indicates the velocity
scales on the square root of the cloud buoyancy [12]. Therefore, the amplitude of the
fluctuations in β is attenuated in the velocity signal.
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Figure 4. Dimensionless cloud buoyancy β, velocity ν, and radius ζ as a function of time for the cases
shown in Figure 3.

For each simulation listed in Table 1, the fraction of particles that remain within the
cloud (β) are tracked over time. These data are plotted in Figure 5 for all the cases simulated.
Each row of plots represents a pair of density ratios that produce the same initial conditions
in every way except the sign of the buoyancy. Therefore, the only difference in behavior
between each pair of plots is the sign of the particle buoyancy.

For the largest density difference particles, shown in the top row of Figure 5, there is a
rapid decrease in the number of particles in the cloud as they are ejected from the vortex
ring. This is particularly true for the denser particles (right-hand plot), where the vast
majority of the particles are removed from the cloud by Λ = 1.2. For the cloud formed by
lighter particles, this is also true for most particle Reynolds numbers. However, for the
smallest particles, ReP = 0.48, the particles are constantly being ejected and re-entrained
into the cloud as indicated by the oscillating line.

As the density difference between the particles and the ambient fluid decreases (lower
rows), the time for particles to be fully removed increases. This is because the particle
terminal velocity is smaller and it takes longer for the cloud to slow down to the terminal
velocity of the particles. The same difference between heavy and light particles is still seen
with the smaller lighter particles being re-entrained back into the cloud for longer periods
of time compared to the equivalent denser particles. Further, as the density difference
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decreases, higher Reynolds number particles start to exhibit the ejection re-entrainment
cycle. For ρP/ρw = 1.3, even some of the denser particles start to be re-entrained.

Figure 5. Dimensional cloud buoyancy β, velocity ν, and radius ζ for the cases shown in Figure 3.

For the lowest density difference cases, ρP/ρw = 1.1 and ρP/ρw = 0.9, a different
behavior is observed. In these cases, some of the particles are initially ejected, but all
particles are re-entrained and then remain circulating in the cloud for some time before
eventually falling out of the cloud. However, as stated before, equivalent pairs of particles,
that is the same ReP, have the same terminal velocity, and each cloud has the same initial
buoyancy. However, the denser particles leave the cloud sooner than the lighter particles.
Therefore, this process is not due solely to the cloud velocity falling below the particle
terminal velocity. If that were the case, the ejection height would be the same for heavy
and light particles with the same Re and density difference.

One possible explanation for this difference in behavior is the response of the particles
to being pushed along the curved streamlines of the spherical Hill’s vortex. The particles
that are denser than the ambient fluid will find it harder to follow the curved path and will
tend to move away from the center of curvature of the streamlines and out of the particle
cloud, whereas the particles that are less dense will be drawn further into the cloud and
have a longer residence time.

The results in Figure 5 indicate that, even for particle clouds that have a bulk density
ratio that is relatively small, their behavior may differ significantly depending on whether or
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not the particle cloud is positively or negatively buoyant. That is, a particle cloud that would
typically be regarded as Boussinesq based on its bulk density ratio will behave differently
depending on whether the constituent particles are positively or negatively buoyant. This
is even true for small particle density ratios. In the bottom row of Figure 5, the density
ratios are ρp/ρw = 1.1 and ρp/ρw = 0.9 and the time at which all the particles have left
the cloud is up to 60% longer for the positively buoyant (lighter) particles compared to the
negatively buoyant (heavier) particles. As such, the behavior of the cloud depends on the
direction of the sign of the buoyancy of the clouds. This is a hallmark of non-Boussinesq
flows indicating that two-phase density-driven clouds never fully behave in line with the
Boussinesq assumption.

5. Discussion and Conclusions

A model for particle clouds has been developed and validated by the numerical and
experimental work of Lai et al. [16]. The cloud was modeled as a buoyant vortex ring,
with the velocity field computed by approximating the buoyant vortex ring as an expanding
Hill’s spherical vortex. The rate of growth of the cloud radius in the fluid phase is assumed
to be a function of the entrainment coefficient, which is a function of the cloud number. This
was obtained from the experimental work of Lai et al. [1]. The growth rate of the vortex
ring in the subsequent dispersive regime was also obtained experimentally by Lai et al. [16].
The particle tracking equation is then used to track the motion of particles with different
forces acting on them. The contribution of buoyancy of all particles inside the cloud is
accounted for by summing the number of particles within the cloud at each time step.
The model included a random walk turbulent dispersion term for the particles and was
validated using previously published experimental data (see Figure 2).

The validated model was used to conduct a parametric study to examine the difference
in behavior between clouds that are nominally identical other than the sign of the buoyancy
term. Simulation results indicate that particles are ejected and/or fall out of the buoyant
cloud more rapidly when they are denser than the ambient fluid compared to identical
clouds wherein the particles are less dense than the ambient fluid (see Figure 5). This is
even the case for the smallest density differences and lowest particle Reynolds numbers
modeled. Therefore, even for cases where the particle settling velocity and density differ-
ences are small, the behavior of the cloud is quite different depending on the sign of the
particle buoyancy.

This would suggest that the Boussinesq assumption may not be appropriate for such
flows and that positively and negatively buoyant clouds will behave differently. This
difference is due to the response of the particles to ejection and re-entrainment into the
cloud. Denser particles are harder to re-entrain into the cloud because of their higher inertia.
Another result of this study is that simplified modeling approaches that treat the sediment
cloud as a continuum and assume that the particles are retained in the cloud until the cloud
velocity falls below the settling velocity, may over-predict the time for particles to settle out
because they do not model the ejection and re-entrainment process.

Therefore, it is important to understand the size distribution of dredged materials
before making a decision about how to model the flow, as even fairly small particles with
small density differences can result in flows that differ from continuum models even when
the nominal conditions for the Boussinesq assumption have been satisfied.

Although this study modeled the formation of a particle cloud as a thermal, with a
particle tracking model to quantify particle ejection and re-entrainment and a random walk
model for both positive and negative particle clouds, this study assumed that the particles
have the same diameters, that there are no collisions between particles, and that they can
overlap on top of each other in the space domain. In future studies, the aim is to extend
the model to the case of polydisperse particles and analyze elastic/inelastic collisions in
three dimensions. There is also a clear need for more experimental studies over a broader
range of parameters to identify the limitations of applying the Boussinesq assumption to
sediment clouds.
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Nomenclature

Latin Symbols

B Cloud buoyancy
B0 Total particle buoyancy
K Dispersion coefficient
f Particle force parameter
g Gravitational acceleration
g′ Cloud reduced gravity
L Length scale
m0 Total particle mass
M0 Initial cloud momentum
Nc Cloud number
rc Particle cloud radius
Rep Particle Reynolds number
T Time scale
uc Velocity of the cloud center
ud Magnitude of the relative velocity of the particle and fluid
ut Particle settling velocity
up, vp, wp Particle velocity
ux, uy, uz Fluid velocity within the cloud
V0 Initial cloud volume
V Cloud volume
x, y Horizontal cartesian coordinates
xp, yp, zp Particle location
z Vertical coordinate
zc Vertical location of the cloud center
Greek Symbols

α Entrainment coefficient
β Non-dimensional cloud buoyancy
Δt Time step
Λ Non-dimensional cloud height
ν Non-dimensional cloud velocity
φ1 Fraction of particles remaining in the cloud
Φ1, Φ2, and Φ3 Drag coefficient parameters
ρp Particle density
ρw Fluid density
τ Non-dimensional time
υ Kinematic viscosity of the fluid
ς Normally distributed random variable
ζ Non-dimensional cloud radius
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Abstract: The transfer of suspended sediment can range widely from being diluted to being hyper-
concentrated, depending on the local flow and ground conditions. Using the Rouse model and the
Kundu and Ghoshal (2017) model, it is possible to look at the sediment distribution for a range of
hyper-concentrated and diluted flows. According to the Kundu and Ghoshal model, the sediment
flow follows a linear profile for the hyper-concentrated flow regime and a power law applies for the
dilute concentrated flow regime. This paper describes these models and how the Kundu and Ghoshal
parameters (linear-law coefficients and power-law coefficients) are dependent on sediment flow
parameters using machine-learning techniques. The machine-learning models used are XGboost Clas-
sifier, Linear Regressor (Ridge), Linear Regressor (Bayesian), K Nearest Neighbours, Decision Tree
Regressor, and Support Vector Machines (Regressor). The models were implemented on Google Colab
and the models have been applied to determine the relationship between every Kundu and Ghoshal
parameter with each sediment flow parameter (mean concentration, Rouse number, and size parame-
ter) for both a linear profile and a power-law profile. The models correctly calculated the suspended
sediment profile for a range of flow conditions (0.268 mm ≤ d50 ≤ 2.29 mm, 0.00105 g

mm3 ≤ particle
density ≤ 2.65 g

mm3 , 0.197 mm
s ≤ vs ≤ 96 mm

s , 7.16 mm
s ≤ u∗ ≤ 63.3 mm

s , 0.00042 ≤ c ≤ 0.54), includ-
ing a range of Rouse numbers (0.0076 ≤ P ≤ 23.5). The models showed particularly good accuracy
for testing at low and extremely high concentrations for type I to III profiles.

Keywords: Rouse number; mean concentration; suspended sediment transport; sediment size
parameter; parameterized power-linear model; machine learning; decision tree regressor; support
vector machines

1. Introduction

Sediment transport commonly occurs in unlined water conveyance systems such
as rivers, streams, canals, and drainage channels. There are three sediment transport
modes: wash load, bedload, and suspended load. In wash load, particles do not exist
on the bed, therefore, the characterization and prediction of wash load composition is
highly difficult. The bedload transfer is almost always in contact with the bed. Bedload
transport takes place if critical friction velocity (u∗c) is less than the friction velocity (u∗).
The suspended load, which is part of the total load, moves without continuously being
in contact with the bed. Turbulence is the main flow property that keeps the sediment
in suspension [1–3]. The turbulence is characterized by the magnitude of root mean
square velocity (u′). For significant suspension to occur u′ near the bed must exceed the
sediment fall velocity (vs). Sediment particle concentration distribution along the depth is
very important for predicting the sediment transport rate that is taking place in the river.
However, the problem with suspended load transport is that it is not fully understood,
because of limitations in modelling techniques such as diffusion theory [4]. Rouse [5]
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developed a suspended sediment concentration profile based on diffusion theory for steady
uniform flows by using the eddy viscosity model to relate Reynolds stress and log-law
for the velocity profile. Despite the drawbacks of diffusion theory, the Rouse model has
become a standard for calculating suspended sediment concentration profiles and a basis
for many models developed later.

Two-phase flows have complex interactions between the phases. Modelling fluid–
particle interactions and particle–particle attractions is difficult therefore they are excluded.
Huang et al. [6], Hsu et al. [7] and Rouse [5] resolved this issue based on the differential
continuity equation of suspended sediment diffusion in the 2D steady turbulent flow. They
considered that the sediment diffusion coefficient is related to both the mixing length and
the turbulence intensity. These models could not account for turbulence or forces operating
on the sediment particle surfaces, such as collisions between particles, and as a result, their
accuracy was limited. To overcome this, several studies have addressed sediment distribu-
tions in stationary and uniform two-dimensional (2D) open channel flows by solving the
momentum equation for sediment particles [4,8,9]. Most notably, the diffusion coefficient
of sediment particles generated from the momentum conservation equation provides sig-
nificantly more accurate, perhaps allowing for a better understanding of sediment particle
dispersion. Generally, the sediment concentration profile attains the maximum at some
distance above the bed surface, decreases with farther moving away from the bed, and
finally attains the minimum at the free surface. To model suspended-sediment distribution
along with the depth, parameters such as particle fall velocity, particle diameter, turbu-
lence intensity, shear velocity, Rouse number and mean concentration are required [10,11].
Kundu and Ghosal [4] and Pu and Lim [12] found that two-dimensional incompressible
flow modelling over a sediment bed with a uniform slope predicts reasonably accurate
suspended sediment transport since full three-dimensional modelling involves a lot more
complexity. In addition, the diffusion theory with appropriate modifications such as a
two-layer theoretical model based on diffusion theory or the fractional advection-diffusion
equation can predict suspended sediment concentration profiles with reasonable accuracy.
Goree et al. [13] used equations of motion and considered drift flux, which is a fluid that con-
sists of multiple phases or volume fractions. The mixture flow consists of different volume
fractions and each volume fraction has a different transport velocity. This velocity depends
on the particle size and the total volumetric concentration of solids. Goree et al. [13] used
LES for turbulence modelling however the computed results were not accurate at the wall.
Another type of modelling concept is kinetic theory. Models established based on kinetic
theory for granular flows and two-fluid models i.e., the probability density function (PDF)
approach, in which both fluid and solid phases are considered as continuum media, allow
classic continuum mechanics to be naturally employed to formulate the two-phase flows
with fundamental conservation laws [4]. Therefore, the observable macro mechanical states
of flows and sediment transport are completely determined by conservation equations of
solid and liquid systems. In addition, other theories, such as a numerical investigation
based on the kinetic theory of granular flows, in combination with a RANS (Reynolds-
Averaged Navier–Stokes) turbulence model were investigated by Ekambara et al. [14] for
a pipe flow using Ansys CFX which gave very good results. Ni et al. [10] developed a
combined model of both kinetic theory and diffusion theory, which has given reasonable
results.

The limitations of existing models to simulate suspended sediment transport can be
efficiently overcome with data-driven models such as machine learning. Barati et al. [15]
estimated the drag coefficient of a smooth sphere using multi-gene genetic programming.
Alizadeh et al. [16] used ANN and Bayesian network models to predict pollutant transport
in natural rivers. Sadeghifar and Barati [17] used soft-computing techniques with very
good accuracy to predict sediment transport in the southern shorelines of the Caspian Sea.
Cao et al. [18] developed a nonparametric machine-learning (ML) model to predict the
settling velocity of noncohesive sediment which demonstrated the capability of the ML
model for accuracy and consistency. Rushd et al. [19] used AI-based machine learning
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algorithms to develop a generalized model for computing the settling velocity of spheres
in both Newtonian and non-Newtonian fluids. The above-mentioned studies demonstrate
that data-driven models (AI and ML) and soft-computing techniques are powerful tools for
predicting complicated processes such as sediment transport.

A central perspective advocated in this paper is that by exploiting foundational knowl-
edge of suspended sediment profiles and physical constraints, data-driven approaches can
be used to yield useful predictive results. In this paper, current models are analysed and
the crucial flow parameters are estimated by using machine learning algorithms.

2. Model Review

The diffusion theory was utilised by van Rijn [20], Wang and Ni [21], McLean [22],
and Zhong et al. [23] to define the transport of suspended material in numerical modelling.
According to diffusion theory, sediment transport takes place from higher concentration ar-
eas to lower concentration areas [24]. Rouse [5] derived suspended sediment concentration
in a steady uniform current. As per Rouse [5], the sediment is kept in suspension mainly
by turbulence [7]. Rouse [5] used Prandtl’s mixing length theory to estimate the vertical
profile of suspended sediment. Rouse’s [5] methodology is given as follows.

As shown in Figure 1, consider two sand particles 1 and 2 with a settling velocity vs.
In a unit time through a unit area on horizontal plan p-p, the sediment volumes going up
(qu) and down (qd) are:

qu =
(
w′ − vs

)(
c − 1

2
l
dc
dz

)
(1)

qd =
(
w′ + vs

)(
c +

1
2

l
dc
dz

)
(2)

Figure 1. Suspended sediment concentration profile as governed by flow turbulence.

In an equilibrium state, qu and qd must be equal to each other, substracting Equation (2)
from Equation (1) gives

cvs +
1
2

w′l dc
dz

= 0 (3)

By assuming that
1
2

w′l =u∗
(

1 − z
H

)
κz (4)

where mixing length l = κz, w′ = u∗
(
1 − z

H
)
, κ = 0.4 and u∗ = friction velocity, H = flow depth.

Substituting Equation (3) into Equation (4) yields
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cvs + u∗
(

1 − z
H

)
κz

dc
dz

= 0 (5)

By integrating Equation (5), one obtains

c(z) = cb

(
H − z

z
.

b
H − b

) vs
κu∗

(6)

where cb is the integration constant ( c|z=b = cb ) and vs
κu∗ = Rouse number (P). It is assumed

that bedload transport takes place in the bedload layer from z = 0 to z = b = ks. In
the bedload layer, sediment concentration is given by cb. Hsu et al. [7] suggested b

H
is approximately 0.005. The concentration distribution profile is thought to grow more
uniform, according to Rouse [5]. Small settling velocity and minimal shear velocity can
result in low Rouse numbers.

c(z) = cb

(
b
z

.
H − z
H − b

) vs
κu∗

(7)

Log-law can be written as

u(z) =
u∗
κ

ln
(

z
ks

)
+ B (8)

The flux per river cross-section per square meter can be written from Equations (7)
and (8) as

∅(z) =
(

u∗
κ

ln
(

z
ks

)
+ Bu∗

)(
b
z

.
H − z
H − b

) vs
κu∗

(9)

For steady, uniform open channel flow, the sediment concentration varies with the
distance z from the wall. The depth can be nondimensionalized as ε = z

H where its range is
0 < ε ≤ 1.

In addition, Kundu and Ghosal [11] recognized that sediment concentration profiles
occur in three (type I, type II, and type III) types as shown in Figure 2. For the low-flow
condition, the sediment carrying capacity is weak, therefore the maximum concentration
occurs at the bed and decreases exponentially to the minimum concentration at the free
surface. This type of profile is called type I. In medium-flow conditions, the sediment
concentration is lower near the bed because of the gravity effect, sediment concentration
attains a maximum concentration a little distance away from the bed and is the lowest
near the free surface, and is classified as type II. The type III profile is attained during
high-flow conditions subjected to hyper concentration. In the type III profile, sediment
concentration is low near the bed as well as near the free surface, whereas the maximum
concentration occurs in the middle region. According to Kundu and Ghoshal [11], the entire
flow depth can be divided into two regions: the inner suspension region, where sediment
concentration increases with a characteristic height from the sediment bed (εb ≤ ε ≤ εmax).
Here εmax corresponds to cmax and εb corresponds to the nondimensional height at which
the suspended sediment starts. The outer suspension region above the inner suspension
region, where sediment concentration decreases with an increase in the characteristic
height and εmax ≤ ε ≤ 1. For each region, sediment concentration which is a function of
characteristic height can be written as

∅1 = b1εa1 + d1 for inner suspension region (εb ≤ ε ≤ εmax) (10)

∅2 = b2εa2 + d2 for outer suspension region (εmax ≤ ε ≤ 1) (11)

where a1, b1, d1, a2, b2, d2 are experimental coefficients that can be found by the least squares
method by analysing observed data.
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Figure 2. Type I, II, and III concentration distributions along with the depth.

In the asymptotic matching method (refer Figure 3), the final model of suspended
sediment concentration for the entire flow region is given as follows [25].

∅ =

(
1

(b1εa1 + d1)
−1 + (b2εa2 + d2)

−1

)
(12)

Figure 3. Schematic of the asymptotic matching method.

The aforementioned equation has also been used by Bouvard and Petkovic [26], Wang
and Ni [21], and Einstein and Chein [27] to demonstrate that the sediment profile for a di-
luted flow should follow a power law (Equations (10) and (11)). In Equations (10) and (11),
d = 0 produce a simplified form of power law as given below.

∅ = bεa. (13)

Equation (13) is similar to Rouse Equation (Equation (7)). For type III, the sediment
transport equation in power-law format is not suitable. Pu et al. [1] stated that the linear-
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type profile fits well. Therefore, the equation for the suspended sediment profile for type
III is given as follows

∅ = bε + d (14)

This is similar to Equations (7) and (8) but a value is taken as unity. Rouse formulation
has drawbacks at the riverbed and the free surface as shown by the experimental studies
of Kironoto and Yulistiyanto [28], Goeree et al. [13], Greiimann and Holly [8], Jha and
Bombardelli [9], and Sumer et al. [29]. Since the Rouse formula is derived from the
diffusion theory, it is valid only for a single phase i.e., sediment phase. Therefore, the Rouse
formula is applicable only for the type I profile with zero concentration at the free surface
and infinite concentration at the bed [30]. According to Huang et al. [6], the Rouse formula
produces an inaccurate estimation of sediment concentration near the bed for highly rough
conditions. Kumbhakar et al., [30] showed that the Rouse formula can be improved by
incorporating an additional factor to dampen the diffusion coefficient. Sumer et al. [29]
tried to improve the reference height representation to better estimate suspended sediment
modelling. Greiimann and Holly [8] stated that the Rouse formula excluded the particle–
particle attractions in addition to the assumption in estimating diffusion coefficient resulting
Rouse formula valid only for c < 0.1. Rouse formula gives a good understanding as long as
sediment particles have small inertia. Wang and Ni [21], Ni et al. [10], and Zhong et al. [23]
models showed significant differences in the shape of the vertical profile. The concentration
calculated by the Wang model changes slowly under 0.05 h but the Rouse model changes
dramatically. The Zhong model, the power-law model, the Rouse model, and the two-phase
flow model provide similar results near the water’s surface.

The proposed study will look into the relationships between different flows and
sediment factors to better describe them in Equations (10)–(12). This will result in a param-
eterized expression of the final characteristic model for suspended particles and enable
accurate profile prediction. Rouse number P, size parameter S, and mean concentration c
are the flow parameters that will be examined.

3. Proposed Model

Numerous studies have examined the factors that should be taken into account when
determining a concentration profile, such as Rouse number, particle size, mean concentra-
tion, and flow depth [5,29,31,32]. By using a modified Equation (12), the variables that are
thought to be connected to the power-linear law coefficients are as follows:

b1, b2, a1, a2, d1, d2 = f (P, S, c) (15)

where d50 is the diameter of the sediment particle, c is the mean concentration, P is the Rouse
number, H is the flow depth, and S is the size parameter (S = d50/H). In order to examine
the distribution of each power-linear law coefficient toward the physical parameters of
Rouse number, particle size, and mean concentration and to derive a modified Rouse model
for validation tests, we collected the data from numerous reported experimental studies
(as detailed in Table 1). Table 1 further shows that the data sources employed to cover a
broad range of tested parameters. Particularly, the range of c in the referenced literature is
from 0.00013 to 0.147, which provides an accurate picture of flow conditions from diluted
to hyper-concentrated.

Table 1. Sources of data for parameterised modelling [1].

Data Sources H d50 (mm) vs (cm/s) u* (cm/s) c (×10−3)

Bouvard and
Petkovic [26] 7.5 2.00–9.00 1.81–2.70 2.54–5.41 2.1–4.5

Cellino and Graf [33] 12.0 0.135 1.20 4.30–4.50 96–147

Coleman [32] 17.0–17.4 0.21–0.42 1.23–1.31 4.10 0.13–0.28

Muste et al. [34] 2.1 0.21–0.25 0.06 4.00–4.30 0.46–1.62
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3.1. Machine-Learning Algorithms

In trying to investigate the relationship between power-linear law coefficients of the
Kundu and Ghoshal model and sediment parameters such as the Rouse number, particle
size, mean concentration, and flow depth, various machine-learning models have been
used as follows:

3.1.1. XGboost Classifier

XGBoost is a decision-tree-based ensemble machine-learning technique that uses gra-
dient boosting. It may be used to solve a variety of regression and classification predictive
modelling challenges. It is a fast implementation of the stochastic gradient boosting algorithm
with several hyperparameters that allows the fine tuning of the model’s training process.

3.1.2. Linear Regressor (Ridge)

Linear regression uses a best-fit straight line to establish a link between a dependent
variable (y) and one or more independent variables (x) (also known as a regression line).
Ridge regression is a multicollinear data analysis technique (independent variables are
highly correlated).

3.1.3. Linear Regressor (Bayesian)

While Ridge regression utilises L2 norm regularisation, Bayesian regression is a prob-
abilistic linear regression model with explicit priors on the parameters. Priors can have
a regularising impact, for example, the application of Laplace priors for coefficients is
comparable to L1 regularisation.

3.1.4. K Nearest Neighbours

The supervised machine learning algorithm K-nearest neighbours (kNN) can be used
to address both classification and regression problems. Because it delivers highly precise
predictions, this algorithm can compete with the most accurate models. As a result, the
kNN algorithm can be utilised in applications where great accuracy is required but a
human-readable model is not required. The accuracy of the predictions is influenced by the
distance measured.

3.1.5. Decision Tree Regressor

In the corporate world, the Decision Tree algorithm has become one of the most
widely utilised machine learning algorithms. Both classification and regression issues can
benefit from the use of the Decision Tree. In the shape of a tree structure, the Decision Tree
constructs regression or classification models. It incrementally cuts down a dataset into
smaller and smaller sections while also developing an associated decision tree. A tree with
decision nodes and leaf nodes is the result.

3.1.6. Support Vector Machines (Regressor)

SVM stands for Support Vector Machine and is a supervised machine learning method
capable of classification, regression, and even outlier detection. SVM classifiers have a high
level of accuracy and can anticipate events quickly. They also utilise less memory in the
decision phase because they only use a subset of training points. With a clear separation
margin and a large dimensional space, SVM performs well.

The complete flow chart describing the workflow of using machine-learning algo-
rithms for estimating coefficients for linear and power laws is shown in Figure 4.

3.2. Theoretical Description of Proposed Models

The three broad categories of machine-learning approaches are supervised, unsuper-
vised, and semi-supervised learning. Classified data is needed in supervised learning
systems so that the algorithm may be trained. In contrast, the unsupervised learning
approach discovers features in the data sets without requiring training data to be classified
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beforehand. These methods have been practised and are well established. While supervised
and unsupervised learning techniques are combined in semi-supervised learning systems.
The theoretical foundation of the suggested ML models is provided in the paragraph below
in this subsection.

 

Figure 4. Flowchart for prediction of linear-law and power-law coefficients using the proposed models.

Adaptive Boosting (AdaBoost), a very popular boosting technique, focuses on combin-
ing several weak classifiers into a single strong classifier. It is the first binary classification
boosting ensemble model. It applies to problems involving classification and regression. It
can handle both textual and numerical data and is versatile. It is more susceptible to data
noise and outliers than XGBoost is. It is more adaptable since it can be used to improve the
weak classifiers’ accuracy. In contrast to XGBoost, it minimises exponential loss function
rather than differentiable loss function.

CatBoost, an ML algorithm is based on gradient-boosted decision trees. During the
model’s training, a collection of decision trees are built one after another. Compared to the
prior trees, the loss decreases with each additional tree. The gradient boosting method is the
foundation for the CatBoost Regressor implementation, which uses a decision tree as the
primary predictor. Because there is not a sparse dataframe, the data, which contains many
categorical features, is processed much more quickly than it would be if another technique,
such XGBoost or Random Forest was being used. In CatBoost, parameters self-tune to
save time modifying. With CatBoost, we can work more effectively with ML engineers
and software engineers because we can essentially maintain the feature or column in its
original state.

The K nearest neighbours (KNN), is a straightforward machine learning algorithm
that examines all of the inputs and predicts the target based on features that are similar
to them. As a nonparametric model, it has been used in statistical estimation and pattern
recognition for more than 50 years. According to this method, the analyst must specify
the neighbourhoods’ size. To set the size that lowers the MSE to a minimal amount, cross-
validation may also be used. Utilizing an inverse distance weighted average of the KNN
is a straightforward use of KNN regression. It makes use of the same KNN classification
distance functions. Equations (16)–(18) are used to represent the distance functions.
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Euclidean √√√√ k

∑
i=1

(xi − yi)
2 (16)

Manhattan
k

∑
i=1

|xi − yi| (17)

Minkowski (
k

∑
i=1

(|xi − yi|)q

) 1
q

(18)

These three distance functions are applicable only for continuous variables while in the
case of discrete or categorical data, the Hamming distance function is used. The Hamming
distance function is given below by Equation (19) as:

DH =
k

∑
i=1

|xi − yi| (19)

The Hamming distance function is zero if x = y, otherwise if (x 	= y), it is equal
to unity.

LightGBM, a decision-tree-based gradient boosting framework helps GPU learning
while also maximising model efficiency by growing trees vertically (leaf-wise split), as op-
posed to other boosting approaches that grow trees horizontally, which increases accuracy
(level-wise split). Since it transforms continuous values into discrete bins, the primary
benefit of the LightGBM regressor is that it lowers memory usage without sacrificing
forecasting speed or prediction accuracy.

3.3. Rouse Number Modelling

Shear velocity and settling velocity are the two key variables that influence drag on a
sediment particle. The Rouse number as stated in Equation (6) is a dimensionless form of
these parameters along with the von Karman constant. We may create the figures shown in
Figures 5–8 below by testing each value in Equation (12) against P.

Figure 5. Rouse number vs. coefficient b1 using SVM (R2 = 0.9148).
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Figure 6. Rouse number vs. coefficient a1 using KNN (R2 = 0.61).

Figure 7. Rouse number regression vs. coefficient b2 using KNN (R2 = 0.777).

Figure 8. Rouse number regression vs. coefficient a2 using decision trees (R2 = 0.7477).
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Figures 5–8 show the relationship between b1, a1, b2 and a2 against P. This result
demonstrates that for a wide range of measured data, P offers a reasonable match which is
represented by the power law and its coefficients.

3.3.1. Size Parameter Modelling

Another element that may impact sediment drag and lift is particle size. The effective-
ness of interactive interactions acting on the particle can be influenced by the surface area
of the particle, which is dictated by the diameter. The settling velocity of a particle is also
influenced by its diameter [35]. The dimensionless S is utilised to model against the power-
law coefficients in Figures 9–12 in this study. The effect of particle size has not been taken
into account in the modified Rouse model [11] or the original Rouse technique [5] despite
the fact that it is an important aspect that affects the behaviour of suspended sediment.

Figure 9. Size parameter vs. coefficient b1 using decision trees (R2 = 0.856).

Figure 10. Size parameter vs. coefficient a1 using decision trees (R2 = 0.4313).
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Figure 11. Size parameter vs. coefficient b2 using KNN (R2 = 0.434).

Figure 12. Size parameter vs. coefficient a2 using KNN (R2 = 0.433).

The relationship between b1, b2, a1 and a2 against S is depicted in Figures 9–12. Nu-
merous analytical modelling studies, such as Wang and Ni [21] and Ni et al. [10], used a
coefficient from the concentration equation that was deduced from the collected data to
fit the particle diameter. Their experiments demonstrated that when different sediment
diameters are investigated, it is challenging to capture the character of the concentration
profile. This serves as more evidence of how challenging it is to identify a representative
function of the particle size parameter studied here.

3.3.2. Mean Concentration Modelling

For hyper-concentrated flows, the recorded sediment concentration profiles were
examined by Cellino and Graf [33], and Michalik [36]. Their findings demonstrated that, in
contrast to the general power-law shown in earlier studies of diluted flows, the sediment
profile for such flows follows a much more uniform and linear distribution. This study will
develop the analytical approach by mean concentration to use in linear-law modelling in
response to another empirical finding by Michalik [36] that the mean concentration has a
key dominant impact changing the character of concentration distribution when compared
to Rouse number and particle size. The fitting between the linear law coefficients and mean
concentration was determined using the procedure below, with the findings displayed in
Figures 13–16.
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Figure 13. Mean concentration regression vs. coefficient b1 using decision trees (R2 = 0.973).

Figure 14. Mean concentration vs. coefficient d1 using decision trees (R2 = 0.9617).

Figure 15. Mean concentration vs. coefficient b2 using KNN (R2 = 0.982).
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Figure 16. Mean concentration vs. coefficient d2 using KNN (R2 = 0.979).

The above Figures 13–16 show the relationship between b1, b2, d1, and d2. Here, the
association between c and the hyper-concentrated profile is evident.

3.3.3. Modified Rouse Approach

Each coefficient is defined in the aforementioned sections before being adapted into
Equation (12) to create a parameterized expression for the distribution of silt concentration
over the flow depth. A linked approach controls the suggested model for sediment concen-
tration prediction. When 0 < c < 0.1, a power law describes the concentration of diluted
silt, whereas a linear law describes the concentration of dense hyper-concentration. This
hyper-to-dilute boundary was established by comparing it to the research on diluted flow
definition by Greiimann and Holly [8] and the Rouse model limit. The suggested strategy
can be written as in Equation (20).

c
c
=

1

(b1εa1 + d1)
−1 + (b2εa2 + d2)

−1 (20)

where 0 < c < 0.1, and d1 = d2 = 0

2b1 = 0.002P3 + 0.07P2 − 0.415P − 6185.41S3 + 1045.69S2 − 44.71S + 1.39,

2a1 = −0.11805P3 + 1.0174P2 − 2.3468P − 39061S3 + 4338.84S2 − 129.347S − 1.6847,

2b2 = 0.1516P3 − 0.59101P2 + 1.2473P + 15966.1S3 − 3445.7S2 + 174.95S + 3.228,

2a2 = −0.01186P3 + 0.0796P2 − 0.17577P − 4357.67S3 + 427.12S2 − 12.34S + 0.3075,

and when c ≥ 0.1, and a1 = a2 = 1.0

b1 = −242.445c3 + 280.1008c2 − 104.985c + 11.80698,

d1 = 200.1184c3 − 231.901c2 + 88.2763c − 9.99,

b2 = −125.73c3 + 139.45c2 − 34.0925c + 2.3447,

d2 = −24.453c3 + 10.7537c2 + 2.276c + 0.1974.

4. Model Validations

The link between parameters of the power-linear coupled model and sediment flow
characteristics were discovered using a variety of machine-learning approaches. The
distribution of suspended sediment over the characteristic height inside the flow was
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inclusively estimated from diluted to hyper-concentrated. The model can precisely calculate
the suspended sediment profile for a range of flow conditions, and sediment sizes, including
a range of Rouse numbers. The models show good accuracy for testing at low and extremely
high concentrations for type I to III profiles. The best result-giving model’s RMSE, MAE,
and MSE values are displayed in Table 2.

Table 2. The following RMSE, MAE, and MSE scores of the best result-giving models are shown.

Relationship Modelled
Model Giving

Best Result
MSE (Mean

Square Error)
RMSE (Root Mean

Square Error)
MAE (Mean

Absolute Error)

a1 and Rouse Number (P) K-Nearest Neighbours 0.3876 0.6225 0.4522

b1 and Rouse Number (P) Support Vector
Machines (Regressor) 0.0067 0.0820 0.0718

a2 and Rouse Number (P) Decision Trees 0.0014 0.0374 0.0225

b2 and Rouse Number (P) K-Nearest Neighbours 1.0384 1.0190 0.8427

a1 and (S = d50/H) Decision Trees 0.2080 0.4561 0.4062

b1 and (S = d50/H) Decision Trees 0.0064 0.0802 0.0506

a2 and (S = d50/H ): K-Nearest Neighbours 0.0017 0.0416 0.0302

b2 and (S = d50/H ): K-Nearest Neighbours 0.9923 0.9961 0.8027

b1 and mean concentration (c) Decision Trees 16.7333 4.0906 3.4095

d1 and mean concentration (c) Support Vector
Machines (Regressor) 6.5332 2.5560 2.1114

d2 and mean concentration (c) K-Nearest Neighbours 3.3596 1.8329 1.4628

b2 and mean concentration (c) K-Nearest Neighbours 9.9020 3.1467 2.6971

Initially, the necessary python libraries were imported into the Google Colab environ-
ment for modelling. The dataset was then imported using the wget function. The dataset
was preprocessed in a suitable format for modelling by separating the X (input feature)
and Y (output feature). Using the train-test-split, the dataset was split into train and test
sets. Cumulatively we obtained the X_train, Y_train, X_test and Y_test for training and
validating the dataset. The models including XGBoost Classifier, Linear Regressor (Ridge),
Linear Regressor (BayesianRidge), K-Nearest Neighbours, Decision Tree Regressor and
Support Vector Machines (Regressor) were used.

The experimental data from Wang and Qian [37], Wang and Ni [31], and Michalik [36]
were used to validate the model proposed in this study (Equation (20)). It was also
contrasted with the models that Wang and Ni [31], Ni et al. [10], Zhong et al. [23], and
Pu et al. [1] had previously presented. A theoretical distribution model derived from kinetic
theory was presented by Wang and Ni [31]. Their model can only forecast type I and a
subset of type II profiles since it is confined to diluted flow. They incorrectly assumed
that particle interaction did not exist, and as a result, they blamed fluid-induced lift forces
for the categorization of the distribution profile. Further, their analysis states that the
distribution tends to follow the type I profile when the particle size is small.

The Ni et al. [10] model incorporated both continuum and kinetic theories. Kinetic
theory employing the Boltzmann equation for the solid phase, and continuum theory for
the fluid phase was used. The two-phase interactions in their derivation are represented
by the forces acting on the sediment those are empirically weighted. It is claimed that the
model can handle both diluted and dense flows. In comparison to the other two models,
the model provided by Zhong et al. [23] is more sophisticated. It is founded on a three-
part strategy in which the model can be made simpler for a given different empirically
supported hypotheses. As a result, in their research, all type I, II, and III profiles are
shown in the experimental testing. Their type III profile used varying empirical dampening
function values to meet various flow conditions due to its complexity. Pu et al. [1] proposed
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a parameterized method using sediment size, mean concentration, Rouse number, and flow
depth, which was effective as shown in the comparisons.

4.1. Wang and Ni

Wang and Ni [31] evaluated the diluted flow in a conduit using measured data. All
of the investigated conditions are shown in Table 3; the quantities examined ranged from
0.00042 < c < 0.0033, and they were severely diluted. The ability of the suggested model to
capture severely diluted flow is tested during this validation study. The sediments studied
were granules and coarse sand with particle diameters ranging from 0.58 mm to 2.29 mm.
The outcomes are displayed in Figure 17a–k. The measurements of Wang and Ni [31] show
that for diluted flow the sediment concentration tends to follow the type I or II profile
where the maximum concentration occurs at the near-bed region.

Table 3. Data by Wang and Ni [31].

Test No. d50 (mm) vs (cm/s) u* (cm/s) c (×10−3)

1 1.80 2.56 3.28 3.30

A2 1.3 2.17 3.35 4.4

A3 1.40 6.90 4.76 3.10

A4 1.10 5.15 4.52 2.40

A5 0.58 4.51 4.79 0.97

A6 0.60 3.79 4.90 0.57

A7 2.29 6.15 4.83 0.44

B3 1.40 6.90 6.11 1.98

B4 1.10 5.15 6.15 2.00

B5 0.58 4.51 6.33 1.94

B6 0.60 3.79 6.23 0.42

The results shown in Figure 17a–k demonstrate that overall, there is a better fit between
the proposed models and other models away from the near-bed regions. The proposed
model corresponds to the experimental data well in the middle and free surface regions.
In cases A1, A2, A6, A7, B3, and B4, the proposed model predicts experimental data bet-
ter than the model proposed by Pu et al. [1] and other models. This is consistent with
the literature [1,4,8] which states that possibility of particle–particle collisions increases
near-bed to produce conditions that are more challenging to represent with mathemati-
cal modelling.

The biggest particles among all the measured data from Wang and Ni [31] were used
in the experimental data presented in Figure 17g. Due to the higher surface area of the
sediment particles, there would be stronger forces coming from the solid–fluid phase
interaction. One can see that the concentration distribution for A7 shown by the proposed
model (Figure 17g) is consistent with the observations. The suggested model exhibits the
promising computation of big particles in observed data when compared to a model such
as those by Zhong et al. [23] that does not account for particle size. In addition, the tests A5
and B5 are the smallest particle diameters, and the proposed model is doing better than
Ni et al. [10] which relies on empirical particle interactions.

147



Fluids 2022, 7, 261

Figure 17. Cont.

148



Fluids 2022, 7, 261

Figure 17. Cont.

149



Fluids 2022, 7, 261

Figure 17. Cont.

150



Fluids 2022, 7, 261

Figure 17. Cont.

151



Fluids 2022, 7, 261

 

Figure 17. Cont.

152



Fluids 2022, 7, 261

Figure 17. (a–k) The modelled results and comparisons against experimental data of Wang and
Ni [31] and models of Wang and Ni [21], Pu et al. [1], Ni et al. [10] and Zhong et al. [23].

4.2. Wang and Qian

Using an experimental recirculating-tilting flume, Wang and Qian [37] investigated
the impact of diluted to dense concentrations in an open channel flow. Their tests included
silt with diameters ranging from 0.15 mm to 0.96 mm and concentrations ranging from
0.0102 to 0.0906. All the conditions tested are shown in Table 4. As a result, their tests have
been used in this comparison with the suggested and other earlier models as the findings
shown in Figure 18a–f. In general, the models’ accuracy declines as the mean concentration
rises across the flow depth. In particular, in the upper-flow zone, the experimental data
are reasonably fit by the suggested model. The lift and drag caused by the fluid-induced
forces as well as the inertia of the sediment particles are the principal forces acting on the
particles in the upper layer. This demonstrates that the proposed model’s incorporation of
the Rouse and size parameters allows it to accurately calculate the solid-fluid interactions
for individual particles.

Table 4. Data by Wang and Qian [37].

Test No. d50 (mm) vs (cm/s) u* (cm/s) c (×10−3)

SF2 0.268 0.197 7.74 10.2

SF5 0.268 0.197 7.16 90.6

SM6 0.266 0.129 7.37 7.54

SM7 0.960 1.590 7.37 75.4

SC5 1.420 2.290 7.37 65.1

SC7 0.266 1.59 7.37 13.72
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Figure 18. (a–f) Modelled results and comparisons against experimental data of Wang and Qian [37].
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The accuracy of the various models, including the suggested model, decreases at the
lower-suspension region, according to an overview of all the results shown in Figure 18.
Compared to type III profiles, type II profiles have higher concentrations and a smaller
turning point near the bed. Rather than suspended load, bedload behaviour governs the
distribution of sediment along the wall boundary. In Wang and Qian’s [37] investigation,
plastic particles were also utilised in the flow, and theoretically, under the influence of
particle–particle interacting forces, it produced less notable movement than the normal
and natural sediment. This means that, in contrast to models by Ni et al. [10] and Zhong
et al. [23], which incorporated empirical functions discovered from the relevant experi-
ments into the modelling, the proposed model, which deals with the forces by coupling
expressions of Rouse and size parameters, is unable to simulate its near-bed concentration
reasonably for experiments SF2, SC5, and SC6 as shown in Figure 18a, Figure 18e, and
Figure 18f respectively. Results of the proposed model are better than those from Pu et al. [1]
for experiments SF5, SM6, and SM7 as shown in Figure 18b, Figure 18c, and Figure 18e.

4.3. Michalik

Michalik [36] researched the sediment profile of hyper-concentrated flows using
experimental data. Sand with a diameter of 0.45 mm and concentrations ranging from
0.15 to 0.54 was employed as the sediment material (all the tested conditions are shown in
Table 5). The linear law found in Equation (20) is used in this study to model Michalik’s tests.
The test findings are displayed in Figure 19a–h, where measurements and the proposed
model results are contrasted.

Table 5. Data by Michalik [36].

Test No. d50 vs (cm/s) u* (cm/s) c (×10−3)

1 0.45 6.15 15.56 150

2 0.45 6.15 15.56 240

3 0.45 6.15 15.56 270

4 0.45 6.15 15.56 310

5 0.45 6.15 15.56 420

6 0.45 6.15 15.56 450

7 0.45 6.15 15.56 480

8 0.45 6.15 15.56 540
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Figure 19. (a–h) The modelled results and comparisons for experimental data of Micahlik [36].

The sediment-concentration distribution from the investigated hyper-concentrated
flows displays a type III characteristic. It is challenging to precisely calculate the con-
centration distribution’s turning point in a hyper-concentrated flow. This is due to the
fact that the boundary between the sediment’s bed and suspended states is not clearly
defined, but rather, the bedload will diffuse into the suspended state through a transitional
zone. Because of this, the suspended load has occasionally been calculated as a portion
of the bedload, which widens the gap between measurements and suspended sediment
modelling. A correct assumption of εa and ca is necessary in order to precisely describe
the transition zone and, consequently, the position of the turning point [29]. Given that
both the variables are constant in this study’s proposed model and are not changing in an
experiment, it is reasonable to draw the conclusion of εa and ca [38].

The suggested model shows a decent fit of the type III profile to the hyper-concentrated
distribution and offers a reasonable match to the experimental data. As demonstrated
in Michalik [36], studies of hyper-concentrated flow demonstrate that as c increases, the
sediment concentration distribution becomes more homogeneous. Power distributions may
not be appropriate to model hyper-concentrated flow as a result. Rather, a linear model is
used here, which has been shown to generate superior accuracy.

The height of the maximum concentration also increases as the mean concentration
rises, possibly as a result of the growing possibility of a bedload layer close to the bed. The
near-bed region becomes increasingly saturated as the mean concentration rises. The exper-
iments in Figure 19 demonstrate that the settling velocity has no effect when c > 0.31 and
that the dominant interaction forces must result from particle–particle reactions. The sug-
gested model accurately depicts the concentration distribution in these highly concentrated
tests of c > 0.31. In particular, for the majority of cases, the suggested model correctly
predicts the height at which the greatest concentration (turning point) occurs.

5. Conclusions

For accurately estimating the diluted and hyper-concentrated distributions over typi-
cal heights within the flow, a parameterized power-linear coupled model with machine
learning has been validated. The machine learning models used were XGboost Classifier,
Linear Regressor (Ridge), Linear Regressor (Bayesian), K Nearest Neighbours, Decision
Tree Regressor and Support Vector Machines (Regressor). The models were implemented
using Google Colab. The models have been applied to investigate the relationship between
every Kundu and Ghoshal [4] parameter with each sediment flow parameter namely, mean
concentration, Rouse number, and size parameter. The distribution of suspended sediment
over the characteristic height inside the flow was inclusively estimated from diluted to
hyper-concentrated. Comparisons with experimental data from Wang and Ni [31] on highly
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diluted flows, Wang and Qian [37] on mixed diluted to dense flows, and Michalik [36] on
hyper-concentrated flows for low and extremely high concentration testing that approxi-
mates type I to III profiles, the proposed power-law and linear-law models are more precise
than Pu et al. [1] in some cases, and in other cases, just as precise as those of Pu et al. [1].
Finally, it is shown that the models produced from machine learning are capable of calcu-
lating the suspended sediment profile accurately under a variety of flow circumstances
(0.268 mm ≤ d50 ≤ 2.29 mm, 0.00105 g

mm3 ≤ particle density ≤ 2.65 g
mm3 , 0.197 mm

s ≤ vs ≤
96 mm

s , 7.16 mm
s ≤ u∗ ≤ 63.3 mm

s , 0.00042 ≤ c ≤ 0.54), including different Rouse numbers
(0.0076 ≤ P ≤ 23.5).
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Notations

b Empirical coe f f icient
c Concentration
c Mean concentration
cb Re f erence concentration
d50 Sediment diameter
D Coe f f icient o f di f f usivity
H Flow depth
P Rouse number, P = vs/(κu∗)
d Empirical coe f f icient
S Size parameter, S = d50/H
z Vertical distance f rom bed
a Empirical coe f f icient
ε Characteristic height, ε = z/H
εb Re f erence characteristic height
κ Von Karman constant
u∗ Shear velocity
ϕ Function o f characteristic height
vs Particle f all velocity
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Abstract: The performance of cable flow-altering bed scour countermeasures was experimentally
evaluated based on the scour reduction, bed morphology, and the effects on the flow field. An
unprotected 40 mm diameter pier was compared to piers protected with spiral cables (2, 4, 6, 8 and
10 mm diameters) wrapped at a 15-degree angle for two-bed sediment sizes with median grain sizes
of 0.86 and 1.83 mm, for a cylinder Reynolds number of 7120. The scour depth was reduced by the
cables by up to 52 percent compared to the unprotected pier case, a reduction that increased with
increasing cable diameter for both sediment beds. Scour depth and sediment deposition varied by
sediment size, where the scour hole was up to 45 percent deeper for the finer sediment bed than
that of the coarser bed. Velocity and turbulence statistics showed that cables attenuated the flow
within the scour hole by diminishing the downflow and horseshoe vortex, whereas in the case of finer
sediment, spatially averaged turbulent kinetic energy and Reynolds shear stresses were respectively
up to 1.4 and 1.8 times higher for the unprotected pier than the protected pier, resulting in scour
depth reduction. The presence of the cable also reduced the vortex shedding frequency in the pier
wake as indicated by a Strouhal number of around 0.175. The results demonstrate the potential of
cable threading as a flow-altering scour countermeasure to reduce bridge pier scour.

Keywords: bridge pier; deposition; horseshoe vortex; sediment; scour; scour countermeasures

1. Introduction

Bridge pier scour remains problematic for the integrity and failure of bridge pier
foundations and abutments, and several methods have been devised to attempt to mitigate
it using a variety of scour countermeasures. As in classic cylinder flows, the flow around
bridge piers creates a downflow that contributes to the formation of a horseshoe vortex at
the bed boundary, the primary governing hydrodynamic mechanism in scour [1–3]. The
downward flow results in a horseshoe vortex that spirals around the base of a bridge pier,
and both mechanisms are generally accepted as responsible for the formation of the scour
hole immediately upstream of the bridge pier due to enhanced shear stresses [1,4–6]. The
sediment eroded in the formation of the scour hole is deposited in an exit dune in the
pier wake. Several experimental investigations have examined the effectiveness of distinct
scour countermeasure devices around bridge piers, including submerged vanes, bed sills,
sacrificial piles, collars, pier slots and threaded cables, which are typically classified as
flow altering or bed armouring measures [2,7–9]. However, studies that have examined
the impact of a threaded cable wrapped around the pier, a form of the flow altering
countermeasure to reduce downflow, show conflicting evidence on the effectiveness of
their use in reducing local scour [10–13], while only one study has offered a physical
understanding of how cables modify the flow field [10].

Under both live bed and clear water conditions, threaded piers have been shown
to reduce scour depth by up to 48.1% for a cable diameter (bc) to pier diameter (b) ratio
(bc/b) of 0.52 under wave conditions and 46.3% for a cable-pier ratio of 0.1 under steady
current conditions, with pier diameter-based Reynolds number (Reb) of 52,400 [10]. A scour
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reduction of up to 15% was observed with octagonal piers for bc/b of 0.15 for Reb = 74,568,
and 75,462 by Farooq and Ghumman [13]. However, notably smaller scour reduction of
8.7% for Reb = 10,480 [11] and 12.85% for Reb = 12,000 [12] were observed in investigations
conducted with smaller physical models than those of Dey et al. [10].

These variations have been attributed to the different physical scales of the studies,
e.g., Reynolds number. Even though the cable diameter to pier diameter ratio (bc/b) and the
number of threads and threading angle were consistent between studies, it was postulated
that the thinner cable used in the smaller flume study [11,12] was unable to dampen the
downflow and weaken the induced horseshoe vortex to the same degree as in the larger
flume study [11]. However, the sediment grain size, and more specifically the scaling of
the pier width (b) to the median grain diameter (b/d50) is well known to be an influential
parameter governing the scour depth [14–16] and this is highly likely to be a reason for
variations among the study findings. The larger scale study which showed greater scour
depth reduction [10], was conducted with a considerably smaller median grain diameter
than in the other two studies, thus having lower submerged weight, settling velocity, and
for the particle Reynolds number examined, a lower Shields’ number and threshold of
motion. In addition, Dey et al. [10] used a pier width considerably greater, and hence
the ratio of the pier width to the median grain diameter (b/d50) was at least an order of
magnitude greater than in the smaller physical model studies.

With the exception of the study by Dey et al. [10], the physical mechanisms by which
these cable wrapping countermeasures alter the flow field have not been investigated, and
there is a general inference that the downflow and horseshoe vortex is reduced by the
presence of the pier-cable. The former study showed that the downflow was reduced by
the presence of a pier-cable which not only resulted in scour depth reduction but also a
change in the scour hole bathymetry. The presence of a cable resulted in the formation
of a flattened base scour hole rather than a deepened groove immediately upstream of
the pier [10,17]. Increasing the cable diameter to pier diameter ratio (bc/b) has also been
shown to consistently reduce the scour depth [10,12]. Furthermore, the use of a smaller
cable threading angle to the horizontal and the employment of multiple cables wrapped
around the pier, can both independently reduce the scour depth (10).

In this paper, clear-water scour experiments were conducted for two-bed particle
sizes, two pier width (b) to the median grain diameter (b/d50), and for a wider range of
cable-pier diameter ratios than in previous studies. The tests were carried out at a cylinder
Reynolds number (Reb) of 7120, a comparable physical scale to previous studies [11,12]
and using similar sediment particle sizes. Furthermore, the development of the bed
morphological features over time was examined, including both the scour hole immediately
upstream of the pier and the exit dune formed in the pier wake. The velocity fields
upstream of the pier and in its wake were also examined to elucidate the cable impact on
downflow, horseshoe vortex, von-Karman vortex shedding, and wake recovery, which
drive the physical mechanisms governing the scour hole formation in the presence of a
cable-wrapped pier and resulting downstream bed morphology.

2. Materials and Methods

2.1. Experimental Set-Up

Experiments were performed in a recirculating open channel flume of dimensions
4.1 m length, 0.6 m width and 0.2 m depth. The bed slope of the flume was set at a gradient
of 1 in 1000. The flow was driven by a steady electric pump with a flow meter directly
connected to the pump’s water output displaying the flow rate. At the upstream end of the
flume, the pump discharges water to the upstream reservoir, which flows along the length
of the flume to the downstream end where a tailgate weir controls the surface water profile
along the flume, before the water enters the downstream reservoir to be recirculated by the
pump. Experiments were conducted using two sediment particle sizes with median grain
diameters (d50) of 1.83 mm and 0.86 mm (Test series A and B, respectively, Table 1), both
corresponding to coarse sand. The grain size was graded uniformly corresponding to a
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geometric standard deviation of the grain size (σg = (d84/d16)0.5) of 1.22 and 1.21, respectively.
A circular bridge pier of 40 mm diameter (b) was located 45 × b (1.8 m) downstream of the
approach section. The center point of the bridge pier was positioned along the centerline
of the flume, at a lateral distance of 300 mm from each sidewall. The flow depth was
maintained at 70 mm and the discharge (Q) was fixed at 7.5 Ls−1 throughout the tests. The
mean approach flow velocity U0 was 0.178 ms−1, and these flow conditions correspond to
clear-water scour conditions and a pier diameter-based Reynolds number Reb of 7120. The
boundary shear stress (τ0 = rgRS) was 0.56 Nm−2, and the corresponding shear velocity
(u∗ = (τ0/r)0.5) was 0.024 ms−1. The particle Reynolds numbers (R∗ = u∗d50/ν) were
43.18 and 20.29 for sediment d50 of 1.83 mm and 0.86 mm with corresponding Shields
numbers (τ0/rg(Ss − 1)d50) of 0.02 and 0.04, respectively. The critical velocities according
to the Hjulström curve were 0.30 and 0.14 ms−1, resulting in flow intensity U0/Uc of
0.4 and 0.58 for sediment d50 of 1.83 mm and 0.86 mm, respectively, which is below the peak
threshold ratio for maximum scour of U0/Uc = 1 [14]. The flow conditions were maintained
below the level of significant suspended transport and significant bed erosion, to avoid
excessive bed scour. Tests were performed for a range of cable diameters (bc) from 2 mm
to 10 mm increasing in intervals of 2 mm. The piers without cables were A1 and B1, and
the piers with cables A2 to A6 and B2 to B6 (Table 1, Figure 1a). A single thread was
wrapped around the pier at 15 degrees to the horizontal which is consistent with previous
studies [10,12].

Figure 1. (a) Model bridge piers with diameter b = 40 mm of varying cable diameter to cable ratio
(left to right): no cable (A1 and B1); 2 mm (A2 and B2); 4 mm (A3 and B3); 6 mm (A4 and B4); 8 mm
(A5 and B5); and 10 mm (A6 and B6). (b) Plan view of the side-looking ADV probe sampling volume
locations around the pier.
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Table 1. Summary of experimental conditions where bc/b is the cable diameter/pier diameter ratio,
where the cylinder diameter b = 40 mm and cable diameters were 2, 4, 6, 8, and 10 mm. Tests were
conducted with flow depth y = 70 mm, discharge Q = 7.5 Ls−1, and pier-based Reynolds number
(Re= u.b/ν) of 7120. The type of test indicates the series for which bed levels and ADV velocity
measurements were collected.

Series
Sediment d50

(mm)
Cable Diameter b

(mm)
bc/b
(-)

Type of Test

A1 1.83 Without cable - Bed levels and ADV
A2 1.83 2 0.05 Bed levels
A3 1.83 4 0.10 Bed levels
A4 1.83 6 0.15 Bed levels
A5 1.83 8 0.20 Bed levels
A6 1.83 10 0.25 Bed levels and ADV
B1 0.86 Without cable - Bed levels and ADV
B2 0.86 2 0.05 Bed levels
B3 0.86 4 0.10 Bed levels
B4 0.86 6 0.15 Bed levels
B5 0.86 8 0.20 Bed levels
B6 0.86 10 0.25 Bed levels and ADV

2.2. Bed Level and Velocity Measurements

At the start of each experiment, the sediment bed was levelled using a board to form a
uniform sediment bed thickness of 60 mm. The bed levels were measured with a Vernier
pointer gauge to an accuracy of ±0.1 mm and the velocity statistics were measured using a
side-ways looking, four-beam Acoustic Doppler Velocimeter (ADV) Nortek Vectrino Plus
with a sampling frequency of 200 Hz. Both instruments were mounted on an instrument
rack which was set perpendicular to the flume’s longitudinal axis.

Figure 1b illustrates the ADV sampling locations in the front and wake of the pier. The
protected pier is shown with the cable area shaded, showing that the sampling locations
remained the same irrespective of whether the cable was present and the cable diameter
size. The ADV sampling volume, located 50 mm i.e., 1.25b from the probe, had a 6 mm
diameter (0.165b) and 7 mm height. Upstream sampling points were located at 0◦, 22.5◦,
45◦, 67.5◦ and 90◦ angles from the pier centerline. The wake sampling locations were
spaced by 10 mm, and ranged from X/b = 0.75 to 18.25.

The first bed scour test for each setup had a total running time of 24 h. These tests were
used to ascertain that at least 95% of the maximum scour depth was obtained within the
first 10 and 12 h of the experiment for sediment d50 of 0.86 mm and 1.83 mm, respectively
(Figure 2). Therefore, the remaining tests were performed over a total running time for
each experiment of at least 12 h. The bed elevation was measured at the start of the test
then every 15 min for the first 2 h, 30 min for the following 2 h, and then at 60 min intervals
for the remainder of the test along the channel centerline and at a lateral distance of 40 mm
offset from the centerline. To allow comparison with the results from former studies [10–12],
percentage scour reduction efficiency is defined as the difference in scour depth at the
deepest bed point between the protected cable-wrapped pier (Dsp) and the unprotected
pier (Ds) divided by the bed level of the unprotected pier: 100·(Ds − Dsp)/Ds.

The sampling volume of the ADV velocimeter was located 50 mm away from the
probe’s center and comprised a cylinder of 7 mm height and 6 mm diameter (Nortek AS,
2013). Measurements were collected at five locations around the front of the pier circumfer-
ence, and at five elevations within the water column corresponding to the sampling volume
centroid being located at 10 mm, 15 mm, 20 mm, 25 mm, and 30 mm from the bed (see
Figure 1b). Velocity measurements were taken after 12 h into the test. A sampling period of
300 s was used, which was sufficient to gain an accurate representation of the time-averaged
velocity and turbulence statistics based on convergence tests. The sound-to-noise ratio
(SNR) and correlation (COR) values were maintained above 20 dB and 70% respectively,
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which was achieved by seeding the water with silicate powder of 10 μm mean diameter
(density of 1.1 g/cm3). These SNR and COR thresholds were used for filtering the velocity
time series, in addition to despiking using the Phase-Space Thresholding (PST) method of
Goring and Nikora [18]. Power spectra analysis used MATLAB R2021a, where peak vortex
shedding frequency was obtained by Fourier transform of wake data points sampled at
the end of the 12-h experiments, at 40 mm (one cylinder diameter) above the initial bed
level. The Fourier analysis was performed with the pwelch (Welch’s power spectral density
estimate) function in MATLAB which enables to sub-divide the signal into smaller time
series and average of the resulting Fourier transform.

Figure 2. (a) Photograph of the scour pattern for the control pier without cable with sediment size
d50 = 0.86 mm. (b) outline of the centerline of the bedforms at 12 h with a protected pier of diameter b
and cable diameter bc illustrated, and dimensions of the scour hole depth (Ds), the wake deposition
dune peak height (hmax) and its longitudinal distance downstream of the pier (Xmax).

3. Results and Discussion

3.1. Time Evolution of Bed Morphology and Scour Depth after 12 h

Figure 2 illustrates the observed bed formations including: the main scour hole
immediately upstream of the pier, a smaller degree of scouring in the pier’s wake, an
exit dune formed immediately downstream of the wake scour hole, and two localized
regions of scouring located downstream of the dune which straddled each side of the dune
(Figure 2a).

Figure 3 shows the temporal evolution of the bed levels along the flume centreline
(a and b) and at 1 pier diameter offset from the centreline (c and d) for the unprotected pier
(test series B1) and bc/b = 0.25 (test series B6), respectively for the small grain size sediment
(d50 = 0.86 mm). Maximum scour depth Ds normalized by cylinder diameter b for both
sediment sizes for series A1 to A5 and B1 to B6 are shown in Figure 4.
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Figure 3. Longitudinal section of the bed development over time from 1 h to 12 h where (a,b) is along
the channel and cylinder centerline (Y = 0) and (c,d) are one-cylinder diameter lateral offset from the
centerline (Y = 40 mm) for the experiment with sediment d50 = 0.86 mm, where B1 is the unprotected
pier and B6 is the protected pier with cable-pier diameter ratio bc/b = 0.25. Flow is from left to right.
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Figure 4. Time evolution of maximum scour for (a) the fine sediment with d50 = 0.86 mm and
(b) coarse sediment with d50 =1.83 mm, where A1 and B1 are the unprotected pier and A2 to A5, and
B1 to B6 are the cable protected piers.

The time evolution of bed levels showed similarities in prominent bed features, which
were present for both the protected and unprotected pier cases, however, the features’ extent
and location varied between the two cases (Figure 3). The scour depth at 12 h depended
on the ratio of d50 and cylinder diameter (d50/b) as the unprotected pier showed Ds = 40.2
and 21.9 mm for the small grain size sediment (d50 = 0.86 mm) and the larger grain size
sediment (d50 = 1.83 mm) respectively (Figure 4). This difference was reflected in the scour
depth and wake depositions for cable-protected piers, whose exit dune maximum height
and peak location downstream of the pier are shown in Figure 5, where the unprotected
pier resulted in higher dune peak (hmax/ho) (Figure 5a) that was located (Xmax/ho) further
form the pier compared to the cable-protected piers (Figure 5b). Similar to the scour hole
being longer, deeper and narrower for the unprotected pier than for the protected pier, the
wake dune was taller, longer and wider than the dune formed for the protected pier and
was located a further distance downstream from the pier, also presented in Figure 3, as
sediment entrained from the upstream and in the near-wake is deposited downstream.

Figure 5. Wake dune height hmax (a) and downstream position xmax, (b) normalized with the approach
flow depth h0 for the B1 to B6 test series with sediment d50 = 0.86 mm.
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For a bed composed of the small grain size sediment (d50 = 0.86 mm), the percentage
scour depth reduction (100 · (Ds − Dsp)/Ds) increased with increasing cable-pier ratio for
all cable-pier diameters examined. While for the coarser sediment bed (d50 = 1.83 mm) the
scour depth reduction increased with increasing cable diameter up to a cable-pier diameter
of 0.1 and remained nearly constant with further increases in cable-diameter ratio. For an
intermediate cable-pier diameter ratio (bc/b = 0.15), the presence of the cable had a similar
impact on scour reduction independent of the bed sediment size (Figure 6). However, as
the cable-pier diameter ratio increases further, the impact of the cable is greater for the finer
bed sediment compared to the larger bed sediment, whereby the scour hole depth is halved
for the highest cable-diameter ratio compared to the condition without cable pier (scour
depth reduction of 52%). This compares to a scour hole depth reduction of around a third
(scour depth reduction of 32%) for the coarser sediment particle size.

Figure 6. Variation in percentage scour depth reduction of the protected pier compared to the
unprotected pier for different cable diameter to pier diameter ratios (bc/b) and for different median
sediment diameters (d50). Data from the current study are compared with previous studies. The
channel width to flow depth ratio (B/h) is given in the legend [10–13].

The upstream scour hole for the unprotected pier was deeper, longer, narrower, and
more localized compared to the protected pier, which was shallower and wider with
the scour depth maintained over a greater lateral distance away from the pier centerline,
as displayed in the centreline and 1 pier diameter offset bed profiles (Figure 3), 12-h
scour depth (Figure 4) and in final bathymetry contours at 12 h for test series B1 and
B6 (Figure 7). For the protected pier, negligible scouring was present along the channel
centerline immediately downstream of the pier (≤50 mm), whilst scouring occurred along
the shear layer region separating the pier wake and freestream region (Figure 3). This
contrasts with the unprotected pier where a scour hole formed in the recirculation zone
immediately downstream of the pier. The development of the exit dune properties for
d50 = 0.86 mm, B1 through B6 test series is shown in Figures 3 and 5, where for the
unprotected pier, the downstream exit dune was approximately twice the height (Figure 5a),
length and width of that from the protected pier and was formed further downstream from
the pier than in the protected pier case (Figure 3).
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Figure 7. Local scour and deposition patterns for the (a) pier without cable and (b) cable-wrapped pier
for the fine sediment (d50 = 0.86 mm) at 12 h. Bed levels are shown as contour levels in millimetres,
where the initial bed level is zero, negative values indicate scour, and positive values indicate
deposition. The flow direction is from left to right.

For the unprotected pier, the scour hole moved further downstream with time and
closer to the pier’s upstream face. Similarly, the exit dune formed in the pier wake moved
progressively downstream with time (Figures 3 and 5). At around five hours, the height of
the dune peak above the initial bed nearly reached its final height and downstream location
and this bed feature induced the formation of two shallower to scour holes on either side
of the dune (Figure 3b) which persisted throughout the remainder of the test (Figure 7b).
The wake scour holes are deeper and located closer to the dune for the unprotected
pier (Figure 7a) compared to the protected pier (Figure 7b); while for the protected pier,
more prominent additional secondary scour holes are present downstream of the dune
(Figures 3c and 7b).

3.2. Effect of Cable Wrapping on the Flow Field

The presence of the cable reduced the downflow on the upstream face of the pier, and
this decrease was more pronounced at the sampling points closest to the bed, shown in
Figure 8 for d50 = 0.86 mm, B1 unprotected and B6 protected piers. Indeed, the downflow
is reduced on the upstream face of the pier, with the effective downflow vertical velocity
being reduced in the presence of the wrapped cable. Furthermore, the turbulent kinetic
energy (k= 0.5(u′2+ v′2+ w′2)) and the turbulent shear stress ((u′w′2+u′v′2)1/2) magnitudes
were both reduced at the upstream face and over the pier’s circumference (Figure 8c,d)
and (e,f), respectively). Offset from the centerline from the point at 0◦ angle to that at 90◦
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angle, (see Figure 1b), the variation in both turbulence quantities over the lower half of the
water column is much diminished and uniform for the condition with cable. The spatially
averaged downflow velocity component for upstream locations above the scour hole after
12 h for the protected pier was 70% of the magnitude for the unprotected pier for the fine
sediment tests (d50 = 0.86 mm).

Figure 8. Time-averaged (a,b) vertical velocity, (c,d) turbulent kinetic energy, and (e,f) modulus of
vertical and horizontal Reynolds stress components at points 1 (0◦), 2 (22.5◦), 3 (45◦), 4 (67.5◦) and
5 (90◦) around the pier (see Figure 1b) and through the water column (z is measured from the bed)
for the fine sediment (d50 = 0.86 mm) for the unprotected pier (B1) (left) and the protected pier with a
10 mm diameter wrapped cable (B6) (right).

In the pier wake, flow reversal in the recirculation zone downstream of the pier was
present over a longer spatial extent for the unprotected configuration than the protected
one, as negative streamwise velocities were higher for the unprotected pier for both bed
sediments, as shown in Figure 9a versus (c) and (b) versus (d) for sediment test series
A1 compared to A6 and B1 versus B6, respectively. The wake flow patterns also varied
depending on sediment grain size due to the different final bed morphologies. As such,
the deeper scour holes formed in the smaller grain sediment size (B1 and B6) increased the
available cross-sectional area in front of the pier, resulting in less flow blockage and lower
values of mean longitudinal (u) velocities than for the larger sediment (A1 and A6). The
distribution of the vertical velocity component (w) in the pier wake (Figure 9e–h) showed
larger values for coarser sediment (A cases) than the finer sediment (B cases) due to the
variation of flow blockage effect of the various scour depths and hole geometries (see
Figure 3).
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Figure 9. Profiles of the longitudinal u (a–d) and vertical w (e–h) velocity components along various
longitudinal X/b distances in the pier wake for both sediment d50 = 1.83 mm (A1 and A6) (left) and
d50 = 0.86 mm (B1 and B6) (right) for the unprotected pier (A1 and B1) and the protected pier with
bc/b = 0.25 (A6 and B6).

Strouhal numbers (St = f·b/U0, where f is the vortex shedding frequency) obtained
from the time-series of three velocity components in the pier’s wake at an elevation of one
pier diameter above the bed are shown in Figure 10. The nominal pier diameter b = 40 mm
was used to calculate St for the unprotected pier (A1 and B1), while an effective diameter
of 45 mm was used for the cable-protected piers with 10 mm diameter cable in tests A6 and
B6, to account for the presence of the cable around the pier. For the unprotected cases with
coarse sediment, St was around 0.2 which coincides with that observed for unbounded
cylinder flows. For the protected piers A6 and B6, St was nearly constant at around 0.175,
which indicates a reduction in the shedding frequency of the wake vortices associated with
the cable presence. The velocity components with the peak vortex shedding frequency in
the power spectral density varied between cases, with more prominent vertical component
w in the unprotected pier cases A1 and B1, while peak frequencies alternated between u, v,
and w components for the protected pier cases A6 and B6.

The exit dune’s peak height and its location from the pier (Figure 5) corresponded to
the longer recirculation zone before the dune, generated by the unprotected pier for the fine
sediment with d50 = 0.86 mm, and thus the von-Kármán vortices likely remain coherent
over a longer downstream distance for the unprotected pier than for the protected pier.
The cable interrupts the flow path of the upstream downflow and breaks up its energy,
which diminishes the horseshoe vortex and its scouring potential, leading to reduced scour
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upstream. The reduced scour depth also results in a diminished exit dune in the pier wake,
as the flow paths rejoin the free steam flow in the pier wake.

Figure 10. Peak vortex shedding frequencies f for points in the wake, located at one cylinder diameter,
40 mm, above the initial bed with increasing downstream distance (X/b) of the protected (A1 and B1)
and unprotected piers (A6 and B6) for both d50 = 0.86 mm (B) and 1.83 mm (A) sediment sizes.

The current study corroborated the scour reductions due to cable countermeasures, in
addition to evaluating the hydrodynamic impact of the cables on the scour processes. As
previous studies have shown, cables utilized in combination with other flow-altering or
bed-armoring countermeasures are highly efficient at reducing scour depth [12,13].

Much of the upstream scour hole depth was formed within the first five hours of
flow action (Figures 3 and 4), which is typical for clear-water scour conditions [14]. The
downstream dune progression was also similar to observations by Oliveto and Hager [19].
The scour reduction in terms of the scour efficiency 100 · (Ds − Dsp)/Ds, demonstrated
an overall increase with increasing bc/b, although with varying extents with over 30%
differences in scour reduction for bc/b ≤ 0.1 (Figure 6). b/d50 ratios were 46.5 and 21.85 in
the current study for the finer and coarser sediments, respectively; while it was 769.23 [10];
55.55 [12]; 63.15, 52.63 [11]; 70.4, 51.02, 102.04 and 140.84 [13] in previous studies shown in
Figure 6. Therefore, differences in scour efficiencies are most likely due to differences in
sediment grain size, particularly for the finer sediment used and the significantly greater
pier to sediment grain ratio used in the study by Dey et al. [10] (Figure 6). Further differences
in scour reduction might be attributed to the flow intensity being below the peak threshold
condition of U0/Uc = 1 [14].

Scour depth reductions resulting from the presence of the cable occurred due to the
reduced effective downflow vertical velocity, turbulent kinetic energy and turbulent shear
stress upstream of the pier. In addition, the reduced Strouhal number in the protected
pier case suggests that the combined cable and pier diameter governed the wake vortex
shedding and the wake bed formations.

Evaluating instantaneous flow fields, particularly the horseshoe vortex would further
elucidate the impact of cables on the flow field and scour reduction, and evaluating the
feasibility of the cable wrapping method, particularly the pier-cable diameter ratio at
various scales, would further refine this scour countermeasure method.

4. Conclusions

Experiments were conducted to evaluate the effects of cable countermeasures on
scour depth, flow field, vortex shedding frequency and bathymetry over time for two
sediment sizes. Increasing the cable-pier diameter ratio resulted in a reduction in the scour
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depth, with reductions of 32% and 52% for the coarse and fine sediment sizes, respectively.
Scour reduction reached a threshold at the cable-to-pier diameter ratio of 0.1 for the coarse
sediment, while it continually increased up to a ratio of 0.25 for the fine sediment, indicating
that benefits of scour reduction from increased cable-to-pier diameter ratio improve for
finer sediments. The cables reduced scour depth upstream of the pier and in its wake
over time, as well as reducing the downflow scour action in the sediment bed around
the pier. In the wake, the exit dune’s peak height increased with time and its maximum
height was reached by 12 h of runtime. The exit dune had a smaller magnitude and was
considerably closer to the downstream face of the pier for the protected pier than for the
unprotected case. The vertical velocities, turbulent kinetic energy and Reynolds stress
around and downstream of the pier reduced in magnitude for larger wrapping cables,
indicating that the cables dampen the downflow and horseshoe vortex strength that govern
pier scour formation, resulting in smaller changes in bed scour. The effect of the cable was
also observed to reduce the vortex shedding frequency in the pier wake, where the Strouhal
number decreased from 0.2 in the classic cylinder case to 0.175, indicating a reduction in
wake vortices. Research into the instantaneous flow field is ongoing to further investigate
the turbulent wake structure and the generated bed morphology.
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Abstract: Scour is one of the main causes of hydraulic structural failures. The present experimental
study examines the use of riprap, submerged vanes, and a combination of these for scour reduc-
tion around vertical walls and spill-through abutments under clear-water conditions. Specifically,
the influence of placing riprap stones with different apron shapes (geometry) and/or a group of
submerged vanes of constant height and length on abutment scour was examined. The main aim
is to propose the optimum apron geometry and placement of submerged vanes to (1) reduce edge
failure at vertical walls and spill-through abutments; and (2) prevent shear failure at the spill-through
abutment (no shear failure is observed around the vertical wall abutment). The results show that
using ripraps for scour protection is more effective than submerged vanes. However, the highest
reduction in scour depth was achieved when a combination of riprap and submerged vanes was used
together. This arrangement can reduce the maximum clear-water scour depth by up to 54% and 39%
with vertical walls and spill-through abutments, respectively. Furthermore, selecting appropriate
apron scale ratios reduces the required riprap volume by up to 46% and 31% for the vertical wall
and spill-through abutment, respectively. In addition, the installation of vanes increased the riprap
stability and reduced edge failure in both abutments tested. Finally, using riprap aprons with proper
scales ratios at the downstream side of the spill-through abutment also prevents shear failure in
this zone.

Keywords: scour countermeasure; vertical wall abutment; spill-through abutment; riprap; submerged
vanes

1. Introduction

Local scour around bridge foundations has caused bridge failure, leading to financial,
time and even human losses worldwide [1–4]. To reduce such occurrences, researchers
worldwide have investigated bridge scour using various approaches. To understand the
mechanism of bridge scour, it is essential to study the flow pattern around the bridge
foundation, and the related scour mechanism, which is highly complex. The main factors
influencing the abutment scour mechanism are downflow, primary vortex and wake
vortices [5,6]. After the flow hits abutment face, a downward flow or downflow develops
because of the formation of a pressure gradient. The downflow first excavates a groove
around the abutment wall, which in turn expands to form a helical flow (primary vortex)
that can effectively entrain and transport sediment particles around the abutment. The
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flow separation at the outer edge of the abutment creates wake vortices that can lift the bed
material like a cyclone in this zone to be transported downstream [7].

Several recent studies [8–12] have investigated different types of scour countermea-
sures to reduce local scour around bridge foundations. Local scour countermeasures can
generally be divided into two categories [13], namely (a) armoring, and (b) flow-altering
countermeasures. The former includes installing heavy elements such as riprap stones,
gabions, cable-tied blocks, reno-mattresses, grout bags, etc. Flow-altering countermeasures,
however, include the installation of submerged vanes, collars, sacrificial piles, spur dikes,
and slots [14–17].

Many researchers [18–23] have studied riprap protection at bridge foundations. It
is considered an environmentally friendly protection technique because it provides suit-
able conditions for aquatic organisms to thrive [24]. The permeable media through the
particles allows native vegetation to take root and allows the survival of other organisms,
helping to restore the stream’s natural conditions. Many rock structures providing possible
stream restoration with environmental benefits have been proposed and investigated by
researchers such as Bhuiyan et al. [25] and Pagliara et al. [26]. From a scouring perspective,
riprap stones should be designed to withstand the local shear stresses that form at the
abutment. According to Chiew [9–27]; and Melville et al. [20], riprap layer failures around
bridge foundations include shear, winnowing, edge and bed-form undermining failures.
Shear failure, which occurs when turbulent flow erodes and moves riprap stones around
bridge foundations, can be mitigated by using an appropriate riprap size. Winnowing fail-
ure is a consequence of the removal of finer materials (uplifting parent materials) through
the riprap stones. Its occurrence can be prevented by using synthetic or granular filters.
Edge failure occurs when a depression at the border of the sediments and riprap stones
propagates and causes riprap stones to slide and fall into the hole. This can be reduced by
providing a suitably designed apron. Bed-form undermining is the result of passing bed
features (dunes and anti-dunes) around bridge foundations. This failure will bury riprap
stones within sediments and can be prevented by placing the riprap below the level of the
dune trough [18].

Flow-altering countermeasures exist in the form of in-stream structures, such as W-
weirs, U-weirs, J-hook vanes and submerged vanes, the latter of which is not expensive to
build [28]. The appropriate design of these structures prevents bank erosion, local scour,
and channel degradation and improves grade control [8,18].

In addition to the above-mentioned structures, submerged vanes also have a broad
range of applications for the reason that they can modify the local flow field, diverting the
incoming flow from directly impinging on bridge piers or abutments and protecting river bend
scour. Baltazar et al. [29] used submerged vanes to change flow pattern in a lateral diversion
under live bed conditions. The authors reported that the amount of sediment entering
to diversion reduced up to 26% when vanes were in place. Vanes prohibit the diversion
vortex induced in the main channel by creating tip vortices and modifying velocity flied.
Bahrami Yarahmadi et al. [30] used triangular vanes in a 900-flume bend. They concluded that
triangular vane reduced bed shear stress near the outer bank, and at the position of 0.8 times
of vane length in the downstream, vanes have the best performance in producing secondary
flow. Bahrami Yarahmadi and Shafai Bejestan [31] applied triangular vanes in a flume
bend. They reported that a single vane reduces average velocity near the outer bank and
increases the number of vanes, resulting in the thalweg being pushed from the outer bank
towards the channel midway. They reported that the best vanes performance was achieved
when the lateral spacing is five times the vanes’ length. With regard to bridge foundation,
submerged vanes change the magnitude and direction of shear stress upstream of the
pier or abutment. One of the first studies on the use of submerged vanes as a pier-scour
countermeasure was carried out by Odgaard and Wang [32] and claimed that submerged
vanes push the sediment bed toward pier. Later, Lauchlan [33] used vanes to reduce scour
around bridge pier and stated that applying vanes resulted in a 34% scour depth reduction.
Ghorbani and Kells [14] used vanes as pier scour countermeasures. Ghorbani and Kells [14]
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concluded that for vanes height other than zero (vanes height measured from sand bed),
scour depth increases and maximum scour depth (87%) was achieved when two vanes
with the angle of 18.50 were attached to the pier. By using vanes, Johnson et al. [15] used
vanes as an abutment scour countermeasure. They reported that vanes reduce velocities
and shear stress in the vicinity of foundation and if abutment is within the area affected by
vanes, the scour depth will be decreased greatly. They stated that maximum flow control
will be achieved when the angle of attack is between 25 and 300, and two structures instead
of one improve vanes’ performance which resulted in a 96% scour depth reduction around
the bridge abutment. Shafai Bejestan et al. [34] used vanes to reduce local scour around
a vertical wall abutment. They concluded that vanes reduce velocity and shear stress at
the abutment nose and push this area toward the middle channel. The authors utilized
different vanes angles and positions and stated that the best performance was achieved
when vanes are attached to an abutment at an angle of 400.

In an attempt to overcome the shortages of each method and enhance scour counter-
measure techniques, many researchers have applied a combination of different methods
to reduce scour depth significantly. Zarrati et al. [35] experimented with the combination
of riprap and collar to mitigate local scour around pier groups. They observed that incor-
porating tow methods resulted in 50% and 60% scour reduction in front and rear piers,
respectively; however, using collar independently reduced scour depth by 25% and 30% for
front and rear piers. Garg et al. [36] employed sleeve, collar and submerged vanes to protect
a bridge pier against local scour. They reported that the combination of these techniques
is more effective than using them individually, so that incorporating vanes with collar
and vanes with sleeves reduces scour depth by 86% and 70%, respectively, in comparison
with applying vanes, collar and sleeves which resulted in 57%, 78% and 39%. In another
laboratory experiment conducted by Biswas and Barbhuiya [37], riprap and submerged
vanes were used to mitigate river bend scour. They observed that, in a permanent river,
it is not possible to mitigate scour, either with riprap or submerged vanes individually;
however, bend protection can be attained if a combination of two techniques is applied.
Zolghadr et al. [38] performed a laboratory examination to evaluate the effect of riprap
and Six Pillar Concrete (SPC) elements separately and in combination on scour around a
bridge abutment in different Froude Numbers under clear water conditions. They stated
that average scour reductions using SPC elements and riprap alone were 83% and 30%, re-
spectively; however, the highest reduction was achieved when both scour countermeasures
were applied, which was 91%. In addition, they reported that the combination of the two
techniques removed edge failure thoroughly.

Many researchers have independently used riprap and submerged vanes to reduce
scour at bridge foundations. However, to the best of the authors’ knowledge, incorporating
these two methods has not been investigated at the vertical wall and spill-though abutments.
Incorporating both riprap and vanes together may provide a more effective abutment-scour
countermeasure because combining them can overcome the weakness of using each method
individually. Some potential advantages include riprap stability enhancement and edge
failure protection.

Moreover, very few studies have investigated the volume of riprap needed, although it
is an important consideration for engineers to determine the cost-effectiveness of an apron
design. An appropriate riprap configuration leads to a reduction in riprap volume and
cost [39]. Consequently, the present study aims to examine not only the depth of scouring
but also riprap failure and volume. In summary, the main objective of this research is
to explore the effect of riprap and submerged vanes (singly or in combination) on scour
reduction around vertical walls and spill-through abutments in clear-water conditions.
The effect of the different geometry of riprap was evaluated on scour depth, edge failure
and volume of riprap. Furthermore, shear failure that occurs at spill-through abutment is
discussed as well.
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2. Materials and Methods

The present experiments were conducted in a hydraulic laboratory the of water engi-
neering department at Shiraz University, Iran. Tests were performed in a flume with 16 m
length, 1.2 m width and 0.4 m depth. The abutment model was placed in a recess that was
2.5 m long, 1.2 m wide, and 0.2 m deep, filled with uniformly distributed sediment. The
characteristics of the sediment used in this study were: median grain size, d50 = 0.78 mm

for which 50% by weight is finer [40]; geometric standard deviation, σg =
√

d84.1
d15.9

= 1.28
which satisfies uniformity of sediment [41], in which 84.1% and 15.9% of the particles are
finer by weight, and specific gravity = 2.63. Based on Raudkivi [42], median grain size
was selected to prevent ripple forming (d50 > 0.7 mm) and the effect of sediment size on
scour depth was omitted from consideration in this study since L

d50
> 50 [1], where L is

the abutment length. A rock-filled box was installed at the flume entrance to eliminate the
effect of large circulations induced at the flume entrance. The distance between the flume
entrance and the sediment recess (test section) was 8.5 m to ensure the formation of a fully
developed flow. Two concrete false floors were placed at the upstream and downstream
ends of the sediment recess to prevent the leaching of particles, and a layer of the same
sediment was glued on the concrete false floors so that a uniform bed roughness existed
along the flume. A circulatory flume system was used to introduce the necessary flow
for the tests. Three pumps (each with a capacity of 120 L/s) were used to circulate water
from a large underground reservoir to the head tank to ensure a constant head. The flow
discharge was adjusted using a butterfly valve, and the resulting flow rate was measured
with an electronic flow meter installed along the pipe. The flow depth was regulated by
using a hand-operated tailgate located at the downstream end of the flume. The scheme of
the flume and related facilities are shown in Figure 1.

 
Figure 1. The scheme of test section, instrument and plan view of sediment recess.

Figure 2 shows the two types of abutment examined in this study: (1) vertical wall with
three different dimensions; and (2) spill-through abutment. The length of the vertical wall
abutments (L) used in the study were 15, 25 and 35 cm with a width of 10 cm. The length of
the spill-through abutment (L) was 35 cm; its top width = 10 cm, top length (L′) = 20 cm
and side slope = 1:1 (H : V).
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Figure 2. Schematic illustration of the abutments: (a) Vertical wall; (b) Spill-through.

Riprap stones in the form of fine gravel with median grain size DR50 = 7 mm were
used in this study. The riprap stones were selected based on the study of Chiew [9]. Similar
scale ratios of riprap stones also were used by Cardoso et al. [21] for abutment countermea-
sures (DR50 = 7 mm and d50 = 0.96 mm ) and Zarrati et al. [35] for pier countermeasure
(DR50 = 5 mm and d50 = 0.95 mm) in their studies. The scale ratios of the apron (aR, bR
and t, see Figure 3 for the definition of these scale ratios), which are selected according to
Melville and Coleman [1] and Cardoso et al.’s [21] recommendations, are shown in Table 1.

Figure 3. Scale ratios of the riprap apron and position of the maximum scour depth at the (a)
spill-through abutment; (b) vertical-wall abutment.

Table 1. Characteristics of riprap stones.

Type of
Abutment

L (cm)

Riprap

aR(cm)
=min{L,2y}

bR(cm)
=3DR50

t(cm)
=3DR50

wR(cm)

Formula Value

Vertical wall
15 15 2 2 wR = 0.75y

(
L+

)0.55 11

25 25 2 2 wR = 0.5y
[
2K

(
L+

)0.5
]1.35 26

35 30 2 2 wR = 0.5y
[
2K

(
L+

)0.5
]1.35 33

Spill-through 35 20 2 2 wR = 2y 28

Note: K is the abutment shape factor = 1 for vertical wall abutment. L+ = L
y in which y is flow depth. wR is

the apron width. aR and bR, respectively, are the upstream and downstream lengths of the apron; and t is the
apron thickness.

180



Fluids 2023, 8, 41

The apron width (wR) in the spill-through abutment was selected according to Richard-
son and Davis’s [43] recommendation. For vertical wall abutments with 25 and 35 cm
lengths, Melville et al.’s [20] relation was applied; for the length of 15 cm, the Cardoso
et al. formula [21] was used (Table 1). A granular filter with median particle size = 1.8 mm
and the same scale ratios of the riprap layer was used to prevent winnowing failure. The
filter was selected according to Terzaghi’s criteria. To install the filter and riprap layers,
the volume of the bed material that was the same as that of the apron was first carefully
removed, before it was backfilled with the filter and riprap stones to the same level as the
initial bed.

The location of the maximum scour depth was also recorded, as shown in Figure 3,
in which X and Y are the coordinates of the maximum scour depth locations, respectively.
The scale ratios were measured from the abutment toe; these locations are similar to that
presented in Cardoso et al. [21].

The parameters that are involved in defining the geometrical layout of submerged
vanes are shown in Table 2. The values were selected based on the findings of Johnson et al. [15]
and Fathi and Zomorodian [44]. The geometrical layout of the vanes is shown in Figure 4.

Table 2. Parameters of geometrical layout of vanes.

Parameter
Value

LV15 LV25, LV35, LS35

Length of vanes (LS ) 4HS = 22.5 cm 22.5 cm
Height of vanes (HS ) 0.4y = 5.6 cm 5.6 cm

Angle of vanes relative to flow direction (α) 30◦ 30◦
Distance of vanes from the abutment (P) B

3.2
B

3.2
Number of vanes in a row (M) 1 2
Number of rows of vane (N) 1 1

Position of first vane relative to the edge of the abutment (dV)
L
3

L
3

Lateral spacing of the vanes (e) 2HS < e = 12 cm < 3HS 2HS < e = 12 cm < 3HS

Note: B is channel width, and y is flow depth. The subscripts V and S represent vertical wall and spill-through,
respectively, and 15, 25 and 35 are the abutment lengths in cm.

Figure 4. Plan view of channel and arrangement of vanes.

Laboratory Experiments

In Table 2, the angle of attack (α), number of vanes in a row (M), length (LS) and the
height of the vanes (HS), and the distance of the vane from the abutment (P) are found to
have the most dominant effect on the performance of vanes. This is inasmuch as vanes
produce horizontal circulations that modify the flow pattern. In submerged vanes, the
vortex sheet separation occurs at their top edges, creating a vortex that affects the vertical
pressure distribution and, hence, a lift force. The strength of the horizontal circulations
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depends on the lift force. If the angle of attack is high, for example, the vortex formed
and the lift force induced will correspondingly be high [8,45]. Moreover, Odgaard and
Wang [8] stated that a vane affects a distance approximately twice its height in the transverse
direction. Thus, increasing the number of vanes in a row (M) produces more circulations
and a large lateral extent, thereby effecting a superior outcome.

The strength of the vortex circulations induced by vanes decays as they move down-
stream for the reason of viscous diffusions and bed resistance [8]. Van Zwol [45] reported
that the circulations persist within a distance that is twice the vane’s length. Accordingly,
vanes should be installed at an appropriate distance from the abutment (P) to reduce flow
velocity within the area between the vanes and the abutment.

The maximum scour depth occurs at the threshold condition for bed sediment en-
trainment, ( V

Vc
= 1) where V = mean approach velocity and Vc = critical velocity [46].

Accordingly, all laboratory experiments were conducted near the threshold condition in
this study. The critical velocity was computed using the customary mean velocity logarith-
mic law [9] for a rough bed with the roughness height = 2d50 as follows:

Vc

u∗c
= 5.75log

y
2d50

+ 6 (1)

Re =
V y

ν
→ Re =

0.33 × 0.14
10−6 = 46200 (2)

In the hydraulic rough turbulent area, the Reynolds Number was 46,200 which con-
firms using customary mean velocity logarithmic law. In Equation (1), the critical shear
velocity, u∗c, was calculated from Shield’s Diagram. Consequently, the critical shear and
mean velocities were determined to be 0.0192 m/s and 0.33 m/s, respectively. The value
of flow discharge, flow depth and mean velocity were calculated as 0.045 m3/s, 0.14 m and
0.27 m/s, respectively.

To determine the test duration needed in the study, a preliminary test that lasted 24 h
was first performed, and the temporal evolution of the scour at the location of the eventual
maximum scour was plotted. After 6 h, it was found that the rate of change of the scour
depth was not significant. In other words, after 6 h, 90 percent of the 24 h scour depth had
occurred [47]. Consequently, the test period used in this study is 6 h. In general, reaching
equilibrium scour depth is really time-consuming [48]. Long-duration experiments are
needed to develop a true equilibrium scour depth [49]. A 96 h duration was reported by
Kothyari et al. [50], stating that such a period is required to develop a near-equilibrium
scour hole at bridge piers under clear-water conditions [51]. However, since the current
study aims to compare how different arrangements of the countermeasures affect abutment
scour reduction, the duration used in the study was shortened. Similar studies with shorter
experiments dealing with scouring can be found in the literature with 4 h duration or
less [16,52].

After the completion of each experiment, the bed topography around the abutments
was measured in a 2 cm × 2 cm grid using a laser displacement meter with 1 mm accuracy.
The displacement meter, which was capable of moving in both streamwise and lateral
directions, was placed on a platform.

Four types of experiments were conducted: (I) abutments without protection (baseline
experiments); (II) abutments with riprap apron; (III) abutments with submerged vane; and
(IV) abutments with the combination of riprap and submerged vanes. To evaluate the
effect of the scour countermeasures, the maximum scour depths measured in the main tests
(Types II, III and IV) are compared with that in the baseline test (Type I). Figure 5 shows the
location of the maximum scour depth in the baseline experiments for both abutment types.
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Figure 5. Location of the maximum scour depth at vertical wall and spill-through abutments. (a) LV15;
(b) LV25; (c) LV35; (d) LS35 (Flow from right to left).

In the experiments, two riprap failure modes were observed: edge and shear failure.
The former appeared in both abutment shapes; however, it was minor with the vertical wall
abutments. Hence, the discussion of edge failure is devoted to spill-through abutments. The
latter was witnessed only at the downstream side of the spill-through abutment. To prevent
shear failure at the spill-though abutment, larger stones were needed. Consequently, a
riprap layer (R15) with a diameter = 15 mm, width = 15 cm and the same thickness of DR50
was installed at the downstream side of the spill-through abutment to prevent shear failure.

3. Results and Discussion

3.1. Application of Submerged Vanes and Riprap Individually

In essence, vanes act as a kind of flow-altering countermeasure tool, whereas riprap
stones create an armor layer to shelter the finer underlying parent materials from erosion
(armoring countermeasure). Tests T2 and T3 (Table 3) show the effectiveness of using
submerged vanes and riprap placement independently on scour reductions, respectively, as
an illustration. As shown in Table 3, the use of a riprap layer (T3) on scour reduction is more
effective than that of submerged vanes (T2), for two reasons. First, in the case of submerged
vanes installations, due to the presence of the scour hole around abutments, the edge of the
scour hole produces flow separation to create a curved flow that triggers the formation of
the primary vortex, which is one of the dominant factors in scour mechanisms. Second,
using ripraps increases the distance between the unprotected materials and the abutment
such that the highest turbulence intensity no longer affects the scouring process as long as
the location with this intensity is now covered with larger rocks [53,54]. As a result, the
reduced flow circulations and disturbances farther away from the abutment are already
subsumed into the main flow before encroaching onto the bed material. Thus, using riprap
resulted in shallower scour depths compared to using submerged vanes alone. In addition,
observations in Test T3 showed that the riprap layer displaced the maximum scour depth
from the abutment toe to the middle of the channel. However, in the submerged vane Test,
T2, the maximum scour depth location remained in the vicinity of the abutment toe. In
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this case, riprap layers not only reduced the scour more effectively, but also pushed the
maximum scour depth location away from the abutment. Relocating the scour hole farther
away from the abutment is a key factor in preventing bridge failure [20] (see Figure 6a,b).

Table 3. Summary of results.

Tests
Number

Abutment
Type

Scour Coun-
termeasures

X
(cm)

Y
(cm)

Q
(cm)

dS(cm) ds/L
Scour Reduction

Compared to Baseline
Tests (%)

T1 LV25 _ _ _ 0.045 15.2 0.608 _
T2 LV25 S _ _ 0.045 10 0.4 34.21
T3 LV25 R 65 24 0.045 9.4 0.376 38.75
T4 LV25 SR 50 30 0.045 8.9 0.356 41.45
T5 LS35 − _ _ 0.045 11.8 0.337 _
T6 LS35 S _ _ 0.045 8.2 0.234 30.5
T7 LS35 SR 95 26 0.045 7.5 0.214 36.44
T8 LS35 R15, R 80 22 0.045 7.8 0.223 33.89
T9 LS35 S, R15, R 98 29 0.045 7.2 0.206 38.98
T10 LV35 − _ _ 0.045 17.8 0.508 _
T11 LV35 S _ _ 0.045 16.1 0.460 9.55
T12 LV35 R 60 40 0.045 13.2 0.377 25.84
T13 LV35 SR 62 35 0.045 12.1 0.346 32.02
T14 LV15 − _ _ 0.045 10.1 0.673 _
T15 LV15 S _ _ 0.045 8.7 0.580 13.86
T16 LV15 R 36 24 0.045 8.3 0.553 17.82
T17 LV15 SR 22 21 0.045 5.5 0.360 54.45

Note: S, R, R15 and S, R represent submerged vanes, riprap with a median diameter of 7 mm, and riprap with a
diameter of 15 mm, a combination of submerged vane and riprap stones, respectively. Scour countermeasures refer
to the device used to reduce scour. The subscripts V and S represent vertical wall and spill-through abutments,
respectively, and 15, 25 and 35 are abutment lengths in cm.

 

Figure 6. Maximum scour depth location and erosion of riprap stones around LV25 in case of
submerged vane and riprap. (a) T2; (b) T3; (c) T3; (d) T4 (flow from right to left).
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3.2. Combination of Submerged Vanes and Riprap

Although using submerged vanes and riprap stones as abutment scour countermea-
sures provides positive results, causing definitive scour depth reductions, if they are used
together, one could surmise that their combined effects will be even more significant.
Consequently, this study examines whether using these methods together can lead to an
improved scour countermeasure method, and if so, by how much? Table 3 (T4) shows
the experimental results obtained by using a combination of submerged vanes and riprap,
clearly revealing that fewer riprap stones are displaced compared to T3 (see Figure 6c,d).
This is due to the reduction of the local shear stresses and turbulence around the abutment
for the presence of the submerged vanes [15,34]. In summary, the experimental data show
that using both these methods together can reduce the maximum scour depth by 41% more
than that using individual methods separately (compare T4 to T3 and T2 in Table 3).

For the other abutments (LV35, LV15 and LS35), similar results to that of the LV25
abutment types were obtained when submerged vanes and riprap were used together,
although with different percentages of scour reduction. The reason probably is due to the
differences in the length and shape of the abutments. In summary, although the effect of
riprap on scour reduction is superior to that of submerged vanes, the latter can enhance
riprap stability due to their ability to modify the local flow field. The present data show
that the highest reduction in scour depth for all the abutments tested occurs when these
two methods are used together (Table 3, Tests T4, T9, T13 and T17).

3.3. Geometry and Scale Ratios of Riprap Apron

Without the armoring layer, maximum scour depth happens at the downstream end
of the spill-through abutment (Figure 7a) and with the presence of the apron layer, the
edge failure occurs at this zone. To reduce edge failure, apron geometry plays an important
role [13]. Since Richardson and Davis [43] have provided a well-known and widely used
formula to determine (wR), a test was performed based on their design (Test T18 in Table 4).
Test T18 is the baseline test to examine the effectiveness of other riprap scale ratios. Despite
their recommendation, Cardoso et al. [21] reported that designs using the method proposed
by Richardson and Davis [43] are overly conservative. In order to design an apron to achieve
optimum cost-effectiveness, its width and thickness are decreased, according to Table 4. The
results of four additional tests based on different scale ratios and apron geometry at the
spill-through abutment are shown in Table 4. Furthermore, the riprap volume reduction
percentages of all of the tests as compared to the baseline test also are shown.

Tests T19 to T22, with different apron widths and thicknesses, were conducted to obtain
an apron configuration without compromising its effectiveness in this study. In Test T19,
the width of the apron was 25 cm (Figure 7b, Geometry I), 11% shorter than that of the
baseline Test, T18. The experimental results revealed the presence of edge failure at the
apron. Observation clearly shows how a depression is first formed at the interface of
the riprap stones and original bed sediments, which is the onset of “edge failure”. With
time, the depression propagates, causing the riprap stones to slide into it. If this hole
becomes excessively large, a total disintegration of the apron may occur [9]. Edge failure
and the extent of riprap coverage are closely related; if there is a sufficient supply of
riprap stones, this problem may be mitigated. Under this condition, the riprap stones
that slide into the scour hole can re-armor the hole to prevent further erosion and total
disintegration [9,55,56]. Accordingly, to overcome the observed edge failure, the apron
was changed from a circular to a square shape (see T20 in Figure 7c, Geometry II), with the
aim of enhancing the riprap stones’ stability here (compare T20 to T19). This observation,
which shows a distinct improvement, is consistent with the result of Simarro et al. [13],
who reported that the apron geometry of Figure 7c is superior to that of Figure 7b.
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Table 4. Results of different geometry and scale ratios of apron at spill-through abutment.

Tests
Number

wR
(cm)

wR/L ar
(cm)

br(cm)
X

(cm)
Y

(cm)
Shape of Apron ds/L Changes in

Scour Depth (%)
Volume of

Riprap (cm3)
Riprap Volume
Reduction (%)

T18 28 0.8 20 2 73 25 Geometry I 0.268 _ 7393 _
T19 25 0.714 20 2 70 27 Geometry I 0.277 +3 6353 14
T20 25 0.714 20 2 80 25 Geometry II 0.234 −12.7 7228 2.2
T21 20 0.571 20 2 60 23 Geometry II 0.240 −10.6 5439 26.4
T22 25 0.714 20 2 74 30 Geometry II 0.234 −12.7 5006 32.3

Note: The positive and negative signs in Column 9 indicate an increase and decrease in scour depth compared to
T18, respectively.

Figure 7. Geometry of riprap particle in spill-through abutment: (a) location of maximum scour
depth (b) Geometry I, T19; (c) Geometry II, T20; (d) shape of apron with 1.5DR50, T22. (flow from right
to left).

In Test T21, the apron width was further decreased to 20 cm to test the over-conservatism
of the method of Richardson and Davies [43]. With this change, the result shows that the
location of the maximum scour depth has migrated closer to the abutment toe (X = 60 cm
and Y = 23 cm) because the scour hole position is dependent on apron width [20]. How-
ever, edge failure, which occurs at the downstream end of the abutment as shown in
Figure 7b, is more prominent when compared to that in Test T20. Hence, the apron width
was reverted to 25 cm. However, since scouring and the dislodgement of riprap stones
(edge failure) did not occur at the upstream end of the riprap apron, the apron thickness
at this location was decreased by 1.5DR50 in Test T22 to reduce the volume of the riprap
layer needed (Figure 7d). With this change, the result shows that reducing the thickness
of the riprap layer has no effect on edge failure and the resulting scour depth, i.e., it did
not exacerbate edge failure. The results also show that edge failure and scour depth were
reduced in Test T22 compared with Test T19 by 12.7%. In addition, the volume of the riprap
layer in Test T22 is reduced by 32% in comparison to the baseline Test T18.

Similar to the spill-through abutment, the riprap volume is also reduced by decreasing
its thickness at the vertical wall abutment so that the apron thickness at the upstream end
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is reduced by 1.5DR50 for each vertical wall abutment, and the riprap volume is reduced
significantly (see Figure 8). The Figure shows that, despite the significant reduction of the
riprap volume in all the abutments (Classes 1 and 2), the scour depth did not increase.
Apart from edge failure (Tests T18 to T22), which is reflected by the erosion of riprap stones
at the downstream end of the spill-through abutment, shear failure is also is observed.
To address this problem, an appropriate size of the riprap layer was proposed; an issue
that will be discussed in the following section. As mentioned earlier, shear failure was not
observed at the vertical wall abutment.

 

1019

4665

7491
7228

546

2499

5024 5006

Figure 8. Volume of riprap layer around abutments. Blue symbols represent riprap with t = 3DR50

and red symbols represent t = 1.5DR50.

3.4. Shear Failure Prevention at Spill-Through Abutment

Shear failure occurs when the riprap stones are not heavy enough to withstand the
turbulent flow field [5,13]. In Tests T18 to T22, riprap stones at the downstream end of
the spill-through abutment were eroded in both geometries I and II (see Figures 7 and 9a)
because flow separation has caused an upward flow (wake vortices) that entrains the bed
sediments [57]. In addition, the roughness difference between the course riprap and fine bed
sediments creates a vulnerable point where the finer materials are eroded. These combine
to create a depression (hole) at the interface of the apron and bed sediments. As this scour
hole enlarges, riprap stones start sliding and rolling into it (edge failure), as was reported by
Chiew [9]. With time, the scour depth continues to grow until the shear stress and turbulence
fluctuations around the abutment can no longer erode the parent materials [53]. It should
be noted that in the area around the abutment, the shear stress and vortices are higher
than those of the approach flow (10 and 1.5 times, respectively, [57]). As a result, reducing
the strength of the downflow and primary vortex at the upstream side of the abutment
can reduce the strength of wake vortices and edge failure to enhance riprap stability. To
achieve this, using submerged vanes is an appropriate alternative. They produce vortices
(horizontal circulations) that move downstream with the main flow, augmenting the shear
stresses. In addition, vanes reduce velocity within the area between themselves and the
abutment, resulting in the formation of a lower pressure gradient and downflow [34,53].
Consequently, the flow separation correspondingly becomes weaker.
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Figure 9. (a) T19: shear and edge failure; (b) T7: effect of vane on shear failure; (c) T8: use of R15 to
arrest shear failure (flow from right to left).

If the placement of vanes still cannot prevent such failures (Figure 9b), installing an-
other riprap layer may be needed. In this study, a riprap layer (R15) with diameter = 15 mm,
thickness = 3DR50 and width = 15 cm was placed around the abutment (Figure 9c). The aim
is to use larger riprap stones to arrest shear failure. Test T8 (Table 3) shows that using R15,
the riprap layer is left intact, and shear failure is prevented (Figure 9c). One may infer from
these two tests that vanes and riprap size offer different remedial actions in abutment scour
countermeasures. The engineer must understand the purpose of their design when using
different scour countermeasure approaches.
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4. Conclusions

In this study, both armoring (riprap) and flow-altering (submerged vanes) scour
countermeasures were investigated individually and together around vertical walls and
spill-through abutments. The maximum scour depth and location, armor layer failure,
volume and scale rations are discussed in detail.

The following conclusions are drawn from the study:

1. Installing a riprap layer reduces the maximum scour depth by up to 39% and 34% in
vertical wall and spill-through abutments, respectively.

2. Submerged vanes reduce the maximum scour depth by up to 34% and 30% in vertical
walls and spill-through abutments, respectively. This shows that the effect of riprap
on scour reduction is more than that of submerged vanes.

3. The largest decrease in scour depth is achieved through a combination of riprap and
submerged vanes. These reductions were 54% and 39% in vertical walls and spill-through
abutments, respectively.

4. By installing a riprap layer, the location of the maximum scour depth is relocated away
from the abutment toe while it remains close to it by using submerged vanes alone.

5. Applications of submerged vanes enhance riprap stability and reduce edge failure.
With vanes, fewer riprap stones are eroded by the flow.

6. A square-shaped riprap layer at the downstream end of spill-through abutments is
more effective in promoting riprap stone stability and reducing-edge failure than
circular-shaped riprap layers.

7. Using submerged vanes is not an effective way to prevent riprap shear failure at the
downstream side of spill-through abutments. Utilizing a larger riprap layer (R15)
is needed.

8. By decreasing the thickness of the riprap layer proposed by Cardoso et al. (2010) in
the upstream half of the apron, the volume of the riprap layer needed is reduced up
to 46% without affecting the riprap efficacy.
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Nomenclature

The following symbols are used in this paper:

aR Upstream apron width
B Channel width
bR Downstream apron width
DR50 Median diameter of riprap apron
ds Scour depth
dV Distance of first vane relative to the edge of the abutment
d50 Median size of sediment bed
e Lateral spacing of the vanes
HS Vane height
K Abutment shape factor
L Length of abutment
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L′ Top length of spill-through abutment
LS Vane length
M Number of vanes in a row
N Number of rows of vane
P Distance of vanes from the abutment
Q Flow rate
R Riprap
R15 Riprap with diameter of 15 mm
S Submerged vane
t Thickness of riprap layer
u∗c Critical shear velocity
V Mean velocity
Vc Critical velocity
wR Width of the apron
X Position of maximum scour depth along the flow direction
Y Position of maximum scour depth transverse to the flow direction
y Flow depth
α Vane angle (degree) corresponding to flow direction
σg Sediment gradation
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Abstract: The causes of many bridge failures have been reported to be local scour around abutments.
This study examines roughening elements as devices with which to intercept the downflow responsi-
ble for the formation of the principal vortex, which is what triggers local scour around abutments.
Two vertical wall abutments with different widths were examined under four different hydraulic
conditions in a clear-water regime. Elements with different thicknesses (t) and protrusions (P) with
the same dimensions, (P = t = 0.05 L, 0.1 L, 0.2 L, and 0.3 L, where L is the length of the abutment) and
with varying depths of installation (Z) were considered. Elements were installed in two positions:
between the sediment surface and water elevation and buried within the sediment. To determine
the optimum depth of installation, one element was first installed on the sediment surface, and the
number of elements was increased in each subsequent test. The results show that installing elements
between water surface elevation and the sediment’s initial level did not show any defined trend on
scour depth reduction. However, the optimum installation depth of the elements is 0.6–0.8 L below
the initial bed level. Moreover, the roughening elements with thickness and protrusion of P = t = 0.2 L
resulted in the most effective protection of the foundation. The best arrangement, (P = t = 0.2 L and
Z = >0.6–0.8 L) reduced the maximum scour depth by up to 30.4% and 32.8% for the abutment with
smaller and larger widths, respectively.

Keywords: roughening elements; bridge foundation; river engineering; depth of installation;
flow altering

1. Introduction

Ref. [1] have reported that, among 383 bridge failures in the U.S., 72% were due to
local scour around the abutments. Vortex formation around bridge foundations imposes
excessive stress on the bed, increases erosion rate, degrades the streambed, and triggers a
scour hole. To establish a clear outlook toward abutment scour, it is vital to understand
the flow field around it (Figure 1). Three main factors trigger scour around abutments,
namely downflow, primary vortex, and wake vortices [2]. The pressure gradient at the
upstream side of the abutment drives the flow toward the bed, which, in turn, returns up
and develops a primary vortex. These two factors excavate the parent materials and create
a hole at the abutment tip. At the downstream side of the abutment, flow separation causes

Fluids 2023, 8, 175. https://doi.org/10.3390/fluids8060175 https://www.mdpi.com/journal/fluids193



Fluids 2023, 8, 175

upward flow, known as wake vortices, that sweep and entrain sediments particles away
from the abutment, as demonstrated in Figure 1. The three-dimensional flow field around a
bridge foundation is detailed by [3–6]. Recent numerical studies have also been conducted
to predict flow field and scour around inline hydraulic structures. A comprehensive study
by [7] can be referred to as an example.

Figure 1. Flow field around an abutment, roughening elements at abutment upstream face.

To cope with local scour around bridge abutments, three approaches are available.
One approach is to apply no scour countermeasure, and instead, the bridge foundation is
constructed deeper than the equilibrium scour depth. In this approach, accurate estimation
of scour depth is crucial, and long-term tests need to be conducted under desired hydraulic
conditions. Ref. [8] evaluated local scour in a non-uniform gravel bed and used both
laboratory and field data. They proposed new K-factors for the Melville and Coleman
relation and developed a new relation to estimate maximum scour depth. Ref. [9] proposed
a new equilibrium scour depth relation by estimating the total sediment transport around a
bridge pier exposed to local scour. Various researchers have attempted to develop relations
to estimate local scour around bridge foundation, and a list of empirical relations can
be found in [10], describing the ultimate scour depth as a function of flow, sediment,
foundation, and channel properties. The relations are valid under certain conditions, such
as live bed or clear water. A second approach involves an increase in the resistance of the
bed material by the placement of different coatings. In this method, heavy elements are
installed to create a physical barrier that enhances sediment stability against approaching
flow, and includes the placement of riprap, concrete blocks, gabions, etc. Various researchers
have studied this approach, such as [11–14]. Most of these studies aimed to introduce
relations for designing the size and placement extent of the pieces. Finally, for the third
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approach the flow is altered or deviated from the foundation to reduce erosive factors,
followed by installation of collars, slots, submerged vanes, sacrificial piles [6,15–24]. These
studies aimed to determine the geometric properties and effectiveness of the proposed
methods. Some other researchers have studied the combination of both methods. Ref. [25]
investigated the application of riprap alone and a combination of riprap and collar for scour
countermeasures around rectangular bridge piers aligned with the flow. They developed
relations for predicting stable riprap size and extent with different aspect ratios and skew
angles of piers. They concluded that increasing the skew angle and aspect ratio of the
piers increase the required riprap size and extent. Ref. [26] conducted similar studies
(combination of riprap and collar) for cylindrical piers and tested seven riprap sizes with
two different dimensions of collars. Their results show that the application of collar reduces
stable riprap size and extension. Ref. [27] conducted 48 laboratory experiments to study the
combination of riprap and Six Pillar Concrete (SPC) elements on scour mitigation around
a vertical wall bridge abutment. They concluded that SPC elements deviate the flow and
scour from the abutment tip. Moreover, they found that the installation of pebbles around
pillars enhances the stability of the SPC elements, prevents edge failure, and reduces
abutment scour depth.

Among flow altering devices, the use of roughening elements is a newly emerged
method that has received less attention. This method requires more investigation in order
to explore various aspects of the approach and to improve its performance as a scour
countermeasure strategy. Roughening elements can change the flow field and weaken the
downward flow, which is the main cause of the formation of horseshoe vortices [28]. The
factors affecting the performance of the roughening elements are the element protrusions
(P), thicknesses (t), spacing (S), and installation depth of the elements (Z). Figure 1 shows a
protected abutment with roughening elements and effective geometric parameters with a
flow pattern included. This method resembles that involving the use of threading cables to
reduce scour around piers [29].

The primary attempt to use roughening elements as scour countermeasure was un-
dertaken by [30]. They applied these elements as a flow altering method and reduced the
maximum scour depth to 7.2% at the abutment wall, concluding that roughening elements
can be used as suppressor of downflow to reduce the action of the vortex. Ref. [28] investi-
gated the element’s spacing (S) and protrusion (P) at a given thickness (t). They claimed
that smaller spacings create a barrier against downflow. In contrast, a large space between
two elements enables the downflow to reattach to the abutment wall, which causes the
performance of the elements to plummet. Briefly, they claimed that the least scouring
occurs for S/P = 2.

Based on literature review, few studies have been conducted on the performance of
roughening elements as a scour countermeasure method. Moreover, to the best of our
knowledge, the optimum placement depth, thickness and protrusion of the elements have
not been investigated. Therefore, this research aims to build on previous studies and
answer questions about the optimum installation depth and dimensions of the elements.

2. Materials and Methods

The scour depth (ds) is a function of different factors, including the geometry of fluid,
flow, channel, abutment and roughening elements, as well as sediment properties. In order
to develop dimensionless parameters sixteen variables are considered as follows:

ds = f1(ρ, μ, g, y, U, B, L, b, t, P, S, Z, ρs, d50, σ, T) (1)

where, ρ is water density, μ is water dynamic viscosity, g is gravitational acceleration, y is
flow depth, U is flow average velocity, B is channel (flume) width, L is abutment length
(m) (perpendicular to the flow), b is abutment width (m) (in direction of flow), t and P
are roughening element thickness and protrusion, respectively (m), S is the roughening
element’s spacing (m), Z is the depth of the roughening element installation below initial
bed level (m), ρs is the sediment density, d50 is median sediment size, σ is geometric
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standard deviation, and T is the time in seconds. Using the Buckingham theory and taking
ρ, U, L as repetitive variables, the general form of the equation for predicting scour around
and abutment armed with roughening elements can be expressed as follows:

ds

y
= f2

(
Re,Fr,

L
y

,
L
B

,
b
L

,
t
L

,
p
L

, S
L

,
Z
L

,
ρs

ρ
,

L
d50

, σ,
TU
L

)
(2)

where Re represents the Reynold number and Fr represents the Froude number defined in
the following equations:

Re =
ρ.U.y

μ
(3)

Fr =
U√
g.y

(4)

The length scale “L” can be replaced by water depth “y” (or a combination of “y,
L”) as suggested in other studies [2,28,31]. The graphs are presented with dimensionless
parameters as variables to make it possible to expand the results to real world scale. Some
parameters, such as Re, ρs/ρ, σ, L/y and L/B, are constant in each hydraulic condition.
Therefore, desired parameters including P/L, t/L, Z/L, and ds/L are studied and presented in
terms of tables and graphs. As a result, Equation (2) can be summarized to the following
form:

ds

y
=

(
P
L

,
t
L

,
Z
L

, Fr

)
(5)

The experiments were conducted in a laboratory flume with dimensions of 16 m
(length) × 0.7 m(width) × 0.6 m (depth) and a longitudinal slope of 0.0027. The walls and
bottom of the flume were made of glass (see Figure 2). Water was pumped from an under-
ground reservoir to a head-tank to maintain a constant head water and was then poured
to the flume. The flow depth was adjusted by a sharp, crested, rectangular gate located at
the end of the flume, and the flow discharge was measured using an electronic flow meter
and adjusted with a butterfly valve. To evaluate local scour, cohesionless sediments with a
median diameter of 0.71 mm and a thickness of 20 cm was used. According to [32], using
sediments with an average diameter of less than 0.7 mm escalates the possibility of bed

form creation. In addition, the geometric standard deviation of the sediments σg =
√

d84
d16

)
was 1.25, which satisfies the uniformity condition [33,34] and is less than 1.3.

Two vertical wall abutments with same length of 0.14 m and widths (b) of 0.07 and
0.14 m were used. The abutment dimensions were chosen to eliminate the contraction
ratio, as the effect of the contraction ratio on scouring is eliminated when the ratio of the
abutment length to flume width is less than 0.33 [35]. Two different widths were chosen to
study the effect of the abutment width on scouring. Roughening elements with the same
length as the abutment and with different protrusions and thicknesses were investigated.
The thickness and the protrusion of the elements were equal to P = t = 0.05 L, 0.1 L, 0.2
L, and 0.3 L. Based on the findings of [28], the spacing between the elements was set to
S/P = 2.

According to [2], an abutment is classified as short if the ratio of its length to the flow
depth is less than one, and where the scouring will be independent of the flow depth. To
determine hydrodynamic conditions, a flow discharge of 31 lit/s was used to establish
a constant flow depth of 15 cm. The threshold velocity was measured by using a one-
dimensional velocimeter at the desired flow depth, and was found to be 0.3 m/s, which is
consistent with the value obtained from Melville and Sutherland’s [36] formula:

UC/U∗C = 5.75log
(

5.53
y

d50

)
(6)

where UC is critical velocity, U∗C is the critical shear velocity, y is flow depth, and d50 is the
median diameter of sediments. The critical shear velocity was calculated using Shield’s
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diagram. In this study, the ratio of flow velocity (U) to critical velocity was 0.94. Because
this ratio is less than 1, the clear-water conditions were achieved [37]. To provide a better
understanding of experimental results, other hydraulic conditions were tested in addition
to U/UC = 0.94, including U/UC = 0.9, 0.8 and 0.7 were tested as well.

 
Figure 2. Schematic illustration of flume setup.

In the literature, test durations range from 2 to 96 h [38,39]. In this study, a primary
test was conducted for 24 h, during which two parameters, the scour depth and time at the
abutment toe, were continuously monitored in order to determine the temporal evolution
of the scour depth.

It was observed that the majority of the scouring occurs at the beginning of experi-
ments. After 5 h, negligible changes in scour depth were observed, which is consistent
with the findings of [28,40]. Refs. [27,41,42] have also reported that variations in the final
percentage of scour depth versus time become negligible after 4 h for different Froude
numbers and abutment geometries. However, it should be mentioned that the goal of the
current study was not to propose a relation in order to estimate the maximum scour depth
or reach an equilibrium condition. To reach a fully developed condition, the test must
be prolonged for several days [43,44]. Some researchers, such as [45], believe that such a
condition is not attainable. However, a duration of 5 h was chosen for the tests in this study.

In the initial set of experiments, two unprotected abutments were tested, and it
was observed that the highest scour depth occurred at the abutment toe. Therefore, the
abutments toe was chosen as the reference point for comparison of the scouring in all
subsequent experiments, as it was in similar studies [28,46,47]. The topography around
the abutment was recorded in a 2 × 2 cm grid using a laser distance meter that could
move in longitudinal and cross-sectional directions with 1 mm accuracy. To evaluate the
effectiveness of the scour countermeasure in subsequent experiments, the maximum scour
depth at the abutment toe was used as the reference point for comparing results. Figure 3
shows the maximum scour depth at two abutment tips in the baseline experiments.
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Figure 3. Maximum scour depth at abutment toe. (a) Width = 7 cm (b/L = 0.5), (b) width = 14 cm
(b/L = 1) (Flow Direction is from right to left), and (c,d) runs of baseline experiments.

The assessment experiments were designed to investigate the optimum installation
depth and dimensions of the scour countermeasure elements. In all of the experiments,
the space between two successive elements was set to S/P = 2, which was selected based
on the findings of [28]. The experiments were conducted in the following order: (1) the
effect of installing elements between sediment surface and water level, with the dimension
of t = P = 0.05 L, was evaluated at the abutment face (b = 7 cm), In this experiment, an
element was first installed, and subsequent tests were conducted by adding one element to
investigate the effect on scour depth of placing this element above the sediment (Figure 4a).
(2) The optimum depth of installation was determined by placing elements under the initial
level of the sediment (buried in sediments, t = P = 0.05 L) (Figure 4b). (3) After determining
optimum installation depth, tests were conducted with the presence of elements both under
and above the bed level (Figure 4c). In these tests, four elements were installed under
the bed level at a depth of Z/L = 0.6 (the optimum depth), while the number of elements
installed above the bed was increased from 1 to 8 to reach the water surface. This step
was undertaken in order to evaluate the installation of elements buried in sediment and
between the water level and sediment surface. Steps 1–3 were repeated for elements with
different dimensions (thickness and protrusion). (4) The effect of different dimensions was
evaluated under the optimum depth of installation (Figure 4d). All roughening elements
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were tested with a square cross-section, so the values of P (protrusion) and t (thickness)
were equal. Steps 1–4 were conducted under the hydraulic condition of U/UC = 0.94. (5) In
the final experiments, all four steps were repeated under different hydraulic conditions, of
U/UC = 0.9, 0.8, and 0.7, to obtain more authentic results. It should be noted that the best
results obtained from each step were applied in the subsequent step. For example, the
optimum depth of installation (Z/L) determined in step 2 was used in step 4 to determine
the optimum dimension.

Figure 4. Sketch of the installation of roughening elements on the upstream face of the abutment,
under and above the bed (a): T1, (b) T7, (c) T8, (d) T14 (The roughening elements face the flow
direction).

In the assessment experiments, some of the results obtained for the small abutment
(b = 7 cm) were repeated for the larger abutment. For example, the optimum depth of
installation determined for the small abutment was repeated for the larger one. Therefore,
the number of experiments conducted for the abutment with width of 14 cm is less than for
the abutment with the width of b = 7 cm (Table 1).
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Table 1. Overall view of experiments.

Test Conditions
Baseline

Experiments

Assessment Experiments

Total
Experiments

Elements
under Bed

Level

Elements above
and under Bed

Level

Optimum
Thickness and

Protrusion

Different
Hydraulic
Conditions

Number of
Tests

b = 7 cm 1 7 7 4 16 35

b = 14 cm 1 4 4 4 16 29

3. Results and Discussion

The results of the baseline experiments indicate that the widths of the abutment do
not have significant effect on the maximum scour depth at the abutment toe, which can
be attributed to the role of contraction in the scouring process. A larger abutment width
leads to greater volume of scour depth, which can result in more severe changes in bed
topography. This is because the longer the extension of the abutment, the further the
progression of scouring downstream. Ref. [48] also found that the maximum scour depth
is independent of the contraction length (abutment length) which is consistent with the
current study’s findings. They observed that the variation of scour depth at the abutment
toe was less than 10% for abutments with widths of 5 and 110 cm. This suggests that the
abutment width does not have a significant effect on the maximum scour depth at the
abutment toe. Additionally, they have reported that the velocity vectors were very similar
around the abutment toe, where the maximum scour depth occurs, which indicates that
the flow pattern is not significantly affected by the abutment width.

4. Installing Elements between the Bed and Water Surface (Step 1 in Assessment
Experiments)

The findings indicate that installing more than one element on the sediment bed,
regardless of the desired thickness and protrusion, does not reduce scour depth and in
some cases, may even increase it. There is no clear trend in the results.

5. Determining the Optimum Installation Depth of the Elements

In the second step of the assessment experiments, (Table 2, Tests T1 to T7) (Figure 4b),
it was found that installing elements at a depth of more than 8.4 cm (Z/L = 0.6) from the
bed level has no effect on scour reduction. This is evident in tests T5, T6 and T7 in Table 2.
The reason for this may be that, as a scour hole deepens, the strength of the primary vortex
and three-dimensional flow field inside the scour hole decreases, and therefore the deeper
placement of elements has no effect on scour depth. Consequently, the number of elements
under the bed was set at four to satisfy the Z/L = 0.6 criterion (Test T5). Based on Table 2
(Test T8 to T14), installing elements between the sediment bed and water surface has no
consistent pattern regarding scour reduction (compare T9, T10, T11 and T12).

In the previous section, the effect of installing elements between the sediment’s initial
bed and water surface was investigated (in this case, no elements were installed under the
bed level), and it was concluded that installing elements above the bed level did not have a
specific effect on scour depth and varied randomly. In this section (Figure 4c), elements
were installed both under and above the bed level, and the same results were obtained.
Comparing the results with the previous section (in which elements were installed between
the bed and water surface), it can be inferred that installing elements above the bed level
does not impose a specific trend on scour reduction, even if some elements are installed
within the sediments. Therefore, it is concluded that elements must be installed within a
specific range to affect the primary vortex action that develops inside the scour hole [4].
Thus, installing elements under the sediment surface resulted in better protection of the
abutment.
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Table 2. Summary of results of scour depth around both abutments (b = 7 and b = 14 cm) using
roughening elements with different protrusion and thickness.

Test
Number

Number of
Elements
under the

Bed

Number of
Elements
above the

Bed

Abutment
Width

t = P U/UC ds/y
Scour Depth
Reduction %

Z (cm) Z/L

T1 0 1 b/L = 0.5 0.05 L (0.7 cm) 0.94 0.77 7.2 0 0

T2 1 1 b/L = 0.5 0.05 L (0.7 cm) 0.94 0.76 8.8 2.1 0.15

T3 2 1 b/L = 0.5 0.05 L (0.7 cm) 0.94 0.75 9.6 4.2 0.3

T4 3 1 b/L = 0.5 0.05 L (0.7 cm) 0.94 0.74 11.2 6.3 0.45

T5 4 1 b/L = 0.5 0.05 L (0.7 cm) 0.94 0.69 17.6 8.4 0.6

T6 5 1 b/L = 0.5 0.05 L (0.7 cm) 0.94 0.69 17.6 10.5 0.75

T7 6 1 b/L = 0.5 0.05 L (0.7 cm) 0.94 0.69 17.6 12.6 0.9

T8 4 2 b/L = 0.5 0.05 L (0.7 cm) 0.94 0.7 16 8.4 0.6

T9 4 3 b/L = 0.5 0.05 L (0.7 cm) 0.94 0.7 16 8.4 0.6

T10 4 4 b/L = 0.5 0.05 L (0.7 cm) 0.94 0.69 17.6 8.4 0.6

T11 4 5 b/L = 0.5 0.05 L (0.7 cm) 0.94 0.73 12 8.4 0.6

T12 4 6 b/L = 0.5 0.05 L (0.7 cm) 0.94 0.71 14.4 8.4 0.6

T13 4 7 b/L = 0.5 0.05 L (0.7 cm) 0.94 0.72 13.6 8.4 0.6

T14 4 8 b/L = 0.5 0.05 L (0.7 cm) 0.94 0.7 15.2 8.4 0.6

T15 4 1 b/L = 0.5 0.05 L (0.7 cm) 0.94 0.69 17.6 8.4 0.6

T16 2 1 b/L = 0.5 0.1 L (1.4 cm) 0.94 0.65 22.4 9.8 0.7

T17 1 1 b/L = 0.5 0.2 L (2.8 cm) 0.94 0.58 30.4 10.5 0.75

T18 1 1 b/L = 0.5 0.3 L (4.2 cm) 0.94 0.6 28 11.2 0.8

T19 4 1 b/L = 1 0.05 L (0.7 cm) 0.94 0.73 12 8.4 0.6

T20 2 1 b/L = 1 0.1 L (1.4 cm) 0.94 0.6 27.2 9.8 0.7

T21 1 1 b/L = 1 0.2 L (2.8 cm) 0.94 0.56 32.8 10.5 0.75

T22 1 1 b/L = 1 0.3 L (4.2 cm) 0.94 0.59 29.6 11.2 0.8

Note: the 7th column is obtained by comparing with baseline tests (ds = 12.5 cm).

The results for other dimensions of roughening elements were similar. For t = P = 0.1 L,
0.2 L and 0.3 L, placing elements under the bed was found to be more effective than placing
them above the sediment, and the best depth of element installation was at Z/L = >0.6–0.8.
The results of the experiments, i.e., the dimensionless scour depths at the abutment toe for
different installation depth of elements, are shown in Figure 5.

Based on Figure 5, it can be observed that for all element dimensions, the ratio of
Z/L = >0.6–0.8 has the lowest scour depth. Therefore, the optimum installation depth of the
elements under the sediments is proposed to be 0.6–0.8 times the abutment length. Similar
results were obtained for the other abutment (b = 14 cm).
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Figure 5. Effect of the installation depth of elements with different dimensions at scour depth.

6. Determining Optimum Thickness and Protrusion of the Elements

From a hydraulic perspective, after the flow collides with the upstream abutment face,
a downward flow is formed that turns into the bed and creates the principal vortex and
abutment scour. The presence of roughening elements creates disturbance in the downward
flow, leading to energy dissipation. As a result, the principal vortex is weakened, and less
intense scouring occurs compared with baseline experiments.

The results indicate that, as the dimensions of roughening elements increase (Table 2,
T15 to T17 for b = 7 cm, T19 to T21 for b = 14 cm), the scour depth decreases to a certain extent
and then increases (compare T17 to T18 and T21 to T22). The results for both abutments are
similar (Figure 6), indicating that abutment width does not affect the maximum scour depth.
However, it can be concluded that, after increasing the protrusion of the elements beyond a
certain value, they act as a new wall, reducing the effectiveness of the elements and leaving
the abutment unprotected. This condition is similar to moving the abutment upstream by
the same amount as the element’s protrusion, resulting in an increase in scour depth. The
results suggest the best results can be obtained when the thickness and protrusion of the
elements are equal to 20% of the abutment length. The scour depth at the abutment toe
with the width of 7 and 14 cm was reduced by up to 30.4 and 32.8%, respectively.

Figure 7 shows the effect of different hydraulic conditions on scour depth in different
element dimensions.

Figure 7 demonstrates that the best performance of roughening elements in reducing
scour was achieved at t = P = 0.2 L (2.8 cm) even under different hydraulic conditions.
The figure also shows that increasing the dimension of the elements to a certain degree
reduces scour depth. It is clear that, under different hydraulic conditions and when
increasing the dimension of the elements to a certain amount, the scour depth reduces.
After P/L = t/L = 0.2, larger dimension has a reverse effect on scour depth.
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Figure 6. Results of the effects of the elements protrusion size on scour depth for both abutments. All
elements’ dimensions were tested under the best depth of installation (optimum value of Z/L).

 

Figure 7. Evaluation of scour depth at different hydraulic conditions.

7. Conclusions

This study investigated the effectiveness of roughening elements as a countermeasure
for bridge abutment scour. Different arrangements and dimensions of roughening elements
were tested on two rectangular abutments, and the local scour at the abutment toe was
measured as the baseline point. The optimal depth of installation was found to be at
Z/L = >0.6–0.8 under different hydraulic conditions. The best countermeasure performance
was achieved by increasing the dimensions of the elements (protrusion (P) and thickness
(t)) up to 0.2 L (abutment length), However, increasing the element dimensions beyond this
point (t = p = 0.3 L), led to an increase in scour depth. Overall, the best performance was
achieved at t = P = 0.2 L and Z/L = >0.6–0.8, resulting in a reduction of scour depth by up
to 30.4% (b = 7 cm) and 32.8% (b = 14 cm), respectively. Further investigation is needed
to investigate the effectiveness of these elements on cohesive soils and to expand their
application.
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Notations

Following symbols are used in this study:

B = channel (flume) width
b = Abutment width
d50 = Median diameter of sediment
Fr = Froud number
g = gravitational acceleration,
L = abutment length (m) (perpendicular to the flow),
P = Elements’ protrusion
Re = Reynold number
S = roughening element’s spacing t = Elements thickness
t = roughening element’s thickness
T = time
U = Flow velocity
UC = Critical velocity
U∗C = Critical shear velocity
y = Flow depth
Z = Installation depth of elements
σg = Geometric standard deviation
ρs = the sediment density,
ρ = water density
μ = water dynamic viscosity
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